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xv

Several months ago, we received a post to the  mailing list from Sander 
van Vugt. Sander explained that he was writing an advanced book on Ubuntu Server 
administration, as well as a second edition of his Beginning Ubuntu Server Administra-
tion. Sander solicited ideas and asked for feedback. Though several books have been 
published on Ubuntu Server Edition, this is the first time, to my knowledge, that feedback 
has been sought from the Ubuntu Server community. We are grateful for the chance to 
help, and some of the suggestions made by Ubuntu Server Edition’s developers and users 
appear in the pages of this book. 

This book covers Ubuntu 8.04 LTS Server Edition, sometimes referred to by its code-
name “Hardy Heron.” Ubuntu releases an LTS (Long Term Support) edition about every 
two years. The LTS designation indicates that this release will be maintained and sup-
ported for five years by Canonical Ltd., the commercial sponsor of Ubuntu. By focusing 
on the LTS edition, Sander ensures that this book will be a useful addition to your library.

I am thankful to Sander for writing a book targeted at professional administrators. 
I think that it comes at a perfect time for Ubuntu Server Edition. We worked hard to make 
Ubuntu 8.04 our most  enterprise- ready version yet, and this book is targeted at the enter-
prise administrators who need to know about Ubuntu Server’s advanced features. Among 
the new and updated features are the following:

I think the fact that this book is focused on the enterprise users, that it covers the 
LTS edition, and that Sander asked for Ubuntu Server community feedback all add up to 
making this a good book. I hope that it is useful to you, and helps you in your adoption of 
Ubuntu Server Edition.

Foreword
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sponsor, a large portion of the work is done by the community. Who is the community? 
Anyone who submits a bug report, helps package applications, writes documentation, 
answers questions from other users on the mailing list or IRC, or helps testing. We would 
love for you to get involved and help us make Ubuntu Server even better than it is now. 
I encourage you to visit  for more information. 

Rick Clark
Engineering Manager, Ubuntu Server Edition
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This book is about advanced Ubuntu Server administration. In this book you will read 
about topics that normally are of interest to experienced administrators. The typical 
reader of this book will already know how to handle basic tasks such as managing files, 
users, permissions, and services such as Apache and Samba.

I have written this book around some major themes. First of them is administering 
Ubuntu Server in the data center. This theme covers typical issues that you’ll encounter 
only when installing Ubuntu Server in an enterprise environment, such as connecting the 
server to the SAN or configuring Ubuntu Server as a Clonezilla imaging server. You’ll also 
learn how to set up high availability for services running on Ubuntu Server.

The second major theme is performance and troubleshooting. There is a chapter 
about performance monitoring and analysis, which is followed by a chapter about per-
formance optimization. You’ll also find a chapter about file system monitoring and 
optimization. The last chapter in the book provides extensive coverage of Ubuntu Server 
troubleshooting.

The next theme comprises advanced options offered by network services. You’ll learn 

Directory server, and how to configure Ubuntu Server as a mail server.
-

of certificates, and the chapter on Kerberos shows how you can use Kerberos to set up 
secure authentication for different services. You’ll also find some  in- depth information 
about the configuration of AppArmor to protect your applications. 

I hope that this book meets your requirements and that you enjoy reading it as much 
as I have enjoyed writing it!

Introduction
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C H A P T E R  1

Performing an Advanced 
Ubuntu Server Installation
Installing Ubuntu Server 
with RAID

You know how to install Ubuntu Server. There are, however, some additional challenges 
that you may face when installing Ubuntu Server in a network. Most important of those 
challenges is that your server may need a  software- based RAID solution. If you want to 
configure your server with software RAID, and especially if you want to use LVM volumes 
on top of that, installing Ubuntu Server can be quite hard. In this chapter you’ll learn all 
you need to know about such an installation.

What’s So Special About an Enterprise 
Installation?
You may ask: what’s the big deal about an enterprise network installation of Ubuntu 
Server versus a “normal” Ubuntu Server installation? There are some important differ-
ences when installing Ubuntu Server in an enterprise environment in which other servers 
are used as well, as this section explains. First, take a look at the recommended minimal 
installation requirements for a normal server installation:
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The next few sections discuss some of the most significant differences between a net-
work installation and a simple  stand- alone installation.

Server Hardware

The first major difference between a demo installation in your test network and an enter-
prise network installation is in the server hardware itself. When setting up a server in an 
enterprise environment, you probably want some redundancy. You can implement that 
redundancy by making sure that some devices have a backup available. For example, 
most  data-center- grade servers have a dual power supply, two network cards, and at least 
two hard disks. The advantage? If one breaks, the server can start using the other. And the 
big deal is that all of this happens automatically. 

Some of the setup of this redundant hardware is done in the hardware itself. I don’t 
cover that in this book. Some setup can be software based as well. For example, the use 

network boards are presented as one single network interface. The purpose of that ? It 
can add redundancy to your network card, or if you prefer, it can increase performance 
because two network cards bundled together can handle twice the workload of a single 
network card working alone.

Connection to a SAN

Next, your 
worked with a SAN before, no worries—just consider it a bunch of external disks for the 

-

If your server is connected to a SAN, you normally would want to have some redun-

connect to the SAN using different network connections. Now, there is something unique 

an additional storage device. For instance, if you have a local hard disk in your server, you 
would normally see it as the device -

would be seen by your server as a new storage device, typically . 
-
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would give you an additional external device, so you would see an additional  and 
. There is one problem with that, though: both  and  would refer 

to the same storage device! That normally is not a good idea, and that is where multipath 
comes in. When using multipath, an additional kernel module is loaded. The purpose of 
this module is to tell the operating system that the devices  and 

to a redundant SAN, the configuration of multipath is an absolute requirement. 

Authentication Handling

difference when installing your server in a network environment is that typi-
cally you would implement an external authentication mechanism. If you have only one 

-
ever, if you have more than one server, it makes sense to use a service that takes care of 

has already been set up in the network for this purpose. Such a service might be your 

process helps you to set that up as well. In the next section you’ll read all about it. 

Preparing for the Installation in a Network
You now know what to take care of when installing Ubuntu Server in a network environ-
ment. So let’s talk about the installation itself. In this section you’ll read how a typical 
server installation in a network environment takes place. I’ll assume that you have 
installed Ubuntu Server before, so I’ll be rather brief on the obvious parts, and more in 

installation, you should understand what I’m going to install here for purposes of 
demonstration. 

The server that you are going to read about in this section has the following 
properties:



CHAPTER 1   PERFORMING AN ADVANCED UBUNTU SERVER INSTALLATION4

Note You may not have the hardware described here available. That’s no problem, because you can 
create a configuration like this rather easily using virtualization software like VMware. Okay, it’s a problem 
to create two virtual CPUs with quad core each, and it will be a problem allocating 8 GB of RAM in most situ-
ations as well, but processors and RAM don’t make that big of a difference when performing the installation 
anyway. The focus here is on disk and network setup. And using a free virtualization solution like VMware 
Server, you can just create as many disks and as many Ethernet network boards as you like. 

It’s fine if your server has additional properties, but from the installation perspec-

planning of your disk setup. In a typical server installation, what you want above all is 
redundancy and performance at the same time. This means that if a disk breaks, the other 
disks should take over immediately. To reach this goal, you would probably want to work 
with some kind of RAID setup. 

Which RAID?

There are two ways to set up RAID on your server: hardware based and software based. 
If your server has a hardware RAID controller, you should consult the documentation for 
that controller. Every RAID controller is different, and there is no generic way in which 
I can describe how to set that up. If your server does not have hardware RAID, you can 
use a  software- based RAID solution. Software RAID often does not offer the same level of 
performance as hardware RAID, but the advantage is that you don’t have to pay anything 
extra to use it. When implementing software RAID, the following four methods are of 
interest:

RAID 0: This RAID method -
dles two disks together. This is excellent for performance, because you have two 

access any data on the array anymore. 

RAID 1: RAID 1 is all 

happens on the active disk happens on the backup disk as well, so at all times, the 
backup disk will be the same. Therefore, if the active disk fails, the backup disk can 
take over easily. This is a very safe method of working, but it doesn’t offer the best 
performance. Therefore, especially if you are in an environment in which lots of 
files are written to the storage devices, you either should not use RAID 1 or should 
create a RAID 1 array that uses two controllers to increase write speed on the 
RAID. For rather static volumes, however, RAID 1 is an excellent solution.
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RAID 10
behind it. So, you have excellent performance and excellent fault tolerance at the 
same time. There is one disadvantage, though: you need a minimum of four disks 
to set it up.

RAID 5

over two of the three disks, and the third disk is used to write parity information 

information is spread over all the disks in the array. So there is no dedicated disk 
that stores this information, and that promotes very good performance as well. 

Note The parity information that is used in a RAID setup creates some kind of a checksum for all files on 
the RAID. If a disk in the RAID gets lost, the original file can be reconstructed based on the parity information. 

Apart from the RAID technologies mentioned here, there are other RAID solutions as 

the example that I’ll show in this chapter, you will install a server that has a RAID 1 array 

there are two options: use logical volumes or use traditional partitions. Especially for data 
-

able, but they also offer the snapshot feature. Using snapshot technology makes it a lot 
easier to make a backup of open files. Most backup programs have a problem backing up 

your volumes, which allows you to back up anything on the snapshot. Also, when using 

when using traditional partitions. The one disadvantage is that you can’t boot from a logi-
cal volume.

Choosing a File System 

Next, you need to consider what you want to do on top of these logical volumes. In all 
cases, you need to format the logical volume so that a file system is created that allows 
you to store files on your server. Typically, the following file systems are available:
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Ext2: The traditional Linux file system since shortly after Linux was created. It is 
very stable, but does not offer journaling functionality, which means that it can 

small volumes that are mainly  read- only.

Ext3

rather limited. 

XFS: XFS was 
system. The most important property of XFS is that it is meant for “large.” That 
means large files, large amounts of data, and large file systems. XFS also is a com-

a very  well- tuned index. All that makes XFS currently the best solution to store 
data files.

ReiserFS: In the 
-

ReiserFS offered supreme performance, especially in environments in which many 

for ReiserFS has never been great and that has lead to stability issues. In specific 
environments in which many large files need to be handled, ReiserFS may still 
be a good choice, but be aware that ReiserFS is not very stable and you will have 
problems with it sooner or later. 

JFS
that offered journaling. The development of this file system has stopped, however, 
and therefore I don’t recommend its use on new servers. 

on the preceding information, you should now be capable of creating a blue-
print for the disk layout that your server is going to use.  Table 1-1 provides an overview 
of what I’m going to install on my server in this chapter. The items in parentheses are 

environment in which available storage is limited. 
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Note Chapter 4 covers advanced file system management tasks. ReiserFS management is included as 
well. Normally I wouldn’t recommend using ReiserFS anymore, but to make it easier for you to apply the con-
tents of Chapter 4, in the example setup, I’m setting up a ReiserFS file system as well. 

 Table 1-1. Blueprint of Server Disk Layout

Directory Size File System Storage Back End Storage Device

Now that we’ve done our homework, it’s time to start. In the next section you’ll read 
how to actually install this configuration.

Installing Ubuntu Server
more check to do before you start the actual installation: Ubuntu Server is available 

-

that may be a problem. So it’s best to do some research and check if drivers for your hard-

Note To understand what I’m covering in this book, it doesn’t really matter whether you’re using the 
 32- bit or  64- bit Ubuntu server version. Using a different version of the operating system doesn’t change 
much the way in which you will work with Ubuntu Server. 
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Starting the Installation

This section describes how to perform the first steps of the installation:

 1. 

button from the initial installation window to set your local keyboard layout.

 2. After you specify your local settings, the installation program shows the available 
network interface cards that it has found and asks you to select a primary network 

network cards to one interface, is not supported by the installation program, just 
select your first network board and press Enter.

 Figure 1-1. NIC teaming is not supported by the installation program, so just press 
Enter to configure the first Ethernet interface using DHCP. 

 3. Enter a name for your server. The default name Ubuntu is probably not sufficient, 
so make sure to specify something unique. 

 4. Select 
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Creating a  Software- Based RAID Solution

This section describes how to set up Ubuntu Server using software RAID to provide for 
maximal redundancy. Using software RAID helps you to get the best performance and 
redundancy if no  hardware- based RAID solution is available.

 1. 

next see an overview of all disk devices that the installer has found, as shown in 

 Figure 1-2. Don’t press Enter to accept default values in this screen!
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 Figure 1-3. The installer gives an overview of all available disk devices.

 2. From 

disks yet, the installer will ask you if it needs to set up a partition table. Select Yes 
and then press Enter. After you have done this, the result will look similar to the 

 3. 



CHAPTER 1   PERFORMING AN ADVANCED UBUNTU SERVER INSTALLATION 11

 Figure 1-4. Before proceeding, make sure that you see something similar to this.

 Figure 1-5. Select Create a New Partition and press Enter to continue.
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 4. The -
the boot partition, and make 

 as the 

press Enter to proceed.

 Figure 1-6. Make a boot partition first.

 5. Next, you must set up the free space that remains on the first hard disk as space to 
be used by the software RAID. To set up the partition, follow these steps:

screen, select it to be a primary partition. 
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that the partition should be used as a physical volume for RAID, as shown in 

 Figure 1-7. Select Physical Volume for RAID to mark the partition as usable for 
software RAID.

 6. Repeat 

on disk 1, and on all other disks, you can use all available disk space. When fin-
ished, the 

 7. Still 

 Figure 1-9. Select Yes and press Enter to write the current partitioning to your 
hard disks. 
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 Figure 1-8. After setting up all partitions that you want to use in your RAID setup, the 
Partition Disks screen looks like this.

 Figure 1-9. Before creating the RAID sets, you need to write the partitions to disk.
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 8. The installer takes you automatically to the Multidisk utility, which helps you to 

Next, select from the three different RAID types that are supported by this utility 

 Figure 1-10. First make the RAID 1 array for your operating system files.

 9. Specify the number of active devices that you want to use. For a RAID 1 array, this 

and press Enter to proceed. 

 10. Indicate how many spare devices you want to use. In RAID 1, there are no spare 

press Enter. 

 11. To complete the RAID setup, you need to add partitions that you’ve marked as 
RAID partitions to the RAID set. Make sure to select  and 



CHAPTER 1   PERFORMING AN ADVANCED UBUNTU SERVER INSTALLATION16

 Figure 1-11. After selecting the devices you want to add to your RAID set, select 
Continue and press Enter.

 12. 

use at least three devices as active devices. You don’t need any spare devices here. 
When you’re back in the main RAID menu, select Finish and press Enter to write 
the RAID configuration to your server’s hard drive. 

Creating LVM Logical Volumes on Top of a Software 
RAID Device

You now have set up two software RAID devices. These devices can be used just as you 
-

tional partitions, as well as LVM logical volumes. For maximal flexibility, it is a good idea 
to use LVM logical volumes. In this section you’ll learn how to set them up on top of the 
software RAID devices you’ve just created. This procedure also works if you are using 

 device names 
used in this procedure.



CHAPTER 1   PERFORMING AN ADVANCED UBUNTU SERVER INSTALLATION 17

 1. You now automatically return to the main menu, in which you’ll see the two RAID 

logical volumes on the device. This brings you to 
you’ve seen a couple of times before. 

 Figure 1-12. Select the size specification under the name of the RAID device and press 
Enter.

 2. From 

-

other RAID device usable as an LVM device as well. After doing this successfully, 
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 Figure 1-13. Before you start to create logical volumes, your Partition Disks interface 
should look similar to this. 

 3. Now that you’ve marked the RAID devices as physical volumes in the LVM setup, 
which makes them usable for LVM, it’s time to put some LVM logical volumes 
on them. First, you are going to create a volume for the root directory and swap 
space and put that on the RAID 1 array. Next, you’ll create the , , and 

currently are two physical volumes available. To create the highest possible redun-
dancy, you’ll create a volume group on each of them. To do this, from the interface 

 4. Next, you need to provide a name for the volume group you want to create. In this 
scenario, because you want a volume group that is clearly divided between two 
physical storage devices, I suggest using the names of these devices for the volume 
group name. So make a volume group with the name RAID1 on the RAID 1 array, 

creating the volume group, select the storage device on which you want to create 

 for the first RAID device and  for the second RAID device. Make sure 
that you create both volume groups now. After selecting the storage device, select 
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 Figure 1-14. Select Create Volume Group and press Enter to start defining 
a volume group.

 Figure 1-15. Select the storage device that you want to use, select Continue, and 
press Enter.
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 5. You next see a summary of the current LVM configuration that shows that you 

Enter. This gives you a list of all existing volume groups. Select the volume group 
in which you want to create the logical volume and press Enter. Next, enter the 
name of the logical volume you want to create and proceed to the next step. In 

 Figure 1-16. It’s a good idea never to use all available disk space when creating the 
logical volumes. 

 6. all the logical volumes that you want to use, and then, from the LVM sum-

procedure. 
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 Figure 1-17. After creating all logical volumes, select Finish and press Enter to 
complete this part of the procedure.

 7. At this stage you have created the RAID devices, put some logical volume groups 
on top of them, and created the logical volumes that you want to use in the volume 
groups. Now it’s time for the final step: you need to put some file systems in the 
volume groups. To do this, select the logical volumes one by one. From -

Select the line that marks the free space that is available on the logical volumes 
and press Enter. 
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 Figure 1-18. Select the logical volumes one by one to put a file system on them. 

 8. You 
the line labeled Use As and select the file system that you want to use on this logi-
cal volume. After selecting the file system, select the directory on which you want 

Repeat this procedure for all the logical volumes that you have created. After doing 

press Enter. This writes the disk layout that you have created and brings you to the 
next step of the procedure. 

Completing the Installation

Now that you’ve set up the disk layout for your server, it’s time to complete the instal-
lation. This includes creating a user account, specifying where to authenticate, and 
selecting one or more of the predefined installation patterns for your server. In the fol-
lowing procedure, you’ll learn what’s involved.
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 1. As you probably already know, on Ubuntu server you won’t work as root by 
default. Therefore, you are asked to enter the name of a new user that will be 
created now. Your first name might not be a bad idea. Make sure this user has 
a password as well.

 2. If you need a proxy server to access the outside world, you can now enter the 
data that you need to access this proxy server. You’ll do this as a URL. This can be 
a basic URL, but you can also use a URL that includes a username and password. 
For instance, if a special user account  with the password  needs 
to authenticate on the proxy with the name 
the line you enter looks as follows: . If no proxy 
information is needed, you can just skip this field and leave it empty.

 3. Select one or more of the installation patterns available for your server. This is 
not an important option, because later you can install all software packages that 
are offered here. Now the software is copied to your server. Wait until this is com-
pleted. 

 4. 
Enter now to boot into your new system. 

 Figure 1-19. When the installation is completed, press Enter to start the 
installed system.
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Post-Installation Tasks
Now you have a functional instance of Ubuntu Server, but you are not done yet. In a typi-
cal  data- center installation, a server has several network cards, and to get the best out of 

bonding in two ways: for maximal redundancy or for maximal performance. Your enter-
prise server might connect to a SAN as well. This adds another requirement: setting up 
multipathing. The next two subsections describe how to accomplish these tasks.

Setting Up NIC Bonding

Even the most basic network servers have at least two network cards. Some models even 
have four or more network cards installed. This not only is useful if you want to connect 
your server to several networks at the same time, but also enables you to use these multi-
ple network cards to increase performance or redundancy. The technique used for this is 

-
cally has the name . Two of the physical network cards are assigned to this device. 

 and 
with  as well. 

Speaking 
When setting it up for redundancy, one of the network cards will be active, whereas the 
other one is on standby and takes over only if the active network card fails. This enables 
fault tolerance on the network connection for your server. In the  high- performance setup, 
the two network cards in the bonding configuration work together to handle the work 

-

 Table 1-2. NIC Bonding Options

Option Use

way between the network cards assigned to the bonding interface. Using this option, 
you’ll get load balancing and redundancy at the same time.

mode=1  Using this mode, one of the network cards is active and the other one is passive. This 
enables fault tolerance, but doesn’t do anything for performance.

connection on the same device as long as possible. This offers redundancy and load bal-

is also more complicated, it is more prone to errors.
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Option Use

interruption. 

cards in the bond device as one, but does require additional configuration on the net-
work switch.

additional configuration is needed on the switch. 

The 

 1. , as shown in  Listing 1-1. This 

Make sure that the names of the kernel devices for  and  in  Listing 1-1 are 

bonding is between  and  only, you don’t need to do anything on  
here.

 Listing 1-1. Use /etc/modprobe.d/aliases to Load the Correct Kernel Modules

 2. In the  directory, you’ll find a file that contains settings for your 

kernel, the name of this file is . Edit this file to make sure the right options are 
loaded for the bonding device.

 Listing 1-2. Edit the /etc/modprobe.d/arch/i386 File to Contain the Correct 
Bonding Options
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 3. As a final step, you need to modify the file that contains the configuration of 
your network card to create the  device and its properties. The example in 

example.

 Listing 1-3. Change the /etc/network/interfaces File to Create the bond0 Device

This completes all required steps to set up the bond device. To verify that it comes up 
when your server starts, reboot your server now.

Setting Up Multipathing

A server in a data center is often connected to a SAN. To avoid having a single point of 
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 Figure 1-20. Schematic overview of the way a server is connected to the SAN

This redundancy in the SAN connections would normally produce an undesirable 
result. Let’s say your server has a redundant connection to one LUN on the SAN. For 
the moment, consider the SAN to be a black box, and a LUN to be some storage that is 
allocated in a logical group on the SAN, like you would use partitions on hard drives. See 

-
ing that it sees the same device on the SAN twice, it would offer you two new devices—for 
instance, 
As you can imagine, this is not good.

To prevent your server from getting two devices, you should use multipathing. Initial-

take care of this problem. Installing it is a really simple  two- step procedure:

 1. Use  to install the multipath software.

 2. Enter the command  to start the multipath process, and 
make sure that it automatically restarts when you restart your server. 

The result of these two steps is that you’ll get a new storage device. Use  or 
 to find out what the name of this device is. This storage device refers to your SAN. 

When setting up partitions on the SAN, make sure to use this storage device, and not the 
 and  devices that your server also still gives you.
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Summary
In this chapter you have learned how to set up a server in an enterprise environment. 
As you have seen, this is quite a different approach from setting up a server in a small 
business or home environment. You have learned how to set up software RAID, and LVM 

-

next chapter you’ll learn how to set up Ubuntu Server for workstation imaging. 
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C H A P T E R  2

Using Ubuntu Server for 
System Imaging
Clonezilla on Ubuntu Server

In the first chapter of this book, you read how to perform an enterprise network instal-
lation of Ubuntu Server. The topic of this chapter is somewhat related to installation of 
Ubuntu Server. In this chapter you’ll learn how to set up a Clonezilla imaging server. 
There may be several reasons why you would want to set up such a server. The most 
important of them is that working with workstation images reduces help desk expenses. 
If after a minimal period of troubleshooting it turns out that repairing a workstation is 
going to take too long, it’s much faster just to restore the image of that workstation. Of 
course, this assumes that all  work- related files will be written to some other server first. 
In this chapter you’ll learn how to set up Clonezilla for imaging. 

Setting Up a Clonezilla Imaging Server
The Clonezilla imaging server is currently the most popular open source imaging solu-
tion. It has two versions, a  stand- alone version and a server version. Whereas the  stand-  
alone version does well to make and restore images of single machines, you’ll need the 
server version if you need to make images of multiple systems. In its current version, up 
to 40 workstations can be imaged simultaneously using a method that uses broadcast or 
multicast to ensure optimal use of network bandwidth.

Before installing the required software, make sure that your environment is set up for 
imaging. Basically, it comes down to two elements: 
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This means that you need a second network card installed on your server and 
a dedicated Ethernet network connected to that network card. 

enable network boot in the BIOS of your workstation. 

I’ll assume that you have both elements. If not, save yourself a great deal of hassle 
and make sure that these are in place before you start. 

Setting Up Diskless Remote Boot in Linux
To use Clonezilla in a server environment, you need to set up diskless remote boot first. 

from . Before setting up DRBL, you must set up the 

a second network card for use with DRBL and the network card hasn’t been set up yet, 
follow this procedure to set up the second network card:

 1. Using root permissions, open the file .

 2. To add a second network card that is meant to be used for Clonezilla only, add the 

that you want to use.

 3. Restart the network to activate the new configuration. Don’t forget to make sure 
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Installing the DRBL Software

Now that the network is prepared, you can install the DRBL software. It is a good idea to 
use Ubuntu’s secure 
install it. Use the following two commands to do that:

Next, you need to change the  file to add the new installation 
sources that allow you to add the DRBL software and keep it up to date. Make sure to add 
the following two lines to the  file:

Next, execute the following commands to install the software:

this command has finished execution, all required software is downloaded but nothing is 
installed yet. 

When you run the  command, the installation program asks the 
following questions, the recommend answers to which are provided:

 1. Do you want to install some network boot images for different Linux distributions? 
Doing so would download more than 100 MB from the Internet to allow you to 
perform an easy installation of workstations. Normally, you don’t need to do this, 
so press Enter to accept the default value No and proceed. 

 2. Do you want serial console output for typical clients? Unless you know you do 
need it, choose the default option, which is No.
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 3. What kind of kernel do you want to use on the clients to do imaging? Typically, 

DRBL server and clients. This would typically not be the case, so choose 1 here 
and proceed. 

 4. 

of coffee now, because several megabytes of files need to be downloaded at this 
stage. 

Configuring the DRBL Software

the download is finished, you can start the configuration. I’ll assume that your DRBL 
, which is used for normal Internet 

and user traffic, and , which is used for DRBL. 

broadcast/multicast performance will be very bad. 

 Figure 2-1. Schematic overview of the imaging network

Now to configure DRBL, use the  command. This will set 
up your server. Setting up your server this way is easy, because the program will detect 
almost all settings automatically. 
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The first couple of questions ask you about the DNS configuration you want to use. 
-

select the Internet interface, the DRBL interface is selected automatically. 

addresses now. 

first.

Note You also can use DRBL to boot workstations with a Ubuntu image. The software even allows you 
to store private configuration environments on the server for each of these workstations. If you want to go 
this way, it is a very good idea to make a mapping between IP addresses and MAC addresses of the work-
stations. If you just want to do imaging, there is no reason to create this mapping. 

Setting Up the DHCP Server
In the 

clients at all times. This is useful if you want the same client to work with the same con-

addresses must be stored in a configuration file. The DRBL setup program creates this file 
accept the default name for this file. 
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 Listing 2-1. The DRBL Program Sets Up a DHCP Server Automatically

your DRBL server. Happy with it? Then press Enter to continue. 

 Listing 2-2. Specify How the DHCP Range to Be Used Must Be Configured

Once 

what you expected, and if it is, proceed with the configuration.
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 Listing 2-3. The DRBL Setup Program Shows What It Is Going to Configure

Next you need to specify which DRBL mode you want to use. There are two differ-

you’ll use to give them a useable operating system. Do this at all times, because it gives 
you a complete working environment available on the client, and that may be useful if 

During the next step, specify that you want to use full Clonezilla mode. This provides 
everything a client needs to boot and do its work in the Clonezilla environment, which 
enables you to do easy workstation imaging. 

Completing Clonezilla Configuration
Now 
that can be used by Clonezilla. I suggest using a rather large storage device, format-

 might be suitable. Do not 

 file is modified to activate this directory the next time your server boots. To 
configure this, follow these steps:
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 1. 
which is reachable via the device , use  to format the 

 2. Use  to create the Clonezilla directory.

 3. Make sure your  includes the following line to mount the Clonezilla 
directory automatically:

you specify which file system to use, the configuration program asks you if you 
want to set a password as well. If you use a password, only authenticated clients can use 
Clonezilla services. Do what fits your situation best here. 

Now the installer asks if you want to define a boot prompt for clients. It may be 
a good idea to do so, so that your clients have the option to specify what they want to do 

of 7 seconds is generated for this boot prompt. If this is not enough time, change it in the 

boot menu on the client computers. 

them into the Clonezilla server. 

Configuring the Clients for Cloning
Now that you’ve set up a basic Clonezilla environment, you are going to use the 

 command to add the appropriate Clonezilla options to the boot 
menu, thus enabling end users to specify what they want to do on their client work-

or in such a way that the administrator starts the cloning process manually after using 
 command to 

set up the server, and then you’ll learn how to start cloning on the clients. 
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Setting Up the Server for Cloning

The following procedure, typically a  one-time- only procedure, allows you to set up the 
Clonezilla server for cloning:

 1. the 

 Figure 2-2. You can set up imaging for all nodes, or for a limited selection of nodes only.

 2. Specify 

engine. 
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 Figure 2-3. Make sure to select  clonezilla- start to start the cloning process automatically 
after your workstation boots from its network card.

 3. now select an option to start a clone or restore process automatically 

use multicast mode, thus allowing you to clone at the highest possible speed. The 
disadvantage of using an automatic option, where your selection is predefined, 
is that you’ll always need to run the  command before every 
major job. The alternative is to use the option , which uses uni-
cast but gives more flexibility from within the client. Because it is more flexible, 
I’ll use this option. 

 4. Specify what to offer as the default client boot option. Make sure to select the 
option , which halts to show you the boot menu. In the next and last screen, 
select , which will reboot the client machine automatically after it has 
been cloned. 
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 Figure 2-4. For optimal performance, use one of the first four options; for optimal flexibility, 
use the  select-in- client option. 

Cloning the Client

Now that everything is set up, you are ready to start cloning your client:

 1. Make sure the workstation that you want to boot boots from its network card. 

 2. the Clonezilla menu, you can choose from two different options, as shown 
the option  to write an image file to the Clonezilla 

server. The  option is useful only if you want to clone the contents of 

used for this purpose, as long as it is at least as big as the hard drive you want to 
clone.
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 Figure 2-5. When booting the workstation from the network card, the Clonezilla 
option automatically pops up. 

 Figure 2-6. Use the  device- image option to write the cloned disk to an image file on 
the Clonezilla server. 

 3. Specify 
are , which clones the entire disk to the image file, and , which 
restores the client from an image file. The other two options allow you to save and 
restore individual partitions only.
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 Figure 2-7. Select savedisk to write the contents of the entire hard drive to an 
image file.

 4. 

 command to clone the disk. Count on that to take a couple of hours, 
though, because  is rather inefficient.

 5. Make sure that the option is selected that forces the client to wait before clon-
ing. This option makes sure that nothing will happen by accident, and as you can 
imagine, that’s rather important.

 6. In the following screen, you need to specify what command you want to use to 
compress the cloned image. The default value, which uses , will do rather well 

This is very important, because when restoring the original state of your hard 
drive, this image name will be the only thing that you’ve got. So, make sure that 

image. 
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 Figure 2-8. Make sure to use something more descriptive than the default name for 
your image.

 7. 
disk will be offered, but if the machine you’re cloning has more than one hard 
drive, you can clone all of them with Clonezilla. 

 Figure 2-9. Select all disks that you want to include in your image.
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That’s all. The cloning process will start now. Be patient, because it can take some 
time to complete. 

Summary
In this chapter you’ve learned how to use Ubuntu Server as a system imaging solution. 
This is a very useful solution that allows you to recover from problems on workstations 
fast and easily. In the next chapter you’ll learn all about performance monitoring on 
Ubuntu Server. 
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C H A P T E R  3

Performance Monitoring
Finding Performance Problems  
on Ubuntu Server

Running a server is one thing. Running a server that works well is something else. On 
a server whose default settings haven’t been changed since installation, things may just 
go terribly wrong from a performance perspective. Finding a performance problem on 
a Linux server is not that easy. You need to know what your computer is doing and how to 
interpret performance monitoring data. In this chapter you’ll learn how to do just that. 

To give you a head start, you’ll have a look at  first. Though almost everyone 
already knows how to use the  utility, few know how to really interpret the data that 

 provides. The  utility is a very good starting place when analyzing performance on 
your server. It gives you a good indication of what component is causing performance 
problems in your server. After looking at , we’ll consider some advanced utilities that 
help to identify performance problems on particular devices. Specifically, we’ll look at 
performance monitoring on the CPU, memory, storage, and network. 

Interpreting What Your Computer Is Doing: top
Before you start to look at the details produced by performance monitoring, you should 
have a general overview of the current state of your server. The  utility is an excellent 
tool to help you with that. As an example for discussion, let’s start by looking at a server 
that is restoring a workstation from an image file, using the Clonezilla imaging solution. 
The  output in  Listing 3-1 shows how busy the server is that is doing the restoration. 
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 Listing 3-1. Analyzing top on a Somewhat Busy Server

CPU Monitoring with top

When analyzing performance, you start at the first line of the  output. The  
parameters are of particular interest. There are three of them, indicating the load average 
for the last 1 minute, the last 5 minutes, and the last 15 minutes. The anchor value is 1.00. 
You will see 1.00 on a  one- CPU system any time that all CPU cycles are fully utilized but 
no processes are waiting in the queue. 1.00 is the anchor value for each CPU core in your 
system. So, for example, on a  dual- CPU,  quad- core system, the anchor value would be 
8.00.

Note The load average is for your system, not for your CPU. It is perfectly possible to have a load average 
far above 1.00 even while your CPU is doing next to nothing.
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Having a system that works exactly at the anchor value may be good, but it isn’t the 
best solution in all cases. You need to understand more about the nature of a typical 
workload before you can determine whether or not a workload of 1.00 is good. 

Consider, for example, a task that is running completely on one CPU, without caus-
ing overhead in memory or other critical system components. You can force such a task 
by entering the following line of code at the dash prompt:

This task will completely claim the CPU, thus causing a workload of 1.00. However, 
because this is a task that doesn’t do any I/O, the task does not have waiting times; there-
fore, for a task like this, 1.00 is considered a heavy workload. You can compare this to 
a task that is I/O intensive, such as a task in which your complete hard drive is copied 
to the null device. This task will also easily contribute to a workload that is higher than 
1.00, but because there is a lot of waiting for I/O involved, it’s not as bad as the  
task from the preceding example line. So, basically, the  line doesn’t give too 
much useful information. When you see that your server’s CPU is quite busy, you should 
find out why it is that busy. By default,  gives a summary for all CPUs in your server; 
if you press 1 on your keyboard,  will show a line for each CPU core in your server. All 
modern servers are multicore, so you should apply this option. It not only gives you infor-
mation about the multiprocessing environment, but also shows you the performance 
indicators for individual processors and the processes that use them.  Listing 3-2 shows an 
example in which usage statistics are provided on a  dual- core server.

 Listing 3-2. Monitoring Performance on a  Dual- Core Server
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The output in  Listing 3-2 provides information that you can use for CPU performance 
monitoring, memory monitoring and process monitoring, as described in the following 
subsections.

CPU Performance Monitoring

When you are trying to determine what your server is doing exactly, the CPU lines (  
and  in  Listing 3-2) are important indicators. They enable you to monitor CPU per-
formance, divided into different performance categories. The following list summarizes 
these categories:

: Refers to the workload in user space. Typically, this relates to running pro-
cesses that don’t perform many system calls, such as I/O requests or requests to 
hardware resources. If you see a high load here, that means your server is heavily 
used by applications.

: Refers to the work that is done in system space. These are important tasks in 
which the kernel of your operating system is involved as well. Load average in sys-
tem space should in general not be too high. It is elevated when running processes 
that don’t perform many system calls (I/O tasks and so on) or when the kernel is 
handling many IRQs or doing many scheduling tasks. 

: Relates to the number of jobs that have been started with an adjusted  
value. 

: Indicates how busy the idle loop is. This special loop indicates the amount of 
time that your CPU is doing nothing. Therefore, a high percentage in the idle loop 
means the CPU is not too busy.

: Refers to the amount of time that your CPU is waiting for I/O. This is an impor-
tant indicator. If the value is often above 30 percent, that could indicate a problem 
on the I/O channel that involves storage and network performance. See the sec-
tions “Monitoring Storage Performance” and “Monitoring Network Performance” 
later in this chapter to find out what may be happening. 
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: Relates to the time the CPU has spent handling hardware interrupts. You will 
see some utilization here when a device is particularly busy (optical drives do 
stress this parameter from time to time), but normally you won’t ever see it above 
a few percentage points.

: Relates to software interrupts. Typically, these are  lower- priority interrupts 
that are created by the kernel. You will probably never see a high utilization in this 
field. 

: Relates to an environment in which virtualization is used. In some virtual 
environments, the hypervisor (which is responsible for allocating time to virtual 
machines) can take (“steal,” hence “st”) CPU time to give it to virtual machines. 
If this happens, you will see some utilization in the  field. If the utilization here 
starts getting really high, you should consider offloading virtual machines from 
your server. 

Memory Monitoring with top

The second type of information provided by , as shown in  Listing 3-2, is information 
about memory and swap usage. The  line contains four parameters:

: The total amount of physical memory installed in your server. 

: The amount of memory that is currently in use by devices or processes. See 
also the information about the  and  parameters (  is discussed 
following this list).

: The amount of memory that is not in use. On a typical server that is opera-
tional for more than a couple of hours, you will always see that this value is rather 
low.

: The write cache that your server uses. All data that a server has to write 
to disk is written to the write cache first. From there, the disk controller takes care 
of this data when it has time to write it. The advantage of using the write cache 
is that, from the perspective of the  end- user process, the data is written, so the 
application the user is using does not need to wait anymore. This buffer cache, 
however, is memory that is used for nonessential purposes, and when an applica-
tion needs more memory and can’t allocate that from the pool of free memory, the 
write cache can be written to disk (flushed) so that memory that was used by the 
write cache is available for other purposes. When this parameter is getting really 
high (several hundreds of megabytes), it may indicate a failing storage subsystem. 

In the  line you can find one parameter that doesn’t relate to swap, . 
This parameter relates to the number of files that are currently stocked in cache. When 
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a user requests a file from the server, the file normally has to be read from the hard disk. 
Because a hard disk is much slower than RAM, this process causes major delays. For 
that reason, every time after fetching a file from the server hard drive, the file is stored in 
cache. This is a read cache and has one purpose only: to speed up reads. When memory 
that is currently allocated to the read cache is needed for other purposes, the read cache 
can be freed immediately so that more memory can be added to the pool of available 
(“free”) memory. Your server will typically see a (very) high amount of cached memory, 
which, especially if your server is used for reads mostly, is considered good, because it 
will speed up your server. If your server is used for reads mostly and this parameter falls 
below 40 percent of total available memory, you will most likely see a performance slow-
down. Add more RAM if this happens. 

Swap and cache are distinctly different. Whereas cache is a part of RAM that is used 
to speed up disk access, swap is a part of disk space that is used to emulate RAM on 
a hard disk. For this purpose, Linux typically uses a swap partition, which you created 
when installing your server. If your server starts using swap, that is bad in most cases, 
because it is about 1,000 times slower than RAM. Some applications (particularly Oracle 
apps) always work with swap, and if you are using such an application, usage of swap is 
not necessarily bad because it improves the performance of the application. In all other 
cases, you should start worrying if more than a few megabytes of swap is used. In Chap-
ter 4, you’ll learn what you can do if your server starts swapping too soon. 

Process Monitoring with top

The last part of the  output is reserved for information about the most active pro-
cesses. You’ll see the following parameters regarding these processes:

: The process ID of the process.

: The user identity used to start the process.

: The priority of the process. The priority of any process is determined automati-
cally, and the process with the highest priority is eligible to be run first because it 
is first in the queue of runnable processes. Some processes run with a  real- time 
priority, which is indicated as . Processes with this priority can claim CPU cycles 
in real time, which means that they will always have highest priority. 

: The  value with which the process was started. 

: The amount of memory that was claimed by the process when it first started. 
This is not the same as swap space. Virtual memory in Linux is the total amount of 
memory that is used.
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: The amount of the process memory that is effectively in RAM (  is short for 
“resident memory”). The difference between  and  is the amount of the 
process memory that has been reserved for future use by the process. The process 
does not need this memory at this instant, but it may need it in a second. It’s just 
a view of the swap mechanism.

: The amount of memory this process shares with another process.

: The status of a process.

: The percentage of CPU time this process is using. You will normally see the 
process with the highest CPU utilization at the top of this list.

: The percentage of memory this process has claimed.

: The total amount of time that this process has been using CPU cycles.

: The name of the command that relates to this process.

Analyzing CPU Performance
The  utility offers a good starting point for performance tuning. However, if you really 
need to dig deep into a performance problem,  does not offer enough information, so 
you need more advanced tools. In this section you’ll learn how to find out more about 
CPU  performance- related problems. 

Most people tend to start analyzing a performance problem at the CPU, because 
they think CPU performance is the most important factor on a server. In most situa-
tions, this is not true. Assuming that you have a newer CPU, not an old  486- based CPU, 
you will hardly ever see a performance problem that really is related to the CPU. In most 
cases, a problem that looks like it is caused by the CPU is caused by something else. 
For instance, your CPU may just be waiting for data to be transferred from the network 
device. 

To monitor what is happening on your CPU, you should know something about the 
conceptual background of process handling, starting with the run queue. Before being 
served by the CPU, every process enters the run queue. Once it is in the run queue, a pro-
cess can be runnable or blocked. A runnable process is a process that is competing for 
CPU time. The Linux scheduler decides which runnable process to run next based on the 
current priority of the process. A blocked process doesn’t compete for CPU time. It is just 
waiting for data from some I/O device or system call to arrive. When looking at the system 
load as provided by utilities like  or , you will see a number that indicates the 
load requested by runnable and blocked processes, as in the following example using the 

 utility:
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A modern Linux system is always a multitasking system. This is true for every proces-
sor architecture that can be used, because the Linux kernel constantly switches between 
different processes. In order to perform this switch, the CPU needs to save all the context 
information for the old process and retrieve context information for the new process. 

The performance price for these context switches is heavy. In an ideal world, you 
need to make sure that the number of context switches is limited to a certain extent. 
You can do this by using a multicore CPU architecture, a server with multiple CPUs, or 
a combination of both. Another solution is to offload processes from a server that is too 
busy. Processes that are serviced by the kernel scheduler, however, are not the only cause 
of context switching. Hardware interrupts, caused by hardware devices demanding the 
CPU’s attention, are another important source of context switching. 

As an administrator, it is a good idea to compare the number of CPU context switches 
with the number of interrupts. This gives you an idea of how they relate, but cannot be 
used as an absolute performance indicator. In my experience, about ten times as many 
context switches as interrupts is fine; if there are many more context switches per inter-
rupt, it may indicate that your server has a performance problem that is caused by too 
many processes competing for CPU power. If this is the case, you will be able to verify 
a rather high workload for those processes with  as well. 

Note Ubuntu Server uses a tickless kernel. That means that the timer interrupt is not included in the 
interrupt listing. Older kernels included those ticks in the interrupt listing, and you may find that to be true on 
other versions of Ubuntu Linux. If this is the case, the interrupt value normally is much higher than the num-
ber of context switches. 

To get an overview of the number of context switches and timer interrupts, you can 
use .  Listing 3-3 shows example output of this command. In this example, the 
performance behavior of the server is pretty normal, as the number of context switches is 
about ten times as high as the number of interrupts.

 Listing 3-3. The Relationship Between Interrupts and Context Switches Gives an Idea of 
What Your Server Is Doing
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Another performance indicator for what is happening on your CPU is the interrupt 
counter, which you can find in the file . The kernel receives interrupts 
from devices that need the CPU’s attention. It is important for the system administrator 
to know how many interrupts there are, because if the number is very high, the kernel will 
spend a lot of time servicing them, and other processes will get less attention.  Listing 3-4 
shows the contents of the  file, which gives a precise overview of every 
interrupt the kernel has handled since startup.

 Listing 3-4. /proc/interrupts Shows Exactly How Many of Each Interrupt Have Been Handled
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In a  multi- CPU or multicore environment, there can be some very specific 
 performance- related problems. One of the major problems in such environments is that 
processes are served by different CPUs. Every time a process switches between CPUs, 
the information in cache has to be switched as well. You pay a high performance price 
for this. The  utility can provide information about the CPU that was last used by any 
process, but you need to switch this on. To do that, from the  utility, first use the  
command and then . This switches on the option  for an SMP envi-
ronment.  Listing 3-5 shows the interface from which you can do this.

 Listing 3-5. Switching Different Options On or Off in top
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After switching on the   option, you will see the column  in  
that displays the number of the CPU that was last used by a process.

To monitor CPU utilization,  offers a very good starting point. If that doesn’t give 
you enough information, try the  utility as well. You may need to install this pack-
age first, using . With  you can get a nice, detailed view of 
what is happening on your server. Of special interest is the  section, which contains 
the five most important parameters on CPU usage:

: The number of context switches

: The percentage of time the CPU has spent in user space

: The percentage of time the CPU has spent in system space

: The percentage of CPU utilization in the idle loop

: The percentage of utilization the CPU was waiting for I/O

There are two ways to use . Probably the most useful way to run it is in sample 
mode. In this mode, a sample is taken every n seconds, where you specify the number of 
seconds for the sample as an option when starting . Running performance moni-
toring utilities in this way is always good, because it shows you progress over a given 
amount of time. You may find it useful as well to run  for a given amount of time 
only. For instance,  Listing 3-6 shows output of a  command that takes a sample 
30 times with a  2- second interval between samples. This was started by entering the com-
mand .
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Listing 3-6. In Sample Mode, vmstat Can Give You Trending Information
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Another useful way to run  is with the option . In this mode,  shows 
you all the statistics since the system booted. As you can see in  Listing 3-6, apart from the 
 CPU- related options,  also shows information about processors, memory, swap, 
I/O, and the system. These options are covered later in this chapter.

Finding Memory Problems
Memory is very important on a server, possibly more important than CPU. The CPU can 
work smoothly only if processes are ready in memory and can be offered from there; if 
this is not the case, the server has to get its data from the I/O channel, which is about 
1,000 times slower to access than memory. From the processor’s point of view, even sys-
tem RAM is relatively slow. Therefore, modern server processors have large amounts of 
cache, which is even faster than memory. 

You have read earlier in this chapter how to interpret basic memory statistics 
provided by , so I will not cover them again in this section. Instead, I cover some 
 more- advanced  memory- related information. First, you should know that in memory 
a default page size is used. On an i386 system, typically 4 KB pages are used. This means 
that everything that happens, happens in chunks of 4 KB. There is nothing wrong with 
that if you have a server handling large amounts of small files. If, however, your server 
handles huge files, it is highly inefficient if only these small 4 KB pages are used. For that 
purpose, huge pages can be used, with a size of up to 2 MB. You’ll learn how to set these 
up in Chapter 4.

If a server runs out of memory, it resorts to using swap memory. Swap memory is 
emulated RAM on your server’s hard drive. Because the hard disk is involved in swapping, 
you should avoid it at all times; access times to a hard drive are about 1,000 times slower 
than access times to RAM. If your server is slow, swap usage is the first thing to look at. 
You can do this by using the command . This gives you an overview similar to the 
output shown in  Listing 3-7.
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 Listing 3-7. free -m Provides Information About Swap Usage

As you can see, on the server from which this sample is taken, nothing is wrong—
there is no swap usage at all, and that is good. 

On the other hand, if you see that your server is swapping, the next thing you need to 
know is how actively it is swapping. The  utility provides useful information about 
this. This utility provides swap information in the  (swap in) and  (swap out) columns. 
If you see no swap activity at all, that’s fine. In that case, swap space has been allocated 
but is not used. If, however, you do see significant activity in these columns, you’re in 
trouble. This means that swap space is not only allocated, but also being used, and that 
will really slow down your server. The solution? Reduce the workload on this server. To 
do this, you must make sure that you move processes that use lots of memory to another 
server, and that is where  comes in handy. In the  column,  gives information 
about memory usage. Find the most active process and make sure that it loads some-
where else. 

When swapping memory pages in and out, your server uses the difference between 
active and inactive memory. Inactive memory is memory that hasn’t been used for some 
time, whereas active memory is memory that has been used recently. When moving 
memory blocks from RAM to swap, the kernel makes sure that only blocks from inactive 
memory are moved. You can see statistics about active and inactive memory by using 

. In the example in  Listing 3-8, you can see that the amount of active memory is 
relatively small compared to the amount of inactive memory. 



CHAPTER 3   PERFORMANCE MONITORING 59

 Listing 3-8. Use vmstat -s to Get Statistics About Active vs. Inactive Memory

Another issue that you should be aware of is that on  32- bit processors, there is 
a problem accessing memory above 1 GB directly. To make it possible to access this 
memory anyway, Linux uses high and low memory. High memory is not accessible 
directly by the kernel, so typically  user- space programs are loaded here. The kernel can 
only address low memory directly. On  64- bit processors, this difference does not exist. 
Some Linux kernels have a problem addressing memory on servers with 4 GB or more of 
memory. On those kernels, you’ll see about 3.2 GB of RAM only. Ubuntu Server, however, 
addresses this issue by using a kernel with Physical Address Extensions (PAEs) by default. 
These kernels can address as much as 16 GB of RAM.
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When analyzing memory usage, you should take into account the memory that is 
used by the kernel itself as well. This is called slab memory. You can see the amount of 
slab memory currently in use in the  file.  Listing 3-9 gives an example of the 
contents of this file, which gives you detailed information about memory usage.

 Listing 3-9. /proc/meminfo Gives Detailed Information About Memory Usage
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In  Listing 3-9, you can see that the amount of memory that is used by the Linux 
kernel is relatively small. But what exactly does it mean that about 18 MB is used by the 
kernel? If you need more details about that, you may like the  utility. This utility 
provides information about the different parts (referred to as objects) of the kernel and 
what exactly they are doing. For normal performance analysis purposes, the  and 

 columns are the most interesting ones. The other columns are of interest mainly to 
programmers and kernel developers and are therefore not described in this chapter. In 
 Listing 3-10, you can see an example of information provided by . 

 Listing 3-10. slabtop Provides Information About Kernel Memory Usage

The most interesting information you get from  is the amount of memory 
a particular slab is using. If this amount of memory seems too high, there may be some-
thing wrong with this module and you might need to update your kernel. The  
utility may also be able to help you find information on how much resources a certain 
kernel module is using. For instance, you’ll find information about the caches your file 
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system drivers are using, and this may indicate that it is better to use another file system 
after all. 

When tuning memory utilization, another utility that you should never forget is . 
The advantage of  is that it gives memory usage information on all processes on your 
server, and it is easy to  on its result to find information about particular processes. 
To monitor memory usage, the  command is very useful. It gives memory informa-
tion in the  and  columns.  provides information about the virtual memory that 
is used. This relates to the total amount of memory that is claimed by a process.  refers 
to the amount of hardware memory that is in use.  Listing 3-11 gives an example of some 
lines of  output. 

 Listing 3-11. ps aux Gives Memory Usage Information for Particular Processes

When looking at the output of , you may notice that there are two different 
kinds of processes. The names of some are between square brackets, whereas the names 
of others are not. If the name of a process is between square brackets, the process is part 
of the kernel. All other processes are “normal” processes. 

If you need more information about a process and what exactly it is doing, there are 
two ways to get that information. First, you can check the  directory for the par-
ticular process; for instance,  gives information for the process with PID 5658. 
In this directory, you’ll find the  file that gives some more insight into how memory 
is mapped for this process. As you can see in  Listing 3-12, this information is rather 
detailed. It includes the exact memory addresses this process is using and even tells you 
about subroutines and libraries that are related to this process. 
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 Listing 3-12. /proc/PID/maps Gives Detailed Information on Memory Utilization of 
Particular Processes

Another way of finding out what particular processes are doing is to use the  
command. This command mines the  file to provide information about 
subprocesses that have memory in use. Also, it adds a summary of memory usage, as dis-
played by .  Listing 3-13 gives an impression of the output of this utility.

 Listing 3-13. pmap Mines /proc/PID/maps to Provide Its Information
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One of the advantages of the  command is that it gives detailed information 
about the order in which a process does its work. You can see calls to external libraries, 
as well as additional memory allocation (malloc) requests that the program is making, as 
reflected in the lines that have  at the end. 

Monitoring Storage Performance
One of the hardest things to do properly is to monitor storage utilization. The reason is 
that the storage channel typically is at the end of the chain. Other elements in your server 
can have a positive or negative influence on storage performance. For instance, if your 
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server is low on memory, that will be reflected in storage performance, because if your 
server doesn’t have enough memory, there can’t be a lot of cache and buffers, and thus 
your server has more work to do on the storage channel. Likewise, a slow CPU can have 
a negative impact on storage performance, because the queue of runnable processes 
can’t be cleared fast enough. Therefore, before jumping to the conclusion that you have 
bad performance on the storage channel, you need to take other factors into consider-
ation as well. 

It is generally hard to optimize storage performance on a server. The best behavior 
really depends on the kind of workload your server typically has. For instance, a server 
that has a lot of reads has different needs from those of a server that does mainly writes. 
A server that is doing writes most of the time may benefit from a storage channel with 
many disks, because more controllers can work on clearing the write buffer cache from 
memory. If, however, your server is mainly reading data, the effect of having many disks 
is just the opposite. Because of the large number of disks, seek times will increase and 
therefore performance will be negatively impacted. 

The following are some indicators that you are experiencing storage performance 
problems:

Before you try to understand storage performance, there is another factor that you 
should consider: the way that disk activity typically takes place. First, a storage device 
generally handles large sequential transfers better than it handles small random transfers. 
The reason is that, in memory, you can configure  read- ahead and write buffers, which 
means that the storage controller is likely to go to the next block to which it needs to go. 
If your server handles small files mostly,  read- ahead buffers have no effect at all, or might 
even slow down your server. In Chapter 5, you will learn how to optimize your server for 
such a workload. 

From the perspective of which tools to use, there are two tools that really count when 
doing disk performance analysis. Before you read about these tools, however, you should 
be aware of the shortcomings of analyzing disk performance. The most important prob-
lem is that the Linux kernel does not track I/O of a process. This means that there are no 
tools that help you find which process is causing all disk I/O traffic. You can only try to 
deduce what process is causing a high I/O load, by analyzing other factors such as mem-
ory utilization and CPU utilization of that particular process. 
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The best tool to start your disk performance analysis is . This tool has a couple 
of options that help you see what is happening on a particular disk device, such as , 
which gives you statistics for individual disks, and , which gives partition performance 
statistics. As you already know, you can use  with an  parameter and a  
parameter.  Listing 3-14 shows the result of the command , which gives detailed 
information on storage utilization for all disk devices on your server.

 Listing 3-14. vmstat Is the Best Utility to Get Information About Storage Utilization

The output of this command shows detailed statistics about the reads and writes that 
have occurred on a disk. The following parameters are displayed when using : 

: : Total number of reads requested.

: : Total number of adjacent locations that have been merged to 
improve performance. This is the result of the  parameter. High num-
bers are good here, because a high number means that within the same read 
request, a couple of adjacent blocks have been read as well. 
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: : Total number of disk sectors that have been read. 

: : Total time spent reading from disk.

: : Total number of writes.

: : Total number of writes to adjacent sectors.

: : Total number of sectors that have been written.

: : Total time, in milliseconds, your system has spent writing data.

: : Total number of I/O requests currently in progress.

: : Total amount of time spent waiting for I/O to complete. 

Another way of monitoring disk performance with  is by running  in 
sample mode. For instance,  will run 15 samples with a  2- second interval. 
 Listing 3-15 shows the result of this command. 

 Listing 3-15. Sample Mode Provides a  Real- Time Impression of Disk Utilization
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The columns that count in  Listing 3-15 are the :  and :  columns, because they 
show you the number of blocks that came in from the storage channel ( ) and the num-
ber of blocks that were written to the storage channel ( ). In  Listing 3-15, it is pretty clear 
that the server is busy servicing some heavy read requests and is doing nearly no writes at 
all. You should be aware, however, that it is not always this easy. In some situations you 
will find that some clients are performing heavy read requests while your server shows 
next to no activity in the :  column. If that happens, the reason probably is that the 
data that was read is still in cache. 

Another tool to monitor performance on the storage channel is . It provides an 
overview per device of the number of reads and writes. In the example in  Listing 3-16, you 
can see the following device parameters being displayed:

: Number of transactions (reads plus writes) handled per second

: Number of blocks read per second

: Rate of disk blocks written per second

: Total number of blocks read since startup

: Total number of blocks written since startup

 Listing 3-16. iostat Provides Information About the Number of Blocks Read and Written 
per Second
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If  doesn’t give you enough detail, you can use the  option as well. This 
option gives lots of information, and therefore doesn’t fit on the screen nicely in most 
cases.  Listing 3-17 shows an example of  being used.

 Listing 3-17. iostat -x Provides Much Information About What Is Happening on the 
Storage Channel

When you use the  option,  gives you the following information:
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: Reads per second merged before issued to disk. Compare this to the infor-
mation in the  column to find out how much you gain in efficiency because of 
read ahead. 

: Writes per second merged before issued to disk. Compare this to the  
parameter to see how much performance gain you have because of write ahead.

: The number of real reads per second.

: The number of real writes per second.

: The number of  512- byte sectors read per second.

: The number of  512- byte sectors written per second.

: The average size of files requested from disk. This is an important 
parameter because, based on the information that you get, you can optimize your 
file system accordingly (see Chapter 4 for more information on that). 

: The average size of the disk request queue. This should be low at all 
times, because it gives the number of pending disk requests. If there is a high 
number here, that means that the performance of your storage channel cannot 
cope with the performance of your network. 

: The average waiting time, in milliseconds. This is the time the request has 
been waiting in the I/O queue plus the time that it actually took to service this 
request. This parameter should also be low in all cases. 

: The average service time, in milliseconds. This is the time it took before 
a request could be submitted to disk. If this parameter is below a few milliseconds 
(never more than 10 ms), nothing is wrong on your server. However, if this param-
eter is higher than that, something is wrong and you should consider doing some 
storage optimization. 

: The percentage of CPU utilization that was related to I/O. 

As you can see,  is an important command to find out what’s happening on 
your storage channel. The only thing it doesn’t give is information about what processes 
are responsible for the I/O on your server. The Linux kernel does not provide a direct way 
of finding that information, but by using the  (list open files) command, you can at 
least find the names of files that are open on a device. And with the names of the files, 
you’ll find the names of related processes as well. In  Listing 3-18 you can see how  
nicely puts all this information in its output. 
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 Listing 3-18. lsof Is Useful for Finding the Processes Working on a Given Device
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Monitoring Network Performance
On a typical server, network performance is as important as disk, memory, and CPU  
performance. After all, the data has to be delivered over the network to the end user. 
The problem, however, is that things aren’t always as they seem. In some cases a net-
work problem can be caused by misconfiguration in server RAM. If, for example, packets 
get dropped on the network, the reason may very well be that your server doesn’t have 
enough buffers reserved for receiving packets, which may be because your server is low 
on memory. Again, everything is related, and your task is to find the real cause of the 
troubles. 

When considering network performance, there are different kinds of information 
to be analyzed. As you know, several layers of communication are used on the network. 
If you want to analyze a problem with your Samba server, that requires a completely 
different approach from analyzing a problem with dropped packets. A good network 
performance analysis always goes from the bottom up. That means that you first need to 
check what is happening at the physical layer, and then go up through the Ethernet, IP, 
TCP/UDP, and protocol layers. 

When analyzing network performance, always start by checking the network inter-
face itself. Good old  offers excellent statistics to do just that. For instance, 
consider  Listing 3-19, which gives the result of  on the  network interface.

 Listing 3-19. Use ifconfig to See What Is Happening on Your Network Board
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As you can see from  Listing 3-19, the  network board has been quite busy, with 
560 MB of received data and 1.4 GB of transmitted data. This is the total overview of what 
your server has been doing since it started up, so you will see that these statistics can be 
much higher for a server that has been up and running for a long time. You can also see 
that IPv6 ( ) has been enabled for this network card. There’s nothing wrong with that, 
but if you don’t use IPv6, there’s no reason why it should be enabled. 

Next, in the lines  and , you can see send (transmit, TX) and 
receive (RX) statistics. It’s not especially the number of packets that is of interest here, but 
mainly the number of erroneous packets. In fact, all of these parameters should be 0 at 
all times. If you see anything else, you should check what is going on. The following error 
indicators are displayed using :

: Represents the number of packets that had an error. Typically, this is due 
to bad cabling or a duplex mismatch. In modern networks, duplex settings are 
detected automatically, and most of the time that goes quite well, so if you see an 
increasing number here, it might be a good idea to replace the patch cable to your 
server.

: A packet gets dropped if the server has no memory available to receive it. 
Dropped packets will also occur on a server that runs out of memory, so make sure 
that you have enough physical memory installed in your server.

: An overrun will occur if your NIC gets overwhelmed with packets. If 
you are using  up-to- date hardware, overruns may indicate that someone is doing 
a denial-of-service attack on your server.

: A frame error is an error caused by a physical problem in the packet, such as 
a CRC error. You may see this error on a server with a bad connection link.

: The carrier is the electrical wave that is used for modulation of the signal. 
It really is the component that carries the data over your network. The error coun-
ter should be 0 at all times, and if it isn’t, you probably have a physical problem 
with the network board, so it’s time to replace the network board itself. 

: You might see this error in an Ethernet network in which a hub is used 
instead of a switch. Modern switches make packet collisions impossible, so you 
will probably never see this error anymore. 

If you see a problem when using , the next step should be to check your 
network board settings. You can use  to do this. The problem with  is that 
it’s not supported for each network board. So, in some situations,  will show you 
next to nothing. In other cases, it will give you detailed information, as you can see in 
 Listing 3-20.
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 Listing 3-20. Use ethtool to Check Settings of Your Network Board

Typically, just a few parameters from the  output are of interest, the  and 
 settings. They show you how your network board is talking to other nodes. If you 

see, for example, that your server is set to full duplex, whereas all other nodes in your net-
work use half duplex, you’ve found your problem and know what you need to fix. 

Another nice tool to monitor what is happening on the network is IPTraf (start it by 
entering ). This is a  real- time monitoring tool that shows what is happening on the 
network from a graphical interface. When you start it, it shows you a license agreement 
window. From that window, press a key to continue to the IPTraf main menu, which you 
can see in  Figure 3-1.

Before you launch IPTraf from this menu, choose the Configure option. From there, 
you can specify what exactly you want to see and how you want it to be displayed. For 
instance, a useful setting to change is the additional port range. By default, IPTraf shows 
activity on privileged TCP/UDP ports only. If you have a specific application that you 
want to monitor and it doesn’t use one of these privileged ports, select Additional Ports 
from the configuration interface (see  Figure 3-2) and specify additional ports that you 
want to monitor.
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 Figure 3-1. IPTraf works from a menu to show you  real- time network usage statistics.

 Figure 3-2. Use the Additional Ports option from the configuration interface to monitor 
nonprivileged ports as well.
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After telling  how to do its work, from the main menu use the IP Traffic Moni-
tor option to start the tool. You can next select on which interface you want to listen, or 
just press Enter to listen on all interfaces. Next, IPTraf asks you in which file you want to 
write log information. You should be aware that it isn’t always a good choice to configure 
logging, because logging may fill up your file systems quite fast. In case you don’t want to 
log, press Ctrl+X now. This will start the IPTraf interface, which displays everything that is 
happening on your server and on what port exactly it is happening (see  Figure 3-3). 

 Figure 3-3. IPTraf gives a  real- time overview of what is happening on your server’s network 
boards.

Apart from the  real- time overview of what is happening on the network, IPTraf also 
offers the LAN station monitor, shown in  Figure 3-4. This interface is a great help in find-
ing workstations that cause a lot of network load. For instance, you can use this to find 
the workstation that is doing video streaming or online gaming. 
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 Figure 3-4. The LAN station monitor shows the most active LAN station at the top of the list.

If it’s not so much the performance on the network card that you are interested in, 
but more what is happening at the service level,  is a good basic network perfor-
mance tool. It uses different parameters to show you what ports are open and on what 
ports your server sees activity. My personal favorite way of using  is by issuing the 

 command. This gives an overview of all listening ports on the server and 
even tells you what other node is connected to a particular port. See  Listing 3-21 for an 
overview. 

 Listing 3-21. netstat Enables You to See Which Ports Are Listening on Your Server and Who Is 
Connected
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When using , quite a few options are available. The following is an overview of 
the most interesting ones:

: Shows the PID of the program that has opened a port

: Updates the display every second

: Shows statistics for IP, UDP, TCP, and ICMP

: Shows TCP sockets

: Shows UDP sockets

: Shows RAW sockets

: Shows listening ports

: Resolves addresses to names

Many other tools are available to monitor the network as well, but most of them are 
beyond the scope of this chapter because they are protocol or service specific; thus, they 
won’t help you as much in finding performance problems on the network. However, 
I want to mention one very simple performance testing method that I personally use at 
all times when analyzing a performance problem. Because all that counts when analyz-
ing network performance is how fast your network can copy data from and to your server, 
I like to measure that by creating a big file (1 GB, for example) and copying it over the 
network. To measure time, I use a  command that gives a clear impression of how 
long it really took to copy the file. For instance,  will 
end with a summary of the total time it took to copy the file over. This is an excellent test, 
especially when you start optimizing performance, because it will show you immediately 
whether you reached your goals or not. 

Performance Baselining
The purpose of a performance baseline is to establish what exactly is happening on your 
server and what level of performance is normal at any given moment in time. By estab-
lishing a performance baseline that is based on the  long- term statistics for your server, it 
is easier to interpret the performance data that you’ll find at any given moment in time. 
To do performance baselining, you can use tools like Nagios, which also includes an alert-
ing function that will send you a message when a threshold is passed. To give you the 
perfect impression of what your server is doing, it’s a good idea to implement a baselin-
ing tool as well. In Chapter 6, you’ll read more about utilities that you can use for this 
purpose.
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Summary
In this chapter you have learned how to monitor performance on your server. Now you 
can understand what really is happening on a server that isn’t performing well. Next, you 
need to do something with that information. In Chapter 4 you will learn how to tune per-
formance parameters to get the best out of your server. 
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C H A P T E R  4

Performance Optimization
Tuning Ubuntu Server  
Like a Racing Car

No matter on which kind of server you install it, Ubuntu Server will always be installed 
with the same settings. To give an example, the area of reserved memory in RAM for 
packets coming in to the network board will always be the same, no matter if your server 
has 128 MB or 128 GB of RAM. As you can guess, there’s something to gain here! In this 
chapter you’ll read about performance optimization. We’ll explore what possibilities 
there are to optimize performance of the CPU, RAM, storage, and network. I’ll also give 
a few hints on optimizing performance for network services like Samba and NFS. If every-
thing goes well, at the end of this chapter, your server will be performing a lot better. 

Strategies for Optimizing Performance
You can look at performance optimization in two different ways. For some people, it 
just means changing some parameters and seeing what happens. That is not the best 
approach. A much better approach is to start with performance monitoring first. This 
will give you some  crystal- clear ideas about what exactly is happening with performance 
on your server. Before optimizing anything, you should know what exactly to optimize. 
For example, if the network performs badly, you should know whether the problems are 
caused by the network or caused by an insufficient amount of memory allocated for the 
network packets coming in and going out. So make sure you know what to optimize. 

About /proc and sysctl

Once you know what to optimize, it comes down to actually doing it. In many situa-
tions, optimizing performance means writing a parameter to the  file system. This 
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file system is created by the kernel when your server boots up, and normally contains 
the settings that your kernel is working with. Under , you’ll find many system 
parameters that can be changed. The easy way to change system parameters is to  the 
new value to the configuration file. For example, the  file contains 
a value that indicates how willing your server is to swap. The range of this value is 0 to 
100; a low value means that your server will avoid swapping as long as possible, whereas 
a high value means that your server is more willing to swap. The default value in this file 
is 60. If you think your server is too eager to swap, you could change this value, using

This method works well, but there is a problem. As soon as your server restarts, you 
will lose this value. So, the better solution is to store it in a configuration file and make 
sure that configuration file is read when your server boots up again. A configuration file 
exists for this purpose, named . When booting, your server starts the 

 service that reads this configuration file and applies all settings in it. So, to make it 
easier for you to apply the same settings again and again, put them in this configuration 
file. There is a small syntax difference, though. 

In , you refer to files that exist in the  hierarchy. So the 
name of the file you are referring to is relative to this directory. Also, instead of using 
a slash as the separator between directory, subdirectories, and files, it is common to use 
a dot (even if the slash is accepted as well). That means that to apply the change to the 

 parameter previously introduced, you would include the following line in 
:

This setting would be applied only the next time that your server reboots. Instead of 
just writing it to the configuration file, you can apply it to the current  settings as 
well. To do that, use the  command; the following command can be used to apply 
this setting immediately:

In fact, using this solution does exactly the same thing as using the 
 command. The most practical way of applying these settings 

is to write them to  first, and then activate them using 
. Once the settings are activated in this way, you can also get an overview of all 

current  settings, using .  Listing 4-1 shows a partial example of the output 
of this command. 
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 Listing 4-1. sysctl -a Shows All Current sysctl Settings

The output of  can be somewhat overwhelming. I recommend using it in 
combination with  to find the information you need. For example, 

 would show you only lines that have the text  in their output.

Applying a Simple Test

Although  and its configuration file  are very useful tools to change 
 performance- related settings, you should thoroughly test your changes before applying 
them. Before you write a parameter to the system, make sure that it really is the param-
eter you need. The big question, though, is how to know that for sure. Even if not valid 
in all cases, I like to do a small test with a 1 GB file to find out what exactly the effect of 
a parameter is. First, I create a 1 GB file, using the following:

By copying this file around and measuring the time it takes to copy it, you can get 
a pretty good idea of the effect of some of the parameters. Many tasks you perform 
on your Linux server are  I/O- related, so this simple test can give you an impression of 
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whether or not there is any improvement after you have tuned performance. To measure 
the time it takes to copy this file, use the  command, followed by , as in 

. In  Listing 4-2, you can see an example of what this looks like when 
measuring I/O performance on your server. In this example, I’m using the  command 
to measure how much time it took to complete a given command. The output of  
gives three parameters: 

: The real time, in seconds, it took to complete the command. This includes 
waiting time as well. 

: The time spent in user space that was required to complete the command. 

: The time spent in system space to complete the command. 

 Listing 4-2. Use time to Measure Performance While Copying a File

When doing a test like this, though, it is important to interpret it in the right way. 
Consider for example  Listing 4-3, in which the same command was repeated a few sec-
onds later. 

 Listing 4-3. The Same Test, 10 Seconds Later

As you can see, it now performs about  two- thirds of a second faster than the first time 
the command was used. Is this the result of a performance parameter that I’ve changed in 
between? No, but let’s have a look at the result of , as shown in  Listing 4-4.
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 Listing 4-4. Cache Also Plays an Important Role in Performance

Any idea what has happened here? The entire 1 GB file was put in cache. As you can 
see,  shows almost 2 GB of data in cache that wasn’t there before and that has an 
influence on the time it takes to copy a large file around. 

So what lesson is there to learn? Performance optimization is complex. You have to 
take into account multiple factors that all have their influence on the performance of 
your server. Only when this is done the right way will you truly see how your server per-
forms and whether or not you have succeeded in improving its performance. If you’re not 
looking at the data properly, you may miss things and think that you have improved per-
formance, while in reality you might have made it worse. 

Caution Performance tuning is complicated. If you miss a piece of information, the performance penalty 
for your server may be severe. Only apply the knowledge from this chapter if you feel confident about your 
assumptions. If you don’t feel confident, don’t change anything, but instead ask an expert for his opinion. 

CPU Tuning
Assuming that you have applied all the lessons from Chapter 3 and have a clear picture 
of what is wrong with the utilization of your server, it is time to start optimizing. In this 
section you’ll learn what you can do to optimize the performance of your server’s CPU. 
First, you’ll learn about aspects of the inner workings of the CPU that are important when 
trying to optimize performance parameters for the CPU. Then, you’ll read about several 
common techniques to optimize CPU utilization.

Understanding CPU Performance

To be able to tune the CPU, you should know what is important with regard to this part of 
your system. To understand CPU performance, you should know about the thread sched-
uler. This part of the kernel makes sure that all process threads get an equal number of 
CPU cycles. Because most processes will do some I/O as well, it’s not a problem that the 
scheduler puts process threads on hold momentarily. While not being served by the CPU, 
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the process thread can wait for I/O. The fact that the process is doing that while being put 
on hold by the scheduler increases its efficiency. The scheduler operates by using fair-
ness, meaning that all threads are moving forward using equal time segments. By using 
fairness, the scheduler makes sure there is not too much latency. 

The scheduling process is pretty simple in a  single- CPU core environment. Naturally, 
it is more complicated in a multicore environment. To work in a  multi- CPU or multicore 
environment, your server uses a specialized symmetric multiprocessing (SMP) kernel. 
If needed, this kernel is installed automatically. In an SMP environment, the scheduler 
should make sure that some kind of load balancing is used. This means that process 
threads are spread over all available CPU cores. In fact, if a program is not written using 
a multithreaded or multiprocessor architecture, the kernel could only run this mono-
lithic program on a dedicated CPU core. The kernel is only able to dispatch threads or 
processes on CPU cores, so only multithreaded processes could have their execution flow 
dispatched on distinct CPU cores. For example, if the Apache Web Server is compiled 
using the legacy  mono- process architecture, it will take one CPU core. If it is compiled 
with the multiprocessor or multithreaded model, all processes and threads will run at the 
same time on the different CPU threads.

A specific concern in a  multi- CPU environment is to ensure that the scheduler pre-
vents processes and threads from being moved to other CPU cores. Moving a process 
means that the information the process has written in the CPU cache has to be moved as 
well, and that is a relatively expensive procedure. 

You may think that a server will benefit if you install multiple CPU cores, but this is 
not true. When working on multiple cores, chances increase that processes swap around 
between cores, taking their cached information with them, which slows down perfor-
mance in a multiprocessing environment. In two specific situations, you can benefit from 
a multiprocessing environment:

Oracle), the kernel will be able to dispatch all the threads and processes on the dif-
ferent cores efficiently.

Optimizing CPU Performance

CPU performance optimization is really just about doing two things: prioritizing pro-
cesses and optimizing the SMP environment. Every process gets a static priority from the 
scheduler. The scheduler can differentiate between  real- time (RT) processes and normal 
processes, but if a process falls into one of these categories, it will be equal to all other 
processes in the same category. That means the priority of RT processes is higher than the 
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priority of normal processes, but also that it is not possible to differentiate between differ-
ent RT processes. Be aware, though, that some RT processes (most of them are part of the 
Linux kernel) will run with highest priority, whereas the rest of the available CPU cycles 
have to be divided between the other processes. In that procedure, it’s all about fairness: 
the longer a process is waiting, the higher its priority will be. 

The way that the scheduler does its work is not tunable by any parameter in the  
file system. The only way to tune it is by changing the values for some parameters that are 
defined in the kernel source file . Because this is a difficult procedure that 
in most situations doesn’t give any benefits, I strongly advise against it. Another reason 
why you shouldn’t do it is that, in modern Linux systems, there is another, much more 
efficient method to do this: use the  command. 

Adjusting Process Priority Using nice

You probably already know how the  command works. It has a range that goes from 
-20 to 19. The lower the  value of a process, the higher its priority. So a process that 
has a  value of -20 will always get the highest possible priority. I strongly advice 
against using -20, because if the process that runs with this  value is a very busy pro-
cess, you risk other processes not being served at all anymore. This could even result in 
a crash of your server, so be careful with -20. If ever you want to adjust the  value of 
a process, do it by using increments of 5. So if you want to increase the priority of the pro-
cess using PID 1234, try using , as follows:

See if the process performs better now, and if it doesn’t,  it to -10, but never go 
beyond the value of -15, because you risk making your server completely dysfunctional. 
If ever you feel the need to increase process priority of a process beyond -15, your server 
probably just is overloaded and there are other measures to take. In that case, you may 
benefit from one of the following options:

 utility to display a list of all services and their current startup status. 
You may have some processes that you don’t really need. Remove them from your 
runlevels.

output of . If you see several processes that are very busy, they definitely are 
competing for CPU cycles. If this is the case, try offloading one or more processes 
to another server. 
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 param-
eter in , is high, the problem might not be process related, but rather storage 
related. 

doing their work, see if you can run it on a multicore server. In that scenario, the 
busy process can just claim one of the cores completely (given that it is developed 
using the multiprocessing model), while all vital system processes are served by 
the other core. 

Optimizing SMP Environments

If you are working in an SMP environment, one important utility to use to improve per-
formance is the  command. You can use  to set CPU affinity for a process 
to one or more CPUs. The result is that your process is less likely to be moved to another 
CPU. The  command uses a hexadecimal bitmask to specify which CPU to use. In 
this bitmap, the value  refers to CPU0,  refers to CPU1,  refers to CPU2,  refers 
to CPU3, and so on. 

Note I follow the default Linux way of referring to CPU numbers, in which CPU0 is the first CPU, CPU1 the 
second, and so on. 

So if you have a command that you would like to bind to CPUs 2 and 3, you would 
use the following command:

Note If you are surprised about the  in the preceding command, the number used by  is 
a hexadecimal number. CPUs 2 (hexadecimal value 4) and 3 (hexadecimal value 8) make up the value of 12, 
which, when written in a hexadecimal way, equals C. 

You can also use  on running processes, by using the  option. With this 
option, you can refer to the PID of a process; for instance,

would set the affinity of the process using PID 7034 to CPUs 0 and 1. 
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You can specify CPU affinity for IRQs as well. To do this, you can use the same bit-
mask that you use with . Every interrupt has a subdirectory in , and in 
that subdirectory there is a file with the name . So, for example, if your IRQ 
5 is producing a very high workload (check  to see if this is the case) and 
you therefore want that IRQ to work on CPU1, use the following command:

Tuning Memory
System memory is a very important part of a computer. It functions as a buffer between 
CPU and I/O. By tuning memory, you can really get the best out of it. Linux works with 
the concept of virtual memory, which is the total of all usable memory available on 
a server. You can tune the working of virtual memory by writing to the  
directory. This directory contains lots of parameters that help you to tune the way your 
server’s memory is used. As always when tuning the performance of a server, there are no 
solutions that work in all cases. Use the parameters in  with caution and use 
them one by one. Only by tuning each parameter individually will you be able to deter-
mine whether you really got better memory performance.

Understanding Memory Performance

In a Linux system, virtual memory is used for many purposes. First, there are processes 
that claim their amount of memory. When tuning memory consumption for processes, 
it helps to know how these processes allocate memory. For instance, a database server 
that allocates large amounts of system memory when starting up has different needs 
from those of a mail server that works with small files only. Also, each process has its own 
memory space, which may not be addressed by other processes. The kernel ensures that 
this never happens. 

When a process is created, using the  system call (which basically creates 
a child process from the parent), the kernel creates a virtual address space for the process. 
The virtual address space used by a process is made up of pages. These pages have a fixed 
size of 4 KB on a  32- bit system. On a  64- bit server, you can choose between 4, 8, 16, 32, 
and 64 KB pages. 

Another important aspect of memory usage is caching. Your system includes a read 
cache and a write cache, and the way in which you tune a server that handles mostly read 
requests differs from the way in which you tune a server that handles write requests. 
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Optimizing Memory Usage

Basically, there are two kinds of servers: servers that run a heavy application that allocates 
lots of memory, and servers that offer services and therefore are accessed frequently by 
users. Depending on the kind of server you use, you can follow a different optimization 
approach. Three items are of specific interest with regard to this issue: the configuration 
of huge pages, the optimization of the write cache, and the optimization of  inter- process 
communication.

Configuring Huge Pages

If your server is a heavily used application server, it may benefit from using large 
pages, also referred to as huge pages. A huge page by default is 2 MB. Using huge pages 
may be useful to improve performance in  high- performance computing and with 
 memory- intensive applications. By default, no huge pages are allocated, because they 
would be a waste on a server that doesn’t need them. Typically, you set them from the 
Grub boot loader when you’re starting your server. Later on, you can check the number 
of huge pages in use from the  parameter. The following proce-
dure summarizes how to set huge pages:

 1. Using an editor, open the Grub menu configuration file in .

 2. Find the part of the configuration file that defines how your system should boot. 
It looks like the example in  Listing 4-5.

 Listing 4-5. The Boot Section in /boot/grub/menu.lst

 3. In the  line, make sure that you enable huge pages, by using the parameter 
. In  Listing 4-5, I have defined the number of huge pages for this 

server to be 64. 

 4. Save your settings and reboot your server to activate them.

Be careful, though, when allocating huge pages. All memory pages that are allocated 
as huge pages are no longer available for other purposes, and if your server needs a heavy 
read or write cache, you will suffer from allocating too many huge pages immediately. If 
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you find out that this is the case, you can change the number of huge pages currently in 
use by writing to the  parameter. Your server will pick up this 
new number of huge pages immediately. 

Optimizing Write Cache

The parameters described in this section all relate to the buffer cache. As discussed ear-
lier, your server maintains a write cache. By putting data in that write cache, the server 
can delay writing data. This is useful for more than one reason. Imagine that just after 
committing the write request to the server, another write request is made. It will be easier 
for the server to handle that write request if the data is not yet written to disk but is still 
in memory. You may also want to tune the write cache to balance between the amount 
of memory reserved for reading and the amount that is reserved for writing data. 

The first relevant parameter is in . This parameter is used 
to define the maximum percentage of memory that is used for the write cache. When the 
percentage of buffer cache in use exceeds this parameter, your server will write memory 
from the buffer cache to disk as soon as possible. The default of 10 percent works fine 
for an average server, but in some situations you may want to increase or decrease the 
amount of memory used here.

Related to  are the  and 
 parameters, also in . These parameters determine when data in the 

write cache expires and has to be written to disk, even if the write cache hasn’t reached 
the threshold as defined in  yet. By using these parameters, you reduce the 
chances of losing data when a power outage occurs on your server. On the contrary, if you 
want to use power more efficiently, it is useful to give both these parameters the value of 
0, which actually disables them and keeps data as long as possible in the write cache. This 
is useful for laptop computers, because your hard disk needs to spin up in order to write 
this data, and that takes a lot of power; turning off both of these parameters delays writing 
to hard disk as long as possible, which is good if you want to limit power consumption. 

The last parameter that is related to writing data is . This param-
eter helps in determining the number of threads the kernel launches for writing data from 
the buffer cache. Understanding it is easy: having more of these threads means faster 
write back. So if you have the idea that buffer cache on your server is not cleared fast 
enough, increase the value of  using the following command:

When using this option, do respect the limitations. By default, the minimal value of 
 is set to 2 and the maximum is 8. 

Next, there is the issue of overcommitting memory. By default, every process tends to 
claim more memory than it really needs. This is good, because it makes the process faster. 
If the process already has some spare memory available, it can access it much faster when 
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it needs it, because it doesn’t have to ask the kernel if it has some more memory avail-
able. To tune the behavior of overcommitting memory, you can write to the 

 parameter. Its default value is 0, which means that the kernel checks if 
it still has memory available before granting it. If that doesn’t give you the performance 
you need, you can consider changing the value to 1, which forces the system to think 
there is enough memory in all cases. This is good for performance of  memory- intensive 
tasks, but may result in processes getting killed automatically. You can also use the value 
of 2, which means that the kernel fails the memory request if there is not enough memory 
available. The minimal amount of memory that is available is specified in the 

 parameter, which by default is set to 50 percent of available RAM. 
Using the value of 2 makes sure that your server will never run out of available memory 
by granting memory that is demanded by a process that needs huge amounts of memory 
(on a server with 16 GB of RAM, the memory allocation request would be denied only if 
more than 8 GB was requested by one single process).

Another  parameter is . This indicates how eager the 
process is to start swapping out memory pages. A high value means that your server will 
swap very fast, and a low value means that the server will wait some more before starting 
to swap. The default value of 60 does well in most situations. If you still think your server 
starts swapping too fast, set it to a somewhat lower value, like 30. 

Optimizing  Inter- Process Communication

The last relevant parameters are those related to shared memory. Shared memory is 
a memory area that the Linux kernel or Linux applications can use to make communica-
tion between processes (also known as  Inter- Process Communication, or IPC) as fast as 
possible. The cool thing about shared memory is that the kernel is not involved in the 
communication between the processes using it, and data doesn’t even have to be copied 
because the memory areas can be addressed directly. To get an idea of shared memory–
related settings your server is currently using, use the  command, as shown in 
 Listing 4-6.

 Listing 4-6. Use ipcs -lm to View Shared Memory Settings
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If your applications are written to use shared memory, you can benefit from tuning 
some of its parameters. If, on the contrary, your applications don’t use share memory, it 
doesn’t make a difference if you change the shared memory–related parameters. One of 
the  best- known examples of an application that uses shared memory is Oracle. To find 
out whether shared memory is used on your server and, if so, in what amount it is used, 
use the  command.  Listing 4-7 shows an example of its output on a server where 
just one shared memory segment is used.

 Listing 4-7. Use ipcs -m to Find Out if Your Server Is Using Shared Memory Segments

The first parameter that is related to shared memory is . This defines the maxi-
mum size, in bytes, of a single shared memory segment that a Linux process can allocate. 
You can see the current setting in the configuration file :

This sample was taken from a system that has 4 GB of RAM. The  setting was 
automatically created to allow processes to allocate up to about 3.3 GB of RAM. It doesn’t 
make sense to tune the parameter to use all available RAM, because RAM has to be used 
for other purposes as well. 

The second parameter that is related to shared memory is , which is not, as 
you might think, the minimal size of shared memory segments, but rather the maxi-
mum number of shared memory segments that your kernel can allocate. You can get the 
default value from ; it should be set to 4096. If you run an applica-
tion that relies heavily on the use of shared memory, you may benefit from increasing this 
parameter; for instance:

The last parameter related to shared memory is . It is set in 
 and defines the total number of shared memory pages that can be used system 

wide. Normally, the value should be set to the value of , divided by the current page 
size your server is using. On a  32- bit processor, finding the page size is easy—it is always 
set to 4096. On a  64- bit computer, you can use the  command to determine the 
current page size:
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If the  parameter doesn’t contain a value that is big enough for your applica-
tion, change it as needed. For instance, use the following command:

Tuning Storage Performance
The third element in the chain of Linux performance is the storage channel. Performance 
optimization on this channel can be divided in two categories: file system performance 
and I/O buffer performance. File system optimization is dealt with in Chapter 5, so this 
section focuses on I/O optimization that is not directly related to the file system.

Understanding Storage Performance

To determine what happens with I/O on your server, Linux uses the I/O scheduler. This 
kernel component sits between the block layer that communicates directly with the file 
systems and the device drivers, as depicted in  Figure 4-1. The block layer generates I/O 
requests for the file systems and passes those requests to the I/O scheduler. This sched-
uler in turn transforms the request and passes it to the  low- level drivers. The drivers 
forward the request to the actual storage devices. If you want to optimize storage perfor-
mance, optimizing the I/O scheduler is an important part of that.

 Figure 4-1. The I/O scheduler sits between the file systems and the actual devices.
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Optimizing the I/O Scheduler

Working with an I/O scheduler makes your computer more flexible. The I/O scheduler 
can prioritize I/O requests and reduce the amount of time needed to search for data 
on the hard disk. Also, the I/O scheduler makes sure that a request is handled before it 
times out. An important goal of the I/O scheduler is to make hard disk seek times more 
efficient. The scheduler does this by collecting requests before really committing them 
to disk. Because of this approach, the scheduler can do its work more efficiently. For 
instance, it may choose to order requests before committing them to disk, which makes 
hard disk seeks more efficient. 

When optimizing the performance of the I/O scheduler, there is a dilemma: you can 
optimize read performance or write performance, but not both at the same time. Opti-
mizing read performance means that write performance will be not as good, whereas 
optimizing write performance means you have to pay a price in read performance. So 
before you start to optimize the I/O scheduler, you should really analyze what type of 
workload is generated by your server. 

There are four different ways for the I/O scheduler to do its work:

), the I/O scheduler tries to allo-
cate I/O bandwidth fairly. This approach offers a good solution for machines with 
mixed workloads and offers the best compromise between latency and through-
put. Latency is relevant in an environment in which a lot of data is read, and 
throughput is relevant in an environment in which there are a lot of file writes.

) works with five different I/O queues and there-
fore is very capable of differentiating between read requests and write requests. 
It does this by merging write actions and sorting them, which allows them to get 
written to disk faster. When using this scheduler, read requests will get a higher 
priority. Write requests do not have a deadline and, therefore, data to be written 
can remain in cache for a longer period. This scheduler does well in environ-
ments in which both good read and good write performance is required but 
reads have a bit higher priority. This scheduler does particularly well in database 
environments. 

) performs only minimal merging functions on your 
data. Because there is no sorting, this scheduler has minimal overhead. This 
scheduler was developed for  non-disk- based block devices, such as memory 
devices. It also does well on storage media that have extensive caching. 

) tries to reduce read response times. It 
does so by introducing a controlled delay in all read requests. This increases the 
possibility that another read request can be handled in the same I/O request and 
therefore makes reads more efficient. 
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There are two ways to change the current I/O scheduler. You can  a new value 
to the  file. Alternatively, you can set it as a boot 
parameter, using  at the Grub prompt or in the Grub menu. The 
choices are , , , and .

Optimizing Reads

Another way to optimize how your server works is by tuning read requests. This is some-
thing that you can do on a  per- disk basis. First, there is , which can be tuned 
in . On a default Ubuntu Server installa-
tion, this parameter is set to 128 KB. If you have slow disks, you can optimize your read 
performance by using a higher value; 512 KB, for instance, is a good option. Also, you can 
tune the number of outstanding read requests by using 

. The default value for this parameter also is set to 128, but a higher value may 
optimize your server in a significant way. Try 512, or even 1024, to get the best read per-
formance, but do always observe whether it introduces too much latency while writing 
files. 

Note Optimizing read performance works well but be aware that, while making read performance bet-
ter, you’ll also introduce latency on writes. In general, there is nothing against that, but if your server loses 
power, all data that is still in memory buffers and hasn’t been written yet will be lost. 

Network Tuning
Among the most difficult items to tune is network performance, because multiple layers 
are used in networking. First, there are buffers on the network card itself that deal with 
physical packets. Next, there is the TCP/IP protocol stack, and then the application stack. 
All layers work together, and tuning one will have its consequences at the other layers. 
While tuning the network, always work upward in the protocol stack. That is, start by tun-
ing the packets themselves, then tune the TCP/IP stack, and after that have a look at the 
service stacks that are in use on your server. 

Tuning Kernel Parameters

While it initializes, the kernel sets some parameters automatically, based on the amount 
of memory that is available on your server. So the good news is that in many situations, 
there is no work to be done here. Some parameters, however, by default are not set in the 
most optimal way, so there is some performance to gain there. 



CHAPTER 4   PERFORMANCE OPTIMIZATION 99

For every network connection, the kernel allocates a socket. The socket is the  end- 
to- end line of communication. Each socket has a receive buffer and a send buffer, also 
known as the read (receive) and write (send) buffers. These buffers are very important; 
if they are full, no more data can be processed, so data will be dropped. This will have 
important consequences for the performance of your server, because if data is dropped, 
it needs to be processed again. 

The basis of all reserved sockets on the network comes from two  tunables:

All  kernel- based sockets are reserved from these sockets. However, if a socket is TCP 
based, the settings in here are overwritten by  TCP- specific parameters, in particular the 

 and  parameters. The upcoming section “Tuning TCP Read and Write 
Buffers” give more details on how to optimize those parameters. 

The values of  and  are set automatically when your server 
boots. If, however, you suffer from dropped packets, you may benefit from increasing 
them. In many cases the values that are used by default are rather low. To set them, tune 
the following parameters in :

Especially if you have dropped packets, try doubling them to find out if it leads to 
a better network performance.

Related to the default read and write buffer sizes are the maximum read and write 
buffer sizes,  and . These are also calculated automatically when your 
server boots up, but for many situations are far too low. For instance, on a server that has 
4 GB of RAM, the sizes of these are set to 128 KB only! You may benefit from changing 
their values to 8 MB instead:

When increasing the read and write buffer sizes, you also have to increase the maxi-
mum number of incoming packets that can be queued. This is set in . 
The default value is set to 1000, which is not enough for very busy servers. Try increasing 
it to a much higher value, like 8000, especially if you suffer from long latency times on 
your network, or if there are lots of dropped packets:
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Apart from the maximum number of incoming packets that your server can queue, 
there also is a maximum number of incoming connections that can be accepted. You can 
set this parameter from the  file in :

By tuning this parameter, you will limit the number of new connections that are 
dropped. 

Optimizing TCP/IP

Up to now, you have tuned kernel buffers for network sockets only. These are generic 
parameters. If you are working with TCP, some specific tunables are available as well. 
Sometimes the options are related; if they are, the option that is higher in the protocol 
stack will always win. That is, a TCP tunable will overwrite a generic tunable. Most of 
the TCP tunables by default have a value that is too low. Chances are that you can gain 
a lot by increasing them. All relevant options are in , as you can see in 
 Listing 4-8.

 Listing 4-8. Set All  IP- Related Parameters by Adding the Value You Want to Use in /proc/sys/
net/ipv4
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Tuning TCP Read and Write Buffers

A good place to start to optimize network performance is to tune the TCP read buffer size 
and write buffer size. By tuning them, you modify the amount of memory reserved for 
incoming (read) and outgoing (write) packets. These values are written to  and 

. The kernel tries to allocate the best possible values for these parameters when 
it boots, but in some cases it doesn’t work out that well. An indication of this is, for exam-
ple, if your network suffers from dropped packets. If that happens, you can change the 
minimum size, the default size, and the maximum size of these buffers. Notice that each 
of these two parameters contains three values at the same time, for minimal, default, and 
maximal size. In general there is no need to tune the minimal size. Tuning the default 
size can be interesting, though. This is the buffer size that will be available when your 
server boots. By tuning it, you will ensure that your server works with the correct values 
straight away, and that you won’t have to do any extra work. Tuning the maximum size 
is important, as it defines the upper threshold above which packets will get dropped. In 
 Listing 4-9 you can see the default settings for these parameters on my server that has 
4 GB of RAM.
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 Listing 4-9. Default Settings for TCP Read and Write Buffers

In this example, the maximum size is quite good, and 4 MB is available as the maxi-
mum size for read and write buffers. The default write buffer size, though, is limited. 
Imagine that you want to tune these parameters in a way that the default write buffer size 
is as big as the default read buffer size, and the maximum for both parameters is set to 
8 MB. You could do that by using the next two commands:

Before tuning options like these, you should always check the availability of memory 
on your server. All memory that is allocated for TCP read and write buffers can’t be used 
for other purposes anymore, so you might cause problems in other areas while tuning 
these. However, if you use a modern server that has gigabytes of RAM, this problem will 
not be relevant for you.

Tuning TCP Acknowledgments

Another useful set of parameters in  is related to TCP’s use of acknowl-
edgments. TCP uses acknowledgments to confirm that certain packets have been 
received. Let’s have a look at an example to understand how this works. Imagine that 
the sender in a TCP connection sends a series of packets, numbered 1,2,3,4,5,6,7,8,9,10. 
Now imagine that the receiver receives all of them, with the exception of packet 5. In the 
default setting, the receiver would acknowledge receiving up to packet 4, in which case 
the sender would send packets 5,6,7,8,9,10 again. This is a waste of bandwidth, because 
packets 6,7,8,9,10 have been received correctly already and will be sent again. 

To handle this acknowledgment traffic in a more efficient way, the setting 
 is enabled (has the value of 1). That means in cases like the preceding 

example, only missing packets have to be sent again and not the complete packet stream. 
For the sake of your network bandwidth, that is good, because only those packets that 
really need to be retransmitted are retransmitted. So if your bandwidth is low, you should 
always leave  on. If, however, you are on a fast network, there 
is a downside. When using this parameter, packets may come in out of order, in which 
case you need larger TCP receive buffers to keep all the packets until they can be defrag-
mented and put in the right order. That means that using this parameter involves more 



CHAPTER 4   PERFORMANCE OPTIMIZATION 103

memory being reserved. From that perspective, on fast network connections, you better 
switch it off. To switch it off, use the following:

When disabling TCP selective acknowledgments as just discussed, you should also 
disable two related parameters:  and . These parameters enable selec-
tive acknowledgments for specific packet types. If  is enabled, these should be on 
as well, and if  is disabled, make sure these are off. To enable them, use the fol-
lowing two commands:

If you prefer to work with selective acknowledgments, you can also tune the amount 
of memory that is reserved to buffer incoming packets that have to be put in the right 
order. With  on, these buffers need to be bigger than they need to be if  
is off. This is because more packets need to be held in the buffer, waiting for all pack-
ets to be received, before your server can process them. Two parameters relate to this, 

 and . When the number that is specified in 
 is reached, new packets to be defragmented are dropped until the server 

reaches . Make sure the value of both of these parameters is set high 
enough at all times if your server uses selective acknowledgments. The following values 
are reasonable for most servers:

Optimizing Connections

Next in  is the length of the TCP Syn queue that is created for each 
port. The idea is that all incoming connections are queued until they can be serviced. As 
you can probably guess, when the queue is full, connections get dropped. The situation is 
that the  parameter that manages these  per- port queues has a default 
value that is too low, as only 1024 bytes are reserved for each port. For good performance, 
it is better to allocate 8192 bytes per port. I recommend always using the value 8192 for 
this parameter, to make sure that your server won’t suffer from lost packets:

Also, there are some options that relate to the time an established connection 
is maintained. The idea is that every connection that your server has to keep alive 
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uses resources. If your server is a very busy server, at a given moment, it will be out of 
resources and tell new incoming clients that no resources are available. Because a client 
can easily reestablish a connection in most cases, you probably want to tune your server 
in a way that it detects failing connections as soon as possible. 

The first parameter that relates to maintaining connections is . 
This parameter defines the number of times the kernel will send a response to an incom-
ing new connection request. The default value is 5. Given the current quality of network 
connections, 3 is probably enough. So use the following to change it:

Next is the  option. This relates to the number of times the server tries to 
resend data to a remote host that has an established session. Because it is inconvenient 
for a client computer if a connection is dropped, the default value, 15, is a lot higher than 
the default value for . However, retrying it 15 times means that all that 
time your server can’t use its resources for something else. Therefore, better decrease this 
parameter to a more reasonable value of 5:

The parameters just mentioned relate to sessions that appear to be gone. Another 
area where you can do some optimization is in maintaining inactive sessions. By 
default, a TCP session can remain idle forever. You probably don’t want that, so use the 

 option to determine how long an established inactive session will be 
maintained. By default, this will be 7200 seconds (2 hours). If your server tends to run out 
of resources, limit it to a considerably shorter period of time:

Related to  is the number of packets that your server sends before 
deciding that a connection is dead. You can manage this by using the 

 parameter. By default, nine packets are sent before a server is considered dead. 
Change this value to 3 if you want to terminate dead connections faster:

Related to the number of keepalive probes is the interval you want to use to send 
these probes. By default, that happens every 75 seconds. So even with three probes, it still 
takes more than 3 minutes before your server can see that a connection has really failed. 
To bring this period back, give the  parameter the value of 15:
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To complete the story about maintaining connections, we need two more param-
eters. By default, the kernel waits a little before reusing a socket. If you run a busy server, 
performance will benefit from switching this feature off. To do this, use the following two 
commands:

Some Hints on Samba and NFS Performance Optimization

In Linux environments, there are two file servers that really matter. First, there is NFS. 
NFS is a  kernel- integrated file server, simple and therefore very fast, but not particularly 
secure. With NFS version 4, some security features have been added to NFS, but because 
in version 4 NFS isn’t simple anymore, few companies really use it. The tips in this chap-
ter are all version 3 related. 

Samba is the open source implementation of the Windows Server Message Block 
(SMB) protocol that is used for file sharing in Windows environments. Because most 
users use Windows, Samba is a very popular file server. You can even use it with Apple or 
Linux clients, because they also include a Samba client stack.

Note Modern Linux kernels can use two different modules for the Samba client: the older smbfs and the 
newer cifs. If it is available, use the cifs kernel module at all times, because it performs much better than the 
older smbfs module.

Optimizing NFS Performance

The first performance optimization parameters for NFS that almost everyone uses are the 
 and  options. These are client options, used when mounting an NFS share. If 

the MTU size on your network is set to 9000 bytes, make sure to use an  and  of 
8192 bytes. The following line shows how to mount an NFS file server using these options:

The next choice in NFS performance optimization is whether to use  or . 
These are options when exporting a mount on the NFS server. The default choice is to 
export a mount with the  option. This means that incoming data is written to disk 
before the NFS server confirms. This is safe, but it also is rather slow. If you are willing 
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to take the risk of losing some data when your server crashes, and get a better write per-
formance in exchange, use the  flag. The following example line from  
shows how to use it:

Optimizing Samba Performance

As is the case for NFS, there also are some performance parameters that you can use 
to increase Samba server performance. Unless stated otherwise, you should set these 
parameters in . The first of them is the socket option , 
which can be used in combination with the IP Type of Service (TOS) option. If your 
Samba server serves clients on the LAN, use the following:

If your server is serving Samba clients over a WAN connection, better use the 
following:

The next setting to consider is the maximum transmit size. Normally, your client 
negotiates with the server to determine what maximum size to use for packets. You can 
set the maximum size the server will allow by using the  option in . The inter-
esting thing is that you might think that bigger is always better, but this is not the case. If 
your clients perform badly, try a value smaller than the default of 65536; for instance:

When using this parameter, don’t set it too low. 4096 really is the minimal value to 
use, but you probably never want to go that low. 

Apart from the options mentioned here, Samba has many other tuning options. 
Check  for more information. 

Generic Network Performance Optimization Tips

Until now, we have discussed kernel parameters only. There are also some  more- generic 
hints to consider when optimizing performance on the network. You probably already 
have applied all of them, but just to be sure, let’s repeat some of the most important tips:
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server.

duplex mode on your network. Make sure all devices involved in network commu-
nications use the same settings.

reduces the number of packets sent over the network, thereby reducing the over-
head that is caused by sending all those packets, the result of which is a speedier 
network overall. 

Summary
In this chapter you have learned how to tune performance of your server. Even if mod-
ern Linux kernels are quite good in automatically setting the best  performance- related 
parameters, there is always room for improvement. Performance optimization can be 
cumbersome work, though, in which many elements are involved, not only parts of your 
server. In the next chapter you’ll learn more about advanced file system management. 
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C H A P T E R  5

Advanced File System 
Management
Getting the Best Out of Your 
File Systems

File system management is among the first things that you do when you start using 
Ubuntu Server. When you installed Ubuntu Server, you had to select a default file system. 
At that time, you probably didn’t consider advanced file system options. If you didn’t, this 
chapter will help you to configure those options. This chapter first provides an  in- depth 
look at the way a server file system is organized, so that you understand what tasks your 
file system has to perform. This discussion also considers key concepts such as journaling 
and indexing. Following that, you’ll learn how to tune and optimize the relevant Ubuntu 
file systems.

Understanding File Systems
A file system is the structure that is used to access logical blocks on a storage device. For 
Linux, different file systems are available, of which Ext2, Ext3, XFS, and, to some extent, 
ReiserFS are the most important. All have in common the way in which they organize log-
ical blocks on the storage device. Another commonality is that inodes and directories play 
a key role in allocating files on all four file systems. Despite these common elements, each 
file system has some properties that distinguish it from the others. In this section you will 
read both about the properties that all file systems have in common and about the most 
important differences. 
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Inodes and Directories

The basic building block of a file system is the logical block. This is a storage unit your 
file system is using. Typically, it exists on a logical volume or a traditional partition (see 
Chapter 1 for more information). To access the data blocks, the file system collects infor-
mation about where the blocks of any given file are stored. This information is written 
to the inode. Every file on a Linux file system has an inode, and the inode contains the 
almost complete administrative record of your files. To give you a better idea of what an 
inode is,  Listing 5-1 shows the contents of an inode as it exists on an Ext2 file system, as 
shown with the  utility. Use the following procedure to display this information:

 1. Make sure files on the file system cannot be accessed while working in . 
You could consider remounting the file system using 

. However, if you have installed your server according to the guide-
lines in Chapter 1, remounting is not necessary. You will have an Ext2-formatted 

. If necessary, use the  command to find out which device it is using (this 
should be  or ) and proceed. 

 2. Open a directory on the device that you want to monitor and use the  com-
mand to display a list of all file names and their inode numbers. Every file has one 
inode that contains its complete administrative record. Note the inode number, 
because you will need it in step 4 of this procedure. 

 3. Use the  command to access the file system on your device in debug mode. 
For example, if your file system is , you would use .

 4. Use the  command that is available in the file system debugger to show the 
contents of the inode. When done, use  to close the  environment.

 Listing 5-1. The Ext2/Ext3 debugfs Tool Allows You to Show the Contents of an Inode
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If you look closely at the information that is displayed by using , you’ll see that 
it basically is the same information that is displayed when using  on a given file. The 
only difference is that in this output you can see the blocks that are in use by your file as 
well, and that may come in handy when restoring a file that has been deleted by accident. 

The interesting thing about the inode is that it contains no information about the 
name of the file, because, from the perspective of the operating system, the name is not 
important. Names are for human users and they can’t normally handle inodes too well. 
To store names, Linux uses a directory tree.

A directory is a special kind of file, containing a list of files that are in the directory, 
plus the inode that is needed to access these files. Directories themselves have an inode 
number as well; the only directory that has a fixed inode is . This guarantees that your 
file system can always start locating files. 

If, for example, a user wants to read the file , the operating system will first 
look in the root directory (which always is found at the same location) for the inode of the 
directory . Once it has the inode for , it can check what blocks are used by this 
inode. Once the blocks of the directory are found, the file system can see what files are 
in the directory. Next, it checks which inode it needs to open the  file. It then 
uses that inode to open the file and present the data to the user. This procedure works the 
same for every file system that can be used. 

In a very basic file system such as Ext2, the procedure works exactly in the way just 
described. Advanced file systems may offer options to make the process of allocating 
files somewhat easier. For instance, the file system may work with extents. An extent is 
a large number of contiguous blocks allocated by the file system as one unit. This makes 
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handling large files a lot easier. Since 2006, there is a patch that enhances Ext3 to sup-
port extent allocation. You can see the result immediately when comparing the result 
of  Listing 5-1 with  Listing 5-2. This is the inode for the same file after it has been copied 
from the Ext2 volume to the Ext3 volume. As you can see, it has many fewer blocks to 
manage.

 Listing 5-2. A File System Supporting Extents Has Fewer Individual Blocks to Manage and 
Thus Is Faster

A file system may use other techniques to work faster as well, such as allocation 
groups. By using allocation groups, a file system divides the available space into chunks 
and manages each chunk of disk space individually. By doing this, the file system can 
achieve a much higher I/O performance. All Linux file systems use this technique; some 
even use the allocation group to store backups of vital file system administration data. 

Superblocks, Inode Bitmaps, and Block Bitmaps

To mount a file system, you need a file system superblock. Typically, this is the first block 
on a file system and contains generic information about the file system. You can make it 
visible using the  command from a  environment.  Listing 5-3 shows you what 
it looks like for an Ext3 file system. 



CHAPTER 5   ADVANCED F ILE SYSTEM MANAGEMENT 113

 Listing 5-3. Example of an Ext3 Superblock

Without superblock, you cannot mount the file system; therefore, most file systems 
keep backup superblocks at different locations in the file system. In that case, if the real 
file system gets broken, you can mount using the backup superblock and still access the 
file system anyway. 

Apart from the superblocks, the file system contains an inode bitmap and a block 
bitmap. By using these bitmaps, the file system driver can determine easily if a given 
block or inode is available. When creating a file, the inode and blocks used by the file are 
marked as in use, and when deleting a file, they are marked as available and thus can be 
overwritten by new files. 

After the inode and block bitmaps sits the inode table. This contains the administra-
tive information of all files on your file system. Since it normally is big (an inode is at least 
128 bytes), there is no backup of the inode table. 
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Journaling

With the exception of Ext2, all current Linux file systems support journaling. The journal 
is used to track changes of files as well as metadata. The goal of using a journal is to make 
sure that transactions are processed properly, especially if a power outage occurs. In that 
case, the file system will check the journal when it comes back up again and, depending 
on the journaling style that is configured, do a rollback of the original data or a check on 
the data that was open when the server crashed. Using a journal is essential on large file 
systems to which lots of files get written. Only if a file system is very small, or writes hardly 
ever occur on the file system, can you configure the file system without a journal.

Tip An average journal takes about 40 MB of disk space. If you need to configure a very small file system, 
such as the 100 MB  partition, it doesn’t make sense to create a journal on it. Use Ext2 in those cases.

In Chapter 4, you read about the scheduler and how it can be used to reorder read 
and write requests. Using the scheduler can give you a great performance benefit. When 
using a journal, however, there is a problem: write commands cannot be reordered. The 
reason is that, to use reordering, data has to be kept in cache longer, whereas the pur-
pose of a journal is to ensure data security, which means that data has to be written as 
soon as possible.

To avoid reordering, a journal file system should use barriers. This ensures that the 
disk cache is flushed immediately, which ensures that the journal gets updated properly. 
Barriers are enabled by default, but they may slow down the write process. If you want 
your server to perform write operations as fast as possible, and at the same time you are 
willing to take an increased risk of data loss, you should switch barriers off. To switch off 
barriers, add a mount option. Each file system needs a different option:

.

.

.

Journaling offers three different journaling modes. All of these are specified as 
options while mounting the file system, which allows you to use different journaling 
modes on different file systems. 
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: When using this option, only metadata is journaled and barriers 
are enabled by default. This way, data is forced to be written to hard disk as fast as 
possible, which reduces the chances of things going wrong. This journaling mode 
uses the optimal balance between performance and data security.

: If you want the best possible performance, use this option. This 
option only journals metadata, but does not guarantee data integrity. This means 
that, based on the information in the journal, when your server crashes, the file 
system can try to repair the data but may fail, in which case you will end up with 
the old data (dating from before the moment that you initialized the write action) 
after a system crash. This option at least guarantees fast recovery after a system 
crash, which is sufficient for many environments.

: If you want the best guarantees for your data, use this option. When 
using this option, data and metadata is journaled. This ensures the best data integ-
rity, but gives bad performance because all data has to be written twice. It has to 
be written to the journal first, and then to the disk when it is committed to disk. If 
you need this journaling option, you should always make sure that the journal is 
written to a dedicated disk. Every file system has options to accomplish that. 

Indexing

When file systems were still small, no indexing was used. An index wasn’t necessary to 
get a file from a list of a few hundred files. Nowadays, directories can contain many thou-
sands, sometimes even millions, of files; to manage so many files, an index is essential. 

Basically, there are two approaches to indexing. The easiest approach is to add an 
index to a directory. This approach is used by the Ext3 file system: it adds an index to 
all directories and thus makes the file system faster when many files exist in a directory. 
However, this is not the best approach to indexing. 

For optimal performance, it is better to work with a balanced tree (also referred to as 
 b- tree) that is integrated into the heart of the file system itself. In such a balanced tree, 
every file is a node in the tree and every node can have child nodes. Because every file is 
represented in the indexing tree, the file system is capable of finding files very quickly, no 
matter how many files there are in a directory. Using a  b- tree for indexing also makes the 
file system a lot more complicated. If things go wrong, the risk exists that you will have to 
rebuild the entire file system, and that can take a lot of time. In this process, you even risk 
losing all data on your file system. Therefore, when choosing a file system that is built on 
top of a  b- tree index, make sure it is a stable file system. Currently, XFS and ReiserFS have 
an internal  b- tree index. Of these two, ReiserFS isn’t considered a very stable file system, 
so better use XFS if you want indexing.
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Optimizing File Systems
Every file system has its own options for optimization. In fact, the presence or absence 
of a particular option may be a reason to prefer or avoid a given file system in particular 
situations. Speaking in general, Ext3/Ext3 is a fantastic generic file system. It is stable 
and very good in environments in which not too much data is written. XFS is a very 
dynamic file system with lots of tuning options that make it an excellent candidate for 
handling large amounts of data. ReiserFS should be avoided. Its main developer, Hans 
Reiser, is in prison for  second- degree murder, so the future of ReiserFS is currently very 
uncertain. Regardless, it is covered later in the chapter just in case you are stuck using 
a ReiserFS file system.

Optimizing Ext2/Ext3

Before the arrival of journaling file systems, Ext2 was the default file system on all Linux 
distributions. It was released in 1993 as a successor to the old and somewhat buggy Ext 
file system. Ext2 was successful for a few years, until the release of Ext3 in the late 1990s. 
Initially, there was only one difference between Ext2 and Ext3: Ext3 has a journal, whereas 
Ext2 doesn’t have one. Over time, patches have enhanced Ext3 some more. For instance, 
Ext3 has directory indexing and works with extents, neither of which is the case for Ext2. 
The successor of Ext3 is Ext4. This file system is already well on its way toward release, but 
because it is not included in Ubuntu Server 8.04, I won’t cover it in this book.

On a current Linux server, it isn’t really a dilemma whether you should use Ext2 or 
Ext3. In almost all cases you want to use Ext3, because it has more features. Choose Ext2 
only if you specifically don’t want a journal, perhaps because your file system is too small 
to host a journal. For example, this is the case for the  file system. Because Ext2 and 
Ext3 are almost completely compatible, I’ll cover Ext3 optimization in the rest of this 
subsection.

Creating Ext2/Ext3

While creating an Ext3 file system, you can pass many options to it. Even if you don’t pass 
any options, some options will be applied automatically from the  con-
figuration file. In this file, you can include default options for Ext2 and Ext3.  Listing 5-4 
shows you what the contents of this file look like. 
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 Listing 5-4. Use /etc/mke2fs.conf to Specify Default Options to Always Use when Creating an 
Ext3 File System

For a complete overview of options that you can use when creating an Ext3 file 
 system, use the man page of .  Table 5-1 covers only the most useful options.
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 Table 5-1. Most Useful mkfs.ext3 Options

Option Description

  This option checks the device for bad blocks. Use it if you don’t 
trust the device and are unable to buy a new storage device. By 
default, a fast  read- only test is performed when using this option. If 
you want to perform a faster read/write test, use .

  Ext3 organizes its file system in block groups. By using block 
groups, the file system can perform operations in parallel, which 
increases general file system performance. If you want more tasks 
on your file system to run simultaneously, use fewer blocks per 
block group. You should consider, however, that when creating 
the Ext3 file system, the optimal number of blocks per block group 
is calculated automatically, so it may not make sense to use this 
 option.

  Use this option if you want to use an external journal. You should 
always use this option if you want to apply the  mount 
option, because it allows for much better performance. If you 
want to use this option, you must create an external journal first. 
You would normally do that using the   option. For 
instance, use  to make 

 your journal device. Next, you can create the file system that 
uses the external journal by using the command 

.

  When creating an Ext3 file system, Ext3 creates a fixed number of 
inodes. By default, this would be half the number of data blocks 
available on the file system. The problem is that when all inodes 
are used, you cannot create new files, even if you still have lots 
of blocks available. If you know beforehand that you are going to 
work with many small files, or many large files, it may be useful to 
change the number of inodes by using this option. Be aware that it 
is not possible to change the number of inodes once the file system 
has been created. Note that Ext2/Ext3 is not capable of allocating 
new inodes dynamically. If this capability is important to you, use 
XFS instead, because it will automatically create new inodes as 
needed. 

  Use this feature to create a directory index on Ext3 file systems. 
This enables indexing and therefore makes your file system a lot 
more scalable. 

  This is a remarkable option that lets you write superblock and 
group descriptors only. Use this option if all of the superblocks and 
backup superblocks are corrupted and you want to recover the file 
system anyway. This option does not touch the inode table or the 
inode and block bitmaps, so it will recover your file system in some 
cases. You might make the situation worse, however, so only use 
this option as a last resort.
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Mounting Ext2/Ext3

To activate a file system, you have to mount it. While mounting it, you can use specific 
mount options to determine how the file system must be activated.  Table 5-2 lists and 
describes the most useful Ext2/Ext3 mount options.

 Table 5-2. Most Useful Ext2/Ext3 Mount Options

Option Description

  Ext2/Ext3 is checked automatically from time to 
time. If you want to prevent your file system from 
being checked at any time (which may take a long 
time to complete), use this option.

  Use this option to specify the superblock that you 
want to use when mounting the Ext2/Ext3 file sys-
tem. By default, an Ext2/Ext3 file system creates 
some backup superblocks. Use  to find 
out where they are. In most cases, you will have 
a backup superblock on block 32768. To use this 
superblock, you need to specify it as a 1 KB block 
unit. Because the file system by default uses 4 KB 
blocks in almost all cases, you should multiply 
the number 32768 by 4. So, to mount it, use 

.

  This option tells an Ext3 file system not to load the 
journal when mounting.

, ,   Use this option to specify what kind of journal-
ing you want to use. The different options were 
discussed in the “Journaling” section earlier in 
this chapter.

  This option is used to synchronize data and meta-
data every n seconds. The default value is 5; use 0 
to disable automatic sync completely.

Analyzing and Repairing Ext2/Ext3

If you happen to encounter problems on your Ext2/Ext3 file system, the file system offers 
some commands that can help you to analyze and repair the file system, as described in 
this section. 
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e2fsck 

 is a file system check utility that works on both Ext2 and Ext3. If you think some-
thing might be wrong with your file system, run . You should make sure, though, 
that the file system on which you run it is not currently mounted. Because this is hard 
to accomplish if you want to run it on your root file system, it is not a bad idea to use the 
automatic check that occurs every once in a while when mounting an Ext2/Ext3 file sys-
tem. This check is on by default, so don’t switch it off.

When you run  on an Ext3 file system, the utility will check the journal and 
repair any inconsistencies. Only if the superblock indicates that there is a problem with 
the file system will the utility check data as well. On Ext2,  will always check data, 
because this is the only option. Normally,  will automatically repair all errors it 
finds, unless an error requires human intervention, in which case  will notify you so 
that you can use one of the advanced options by hand.  Table 5-3 provides an overview of 
the most useful options that  has to offer.

 Table 5-3. Most Useful e2fsck Options

Option Description

  Use this option to read one of the backup superblocks. Unlike when using 
the  command, you can refer to the normal block position where the 
file system can find the backup superblock, which is block 32768 in most 
cases.

  This option lets  check for bad blocks. If it finds them, it will write 
them to a specific inode reserved for this purpose. In the future, the file 
system will avoid using any of these blocks. Be aware, though, that bad 
blocks are often an indication of real problems on your hard drive. Use the 

 option with  as a temporary solution until you can replace your 
hard drive. 

  Use this option to force checking, even if the file system seems to be with-
out problems. 

  Use this option to specify where the external journal can be found. You’ll 
need this option if your file system uses an external journal. 

  This option tells  to automatically repair everything that can be re-
paired without human intervention.

  This option assumes an answer of yes to all questions. This goes further 
than default  behavior and will also automatically enter yes to questions 
that normally require human intervention.

dumpe2fs and tune2fs 

In some situations,  may not do its work properly. In such cases, two useful utilities 
to analyze a little bit further what is happening are  and .  dumps 
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the contents of the superblock and the information about all block group descriptors (see 
 Listing 5-5). On large file systems,  will give you huge amounts of output. If you just 
want to see information from the superblock, use it with the  option, which makes it 
more readable.

 Listing 5-5. dumpe2fs Shows the Contents of the Superblock and All Group Descriptors
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If you see a parameter that you don’t like when using , you can use  
to change it. Basically,  works on the same options as , so you won’t have 
a hard time understanding its options. Consult the man page for more details on . 

debugfs 

If you really are ready for a deep dive into your file system,  is the utility you need. 
Make sure that you use it on an unmounted file system only. The  tool works at 
a very deep level and may severely interfere with other processes that try to access files 
while you are debugging them. So, if necessary, take your live CD and use  from 
there. 

After starting , you’ll find yourself in the  interface, which offers some 
specific commands. You will also recognize some generic Linux commands that you 
know from a bash environment, but, as you will find out, they work a bit differently in 
a  environment. For example, the  command in  shows you not only file 
names, but also the number of blocks in use by this item and the inode of this item, which 
is very useful information if you really need to start troubleshooting (see  Listing 5-6).
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 Listing 5-6. The ls Command in debugfs Works Differently

In case you are wondering how this information may be useful to you, imagine a situ-
ation where you can’t access one of the directories in the root file system anymore. This 
information gives you the inode that contains the administrative data on the item. Next, 
you can dump the inode from the  interface to a normal file. For instance, the 
command  would create a file with the name  in the root of your 
file system and fill that with the contents of inode 24580. That allows you to access the 
data that file occupies again and may help in troubleshooting.

This information may also help when recovering deleted files. Imagine that a user 
tells you that he has created three files, , , and 

, but has accidentally deleted  and desperately needs to get it back. The 
first thing you can do is use the  command from the  interface. Chances are 
it will give you a list of deleted inodes, including their original size and deletion time. 
 Listing 5-7 shows an example. 

 Listing 5-7. The lsdel Command in debugfs Gives You an Overview of Deleted Files
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As  Listing 5-7 demonstrates, in the information that  gives you, you can see the 
inode number, original owner, size in blocks, and, most important, the time the file was 
deleted. Based on that information, it’s easy to recover the original file. If it was the file 
in inode 233030, from the  interface, use  to recover 
it. Unfortunately, due to some differences between Ext2 and Ext3,  works well on 
Ext2 but rarely works well on Ext3. In that case, you have to use some more advanced 
techniques.

Given the fact that the user in our example has created some files, it may be interest-
ing to see what inodes were used. Let’s say  still uses inode 123,  uses 127, and 

 is removed, so you can’t find that information anymore. Chances are, however, 
that the inode that  has used was not too far away from inode 127, so you can try 
to dump all inodes between inode 128 and 140. Chances are that this will allow you to 
recover the original file, thanks to .

There are many other commands available from  as well. The  command 
from within the  interface will give you a complete list. I recommend that you 
check out these commands and try to get an impression of the possibilities they offer, 
because you may need to use them some day. 

Tuning XFS

The best feature of XFS is its scalability. The file system is completely 64 bits, which allows 
for use of file systems with sizes up to 9 exabytes (that is, 9 million terabytes). It is orga-
nized in a  well- structured way that makes it a very fast file system. In an XFS file system, 
three different sections can be used for data storage. Most important of these is the data 
section. This is the only section that is created by default. The other two sections are the 
log section and the  real- time section.

Organization of the XFS File System

The data section contains data blocks, and file system metadata (the administrative data) 
as well. Like Ext3, XFS uses different allocation groups. These block groups are created 
automatically when using , and sizes are calculated based on the size of the file 
system. Using these block groups is good for performance, because working with several 
block groups allows the file system to perform actions in parallel. 
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One of the most important parameters when creating an XFS file system is the 
number of allocation groups created. The default value performs well, but for better per-
formance, it is a good idea to increase the number of block allocation groups. This is what 
you should do if the file system is very write intensive and sufficient memory is available. 
If the server in question doesn’t have much available memory, using too many block 
groups is bad for performance. Also, when using a large number of block groups, you 
should make sure that there is enough available disk space in the file system at all times. 
When the file system is almost full, the file system will allocate lots of CPU cycles to han-
dle all the simultaneous requests from the different block allocation groups. Fortunately, 
you can always use the  command to grow an XFS file system if necessary.

The log section is used as a file system journal. Changes in file system metadata are 
stored in it until the file system has time to commit these changes to the data section. 
When the file system crashes, upon mount, the file system can read incomplete transac-
tions from this log section and recover the file system in a fast way. In the default setting, 
the log section is included in the data section. For better performance, you can choose to 
put it outside of the data section, which allows you to put it on another medium as well. 

The  real- time section is a unique property of the XFS file system. This section is used 
by files that have to be written to disk as fast as possible—in real time. To mark a file as 
a  real- time file, use the  function. This function is not available as a  command- line 
utility; instead, you have to implement it in the tools that you are writing to handle data 
on the XFS file system. If a file is real time, it will never be stored in memory buffers 
before writing it to disk, but rather will be written without further delay. This is an excel-
lent way of preventing file system corruption. 

Setting XFS Properties

To set properties for the XFS file system, you need to specify them when creating the file 
system. Creating an XFS file system with default settings is not too hard; the following 
command, for instance, is used to format  as an XFS file system:

This command would format the file system as XFS with an internal log section, 
without a  real- time section. If you would like to put the log section on a different device, 
which leads to better performance, use the following:

With this command, a  10,000- block log section is created on . 
An important setting when creating the XFS file system is the number of allocation 

groups that you want to create. Depending on the file system size that you are using, the 
number of allocation groups is set automatically; use the  command to find out 
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the number of allocation groups set on your file system.  Listing 5-8 shows the  
(number of allocation groups) parameter, which is set to 16, and the  (size per allo-
cation group), which is set to 1,638,400 blocks. 

 Listing 5-8. Showing XFS File System Information with xfs_info

To increase performance for this file system, you can change the number of alloca-
tion groups to 32, for example. You would do this by using the  option when 
creating the file system. The complete command to do this for a file system that you want 
to create on  is

You do not need to calculate the size of the allocation groups, because that will be 
calculated automatically. In the preceding command, you can see that the option  is 
used, which is required in certain cases;  will not write to the device if it suspects 
that a file system already exists on that device. So, if you want to  re- create an XFS file sys-
tem, make sure that you use the option . 

Managing the XFS File System

Before storing files on your XFS file system, you need to mount it. XFS has some specific 
mount options. Among the most important option is , which specifies how 
much data to allocate for each file that you want to write. By using this parameter, you 
can avoid fragmentation and thus get better performance out of the file system. The 
default value of 64 KB does well for average workloads, but if you are putting large files on 
the file system, it may make sense to increase the  parameter considerably. For 
instance, a 512 MB  is good for multimedia solutions, such as Internet broad-
casting. Valid values reach from 4 KB to 1 GB, with power of 2 increments. Use this mount 
option at all times, because it will make your XFS file system perform much better.

The second option that is wise to use when mounting the file system is a rather 
generic one that you can use for other file system as well:  makes sure that the 
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access time of files is not modified every time a file is accessed. It is a good idea to use this 
parameter in  write- intensive environments, because writing a new access time to the file 
system every time a file is accessed has a high performance price. 

A third important mount option is . This option is important if you want to 
make sure that files are written properly to hard disk. On modern disk systems, a file is 
not written directly to the hard drive, but to a write cache instead. When the file has been 
written to these  in- memory buffers, the file system is informed that the file has been writ-
ten, whereas in fact it hasn’t been. If at that moment the server crashes, the modifications 
to the file will get lost. When using the  option, you can force the file system to 
write modifications to  on- disk write buffers, instead of to  in- memory write buffers, thus 
ensuring that the file really is written to disk. There’s only one condition: your disk must 
have a cache that can be used for writing files, but that is the case on almost all modern 
hard drives. 

Once mounted, you will see that many file system utilities have an XFS alternative. 
For instance, if you use  to search the man pages for all commands that relate 
to XFS, you’ll see that numerous commands are available. The function of some com-
mands is not too hard to figure out. For example, if you have worked with , you will 
have no problem using  to repair the XFS file system. And if you have resized 
a file system before, you’ll find that it’s not too hard to resize an XFS file system using 

. XFS has some very specific utilities as well, the most significant of which are 
described next:

: As previously discussed, when creating an XFS file system, you can spec-
ify that a  real- time section be created as well. Files that are written to this section 
are written there without using the disk cache mechanism, which helps you to pre-
vent file system corruption. If you want, you can copy files to that section directly, 
using the  command. When using this command, you can even specify 
that a fixed extend size must be used. For the rest,  works like an ordinary 
file copy command. 

: You have probably worked with  to create backups before. When using 
XFS, the  command is the most appropriate way of creating backups. The 
most important difference is that  will back up all XFS attributes as well, 
whereas this is not the case for other backup utilities like , which don’t under-
stand XFS metadata. Using  is not too hard; it backs up files and all their 
attributes to a storage media, a regular file, or standard output. Once backed up 
there, you can restore files using the  command. For example, use the 
following command to dump your complete root file system to tape:
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  If you are familiar with using , you’ll notice the similarities between the two 
commands. As mentioned, if you want to make sure that all  XFS- specific attributes 
are backed up as well, use .

: For other file systems, it is rather uncommon to freeze access to the 
file system, as you can do with the  command. Freezing access to a file 
system is useful if you want to make a snapshot using your volume manager, 
because it makes sure that nothing is written to the file system for a given time. To 
“unfreeze” the file system later, use  again, which switches on access to 
the file system again. 

What About ReiserFS?

There was a moment in time when ReiserFS was a stable and very fast file system. This 
file system works particularly well if your server uses applications that work with numer-
ous small files. Unfortunately, ReiserFS is not very stable (and its future is uncertain, as 
noted earlier), so you should avoid using it. In case you can’t avoid using it, this section 
discusses some ways to make it perform better. 

First, ReiserFS can benefit from using an external journal, especially if journal mode 
is set to . To create a ReiserFS file system that uses an external journal, use 

:

Some  ReiserFS- specific options can be enabled when mounting it. The most impor-
tant option is . By default, ReiserFS stores small files and parts at the end of a file 
directly in its index tree. This makes the file system faster, but also more prone to error. 
Storing parts of the end of a file directly in the tree may be useful, because it prevents 
a small piece at the end of a file from using a complete disk block. If you don’t want this 
to happen, use the  option. This is an important mount option, because it will make 
the file system more stable. 

ReiserFS is notorious for being difficult to fix when it encounters problems. If you can 
no longer mount a particular ReiserFS file system, you need to use . This 
program offers powerful options to check and repair a ReiserFS file system.  Table 5-4 lists 
and describes its most useful options.
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 Table 5-4. Most Useful fsck.reiserfs Options

Option Description

  This is the default option. It will check the file system, but it won’t repair errors if 
they are found. 

  Use this option if the  option has found an error that it says can be 
repaired using le. It will help in some situations, but doesn’t fix the 
most serious errors. 

  This option will rebuild the complete tree on which ReiserFS is based. Only use 
it if  tells you that you have to; it is better to avoid it if you can. This op-
tion can take a long time to complete, and success is not guaranteed. Therefore, 
make sure that you have a backup copy of the volume on which you are using 
this option before you start to use it. 

  Use this option to automatically confirm all questions that the program will ask 
you. 

ReiserFS also has a debug utility, . You can use it to check current set-
tings of your ReiserFS file system.  Listing 5-9 gives you an example of its output.

 Listing 5-9. debugreiserfs Gives an Overview of Options Your ReiserFS File System Is Using
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In case  shows you an option that you don’t like, you can change it for 
the existing file system by using . This command uses the same options as 

; see its man page for more details about these options.

Summary
In this chapter you have learned about file system management. You now know how to 
tune your file system for optimal performance. You have also learned about some utilities 
that you can use to fix a file system that is broken. In the next chapter you’ll learn how to 
use Nagios to monitor your Ubuntu Servers from a distance. 
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C H A P T E R  6

Network Monitoring
Knowing When It Goes Wrong 
Without Watching It

As an administrator, it is your responsibility to know when things are about to go 
wrong. You can, of course, go sit by your server all day and figure out if everything is going 
all right, but you probably have better things to do. Nagios offers services to monitor the 
network for you. In this chapter you’ll learn how to install and use Nagios. 

Starting with Nagios
Nagios is a  network- wide monitoring tool. In this chapter you’ll learn how to set it up 
on your servers. Once it is set up, you can watch the status of servers in your network via 
a web browser. Don’t want to watch a web browser all time? That’s fine, because you can 
configure Nagios to send relevant security alerts to some specified users on the network if 
something goes wrong. Nagios allows you to monitor local server events, such as running 
out of disk space, as network events. 

Before you install Nagios, make sure that you have a web server configured (you can 
read more about configuring Apache Web Server in Chapter 11 of my book Beginning 
Ubuntu Server Administration, from Apress) and running. Nagios uses a web interface to 
show its information, so you can’t do without that. Once you have confirmed it is up and 
running, install the  packages:

This command installs about 40 MB of data on your server. Once that is done, you 
have to complete the installation by setting up authentication. Nagios uses the file 
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, but this file is not created automatically. The following 
command creates it for you, puts a user with the name  in it, and prompts for 
a password:

There are two configuration files related to user authentication. First, 
 contains all settings that allow Nagios to communicate with 

Apache.  Listing 6-1 shows its contents.

 Listing 6-1. /etc/nagios2/apache2.conf Sets Up Communication Between Nagios and Apache

As you can see, the  file contains the authentication settings and some 
basic paths that Nagios has to use. The other relevant configuration file is 

, which contains the name of the admin user that is used for different purposes, as 
well as other settings that are related to the CGI scripts that Nagios uses. The interesting 
part of this script is that you can change admin names in it. By default,  is the 
only user who has administrative permissions to perform different tasks. If, for instance, 
you want to use another user account for hosts and  services- related commands, change it 
in the  file.  Listing 6-2 shows its contents.
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Note For better readability, I have removed all comment lines. Consult the configuration file on disk to 
see the comment lines as well. 

 Listing 6-2. cgi.cfg Contains the Authorizations of the admin User

At this point, you have a very basic Nagios server up and running. Before you start 
to configure it, you need to find out if it works properly. From a workstation, start your 
browser and connect to the following URL:

This should give you a login prompt at which you can enter the name and password 
of the admin user you have just created. After entering these, you should see the Nagios 
web interface, as shown in  Figure 6-1. Don’t bother clicking around in it, because you 
haven’t set up anything yet. Therefore, you won’t see much for the moment. Read the fol-
lowing sections to find out how to configure Nagios.
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 Figure 6-1. After installing Nagios, connect to it to see if it works.

Note The Nagios web interface gives access to some documentation that is installed on your server as 
well. You can use this documentation, but be aware that the paths on Ubuntu Server are different from the 
pathnames referred to in the documentation.
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Configuring Nagios
Nagios uses lots of configuration files. The most difficult part of managing Nagios is to 
find the right configuration file for a specific purpose. To make it even more difficult, 
Nagios distinguishes between core configuration files and  plug- in configuration files, 
 add- on files that can be used as an extension to the default functionality of Nagios. 

Location of the Configuration Files

When you first start working with Nagios, it looks like configuration files are located just 
about everywhere! To help you pinpoint the locations of these files, the following list 
identifies the most common directories in which Nagios stores information:

: This is the master configuration directory. It contains the most 
important configuration files, among which you will find the  config-
uration file.

: As mentioned, Nagios works with  plug- ins. Every  plug- in 
allows you to monitor an additional service. For example, Nagios by itself doesn’t 
know how to monitor Oracle. If, however, the Oracle  plug- in has been installed in 
this directory (which is the case after a default installation), the  plug- in can man-
age Oracle.

: This directory contains some of the most important Nag-
ios configuration files. If the file you are looking for is not in here, also check 

ig.

: This directory contains the configuration files for the 
 plug- ins that are installed on your server.

: Nagios writes its output to this directory. When Nagios has been 
up and running for some time, you’ll find  files in this directory. These files 
contain the information that is used by the Nagios web interface. 

: This is the directory where Nagios writes its log files. Use it if 
anything goes wrong with your Nagios environment. 

Before diving deep into the different configuration files, you should also be aware 
of the  file. To do its work, Nagios uses its own command set. 
The  file defines the most important commands.  Listing 6-3 gives a partial 
example.
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 Listing 6-3. /etc/nagios2/commands.cfg Defines the Most Common Nagios Commands

Nagios commands are well structured. If you feel you are missing any functionality in 
the default Nagios command set, you can create your own Nagios commands as well. The 

 file contains some hints on how to do that.

The Master Configuration File: nagios.cfg

The master configuration file that Nagios uses is . This file 
determines where Nagios should read and write specific information. By using  
statements, it also tells Nagios what additional configuration files to read. For example, 
these statements can refer to configuration files for specific modules that you want to 
use. By default, all of these configuration files are disabled, which means that Nagios 
basically monitors nothing. Of course, it makes sense to enable them, but only after you 
have modified the configuration file according to your needs.  Listing 6-4 shows the part 
of  that indicates what configuration files to use. Be aware, though, that these 
are only example files, and in some cases refer to files that don’t even exist at the location 
that is indicated.
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 Listing 6-4. From nagios.cfg, Additional Configuration Files Are Included

As a Nagios administrator, it is also useful if you know about the other important 
lines in the  file. The following list provides an overview of the most important 
definitions it contains:
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: This parameter tells Nagios where to log its 
information.

: This line tells Nagios to include all configuration files 
in the specified directory.

: This line tells Nagios to load the configura-
tion file  as well. Likewise, other  lines are used to refer to 
additional configuration files that Nagios should include.

: This file contains current status infor-
mation about all hosts and services that are monitored. The CGI scripts from the 
Nagios web server interpret this file and display its contents in a graphical way.

: This default line makes sure that no external commands 
can be executed. If you want to manage Nagios using a web server (which should 
always be the case), you need to enable this option by giving it the value 1. 

: This line specifies in what way the Nagios log file should be 
rotated. By default, this will happen daily. Valid values for this parameter follow:

: Don’t rotate the log

: Rotate hourly

: Rotate daily

: Rotate weekly

: Rotate monthly

: If log rotation is enabled, this param-
eter describes where the archive of log files should be written to. 

Creating Essential Nagios Configuration Files

Nagios needs some minimal configuration files, and they should reside in one of the 
directories defined in the  file using the  directive. The default location 
to put them would be . Make sure that you create at least the follow-
ing configuration files:

: This file defines which people should get a message in case of 
trouble.

: All contacts specified in  should be a member of at 
least one contact group. Use this file to define the contact group.
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: This file defines templates that can be used by other configuration 
files.

: Use this file to define the hosts that Nagios will monitor.

: In large networks, it is useful to subdivide hosts into host groups, 
such as servers, switches, routers, and so on.

: The file defines specific services that you want to monitor for each 
host.

: This file defines time periods used in all configuration files.

Now it is time to start the real work, which unfortunately involves a lot of typing. In 
the rest of this chapter, we will work on a small example network in which four Linux 
servers are used. Three of these are on the internal network, and one of them is on the 
Internet. Nagios can monitor other operating systems as well, but let’s try to set up 
 Linux- based host monitoring first. The following servers are monitored:

: DHCP, NFS, web, Nagios, SSH

: Samba, SSH

: Web, FTP, SSH

: Web, SSH

Creating a Contacts File

Start with the creation of the  file. As specified in , 
this file should reside in , so make sure to create it there.  Listing 6-5 gives an 
example of what this file may look like.

 Listing 6-5. Example contacts.cfg File
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The interesting part of this configuration file is that there are quite a few 
 cross- references. That is, the  file depends on what you do in other 
configuration files. For instance, the lines  and 

 are periods that you will define later in the  file.
In the example  file in  Listing 6-6, you also see that some 

 and  parameters are used. 
The following  parameters can be used:

: Do not notify at all

: Notify on WARNING states

: Notify on UNKNOWN states

: Notify on CRITICAL states

: Notify when the service recovers and returns to OK state

Likewise, the following  parameters can be used:

: Do not notify at all

: Notify on DOWN host states

: Notify if host is unreachable

: Notify when host recovers

Defining a Contacts Group

After defining the contacts file, you may want to create a contact group as well. This 
makes it easier in large implementations to address all contacts at once.  Listing 6-6 shows 
what a contact group may look like.



CHAPTER 6   NETWORK MONITORING 141

 Listing 6-6. Example of a Contact Group

Defining Hosts and Host Groups

After defining whom to contact if things go wrong, you have to define hosts and, if so 
required, hostnames. The hosts you define will inherit some of their settings from the 
host template. On Ubuntu 8.04, you’ll find this template in the file 

fg. Normally you don’t need to edit the settings in this file. You 
just need to refer to it when defining your hosts. This hosts configuration file may look 
similar to the example shown in  Listing 6-7.

 Listing 6-7. Example hosts.cfg File
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In the example  file in  Listing 6-7, you can see that some new parameters 
are used. Of these, the nonobvious parameters are as follows:

: Refers to the command that Nagios uses to check if the host is up. 
In all cases, it should refer to the  command.

: Defines how many checks Nagios should run as a maximum. 
If a host still doesn’t reply after reaching this threshold, Nagios will consider it 
unavailable.
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: Defines, in minutes, how often you should receive a notifi-
cation if the problem still exists. Use the value 0 if you want just one notification to 
be sent after the problem is discovered.

: Defines during which time period notifications should be 
sent to the contacts. It is a good idea to use 24x7 here, to make sure that notifica-
tions will be sent at all times.

: Defines in what situations notifications should be sent out. 
The following options are available:

: Notify if host is down

: Notify if host is unreachable

: Send notification when host recovers

: Do not send notifications

After defining hosts, you must specify the host groups that your hosts belong to. 
There are many approaches to creating host groups, and a host may be a member of 
more than one host group. Ultimately, your business needs will dictate which host 
groups to use. In the example in  Listing 6-8, you can see that three different approaches 
are used to define host groups. First, there is a host group that contains all hosts, and 
then there are functional host groups, and last there are host groups based on locations 
that are used. 

 Listing 6-8. Host Groups Make Managing Hosts Easier
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Defining Services to Monitor

Now that your hosts and host groups are defined, it’s time to work on the services. In 
the  file, you define what particular services you want to monitor. Normally, 
making sure that all relevant services are defined is a lot of work. In Nagios, you can 
monitor network services as well as local services. For instance, there is a service to check 
available local disk space, or you can check based on any network protocol as well. 

Before you start to work on the  file, you should understand what it does. 
In the services file, different services are checked. To do this, Nagios needs  plug- ins. 
You’ll find a list of all available  plug- ins in the  directory. I rec-
ommend that you have a look at this directory and get an idea of the possibilities that 
are offered. You can run every  plug- in from this directory as an independent executable, 
which gives you an idea of the  plug- in possibilities. Some  plug- ins just run and that’s all, 
whereas other  plug- ins can have lots of options that enable you to determine what exactly 
the  plug- in should do.  Listing 6-9 gives you an example of the help output from the 

  plug- in. Many  plug- ins have complex options like this one, so make sure that 
you are aware of the options that exist for the  plug- ins you want to use before you config-
ure the  file.

 Listing 6-9. Nagios  Plug- ins Often Have Lots of Options to Define What You Want Them to 
Do
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After you have familiarized yourself with the possibilities the  plug- ins have to offer, 
you can start creating the services file.  Listing 6-10 shows a very simple example of 
a services file. In this file, Nagios will monitor whether hosts are available. Next, for web 
servers, it will monitor whether the web service is still up and running. In this file, Nagios 
will monitor the availability of hosts, web services, and disk space for host . 

Like the  file, the  file also uses a template containing 
some generic settings. These default settings are read from 

fg. If you want to overwrite settings from the template file, you 
can include them in the  file. In  Listing 6-10, you can see that that is done for 
the check on local disk usage for host . Consider this not as a complete configuration 
file, but rather as a starting point to build your own configuration. 

 Listing 6-10. services.cfg Defines What Exactly You Want to Monitor
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Working with Nagios Commands

Let’s first look at the two  commands that are used in this example file:

It may surprise you that the commands are not used exactly as shown in the help out-
put that you see when executing the command with the  option. If you look closer, 
you will see that it does work the same way—it is just written in a different way. Look at 
the  command, for example. This command, as used in the  script, 
uses three parameters, separated by exclamation marks. If you look at the help output of 

lp, you see the result shown in  Listing 6-11.

 Listing 6-11. Partial Output of check_disk Usage Information
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As you can see, this command has three options that are required: , , 
and  or .  generates a warning if less than the specified percentage of 
disk space is free,  generates a critical event if less than the specified percentage of disk 
space is free, and  or  refers to either the path or the device name that Nagios has to 
monitor for available disk space. As used in the  file, these are exactly the 
three parameters that are used. The same applies to the ping test that is performed from 
the same script. 

Defining Time Periods

The last relevant part of a Nagios configuration is the definition of time periods. In most 
cases you probably want to see an alert no matter when the event occurs, but in some 
cases you may choose to forward alerts to specific persons when an event occurs during 
a given period of the day.  Listing 6-5, earlier in the chapter, specified that user  will 
get alerts only during work hours. The definition of these time periods comes from the 
file . This file contains some useful default 
definitions of time periods, but can also be modified as required.  Listing 6-12 gives an 
example of its contents.

 Listing 6-12. Using timeperiods_nagios2.cfg to Define During What Times of Day Nagios Has 
to Act
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Restarting Nagios with Your Configuration

Your configuration files should now be in place, which means it is time to restart Nagios. 
To do this, use the command . If you have applied changes 
to your Apache configuration as well, don’t forget to restart the Apache web server also, 
using . When you restart Nagios, watch the console of your 
server. After all, you did apply lots of changes to the different configuration files, and 
making one tiny little typing error will cause the restart of Nagios to fail. If there is some 
serious error that prevents Nagios from restarting, you will see it on the console of your 
server, as shown in the example in  Listing 6-13. 

 Listing 6-13. If Nagios Fails to Restart, It Will Tell You Why

If an error occurs, fix it and restart Nagios. This part of the configuration requires 
some patience. You have created lots of configuration files, all by hand, so it’s likely that 
now you have to eliminate lots of errors, also by hand. 
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Caution When using , the service may falsely report that it is up and 
running. Don’t trust this result. When debugging your Nagios server for configuration errors, first stop it by 
using  and then restart it by using .

Installing NRPE
To monitor some services, you just need Nagios on your server and nothing else. To mon-
itor other parameters on a managed host, you need a local agent on that host as well. The 
name of the service is NRPE and it exists for different server platforms. Setting up NRPE 
consists of two parts. The first part happens on the server that you want to monitor, and 
the second part happens on the Nagios server.

Configuring NRPE on the Monitored Server

Because you may have Linux distributions other than Ubuntu Server in your network, 
and because these servers may not know et, this section covers a more generic 
way to install the NRPE service on Linux servers. In this method, the  file 
is installed. Of course, you can install NRPE on Ubuntu Server as well. To do this, use 

in.

Caution If you want to install NRPE on Ubuntu, don’t install and extract the  file that is offered 
from the Nagios download site as described in the following procedure. Use the  
package instead. Install it with the command in. If your distribution 
is not Ubuntu but has a method of installing NRPE from its software repositories, you should always do it that 
way. Only if that doesn’t work can you apply steps  1- 4 from the following procedure.

 1. On the server you want to manage, create a  user and a  group and 
configure  as the home directory that the user should use:

 2. Go to . From there, click the Go button for Get Addons. 
Next, select the latest version of NRPE and click Go to continue. In the File Down-
load dialog box that asks you whether you want to save the  archive to disk, 
click Save. Store it somewhere on disk; the  directory is a reasonable choice. 
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 3. Assuming that you have just downloaded the  package to the  direc-
tory, use  to go to that directory, and then use the command 

 to extract it. This creates a subdirectory with the name 
n>.

 4. Use  to go into the subdirectory that was just created, and then compile the  
 plug- in using the following commands. If this fails, make sure that you have a C 
compiler installed on your server.

 5. Copy the  file from the  subdirectory to the directory where Nagios would 
expect its  plug- in files to be located. If on your server nothing related to Nagios has 
been installed so far, use the location . If something related to 
Nagios has already been installed, check whether  already exists on 
your server. If it does, copy the  file there.

 6. In the directory to which you just copied the  module, use your editor to cre-
ate the  configuration file. The name of this file must be , so if you just 
copied the module to , make sure that you create the file 

. Give the file the following contents, while making sure that the 
 line contains the IP address of your Nagios server:

This basically finishes the NRPE installation. To execute Nagios commands on 
the host that you are monitoring, you would also need Nagios  plug- ins. If nothing was 
installed yet on your server, download the  plug- ins from  (or from your 
distribution’s software repositories) and put them in the default path 

. If on your server some Nagios components were installed already, check the local 
server configuration to find the location of the  plug- in files. Always check if 

 exists before putting  plug- ins in . Many distri-
butions use this location in  to store  plug- ins.

Once the  plug- ins are installed, you can add to the  configuration file the 
checks that you want Nagios to perform on this host. For instance, add the following line 
to check if available disk space on the monitored machine falls below the warning thresh-
old of 20% and the critical threshold of 10%:
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Tip Before you include the plug-in command in the  file, make sure it really works. You can 
verify this by running it from the command line, just as you would include it in the configuration file.

Did it all work? If so, then I recommend that you add the following lines to your 
 file as a default. This is information that you would normally be interested in when 

monitoring a remote host. 

After you create the NRPE configuration, make sure that the NRPE process is started. 
Use the options your distribution’s runlevels offer to make sure that it will be started 
automatically when your server reboots.

Configuring the Nagios Server to Use NRPE

The Nagios server should already contain the NRPE  plug- in. On Ubuntu Server, it is 
installed in the directory  by default. You should now check that 
you can really use it to contact the managed server. If the managed server has IP address 

, the following command will do the test:

The command should output the version of the NRPE process on the remote server. 
If that worked, next add the  command to the  file. 
This file should contain a section that defines  that looks like the following:
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Now that you have defined the command, it’s time to add a section to the 
 file. In this section you will use the generic  command, with the particular 

command you want to execute on the remote host as its argument. For instance, to exe-
cute the  command on all remote hosts, define the following section in 

:

You have now finished the configuration of the NRPE  plug- in that makes it possible 
to monitor remote hosts as well. So far, we’ve talked about Linux hosts only. If you like 
Nagios, however, you can extend it to other hosts as well. There are NRPE versions avail-
able for all major operating systems, including Windows and NetWare. Check the Web for 
more information on how to configure these. 

Managing Nagios
Not that your Nagios server is up and running, you are ready to manage and monitor it 
using the web interface. In this section, you’ll get a quick tour of the web interface. The 
first window that you should check out is the Tactical Monitoring Overview, shown in 
 Figure 6-2. Especially when managing many nodes with Nagios, this view gives the fastest 
insight into what is happening on your network. The right part of the window shows you 
a performance summary, and the bottom part of the window shows you which hosts and 
services are up and how many problems have been discovered. 
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 Figure 6-2. The Tactical Monitor Overview window shows you in one view what critical 
events have happened on your network recently.

If you observe that something may be wrong, you’ll want to get more details about 
what is happening. The Monitoring section of Nagios offers different ways of displaying 
this information. In fact, all options look at the same information, but filter it differently. 
A very useful window is the Service Detail window, shown in  Figure 6-3. From here, you 
can monitor in detail all the different parameters that are monitored. You can see what is 
happening both for services that have reached a status of CRITICAL and for services that 
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are still OK. For instance, the disk space module will show you not only that it is OK, but 
also how much available disk space it has found on monitored nodes. There is just one 
disadvantage to the Service Detail window: if you monitor many hosts, a lot of informa-
tion is presented, so it isn’t easy to locate the information you need. 

 Figure 6-3. The Service Detail window provides detailed information on service performance 
parameters.

Especially if your Nagios environment is set up to monitor lots of hosts, you are going 
to like the Host Detail window. This window gives an overview of all hosts that Nagios is 
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monitoring, and indicates per host whether or not there are problems. If problems are 
found, you can easily analyze what exactly is going wrong by clicking the hyperlink next 
to the host. This brings you to a status screen that shows  in- depth information about the 
host. From this interface, an example of which is shown in  Figure 6-4, you can also see all 
management options available for the host. From the Host Commands list, it is easy to 
switch options on or off. Also useful in this list is the Locate Host on Map option, which 
gives you a graphical representation of the host in the Nagios monitoring network.

 Figure 6-4. The individual host view allows you to see exactly what is happening on a host. 
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The last options from the Monitoring section that I want to cover here are Service 
Problems, Host Problems, and Network Outages. Each of these gives you an overview of 
current problems, sorted by category. This interface helps you in solving critical issues. 
You can see status information, which attempts to describe what exactly is happening, 
and, more important, an overview of the duration of a problem. This helps you in solving 
the  longest- existing problem first.

Below the Monitoring section of the Nagios web interface is the Reporting section. 
The information available here helps you in analyzing historical data. It may not be too 
shocking that a service has been unavailable for a couple of minutes. As an administrator, 
you probably want to know how often that has happened; structural problems deserve 
more attention than occasional problems.

To generate a report from the Reporting section, select Trends. You’ll see a simple 
wizard, the first step of which asks you to indicate if you want to generate a trend report 
for a service or for a host. Select Service and next click Continue to Step 2. You now see 
a list of all services that are monitored on the different hosts in your network. For exam-
ple, if you want to monitor disk space usage on local host, select Localhost;Disk space. 
Next, continue to step 3 and modify the report options as required. By default, you’ll see 
a report over a period of the last 7 days, but if you want to show a report for the last year, 
that is equally possible. Next click Create Report and you will see the report displayed in 
the browser window.

Summary
In this chapter you have learned how to set up a Nagios server for network monitoring. 
You have learned how Nagios helps you to monitor critical parameters, including both 
parameters on the individual host that you are monitoring and network parameters. 
You have also learned how to enable NRPE, which allows you to monitor parameters on 
a remote host, even a Windows host. When configured the right way, Nagios will notify 
you when things go wrong. This is useful, but will not automatically restart a service after 
things go wrong. Heartbeat high availability is needed to do that, as described in the next 
chapter.
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C H A P T E R  7

Creating an Open Source SAN
Configuring a DRBD and 
Heartbeat on Ubuntu Server

In a modern network, a shared storage solution is indispensable. Using shared storage 
means that you can make your server more redundant. Data is stored on the shared 
storage, and the servers in the network simply access this shared storage. To prevent 
the shared storage from becoming a single point of failure, mirroring is normally 
applied. That means that the shared storage solution is configured on two servers: if 
one goes down, the other takes over. To implement such a shared storage solution, 
some people spend thousands of dollars on a proprietary storage area network (SAN) 
solution. That isn’t necessary. In this chapter you will learn how to create a shared stor-
age solution using two server machines and Ubuntu Server software, what I refer to as 
an open source SAN.

There are three software components that you’ll need to create an open source SAN:

Distributed Replicated Block Device (DRBD): This component allows you to cre-
ate a replicated disk device over the network. Compare it to RAID 1, which is disk 
mirroring but with a network in the middle of it (see Chapter 1). The DRBD is the 
storage component of the open source SAN, because it provides a storage area. If 
one of the nodes in the open source SAN goes down, the other node will take over 
and provide seamless storage service without a single bit getting lost, thanks to 
the DRBD. In the DRBD, one node is used as the primary node. This is the node to 
which other servers in your data center connect to access the shared storage. The 
other node is used as backup. The Heartbeat cluster (see the third bullet in this 
list) determines which node is which.  Figure 7-1 summarizes the complete setup.
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 Figure 7-1. For best performance, make sure your servers have two network 
interfaces.

iSCSI target: To access a SAN, there are two main solutions on the market: Fibre 
Channel and iSCSI. Fibre Channel requires a fiber infrastructure to access the 
SAN. iSCSI is just SCSI, but over an IP network. There are two parts in an iSCSI 
solution. The iSCSI target offers access to the shared storage device. All servers 
that need access use an iSCSI initiator, which is configured to make a connection 
with the iSCSI target. Once that connection is established, the server that runs the 
initiator sees an additional storage device that gives it access to the open source 
SAN.

Heartbeat: Heartbeat is the most important open source  high- availability cluster 
solution. The purpose of such a solution is to make sure that a critical resource 
keeps on running if a server goes down. Two critical components in the open 
source SAN are managed by Heartbeat. Heartbeat decides which server acts as the 
DRBD primary node, and ensures that the iSCSI target is activated on that same 
server.
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Preparing Your Open Source SAN
To prepare your open source SAN, you need to make sure that you have everything 
necessary to set up the open source SAN. Specifically, you need to make sure that your 
hardware meets the requirements of a SAN configuration, so that you can install the soft-
ware needed to create the solution.

Hardware Requirements

The hardware requirements are not extraordinary. Basically, any server that can run 
Ubuntu Server will do, and because the DRBD needs two servers, you must have two 
such servers to set this up. You need a storage device to configure as the DRBD, though. 
For best performance, I recommend using a server that has a dedicated hard disk for 
operating system installation. This can be a small disk—a basic 36 GB SCSI disk is large 
enough—and if you prefer, you can use SATA as well. 

Apart from that, it is a good idea to have a dedicated device for the DRBD. Ideally, 
each server has a RAID 5 array to use as the DRBD, but if you can’t provide that, a dedi-
cated disk is good as well. If you can’t use a dedicated disk, make sure that each of the 
servers has a dedicated partition to be used in the DRBD setup. The storage devices that 
you are going to use in the DRBD need to be of equal size.

You also need decent networking. Because you are going to synchronize gigabytes of 
data, gigabit networking is indispensable. I recommend using a server with at least two 
network cards, one card to use for synchronization between the two block devices, and 
the other to access the iSCSI target.

Installing Required Software

Before you start to set up the open source SAN, it’s a good idea to install all software that 
is needed to build this solution. The following procedure describes how to do that:

 1. Make sure that the software repositories are up to date, by using the 
 command.

 2. Use  to install the DRBD software.

 3. Use  to install the iSCSI target.

 4. Use  to install the Heartbeat software.

All required software is installed now, so it’s time to start creating the DRBD.
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Setting Up the Distributed Replicated Block Device
It’s time to take the first real step in the SAN configuration and set up the DRBD. Make 
sure that you have a storage device available on each of the servers involved in setting 
up the SAN. In this chapter, I’ll assume that the name of the storage device is . 
To configure the DRBD, you have to create the file , an example of which 
is shown in  Listing 7-1. You can remove its contents and replace it with your own 
configuration.

 Listing 7-1. The DRBD Is Configured from /etc/drbd.conf

In this example configuration file, one DRBD is configured, named . The 
configuration file starts with the definition of the resource . If you would like to add 
another resource that has the name , you would add the  
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specification later in the file. Each resource starts with some generic settings, the first of 
which is always the protocol setting. There are three protocols, A, B, and C, and of the 
three, protocol C offers the best performance. Next, there are four generic parts in the 
configuration:

: Defines parameters that play a role during the startup phase of the DRBD. 
As you can see, there is just one parameter here, specifying that a timeout of 120 
seconds is used. After this timeout, if a device fails to start, the software assumes 
that it is not available and tries periodically later to start it.

: Specifies what has to happen when a disk error occurs. The current setting 
n  makes sure that the disk device is no longer used if there is an 

error. This is the only parameter that you’ll really need in this section of the setup. 

: Contains parameters that are used for tuning network performance. If you 
really need the best performance, using  makes sense here. This 
parameter makes sure that the DRBD is capable of handling 2048 simultaneous 
requests, instead of the default of 32. This allows your DRBD to function well in an 
environment in which lots of simultaneous requests occur.

: Defines how synchronization between the two nodes will occur. First, the 
synchronization rate is defined. In the example shown in  Listing 7-1, synchroniza-
tion will happen at 100 MBps (note the setting is in megabytes, not megabits). To 
get the most out of your gigabit connection, you would set it to  (i.e., almost 
1 Gbps), but you should only do this if you have a dedicated network card for syn-
chronization. The parameter  defines the  so- called active group, 
a collection of storage that the DRBD handles simultaneously. The syncer works 
on one active group at the same time, and this parameter defines an active group 
of 257 extents of 4 MB each. This creates an active group that is 1 GB, which is fine 
in all cases. You shouldn’t have to change this parameter.

After the generic settings in  comes the part where you define 
 node- specific settings. In the example shown in  Listing 7-1, I used two nodes,  and 

. Each node has four lines in its definition: 

The name of the DRBD that will be created: It should be  in all cases for 
the first device that you configure. 

The name of the device that you want to use in the DRBD setup: This example uses 
, to make sure that on your server you are using the device that you have 

dedicated to this purpose.
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The IP address and port of each of the two servers that participate in the DRBD con-
figuration: Make sure that you are using a fixed IP address here, to eliminate the 
risk that the IP address could suddenly change. Every DRBD needs its own port, 
so if you are defining a  resource later in the file, it should have a unique 
port. Typically, the first DRBD has port 7788, the second device has 7789, and so 
on. 

The parameter that defines how to handle metadata : You should use the param-
eter . This parameter does well in most cases, so you don’t need 
to change it.

This completes the configuration of the DRBD. Now you need to copy the 
 file to the other server. The following command shows you how to copy the  

file from the current server to the  directory on the server :

Now that you have configured both servers, it’s time to start the DRBD for the first 
time. This involves the following steps:

 1. Make sure that the DRBD resource is stopped on both servers. Do this by entering 
the following command on both servers:

 2. Create the device and its associated metadata, on both nodes. To do so, run the 
 command.  Listing 7-2 shows an example of its output.

 Listing 7-2. Creating the DRBD
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 3. Make sure the  module is loaded on both nodes, and then associate the DRBD 
resource with its backing device:

 4. Connect the DRBD resource with its counterpart on the other node in the setup:

 5. The DRBD should run properly on both nodes now. You can verify this by using 
the  file.  Listing 7-3 shows an example of what it should look like at this 
point.

 Listing 7-3. Verifying in /proc/drbd that the DRBD Is Running Properly on Both Nodes
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 6. As you can see, the DRBD is set up now, but both nodes at this stage are config-
ured as secondary in the DRBD setup, and no synchronization is happening yet. 
To start synchronization and configure one node as primary, use the following 
command on one of the nodes:

  This starts synchronization from the node where you enter this command to the 
other node. 

Caution At this point, you will start erasing all data on the other node, so make sure that this is really 
what you want to do.

 7. Now that the DRBD is set up and has started its synchronization, it’s a good idea to 
verify that this is really happening, by looking at  once more.  Listing 7-4 
shows an example of what it should look like at this point. It will take some time 
for the device to synchronize completely. Up to that time, the device is marked as 
inconsistent. That doesn’t really matter at this point, as long as it is up and works. 

 Listing 7-4. Verify Everything Is Working Properly by Monitoring /proc/drbd

In the next section you’ll learn how to configure the iSCSI target to provide access to 
the DRBD from other nodes. 
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Tip At this point it’s a good idea to verify that the DRBD starts automatically. Reboot your server to 
make sure that this happens. Because you haven’t configured the cluster yet to make one of the nodes 
 primary automatically, on one of the nodes you have to run the 

 command manually, but only after rebooting. At a later stage, you will omit this step 
because the cluster software ensures that one of the nodes becomes primary automatically.

Accessing the SAN with iSCSI
You now have your DRBD up and running. It is time to start with the second part of 
the configuration of your open source SAN, namely the iSCSI target configuration. The 
iSCSI target is a component that is used on the SAN. It grants other nodes access to 
the shared storage device. In the iSCSI configuration, you are going to specify that the 

 device is shared with the iSCSI target. After you do this, other servers can use 
the iSCSI initiator to connect to the iSCSI target. Once a server is connected, it will see 
a new storage device that refers to the shared storage device. In this section you’ll first 
read how to set up the iSCSI target. The second part of this section explains how to set 
up the iSCSI initiator. 

Configuring the iSCSI Target

You can make access to the iSCSI target as complex as you want. The example configura-
tion file  gives an impression of the possibilities. If, however, you want to 
create just a basic setup, without any authentication, setting up an iSCSI target is not too 
hard. The first thing you need is the iSCSI Qualified Name (IQN) of the target. This name 
is unique on the network and is used as a unique identifier for the iSCSI target. It typically 
has a name like sk. This name consists of four dif-
ferent parts. The IQN of all iSCSI targets starts with , followed by the year and month 
in which the iSCSI target was configured. Next is the inverse DNS domain name, and the 
last part, just after the colon, is a unique ID for the iSCSI target. 

The second part of the configuration file that you will find in each iSCSI target refers 
to the disk device that is shared. It is a simple line, like . 
This line gives a unique logical unit number (LUN) ID to this device, which in this case is 

. Following that is the name of the device that you are sharing. When sharing devices 
the way I demonstrate in this section, the type will always be . You can configure 
one LUN, which is what we need in this setup, but if there are more devices that you want 
to share, you can configure a LUN for each device.  Listing 7-5 gives an example of a setup 
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in which two local hard disks are shared with iSCSI (don’t use it in your setup of the open 
source SAN—it’s just for demonstration purposes!).

 Listing 7-5. Example of an iSCSI Target that Gives Access to Two Local Disk Devices

The last part of the iSCSI target configuration is optional and may contain param-
eters for optimization. The example file gives some default values, which you can increase 
to get a better performance. For most scenarios, however, the default values work fine, so 
there is probably no need to change them.  Listing 7-6 shows the default parameters that 
are in the example file.

 Listing 7-6. The Example ietd.conf Gives Some Suggestions for Optimization Parameters

As the preceding discussion demonstrates, iSCSI setup can be really simple. Just 
provide an IQN for the iSCSI target and then tell the process to which device it should 
offer access. In our open source SAN, this is the DRBD. Note, however, that there is one 
important item that you should be careful with: iSCSI target should always be started on 
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the node that is primary in the DRBD setup. Later you will configure the cluster to do that 
automatically for you, but at this point, you should just take care that it happens manu-
ally. To determine which of the nodes is running as primary, check . The node 
that shows the line  is the one on which you should start 
the iSCSI target.

Configuring the iSCSI target at this point is simple:

 1. Create the  file. It should exist on both nodes and have exactly the 
same contents. The example file in  Listing 7-7 shows what it should look like.

 Listing 7-7. Use This Configuration to Set Up the ISCSI Target

 2. On installation, the iSCSI target script was added to your runlevels automatically. 
You should now stop and restart it. To do this, run the 

 command. Next run , and it should all work.

Now that your iSCSI target apparently is up and running, you should  double- check 
that indeed it is. To do that, you need to know about the iSCSI target ID. You can get that 
from the file . If at a later stage you want to find out about session 
IDs, check the  file for those.  Listing 7-8 shows what the 

 file looks like.

 Listing 7-8. Getting Information About Currently Operational iSCSI Targets from /proc/net/
iet/volume

As you can see, the target ID ( ) of the iSCSI target device that you’ve just config-
ured is 1. Knowing that, you can display status information about that target with the 

 command. To do that, use =1. The output of this command 
will be similar to the output shown in  Listing 7-9.
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 Listing 7-9. Use ietadm to Get More Details About a Particular iSCSI Target

At a later stage, you can also use  to get more information about currently exist-
ing sessions. 

Before you continue, there is one item that you should take care of. Once the Heart-
beat cluster is configured, Heartbeat will decide where the iSCSI target software has 
started and is running. Therefore, it may not be started automatically from the runlevels. 
The following procedure shows you how to switch it off using the optional  
tool:

 1. Use  to install the  tool on both nodes. 

 2. Start  and, from the main interface, select enable/disable service.

 3. As shown in  Figure 7-2, browse to the  service and switch it off by 
pressing the spacebar on your keyboard.

 Figure 7-2. Select the iscsitarget service to switch it off.

 4. Quit the  editor. 
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Configuring the iSCSI Initiator

The purpose of an iSCSI initiator is to access shared storage offered by an iSCSI target. 
This shared storage can be nodes in a  high- availability cluster or  stand- alone nodes. In 
this section I’ll explain how to configure the iSCSI initiator on a third node, which will 
allow you to test that everything is working as expected. Once configured properly, the 
iSCSI initiator will give a new storage device to the server that is accessing the iSCSI SAN. 
So if your server just had a  device before connecting to the iSCSI target, after 
making connection, it will have a  device as well.  Figure 7-3 gives a schematic 
overview of what you are going to do in this section.

 Figure 7-3. The iSCSI initiator will provide a new SCSI device on the nodes that use it.

Every operating system has its own solutions to set up an iSCSI initiator. If you want 
to set it up on Linux, the  solution is the most appropriate. First, make sure that 
it is installed, by running the following command:

Once installed, you can start its configuration. To do this, use the  command. 
First, you need to discover all available iSCSI targets with this command. After you dis-
cover them, you need to use the same command to make a connection. The following 
procedure shows you how to do this:
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 1. From the node that needs to access the storage on the SAN, use the  com-
mand as displayed in  Listing 7-10. This gives you an overview of all iSCSI targets 
offered on the IP address that you query.

 Listing 7-10. Use iscsiadm to Discover All Available Targets

 2. Now that you have located an available iSCSI target, use the  command to 
log in to it. The following command shows how to do that:

 3. If it succeeds, this command will tell you that you are now connected. If you want 
to verify existing connections, use the   command to display 
a list of all current iSCSI sessions.  Listing 7-11 shows an example of its output; you 
can now recognize the iSCSI device, which is marked as the IET device type.

 Listing 7-11. Use lsscsi to Check Whether the New iSCSI Device Was Properly Created

The advantage of the iSCSI initiator configuration with  is that the configu-
ration settings are automatically written to configuration files at the moment you apply 
them. This, however, also has a disadvantage: the same iSCSI connection will always be 
reestablished. If after a change of configuration you need to change which iSCSI connec-
tion is automatically restored, you need to use  to manually remove your iSCSI 
connection. If you wanted to do that for the iSCSI connection that was just established, 
the following command would do the job:
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You now have verified your iSCSI configuration and that everything is working fine. 
The next step is to configure the Heartbeat cluster.

Setting Up Heartbeat
At this stage, you have a DRBD configuration that works, but in which you have to assign 
the primary server manually. You also have configured the iSCSI target, but it doesn’t 
start automatically. The goal of this section is to install the Heartbeat  high- availability 
clustering software and configure it to automatically assign the primary DRBD node and 
start the iSCSI target service.

The main goal of Heartbeat is to ensure that vital services are restarted automatically 
when the node currently hosting such a service goes down. To do this, Heartbeat sends 
protocol packets (the Heartbeats) to the other nodes in the cluster periodically. If a node 
seems to be down, the resources are migrated over automatically. In an open source SAN 
(just as in an expensive proprietary SAN), that doesn’t mean the service will be uninter-
rupted. There will be a short period of interruption, with the advantage that the service 
automatically restarts. In this section you will learn how to set up Heartbeat so that there 
will always be a primary DRBD node and an iSCSI target.

Configuring Heartbeat involves three important elements. The first is the  con-
figuration file, which contains a list of all nodes available in the cluster. When Heartbeat 
starts, it reads this configuration file to determine what exactly it has to start. The second 
important element is the cluster configuration base itself. This is stored in a file named 

. As an administrator, never manually edit this file. Instead, use the  graphi-
cal user interface to set it up in a more  user- friendly way. Last, you need to configure 
STONITH, which ensures that no data corruption will occur in your cluster. In the follow-
ing subsections, you’ll learn how to configure all of these.

Setting Up the Base Cluster from /etc/ha.d/ha.cf

In the first part of the cluster setup, you must tell the cluster which nodes it contains. 
To do that, you use the  configuration file. This can be a very simple con-
figuration file, mentioning not much more than the names of the nodes in the cluster, 
because the rest of the configuration is stored in an XML file that is maintained by the 
cluster.
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Caution You must set up hostname resolution properly; otherwise, the configuration discussed here is 
not going to work. The hostnames of all nodes in the cluster as used in DNS or  must be the 
same as the hostnames given by the command .

 Listing 7-12 shows an example of a very simple  configuration file.

 Listing 7-12. Example /etc/ha.d/ha.cf Configuration File

In this configuration file, the following options are used:

: This option tells Heartbeat which UDP port to use for its communication. 
694 is the default port, and there is no good reason to change it. 

: This parameter enables nodes to join the cluster automatically, without 
a  directive in . Basically, this practice is bad and unsecure, so disable it 
by using the  option.

: In the old Heartbeat, version 1, all resources in the cluster were created from 
a configuration file. In the newer Heartbeat, version 2, the cluster resource man-
ager (CRM) is used. The option  enables the CRM. There is no reason 
whatsoever to use anything other than .

: This line tells Heartbeat to send its protocol packets over network 
interface . For redundancy purposes, it is a good idea to add another network 
interface as well. For instance,  would use both  and  to 
broadcast Heartbeat protocol packets. 

After configuring the  file, you need to create a second file, , in the direc-
tory . You use this file to enable or disable authentication between hosts. If you 
are in a trusted network environment, no authentication is needed. If that’s the case, you 
just use a cyclic redundancy check (CRC) on arriving packets to see if any errors have 
occurred.  Listing 7-13 shows an example of the  file.
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 Listing 7-13. /etc/ha.d/authkeys Tells the Nodes How to Handle Node Authentication

In the last step to create the foundation of the cluster, you need to make sure that 
the  file has the proper permissions, which is permissions 600. So use 

 to set them.
Now that you have created the basic configuration, you should copy it to the other 

node. Heartbeat provides a tool to do that, , which is in the 
 directory (  if you are using  64- bit Ubuntu Server). Because 

its directory is not in the search path, you have to run it with its complete path reference:

Now that the configuration is available on both nodes, you can start Heartbeat to see 
if it’s working properly. On both nodes, use the following two commands to start it:

This should bring up the Heartbeat software. To verify that it runs, use the 
 command. This will give you  real- time status information about the current state of 

your Heartbeat cluster.  Listing 7-14 gives an example of its output. 

 Listing 7-14. Use crm_mon -i 1 to Check Whether the Cluster Is Up and Running

If you see output similar to this, that means the Heartbeat cluster is running and 
a very basic  file has been created. For the moment, this  file contains 
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only information about the nodes that are present in the cluster and their current state. 
If you’re interested in what the configuration currently looks like, use the  
command (see  Listing 7-15 for an example).

 Listing 7-15. cibadmin -Q Shows the Current Configuration of the Cluster
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In the  file, you’ll find the complete configuration of the cluster. This con-
figuration consists of two main parts:  and . Everything between 

 and  represents the resources that you have created in 
the cluster. This is useful information, because you can save it to a file, modify that file, 
and tune it later on in the process. Everything between the tags  and  is 
current status information about the cluster. This is mainly needed by the cluster itself 
and you won’t normally need to change this information.

The  section includes the following four parts:

: Contains generic parameters for your cluster. 

: Enables you to see which nodes currently are in the cluster. This should 
reflect the two  lines in . 

: Lists resources. This section is still empty in  Listing 7-15 because no 
resources have been configured yet. 

: Enables you to create rules to tell the cluster which nodes can service 
which resources and in what order the resources should be loaded.
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Configuring Cluster Resources

The good news is that at this point you are done with the most difficult work. The cluster 
is operational and ready for the resources you are about to create. Consider the resources 
to be the services that you want the cluster to manage for you. In this case, we need three 
resources:

node

The IP address resource warrants some explanation. This resource is needed because 
the iSCSI target will roam from one server to another and back from time to time. You do 
want to configure the iSCSI initiators, however, with an IP address that never changes. 
For that reason, you are going to configure an IP address resource, and make sure that 
resource is started whenever the iSCSI target is started. This allows the servers that run an 
iSCSI initiator simply to connect to the IP address that is offered by the cluster, irrespec-
tive of which particular server the iSCSI target is currently served by. 

To create cluster resources, Heartbeat provides a graphical user interface named 
. By default, this GUI is not installed, so use  to 

install it now. If you prefer not to run graphical applications from your server, you can 
install  on a graphical desktop. It doesn’t really matter where it runs, because you 
can connect from a client running  to any server running the Heartbeat cluster 
software. Assuming that you have installed the  package on a graphical 
desktop, the following procedure describes how to configure cluster resources:

 1. On the cluster server you want to connect to, you have to give a password to user 
, so use  (preferably on both nodes) and give this user 

a password.

 2. From the computer where you have installed , open a terminal window and 
enter the command  to start the Heartbeat GUI.

 3. From the  interface, select Connection  Login to open a Login dialog box. 
Enter the following information:
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Server(:port): The IP address of one of the cluster nodes

User Name: The username 

Password: The password that you just assigned to user 

  Click OK to log in, and wait a few seconds for  to read the configuration from 
the server. You should then see the Linux HA Management Client window (see 
 Figure 7-4).

 Figure 7-4. The hb_gui interface shows the current cluster configuration after logging in.
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 4. At this point you are ready to create the first resource. Select Resources  Add 
New Item (or just click the + button). In the small dialog box that asks you what 
Item Type you want to create, choose Native and click OK to open the Add Native 
Resource window (see  Figure 7-5).

 Figure 7-5. In this window, you can configure the resources in your cluster.

 5. Create the resource that you want to be loaded first. This must be the resource 
that manages the DRBD, because without the DRBD, you cannot start the iSCSI 
initiator. In the Resource ID field, provide the name of the resource (I used  
in this example). In the Belong to Group field, create a resource group (I used 

). The three resources that you are going to create in this example 
depend on each other, and assigning them to a group ensures that they are always 
loaded on the same server and in the order in which they appear in the group. 
Next, in the Type box, select the  resource type, as shown in the example 
in  Figure 7-6.
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 Figure 7-6. You need the drbddisk resource type to manage which DRBD is going to 
be the master. 

 6. Click Add Parameter. In the Name field, enter the name of the DRBD that you have 
created. If you’ve followed the instructions from the beginning of this chapter, this 
should be set to , in which case you don’t need to enter a value here. Click 
Add to add the resource. You will see it immediately in the  interface, added 
as a part of the group in which you have created it. Its current status is . 
To see if it works,  right- click it and select Start. You should see that the  
interface marks it as  and indicates on which node it is running. You can get 
the same information from the output of the   command, an example 
of which is shown in  Listing 7-16.
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 Listing 7-16. crm_mon -i 1 Shows Whether a Resource Is Up and, if So, on Which 
Node It Is Started

 7. Now that you’ve verified the DRBD resource is running from the cluster per-
spective, it is a good idea to look at the  file to determine which node 
currently is the primary DRBD from the DRBD perspective. The output of this 
command should show you that one of the nodes is running as primary, as you 
can see in  Listing 7-17. If everything is still okay, it’s time to go back to the  
interface. 

 Listing 7-17. /proc/drbd Should Show One Node Is Designated as the Primary DRBD



CHAPTER 7   CREATING AN OPEN SOURCE SAN 185

 8. Now that the DRBD is working properly, it’s time to set up the next resource in the 
cluster: the IP address that the iSCSI target is going to use.  Right- click the resource 
group you have just created, select Add New Item, choose the Item Type Native, 
and click OK. This opens the Add Native Resource window, in which you can 
specify the properties of the resource that you want to add. For the Resource ID, 
enter iSCSI_target_IP and make sure the resource belongs to the group you’ve just 
created. Next, in the Type box, select . In the Parameters box, you can see 
that a parameter with the name  and the description “IPv4 address” is automati-
cally added. Click in the Value column in that same row to enter an IP address for 
this resource. This is the unique IP address that will be used to contact the iSCSI 
target, so make sure to choose an IP address that is not in use already. You’ll now 
see a screen similar to the example shown in  Figure 7-7 (but with iSCSI_target_IP 
in this Resource ID field).

 Figure 7-7. In the Resource ID field, make sure to enter the name of the resource as 
you want it to appear in the cluster.
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 9. With the properties of the IP address resource still visible, click Add Parameter 
and open the Name  drop- down list. You’ll see a list of preconfigured options 
that you can use to configure the IP address. Typically, you’ll want to specify 

 to contain the netmask, and specify  to identify to which network 
card the IP address should be bound. When specifying the netmask, make sure to 
use the CIDR notation—not 255.255.255.0, but 24, for example. Click Add to add 
the resource to the cluster configuration. You’ll see that the resource is added to 
the group, but is not started automatically. To start it from the  interface, 
 right- click it and select Start. The  interface should now look something like 
 Figure 7-8.

 Figure 7-8. hb_gui now shows the DRBD and the iSCSI_target_IP resources as both started. 
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 10. You now need to add one more resource, so from the  interface,  right- click 
the resource group that you created earlier, select Add New Item, select the Native 
Item Type, and click OK. Give the resource the Resource ID iSCSItarget and make 
sure it belongs to your resource group. Select the  resource type in the 
Type box and click Add. This adds iSCSItarget to the resource group. You can now 
start the iSCSI target as well, which will activate all the resources in the resource 
group. Your open source SAN is now fully operational!

Backing Up the Cluster Configuration

Now that you have an operational open source SAN, it is a good idea to make a backup 
of the configuration that you have so far. You can do this by writing the results of the 

 command to a file, which you will learn how to do in this section. You’ll also 
learn how, based on the backup, you can easily remove a resource from the cluster and 
add it again. In my daily practice as a  high- availability consultant, this has saved my skin 
more than once after a cluster configuration has suddenly disappeared for no apparent 
reason. To make the backup, run the following command:

Now that you have created the backup, it’s time to open the XML file. In this file, 
which will be rather large, you’ll see lots of information. The information between the 

 and  tags contains the actual cluster configuration as it 
has been written to the XML file when you configured resources using . Using your 
favorite text editor, remove everything else from the backup file. This should leave you 
with a result that looks like  Listing 7-18.

 Listing 7-18. Backup of the Current Cluster Configuration
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Now it’s time to have a closer look at what exactly you have written to the backup file. 
You will see that in the cluster configuration, there are the following four different parts. 
Because the output of this command gives you the contents of the  file, it has the 
same parts as the  file in  Listing 7-15, discussed earlier in the chapter.

: Contains  time- out values and other generic settings for your cluster. 
You haven’t configured any yet, so you shouldn’t see much here. 

: List the nodes that currently are in the cluster. It should contain both nodes 
you’ve added and a unique node ID for each of them. 

: Contains the resources that you’ve just created with . This is the 
most interesting part of the cluster configuration.

: Contains rules that specify where and how resources can be used. 
Because you haven’t created any constraints yet, this part should be empty as well. 

You can manage each of these parts by using the  command. Have a look 
at several examples of this command to get a better understanding of what it does. First 
consider this example:

In this example,  is used to manage the cluster information base (CIB), 
which is in the “untouchable” file . The option  indicates that a part of this 
configuration has to be deleted. The option  tells  it should work on 
the  section of the CIB. Similarly, you could have used , , 
or  to work on those respective sections. Lastly,  tells 

 what exactly it has to do. In order to do it,  has to apply the contents of 
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the file . This XML file should contain the exact definition of the iSCSI tar-
get resources, which are the IP address and the iSCSI target itself. To create this file, you 
should edit the  file that you’ve just created once more. Considering that the 
definition of each resource starts with  and ends with , the con-
tents of this file should look as shown in  Listing 7-19.

 Listing 7-19. An XML File Containing the Exact Definition of the iSCSI Target Resources 
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Caution When making an XML file of resources that are part of a group, make sure to include the group 
information as well, as in  Listing 7-19. If you omit this information, the resources will not be placed in the 
group automatically when you restore them. 

Now that you have this XML file, try the second  command:

If you still have the  interface open, or look at the result of , you’ll 
see that the resources you’ve created earlier are removed immediately. Want to return 
them to your cluster configuration? Use the following command:

This will restore the cluster to its original state. I recommend that you always create 
a backup of your cluster after you are satisfied with the way it functions. Do this by using 
the following command:

This allows you to restore the cluster fast and easily, which you will be happy to know 
how to do just after you’ve accidentally removed the complete cluster configuration.

Configuring STONITH

So far so good. The cluster is up and running and the resources are behaving fine. There 
is one more thing that you need to know how to do to ensure that your cluster contin-
ues to function properly. Imagine a situation in which the synchronization link between 
your two servers gets lost. In that case, each node might think that the other node is 
dead, decide that it is the only remaining node, and therefore start servicing the cluster 
resources. Such a situation may lead to severe corruption on the DRBD and must be 
avoided at all times. 
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The solution to avoid this situation is STONITH, which stands for “Shoot The Other 
Node In The Head.” On typical servers, STONITH functions by using the management 
boards that are installed in most modern servers, such as HP Integrated  Lights- Out 
(iLO) or Dell Remote Assistant Card (DRAC). The idea is that you configure a resource 
in the cluster that talks to such a management board. Only after a server has been 
“STONITHed” is it safe to migrate resources to another node in the network. You should 
in all cases create a STONITH configuration for your cluster. 

It would take an entire book to describe the configuration of all the STONITH 
devices. Thus, to enable you to set up STONITH even if you don’t have a specialized 
device, I’ll explain how to configure the SSH resource. This resource uses a network link 
to send an SSH  command to the other server. In real life you would never use 
this device, because it wouldn’t work in many cases in which it is needed (for instance, 
if the network connection is down), but for testing purposes and to get some STONITH 
experience, it is good enough. 

The following procedure shows you how to create the SSH STONITH device by using 
the  command and XML files. Alternatively, you could do the same using the 

 interface. 

 1. Make sure the  process is installed and running. This is normally the case on 
Ubuntu Server. 

 2. To use STONITH, you need to use some generic properties in your cluster. Create 
a file named  and add the contents shown in  Listing 7-20.

 Listing 7-20. To Use STONITH, Your Cluster Needs Some Generic Properties
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 3. You need another XML file that defines the STONITH resources. Create a file 
named  and add the contents shown in  Listing 7-21.

 Listing 7-21. The XML File that Defines the STONITH Resources

 4. You need to add the contents of these two XML files to the cluster. This causes 
the configuration to be written to the  file, which is the heart of the clus-
ter and contains the complete configuration. Do this by using the following two 
commands:

At this point your cluster is fully operational and well protected. Congratulations, you 
have successfully created an open source SAN!
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Heartbeat Beyond the Open Source SAN
In this chapter you have learned how to set up an open source SAN using Heartbeat 
and a DRBD. This open source SAN is a good replacement for a SAN appliance. In many 
enterprise environments, such a SAN is used as the storage back end for a cluster. That 
means that you can very well end up with another cluster talking to your open source 
SAN. Such a cluster could, for example, guarantee that your  mission- critical Apache Web 
Servers are always up.  Figure 7-9 shows an example of what such a setup could look like.

 Figure 7-9. Example of a cluster using the open source SAN

The following procedure gives you a basic idea of what you need to do to set up such 
a  high- availability solution for your Apache Web Server. Just the general steps that you 
have to complete are provided here, not the specific details. Based on the information 
that you have read in this chapter, you should be able to configure such a cluster solution 
without too many additional details.



CHAPTER 7   CREATING AN OPEN SOURCE SAN 195

 1. Configure an iSCSI initiator on all nodes in the Apache cluster. This iSCSI initiator 
gives each node a new storage device, which, based on the existing configura-
tion that you have, could have the name . The interesting part is that the 
devices on both nodes refer to the same storage, so it really is a shared storage 
environment. 

 2. From one node, create a partition on the shared storage device and put a file sys-
tem on it. For a busy Apache Web Server, XFS might be a very good choice (see 
Chapter 4 of Beginning Ubuntu Server for more information on file systems). On 
the other node, use the  command to make sure that this node can see 
the new partition also.

 3. Create the cluster by creating the  and  files. 
Use  to copy the configuration to the other 
nodes, and start the cluster on both nodes. 

 4. Start  and configure a file system resource. You need this file system to be 
mounted on the directory that contains your Apache document root. The clus-
ter will make sure that the shared file system is mounted only on the server that 
also runs the Apache resource. Make sure that you specify the device that is used 
for the shared file system, the mount point as well as the file system type, when 
configuring this file system resource. You should also put it in a resource group, 
to ensure that it is bundled with the other resources you need to create for the 
Apache  high- availability solution.

 5. Create an IPaddr2 resource, as described earlier in this chapter. This resource 
should provide an IP address to be used for the Apache cluster resource.

 6. On both nodes, make sure that the Apache software is locally installed. You should 
also make sure that it is not started automatically from your server’s runlevel. 

 7. Make a cluster resource for the Apache Web Server as well. The LSB resource type 
is easiest to configure, so I recommend using that. Start your cluster, and you will 
have a  high- availability Apache Web Server as well. 

Summary
In this chapter you have learned how to use  high- availability clustering on Ubuntu 
Server. This subject merits its own book, but at least you now should be able to set up an 
open source SAN using a DRBD, iSCSI, and Heartbeat. You should even be able to use 
this open source SAN for yet another cluster. In the next chapter you’ll start to do some 
advanced networking, by learning how to set up an LDAP server on Ubuntu Server. 



197

C H A P T E R  8

Configuring OpenLDAP
Centralizing User Management

You can use the Lightweight Directory Access Protocol (LDAP) to manage user, group, 
and other configuration information in a centralized way. Centralized user management 
is the purpose for which LDAP is most commonly used. In such a configuration, one 
server is used as the LDAP server and contains all information that users need to log on to 
the network. From the client computers, users send their credentials to the LDAP server 
in order to authenticate. 

To set up an LDAP Directory server, you need to configure the LDAP Directory. This 
Directory contains all information that is required for users to log on to the network. The 
advantage of the LDAP Directory is that it is compatible with the X.500 standard, which is 
used by other Directory services as well. Some Directory services that use the X.500 stan-
dard are Microsoft Active Directory and Novell eDirectory. 

Note To distinguish between an LDAP Directory and a directory in the file system, I’ll refer to an LDAP 
Directory with an uppercase D and to a file system directory with a lowercase d. 

Using the LDAP Directory
LDAP gives access to the Directory, a hierarchically structured database in which you 
can store different kinds of configuration data. In an  e-mail environment, for example, 
you can use the LDAP Directory to store usernames and their corresponding  e-mail 
addresses, thus setting up LDAP as a service to look up the  e-mail address for a given 
user. You can also store different configuration information in the LDAP, such as the con-
figuration of your DHCP servers or your DNS database. All this information is stored in 
a hierarchical structure.
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The LDAP hierarchy is created by using container objects, which are comparable to 
directories used in a computer file system. These containers are also referred to as Direc-
tory Components (DCs). These DCs are comparable to the domains in a DNS hierarchy, 
as in , except the way you refer to them is a little different in LDAP. Whereas 
you would refer to  in DNS, you would refer to  in 
LDAP. You’ll learn more about this later in this chapter.

In the Directory, you’ll find data about different items. In LDAP terminology, user-
names, group names, and printer records are referred to as entries, also known as objects 
or classes. For example, for each user that is created in the Directory, there is a user 
object. These objects are the building blocks of the LDAP Directory. Each has its own 
unique name, called the Distinguished Name (DN). This DN consists of the object name 
(Common Name = ) and the names of the containers in which the object is stored. If, 
for example, the container  includes a user object with the name , 
the DN of this user would be . 

All objects in LDAP have attributes. Each object has at least one attribute, which is 
the , but in almost all cases, objects have more than one attribute. For a user object, for 
example, these attributes could be the username, the  e-mail address, the telephone num-
ber, and a password. To be able to find attributes in LDAP, it is important that each has 
a correct value. For instance, you would expect an  e-mail address to have an  at- sign ( ) in 
it, whereas this would not be the case for a telephone number. 

Some attributes are mandatory, whereas other attributes are not. For instance, if you 
want an LDAP user to be able to log in to a Linux server, that user would need all user 
properties that normally are in  in the LDAP Directory.

All the information about user objects and their attributes is in the LDAP schema. 
This schema defines the object classes and their associated attributes. In a schema file, 
every object also gets its place in the ASN.1 structure. This structure, which is also used 
by the Simple Network Management Protocol (SNMP), gives every object a unique place 
in a management environment, thus making it possible to manage LDAP objects in a uni-
form way.  Listing 8-1 gives a partial example of the  file that is used to include user 
information in the LDAP Directory.

 Listing 8-1. In the Schema File, You Can Define Objects and Their Attributes
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When you install LDAP on Ubuntu Server, the schema is stored in different files. 
These files are stored in . After installing a basic LDAP server, you’ll have 
a basic schema. If support for additional objects is required, you can extend this schema 
by installing additional schema files and loading them in LDAP. Later in this chapter you 
will learn how to do that.  Listing 8-2 shows the schema files that are installed by default. 

 Listing 8-2. The Schema Is Stored in Configuration Files Installed in /etc/ldap/schema
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A generic file format is used to work with information in an LDAP environment. This 
format is known as the LDAP Data Interchange Format (LDIF). As an administrator, you 
will use LDIF to add information to the LDAP Directory. You’ll learn later in this chapter 
how to use a command as  with an LDIF file as its input to add information to 
the LDAP Directory.

Introducing OpenLDAP
The LDAP implementation that is used on Ubuntu Server is OpenLDAP (

). After you install OpenLDAP, several configuration files, commands, and 
daemons are copied to your server. Before you perform the actual installation, it’s a good 
idea to have an idea of the different components that are installed. 

The most important component of OpenLDAP is the  daemon (  stands for 
 stand- alone LDAP daemon). You have to start  to begin working with LDAP. Basically, 

 is your LDAP server. If more than one LDAP server is used in your network, you can 
choose to set up one of them as the master server and the other as the slave server. Addi-
tionally, you need to set up synchronization between these servers. This synchronization is 
implemented by using the  daemon. Synchronization in such an environment is initi-
ated by the master server, and the  process makes sure that changes applied on the 
master server are copied to all slave servers. 

To configure LDAP, you need to modify several configuration files located in the 
directory . The most important configuration file is . In this file, you 
define all aspects of the  process. Apart from this file,  includes 
numerous files that comprise the LDAP schema.

Finally, as an administrator, there are various commands that you can use to work 
with LDAP. As said, all of these use LDIF as the input file format to change information in 
the Directory. The most important commands and their purpose are listed here (they are 
explained in more detail later in this chapter):

: Add data to the Directory

: Change data in the Directory

: Remove data from the Directory

: Look for information in the Directory

On a Linux LDAP client, some additional modules are needed as well. First, there is 
, the module that is installed to make it possible to refer to the LDAP server from 

the  configuration file. Another important module is , which 
is used by the Pluggable Authentication Modules (PAM) mechanism to refer to the LDAP 
user. Both modules are required to set up user authentication on LDAP.
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Configuring OpenLDAP
Following are the general configuration steps that you must follow to configure Open-
LDAP. Each step is described in detail in the subsections that follow.

 1. Install the LDAP software.

 2. Configure the LDAP server by modifying the  file.

 3. Start .

 4. Create an LDIF file and use  to add information to the LDAP database.

 5. Use  to verify that your LDAP server is working.

 6. (Optional) Set up replication using  (not covered in this book).

Installing OpenLDAP

To install OpenLDAP, you need to install two packages:  and ls. Using root 
permissions, use the following command to install them:

After installing the required software packages, this command also asks you to enter 
a password for the LDAP administrator. If you want to distinguish between local user 
administration and LDAP administration, make sure to use a different password as the 
root password (see  Figure 8-1).
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 Figure 8-1. For LDAP administration, you can set up an LDAP administrator with its own 
password.

Configuring the Server

On Ubuntu Server, it is easy to create an initial configuration for your LDAP server. If you 
use the command , a  menu- driven configuration procedure is 
started automatically. This configuration procedure makes sure that the appropriate con-
figuration is written to . This section first covers the configuration as 
performed with  and then goes into details about the  file.

Using  dpkg- reconfigure for Initial Configuration

A very convenient way to start the initial OpenLDAP configuration is to use , as 
follows:

 1. As root, enter the command  to start the  menu- driven con-
figuration procedure that helps you to create the  file in an 
easy way.

 2. The configuration program first asks if you want to omit OpenLDAP configuration. 
If you choose Yes here, the configuration program stops immediately and nothing 
will be changed, so choose No.
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 3. Every LDAP configuration needs a base DN. This base DN typically uses the DNS 
name of your server and is the starting point of the LDAP configuration. You are 
not required to use the DNS name of your server here, but if you want integration 
between LDAP and DNS, entering your server’s DNS domain name here makes it 
a lot easier. By default, the configuration program reads the DNS domain name of 
your server automatically and applies that (see  Figure 8-2).

 Figure 8-2. To make LDAP use easier, the LDAP configuration is connected to the 
DNS configuration.

 4. Next, you need an Organization Name. By default, the DNS domain name from the 
preceding step is used as the Organization Name, which typically is a good idea. 
So just press Enter to continue here. 

 5. Enter the password for the LDAP administrator again. Use the same password that 
you used before and press Enter to proceed.

 6. The configuration utility asks you which database back end you want to use (see 
 Figure 8-3). This is a rather important configuration step. The configuration util-
ity gives you a choice between two advanced databases types: Berkeley Database 
(BDB) and Hierarchical Database (HDB). Both are  transaction- based databases 
that use  write- ahead logging for optimal protection of the data. The only differ-
ence between the two is that HDB is a hierarchically structured database, whereas 
BDB is not. Because LDAP is also created in a hierarchical structure, it is a good 
idea to use the HDB format here. Both databases use a configuration file named 

 in which you can put database configuration settings. 
These settings allow you to optimize performance of your database.  Listing 8-3 
gives the default contents of this file.
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 Listing 8-3. Add Configuration Parameters in /var/lib/ldap/DB_CONFIG to Optimize 
Performance of the LDAP  Back- end Database

  The default settings in this file do well for an LDAP server that doesn’t have too 
many objects. For instance, the basic cache size is 2 MB, and it can cache a maxi-
mum number of 1,500 objects. You will never reach these values if you create an 
LDAP server to handle authentication of 500 users. If, however, your LDAP server 
is used in an environment in which huge amounts of data have to be managed, 
you may benefit from increasing these values. See also  for more 
information about database optimization.

 Figure 8-3. For optimal performance, LDAP uses a hierarchical  back- end database.

 7. Next you are asked what you want to do with the LDAP database if you remove 
the  file (see  Figure 8-4). Because the database makes sense only if 
a database configuration refers to it, it is a good idea to purge the database when 
the  file is purged. In order to purge the LDAP configuration from your 
server, as root use .
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 Figure 8-4. It is a good idea to purge the database when you purge the slapd 
configuration.

 8. Because you have just specified how to create the new LDAP database, the con-
figuration utility needs to  re- create the database. Therefore, it now tells you that 
it has already found an old database (the one that was created when installing 
OpenLDAP) and warns you that this will be moved if you proceed. Because this is 
exactly what you want to happen, select Yes to continue. The old database will be 
moved to .

 9. Specify whether or not you want to enable LDAP version 2 protocol support (see 
 Figure 8-5). By default, for security reasons, you don’t want to do that, unless you 
have an application that can’t handle LDAP version 3. If you don’t know, just dis-
able it here—you can always enable it again later. 

 10. This completes the configuration of your  server. The configuration is now 
written to its configuration files and LDAP is restarted. 
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 Figure 8-5. For security reasons, it is a good idea to disable LDAP version 2 support.

Tuning the slapd.conf Configuration File

You now have a decent  configuration in place. However, some aspects of the con-
figuration have not been handled yet. Take a look at the configuration file itself, shown in 
 Listing 8-4, to understand all that is happening in it. 

 Listing 8-4. The /etc/ldap/slapd.conf Configuration File
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As you can see, there are many comment lines that explain what happens in the 
 file. Let’s go through the most important sections of it. 

Configuring Schema and Process Files

First, there are four lines that refer to the schema files that your LDAP server is going to 
use. You may notice that not all the files in  are referred to here. If there 
are additional files that you want to include in the schema, make sure to create an  
line for all of them. 

Next, there are two lines that refer to status files your LDAP server maintains. Both 
files are in . The  file maintains the current PID of your  
server, and the  file contains a list of arguments that were passed to the Samba 
server when it was started.  may be useful for troubleshooting if your  
server doesn’t behave the way it should. For example, your  server might be missing 
a required argument, in which case you can check  to find out which argu-
ments were used when starting the Samba server.  Listing 8-5 shows what the file should 
look like on a default installation of OpenLDAP.

 Listing 8-5. /var/run/slapd/slapd.args Shows with Which Parameters slapd Was Started

Modifying Startup Parameters in /etc/init.d/slapd

To know which parameters it should start by default, the  script, which 
is executed when your server boots to start the LDAP server, reads the configuration file 

. As you can see in  Listing 8-6, this file contains variables that define 
with which parameters the  service should be started.

 Listing 8-6. To Determine Its Startup Parameters, slapd Reads /etc/default/slapd
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Configuring Logging

Next in , the line  determines how logging should take place. 
As you can guess, by default, no logging happens at all. This is fine if your LDAP server 
works well, but if it doesn’t, you probably want to configure some more verbose logging. 
If you do, make sure to enable logging only periodically and switch it off if you don’t 
need it anymore. LDAP logging can be very verbose and eat up available disk space fast. 
 Table 8-1 provides an overview of available options.

 Table 8-1. Available loglevel Options

Option Use

 Traces function calls.

 Debugs packet handling.

  Enables heavy trace debugging. Also shows arguments of the different functions that 
are used. 

 Logs information about connection management.

 Prints out all packets sent and received.

 Gives information about search filter processing.

 Displays information about configuration file processing.

  Shows what happens with regard to access control list processing. More information 
about LDAP ACLs is provided later in this section.

  Shows information about connections, LDAP operations, and results. If you want to 
enable logging, this is the recommended log level. 

 Shows what stats log entries were sent.

 Prints communication with shell back end.

  Gives information about LDAP entry parsing. This is useful if you need to debug why 
certain information cannot be provided by the LDAP server.

 Provides information about LDAP synchronization.

 Disables logging completely.

Following the log lines in  are the  and  lines, which 
you can use to load additional modules (which I do not cover in this book). The next two 
lines in  are of interest with regard to the performance of your LDAP server:
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 limits the number of entries returned for a search operation. If you 
want to export your LDAP database to LDIF files, this limit can be really annoying, 
because it doesn’t allow all the records in your database to be shown. Make sure to 
increase it as needed to get a complete list of all records.  tells  to run 
one thread only, in which case you can’t benefit from a multicore environment if you 
have one. On a heavily used LDAP server that runs on a multicore architecture, increase 
the number of threads to the number of cores that you want to use simultaneously.

After the two lines that specify which database to use, the  line specifies the 
suffix your LDAP server should use. This is the base location in the hierarchical Directory 
where  will expect to see the entries in the database. By default, it has the name of 
the DNS container your server is in.

Next are a few settings that relate to the database that LDAP maintains. First, 
 defines the size of the LDAP cache, with a maximum of 2 MB. 

This is rather limited, and will cause performance problems if you are using a large LDAP 
database. If your server has enough RAM, make sure to update it. For instance, use the 
following to set it to 16 MB: . 

Next, there are three lines that relate to locking: 

These three lines set the number of objects that can be locked, or opened, simulta-
neously to a maximum of 1500. If that causes any problems, make sure to increase these 
parameters to something higher. The exact number you need depends on the use of your 
LDAP server.

Next in  is another important  performance- related parameter, 
. This option ensures that an index is created based on the object names 

in use. If you need to find objects based on a specific attribute on a regular basis, make 
sure to add an index entry for that attribute. For instance,  would add an index 
based on the common name of objects. 

Configuring ACLs

The last relevant part of the  configuration file defines some ACLs. These 
specify which users can do what on your LDAP database. For instance, the line 

 makes sure that anyone can read entries from the LDAP database. 
This default setting makes your LDAP server usable, but it also poses a potential security 
risk. To avoid that, make sure to configure your firewall in a way that only authorized 
users can connect to your LDAP server. 
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Using ACLs in LDAP is not too hard. Each ACL has the following form:

In this example, first you specify the kind and range of data, which represents the 
objects you are giving rights to. For example, you can use an asterisk ( ) here to allow 
access to everything, or use something like  to limit 
access. Second, you have to indicate who gets the access. You do this by using the LDAP 
name of the object you are granting access to. Third, you need to specify what type of 
access you are granting. The following types of access are available:

: No access is allowed.

: The specified user can use the object for authentication only.

: The specified user can compare property values of the object with a spe-
cific search string.

: The specified user can search for information.

: The specified user can read all data.

: The specified user can modify all data.

When specifying to which data you want to give access, you can grant  object- level 
access or  attribute- level access. For instance, the following example gives user accounts 
rights to modify some properties of their account:

At this point, make sure that your LDAP server is up and running. Just by installing 
it, you have already ensured that it is started automatically when you boot your server. 
To make sure all new settings are used as well, use the following command to restart the 

 server: .

Adding Information to the LDAP Database

Now that the LDAP server is up and running, it’s time to add some information to the 
database. The way to do that is by creating an LDIF file. In this LDIF file, you define 
not only the objects that you want to create, but also all the properties these objects 
should have. Generally, that means a lot of typing to create something like a simple user. 
 Listing 8-7 shows a sample configuration file in which a user is created.
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 Listing 8-7. To Add Objects to the Database, Create and Import an LDIF File
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Because this is the very first LDIF file that you are using, creating only the user 
account is insufficient. It is a good habit to put users and groups in their own container, 
so in this LDIF the containers are created first. Creating the containers first is mandatory, 
because otherwise there is no place in which to put the user and group accounts. You 
have to do this only in your first LDIF file, because once the containers are created, you 
can just use them in all upcoming LDIF files. 

After you define the LDIF file, you have to define the properties of the user object. 
The properties in the example LDIF file shown in  Listing 8-7 are  self- explanatory. In the 
last part of the LDIF file, you see that a group with the name  is added as well. 

Now that the LDIF file is created, it’s time to add its contents to the database. This is 
a simple  three- step procedure:

 1. Stop slapd: .

 2. Add the content of the LDIF file: .

 3. Restart the LDAP process: .

The LDIF file is now imported. In the next section you’ll read how you can verify 
whether this worked properly. 

Using ldapsearch to Verify Your Configuration

Now that you have added a user to the LDAP Directory, it’s time to see if you can retrieve 
this information via a search. The  command from the package  will 
do that for you. In  Listing 8-8,  is used to get an overview of all information that 
is currently stored in the LDAP Directory.

 Listing 8-8. Use ldapsearch to Search the LDAP Directory
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As you can see from this example, the  command returns not only the 
user account we’ve created, but also the name of the administrator, the group, and the 
containers that exist. The reason so much information is returned is that no filter has 
been applied. You can use  in a more restrictive way by applying a filter. For 
instance, in the example in  Listing 8-9, a filter is used so that only three properties are dis-
played for user .

 Listing 8-9. Use ldapsearch to Display Specific Information Only
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When using , you can use different  command- line options. The examples 
in Listings  8- 8 and  8- 9 show the most important options: 

: Tells  not to make a Simple Authentication and Security Layer 
(SASL) connection, but rather to send information in plain text. I recommend 
using this option at all times, so that you don’t have to apply a complicated SASL 
configuration. 

: Refers to the LDAP search base. This is the name of the container in which you 
have created all objects. 

Other options are not necessary, but, as you can see in the example from  Listing 8-9, 
may be useful anyway. To filter the output provided by , just enter on the com-
mand line the names of the properties for which you want to see output.

Using LDAP Management Commands
There are a number of utilities that you can use in an OpenLDAP environment.  Table 8-2 
lists and describes all the utilities. Following that, you’ll find some examples of the most 
useful utilities (other than  and , which you’ve already read about).

 Table 8-2. OpenLDAP Utilities

Utility Description

  Tests whether ACLs are working by testing whether certain attributes are available, 
based on the ACL specifications that are applied in .

 Adds information from an LDIF file to an LDAP database.

  Tests whether a user can authenticate to LDAP with given authentication 
credentials.
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Utility Description

  Converts information from the LDAP database to LDIF format. You can do the 
same using the  tool.

  Compares the LDAP DNs provided as a  command- line argument to see if they 
comply with the definitions in the LDAP schema.

  Reindexes the indexes of your LDAP server. This is a very useful utility that you 
should apply after every major update to the contents of the LDAP database. 

  Prompts the user for a password and then encrypts that password in such a way 
that it can be used with the  command, or as the  setting in 

.

 Checks the sanity of the  file.

  Adds the contents of an LDIF file to the LDAP database. You can do the same using 
. 

  Compares an entry in the LDAP database with entry information that is provided 
on the command line. 

  Deletes information from the LDAP database. This command uses LDIF files as 
input.

 Modifies the contents of an LDAP database, based on LDIF input files.

  Changes the relative DN, which normally is merely the object name in the LDAP 
database.

 Changes the password of an LDAP entry.

 Queries the LDAP database for information.

  Opens a connection to an LDAP server, binds, and then performs a  
operation. One of the interesting features of this command is that you do need 
to provide a username to authenticate to the LDAP server, which assumes that 
you already know who you are. 

Modifying Entries in the LDAP Database

This section describes how to modify information in the LDAP database, using 
. This command needs an LDIF file as its input. This time, however, it refers to an LDIF 

entry that already exists. It is pretty easy to generate such an LDIF file, using . 
Suppose you want to change the password of user , created earlier in the 

chapter. The first step is to get the current definition of  in LDIF format from the 
Directory and redirect that to a file. You can do this with the following command:

Next, change the contents you’ve just created in the LDIF file. Then, use  to 
apply the new information to the LDAP Directory:
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The option  tells LDAP that you don’t want to use SASL secured authentication, 
 tells LDAP what administrator credentials you 

want to use,  causes  to prompt for a password, and  makes sure 
the content of the file  is applied to the LDAP database.

Deleting Entries from the LDAP Database

The  command allows you to delete information from the LDAP database. The 
command accepts both LDIF files and  command- line arguments to indicate what exactly 
you want to remove. 

Suppose that you want to remove the user  from your LDAP database. That 
would work with 

. Alternatively, instead of referring to the object 
you want to remove from the command line, you can create an LDIF file that contains 
a list of all objects that you want to remove, and then use  to remove them all 
from the LDAP database. 

Changing a Password

Changing a password in an LDAP environment is not as easy as it is in a  stand- alone envi-
ronment, because the password must be stored in an encrypted way and you must tell 
the LDAP server exactly for whom you want to change the password and what credentials 
you want to use for that.  Listing 8-10 shows how  is used to change the pass-
word for user .

 Listing 8-10. Use ldappasswd to Change a User Password

You can see that several options are used with  in this example. First, the 
option  is used to tell LDAP you don’t want SASL. Next, 

 is used to specify the name of the user whose credentials are used to change the 
password. As you can see, in this case I’m using the  user for that. Next,  causes 

 to prompt for the password of user , and  causes  to prompt 
for the password of the user. Following that, you see the complete LDAP name of the user 
you want to change the password for. A very common mistake is to use the incorrect user 
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ID, thereby causing an error. You can avoid errors by looking up the user ID you want to 
use with  first.

Note A user can change their own password as well by using . Just replace the  name 
as specified with the  option with the name of the user account. Every user by default has enough permis-
sions to change their own password.

Logging In to an LDAP Server
You can use LDAP for authentication. To do so, you first set up one LDAP server and pop-
ulate it with user accounts. Next, you tell all workstations that they have to authenticate 
with the LDAP server. To do this, you need to configure PAM. To enable other services 
to search the LDAP server as well when looking for information, you need to configure 
the  file. In this section, you’ll first learn how to set up PAM for LDAP 
authentication, and then learn how to configure .

Configuring PAM for LDAP Authentication

When authenticating, PAM is used. This is a system that tells all  authentication- related 
processes where they have to look for user accounts. The only condition is that the pro-
cess in question has to be linked against the  modules, which is the case for most 
utilities that work with user accounts.  Listing 8-11 shows how you can request this infor-
mation using the  command. In this example you can see that  uses the 

 and  libraries. That means that it is PAM enabled, which is good.

 Listing 8-11. Use ldd to Check Whether a Utility Works with PAM 



CHAPTER 8   CONFIGURING OPENLDAP224

If a utility is PAM enabled, it typically has a configuration file in . In this 
configuration file, the utility learns where it has to look for  authentication- related infor-
mation.  Listing 8-12 gives an overview of all configuration files that are installed on 
Ubuntu Server.

 Listing 8-12. To Tell PAM Where to Look for Authentication Sources, Each Service Can Have 
Its Own Configuration File

The default configuration file for  is , so it is in this con-
figuration file that you have to tell PAM to look for additional authentication sources. 
 Listing 8-13 shows its default contents.

 Listing 8-13. Use /etc/pam.d/login to Tell the Login Program Which Authentication Sources 
to Use
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In a PAM configuration file, there are four different kinds of modules that you 
can use:

: Handle validation of user accounts (authentication)

: Ensure that when a user tries to access certain resources, PAM checks if 
the user is authorized to access those resources at that time

: Relate to passwords

: Used to connect a user to authorized resources once the login procedure 
has been completed

Each of these module types can be used in four different ways:

: Conditions in this module have to be met. If this is not the case, the rest 
of the PAM file will be processed, but access is denied anyway.

: Like , but access is denied immediately.
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: If conditions in this module are met, the user gets access and other 
modules from the same module category will be ignored. Therefore, if you’re using 

 in one of the module categories, make sure that you first mention all 
modules that must be passed in all cases.

: This module is not important for the authentication process. It is used to 
display the contents of text files.

The last part of a module configuration line refers to the module itself. These mod-
ules are in the directory  and each of them has its own meaning. (In my 
book Beginning Ubuntu Server Administration, I list the most important of these modules 
and their meaning.) To teach PAM about LDAP, you need to install the  pack-
age, using ap. This enables a short configuration wizard that 
puts the right options in the file . This file is used as the default client con-
figuration file for LDAP.

The first screen of the configuration wizard asks you what the URI (Uni-
verse Resource Identifier) is for your LDAP server. This URI should look similar to 

 to enable default nonsecure access to the LDAP server. Next, the 
wizard asks which LDAP protocol version you want to use. Following that, it asks if you 
want to allow password utilities to talk to LDAP, and if you want to make the local user 
root the administrator for LDAP as well. It’s a good idea to answer Yes to both questions. 

Next, the wizard asks if you have to log in to the database (which is LDAP) to get 
information from it. Because the basic ACLs that are installed by default don’t require 
this, you can safely answer No here. Following that, the wizard asks which LDAP 
account you want to use for management purposes. By default, this is the account 

. You have to change this to match the current base DN of 
your LDAP server, so in the example in this chapter, it would be 

. Next, enter the password that you want to use for the root account, to complete 
the configuration. As a result, the client configuration file  is created to 
redirect clients to the LDAP server.

Once the client file has been written, you can look at the PAM configuration files. 
As you may have noticed, PAM uses four files that contain common configuration set-
tings, one for each of the four kinds of modules. The names of these are th, 

nt, rd, and on. Basically, these files are pretty sim-
ple.  Listing 8-14 gives an example of the contents of th, without the comment 
lines that are added by default.
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 Listing 8-14. Contents of the  common- auth PAM Configuration File

To have PAM look in LDAP as well, you should include a line that refers to LDAP in 
all four of the common files. In the files, you want to make sure that PAM first tries to 
connect to LDAP. If that is successful, PAM doesn’t need to look any further; if for some 
reason LDAP is not available, PAM next should try local authentication mechanisms. So, 
after modification, the  file would look as shown in  Listing 8-15.

 Listing 8-15. Add a Line in All Four of the PAM Common Files to Check LDAP as Well

After modifying all four of the PAM common files in , all services that use 
these files will be LDAP aware. An easy test to see if it works is to use  to switch to one 
of the user accounts that does exist in LDAP, but doesn’t exist locally. If that works, your 
LDAP authentication works as well. 

Setting Up nsswitch.conf to Find LDAP Services

The  file is used in the same specific  login- related situations in which PAM 
is used, but in a more generic way. The  package, installed earlier, enables you to 
include LDAP entries in . To make sure that via this mechanism the LDAP 
database is searched as well, you need to change the , , and  lines as 
shown in  Listing 8-16.

 Listing 8-16. Change nsswitch.conf to Search LDAP

These lines tell the operating system to look in the , , and  files first 
and then, if the required information is not found there, to check LDAP next. It is com-
mon to modify  to look for user information only in LDAP, but all other search 
entries from  can be modified likewise. For example, you can also tell  to 
look in LDAP for  host- based information. 
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After setting up , you need to modify the  file to tell the 
service where in LDAP it should look for the specific kinds of information you are refer-
ring to.  Listing 8-17 shows the sample lines that you can modify to reflect your specific 
configuration.

 Listing 8-17. In /etc/ldap.conf, Tell nsswitch Where in LDAP to Find Specific Information

Note There are two  files:  is used by , and 
 is used by PAM. By default, these two files do not have the same content. To avoid problems, 

I recommend putting all required settings in one of these files and creating in the other file a symbolic link to 
refer to that file.
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Testing LDAP Client Connectivity

Now that your LDAP client is set up properly, you can test whether it’s working. To do 
this, you can use the  command. By using this command, you can get information 
from a specific database source. For instance, if you use the command , the 
command shows you user accounts from all  sources. Because you have just set 
up  to look in  as well as LDAP, the command displays user accounts 
from both sources. Comparing the output from the  command carefully with the 
output from , you will see that more is listed than just the contents of the 

 file (provided that you have added user accounts to LDAP successfully).

Summary
In this chapter you have learned how to set up OpenLDAP. This service provides useful 
functionality, because it is a centralized solution for management of user accounts and 
other configuration. You have also learned how to set up OpenLDAP to enable LDAP user 
authentication. In the next chapter you’ll learn about Samba, another service that you 
can hook up to LDAP. 
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C H A P T E R  9

Integrating Samba
Making It Work with Windows

You may already have a Samba server up and running in your network. Many people 
do, because it’s such an easy and convenient solution to offer file sharing to Windows 
clients. Few people, however, have a Samba server that is integrated with other operat-
ing systems used in their environment. Achieving such integration is the focus of this 
chapter. In this chapter you’ll first read a short section on how to quickly and easily set 
up a simple Samba server that offers file sharing and nothing more. In that section you 
will use the  command to add individual user accounts. Sure, that works, but 
it’s not a very sophisticated solution if you have many users to manage, because you 
need to create every user account twice.

Following the short introduction, there are three sections that explain how to truly 
integrate Samba in your network. The first section explains how to integrate Samba with 
LDAP, which is useful because it provides one centralized location from which you can 
manage user accounts. Next, you’ll read how to set up your Samba server as a Windows 
NT 4–style Primary Domain Controller (PDC). This solution explains how you can replace 
a current Windows NT 4 server with Samba without your users even noticing the change. 
The last section explains how to integrate Samba in Active Directory. It teaches you how 
to set up Samba as a member server in Active Directory. Currently, making it more than 
a member server still isn’t possible, because Samba version 4, which is supposed to make 
that possible, is not in a stable state yet.

Setting Up Samba the Easy Way
In this section you’ll learn the easy way to set up Samba. It explains how you can define 
a share and create a Samba user that has access to this share. At the end of this section, 
you’ll learn how to test whether this share is working properly. 

Setting up Samba the easy way involves the following general steps, each of which is 
explained in detail in the sections that follow:
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 1. Create a local directory to share.

 2. Set permissions on this directory.

 3. Configure  to define the share.

 4. Create a Samba user account.

 5. Test access to the share.

Creating a Local Directory to Share

So what exactly is a share? Basically, it is a directory on the local Linux file system that 
is accessible over the network. To create such a share, the first step is to create a local 
directory. This is as easy as applying the  command. So, assuming you want to 
share a local directory with the name , simply use  to create the local 
directory.

Applying Permissions to the Local Directory

When working with Samba, you need to make sure that the appropriate permissions are 
applied to the share. These permissions are granted to a local user account. You can grant 
permissions the easy way, by just entering the command , but I don’t 
recommend doing that. It is much better to create a dedicated group in Linux and make 
members of that group all users to whom you want to give access to the share. Assuming 
that the name of this group is , you use  to make that 
group the share owner. Once that is done, apply the permissions, granting full permis-
sions to the user owner and group owner and no permissions to others: . 
This creates a situation that is much more secure, because it ensures that other users can-
not access the share.

Defining the Share

Now that you have set up everything that is necessary on the local file system, you need 
to define the share in Samba. Before you can start setting it up, you must install it first. 
There are several packages that relate to the Samba file server. You can get a list of them 
by using the  command.  Listing 9-1 shows the result of this com-
mand when applied to my test server.



CHAPTER 9   INTEGRATING SAMBA 233

 Listing 9-1. aptitude search samba Provides an Overview of Available Samba Packages

To make sure that all packages are installed, use the following command:

Note The preceding command is not appropriate for my server, because the base packages  and 
 are already installed. However, it will install, in all situations, everything that is needed to 

operate a Samba server. I have also replaced the  package with , because other-
wise the installer would tell me that two Samba client packages are available and ask which one I want to 
install. 

Now that all Samba packages have been installed, you can edit the general Samba 
configuration file  to define the share. In , there are two 
types of sections. The first type is the section , which contains global settings for 
your server. The second type consists of the different sections in which the individual 
shares are defined. You can recognize them by the name of the share, written between 
square brackets. For instance, to define a share for your directory , the section 
header would be . The definition of this share can be really simple, as shown in 
 Listing 9-2.
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 Listing 9-2. Defining a Share Isn’t Complicated

Of course, there are lots of other options that you can add to the share to make it fan-
cier, but basically, if you define the share in this fashion it will work. So save your settings, 
and the share will be accessible. It takes a maximum of one minute before the share will 
automatically appear.

You’ve now set up basic access to the share. Before continuing, it’s a good idea to 
check if it really works. You can do that by using the  command, 
which shows a list of all available shares on the local machine. It prompts for a user pass-
word as well, but because no user credentials are needed to display a list of shares, you 
can just press Enter to proceed.  Listing 9-3 shows the output of this command.

 Listing 9-3. Use smbclient -L localhost to Get an Overview of All Available Shares

At this point, your share is up and running and available, so it’s time to proceed to 
the next step and create a Samba user account.
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Creating a Samba User Account

So why does a user need a Samba user account if they already have a Linux user account? 
To access a share, the user, who typically works on a Windows machine, needs to enter 
his credentials. When doing this from a Windows machine, the password that he enters is 
encrypted in the Windows way. The problem is that the Linux authentication mechanism 
doesn’t know how to handle this encryption. For that reason, the user needs a Samba 
user account that has a password that is encrypted the Windows way. 

The Samba user account must match an existing Linux user account. That means 
that you first have to create the Linux account and then create the Samba account. Yes, 
that means creating the same user twice. If you don’t like that solution, you need one 
of the advanced solutions, such as Samba integration with LDAP, described later in this 
chapter. 

To create a Samba account, you need to use the  command. For instance, to 
create a user with the name , use . The command will ask you to 
enter the Samba password twice, after which the Samba user account is created. 

Testing Access to the Share

Now that you have created the Samba user account, it’s time for a small test. Sure, you 
can do the test from Windows and make a connection to the share by entering the share 
name in the  format, but by doing that, you are introducing other 
factors that may fail as well. For instance, the Windows test may fail because of a mis-
configured firewall. At this point, we just want to know whether the Samba server is 
functioning the right way. Test it by using the  command: 

If this command succeeds in mounting the Samba share on the  directory, you 
have established that the Samba server is working. 

As an alternative way to test access to your share, you may use the  
command. This command offers an interface that is pretty similar to the FTP cli-
ent  command- line interface; you can use  and  to transfer files from and to the 
Samba shared directory from the  shell interface. To perform the same test on 

, use . If successful, this com-
mand opens a shell interface to the directory. Try for example the  command to get 
a list of all files in the share.  Listing 9-4 shows an example of a short  session. 
In this example, user  authenticates, uses  to show a list of existing files, uses  
to download the file to her current directory, and finally uses  to close the  
interface.
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 Listing 9-4. The smbclient Tool Is Similar to the FTP Client Interface

With your Samba server up and running, now it’s time to integrate it with LDAP. 

Integrating Samba with LDAP
There are three tasks to accomplish if you want to integrate Samba with LDAP. First, you 
need to prepare Samba to talk to LDAP. Next, you have to prepare LDAP as well. Finally, 
you can tell Samba to use LDAP. 

Preparing Samba to Talk to LDAP

The major difference between the Samba configuration just discussed and integration 
with LDAP is in one line in the  section of . The following line defines 
that, by default, passwords are stored in the Trivial Database (TDB) that Samba uses by 
default:

This method works fine if you are using only one Samba server or if you are using 
Samba as a domain controller in an environment in which no backup domain control-
lers are available. If you are using Samba in a  larger- scale environment, you can write 
user account information to an LDAP database. To do that, you need to change the 

 parameter to refer to an LDAP server. The following example would do that:
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You have now prepared Samba to talk to LDAP. In the next section you’ll learn how to 
configure LDAP to talk to Samba as well.

Preparing LDAP to Work with Samba

To store Samba user information in the LDAP Directory, you have to prepare the LDAP 
Directory first. LDAP needs to know about the new Samba object classes that you are 
going to store in it, and you can teach OpenLDAP that by including the  file. 
After installing the Samba packages as explained in the preceding section, you will find 
this file in the directory ma. Follow these steps to add 
this file to the LDAP environment:

 1. Use  to copy the schema 
file to the directory in which LDAP expects it to be.

 2. Open  with an editor and make sure the following schema 
files are included:

 3. Restart the LDAP service, using .

At this point, you have extended the LDAP schema. By doing that, three different 
classes have been added:

: Used to store information that is used between Samba domain con-
trollers. You only need this class when setting up an environment with several 
domain controllers (see the section “Using Samba as a Primary Domain Control-
ler” later in the chapter).

: Used to extend the user properties in LDAP to include Samba 
properties as well.

: Used to add properties that are necessary to make a normal 
Linux group a Samba group as well. 

By default, the Samba user has two password hashes that are stored in LDAP. If you 
do nothing, both of them are readable as plain text passwords. Therefore, when using 
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LDAP as the password back end for Samba, you should make sure that only the Samba 
service has access to these passwords, by adding an ACL to LDAP. You can accomplish 
this by including the following code in :

Also, to increase performance, you should add some indexes to LDAP. This allows 
LDAP to find required information much faster. Make sure that the following indexes are 
added in :

Finally, restart the LDAP service, using .

Telling Samba to Use LDAP

Now that the LDAP service is all prepared, you have to apply some modifications to 
 to tell it that it has to use LDAP. You need to explain where it can 

find the LDAP server, and you need to secure communications.

Connecting Samba to LDAP

First and foremost, you need to use the  global parameter to tell Samba 
where to go for password information. This option takes a URI as an argument, telling 
Samba where it can find LDAP. For example, if the LDAP server is available at IP address 

, the parameter looks as follows:

This option tells Samba to go to the specified IP address to get password information, 
but what happens if this LDAP server goes down? There are two approaches to provide 
more redundancy:

-
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somewhere else. The only implementation requirement is that you have to put 
the LDAP Directory and its configuration files on a shared storage device, so that 
another server, when it takes over the LDAP service, can still access the database 
and configuration. This is the solution that I prefer.

 process. When doing this, changes 
that are applied to the master LDAP server are replicated to the replica LDAP serv-
ers automatically. This could work also, but there is a disadvantage: the replica 
LDAP server is  read- only and therefore of limited use. If you choose this solution, 
you can refer to both LDAP servers using the  definition in :

Configuring Secure Connections

Basically, your Samba server is now capable of connecting to LDAP, but there is a prob-
lem still: connections from Samba to LDAP are all in plain text. So if the LDAP Directory 
is not on the same server as the Samba daemon, you should apply security. The preferred 
method to do that is by including the  parameter in :

Next, you need to tell Samba the identity of the administrator who has write per-
missions in LDAP. To do this, use the  parameter in . You already 
created an ACL in LDAP to give the appropriate rights to manage user passwords to a user 
with the name , so it makes sense to tell Samba as well that this  user is the 
administrator for all  LDAP- related stuff:

At this point you must make sure that Samba knows what password to use for this 
LDAP administrator. To create a password, first restart Samba to enforce all changes so 
far, and then use  to write the password. As this is the Samba password that 
is needed to connect to the LDAP server, the password is not written to LDAP, but rather 
to the  file. Make sure this file is not readable by normal users; the 
password is stored in a readable way in this file. In  Listing 9-5 you can see what happens 
when writing this password.
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 Listing 9-5. Use smbpasswd -W to Write the Password of the LDAP Administrator

Specifying Where to Put the Objects in LDAP

At this point, Samba knows all it has to know to get to LDAP for administration tasks. 
It’s time to proceed to the next part, in which you specify where in the LDAP Directory 
you want to create  Samba- related objects. Four parameters are required and the last is 
optional:

: The base container in LDAP that you are working from.

: The base container for user accounts. Like all following parame-
ters, the name of this container is written as a name that is relative to the container 
specified with .

: The base container for machine accounts.

: The base container for group accounts.

: Required if you want to use Winbind to get user infor-
mation from a Windows environment. Winbind creates SIDs, which in an 
 LDAP- integrated environment are stored in the container specified here.

At this point, you should have in the  section of  the information 
shown in  Listing 9-6.

 Listing 9-6. Summary of Parameters Required in smb.conf for LDAP Integration 

At this point you can restart your Samba server. It is now integrated with LDAP.
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Using Samba As a Primary Domain Controller
In a Windows environment, a domain is used to manage users for a group of computers. 
The only option to do this in a centralized way in NT 4 is to use domains. Since Windows 
2000, Active Directory has been introduced as a system that sits above domains. Samba 
cannot be configured as an Active Directory environment yet, so the best thing you can 
do if you want to work with a  domain- like environment is to configure Samba as an 
NT 4–style domain controller. This section gives some tips on how to do that. Be aware 
that setting up a  well- tuned, scalable domain environment requires extensive knowledge 
of the working of Microsoft networks. This goes far beyond the scope of this book, so 
in this section you’ll learn just about the basic requirements needed to set up a Samba 
domain. Consider this section an introduction to the subject matter only; for more infor-
mation consult the man pages or the documentation at .

Changing the Samba Configuration File

The first step in setting up a domain environment is to change the Samba configuration 
 

section.

 Listing 9-7. Samba Domain Controller Settings
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 Table 9-1 summarizes the relevant parameters from the  section of  Listing 
 and  sections as 

a PDC.

 Table 9-1. Parameters Specific for Domain Configuration

Parameter Description

  This parameter is the name that your server will have in the Microsoft network. 

  This parameter specifies how security should be handled. If you want to con-
figure your server as a domain controller, set it to . 

  Use this parameter to specify in what kind of database you want to store user 
and group information. The most common values for this parameter are 

, , and . The easiest way to configure your server is to 
use the  option, which creates a local database on your Samba server. 
The most flexible way to configure it is to use the  option, although 
this does require the configuration of an LDAP server and makes things more 
complicated. If you want to set up your Samba environment with PDCs as well 
as BDCs, make sure to use the  option. 

  For Windows users, you can create a Windows logon script in Samba. This 
parameter refers to the logon script, which is a batch file that is executed 
automatically when the user logs in. In this example, the Samba server checks 
if there is a script for your user that has the name of the user account, followed 
by . This script should be placed in the directory specified with the  
parameter in the  share. 

  This parameter tells the  naming process that this server must be respon-
sible for maintaining browse lists in the complete network. These browse 
lists allow others in the network to view a complete list of all members of the 
Windows network. A domain controller should always be the domain master 
for your network.



CHAPTER 9   INTEGRATING SAMBA 243

Parameter Description

  This parameter defines which server is used as the local master browser. 
A domain master browser communicates with local master browsers, which 
are servers that are responsible for maintaining browse lists on local network 
segments. Apart from being the domain master, your Samba servers should be 
local master browsers as well.

  Even if you specify that your server should be local master and domain master, 
this doesn’t really guarantee that it also will be the master browser. In a Win-
dows network, the master browser is selected by election. To increase the 
chances that your server will be the master browser, make sure to you use 
a value higher than  for the  parameter. The highest value is the 
most likely to win the browser elections.

  Normally, browser elections happen only occasionally. Use this parameter to 
force a new browser election immediately when the Samba server comes up.

 Set this parameter to  to make this server a domain controller. 

  This parameter specifies where the user’s profile directory is found. To make 
this work, make sure that the  share is properly set up. In this 
para meter, the variable  is used to refer to the local server name, and  is 
used to refer to the home directory of the current user.

  This parameter provides for the user a drive letter that can be used as the 
logon drive.

 Use this parameter to specify where the home directory is located.

As you can see, you need to use many parameters to make sure that the Samba server 
is elected to be the master browser for your network. To configure a master browser, you 
need the  service, which handles Windows naming to be started as well. This service 
is started automatically when you start Samba.

Creating Workstation Accounts

Now that you have your domain environment, you should add workstations to it. For 
every workstation that is going to be a member of a domain, you need a workstation 
account on the Samba server. Setting up a workstation account is similar to setting up 
a user account. First you need to add the account to the local user database on your 
server, and then you need to add the workstation account as a workstation to the Samba 
user database. Notice that the name of the workstation should end with a  sign, to indi-
cate that it is a workstation. To create a workstation with the name , for example, first 
use  to create it in . Next, add the workstation to the  
file by using the  command. Notice that in the  command, 
there is no need to use the  to specify that it is a workstation; this is handled automati-
cally by the  option. 



CHAPTER 9   INTEGRATING SAMBA244

Integrating Samba in Active Directory
In its current version, you can’t make a Samba server an Active Directory domain control-
ler. Although the people in the Samba project team are working very hard to make this 
possible, they haven’t been successful yet. You can, however, make Samba a member 
server in an Active Directory (AD) domain. That means you still need Windows 200x serv-
ers to fulfill the role of domain controllers. 

The advantage of making Samba a member server in an AD domain is that users can 
log on to Active Directory and get access to all resources that are offered by the Samba 
server. There are two methods to connect Samba to Active Directory. The first method is 
to make Samba a member of the Active Directory domain, using simple passwords; the 
second method is to make Samba a member server in AD, using Kerberos authentication. 

Making Samba a Member of the Active Directory Domain

To integrate Samba with Active Directory, the first step is to make it a member of the 
domain. This is a relatively easy procedure that you have to accomplish partly on a Win-
dows server and partly on the Samba server:

 1. Create user accounts for your users in Active Directory. Samba offers the 
resources, but in this setup, authentication is handled by Active Directory. So 
make sure that all users exist in Active Directory.

 2. Create the Samba user as a Linux user and apply permissions for this user. So, you 
need one general Samba user on Linux, and you need to grant this user access 
permissions to the shared resources. You can grant these by using  on the 
directory you want to share.

 3. Modify the  configuration file. The following options are required in the 
 section to connect Samba to Active Directory:

 4. Add the Samba server to Active Directory. To do this, you need a computer 
account in Active Directory. Use the  command on the Samba server to create 
this user account in Active Directory:  will 
do the job for you (replace  with the actual password of the Active Direc-
tory administrator). The Samba account now appears in Active Directory. 
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Using Kerberos to Make Samba a Member of Active Directory

In recent Windows versions, Microsoft has been focusing more on Kerberos authentica-
tion. Therefore, it is a good idea to use Kerberos on Samba as well. For more information 
about Kerberos, read Chapter 13. The advantage of using Kerberos is that it is never nec-
essary to send passwords over the wire; instead, authentication tickets are used, which is 
a much more secure method. Follow this procedure to set up Kerberos authentication:

 1. Tell Samba that it should use Kerberos, by modifying the  configuration 
file as follows:

 2. Get the initial Kerberos tickets. Use the  command, followed by the name 
of the Kerberos realm in the Active Directory environment: 

.

 3. Add the Samba server to Active Directory. Use 
. This adds your server to Active Directory, and because 

your server now knows how to use Kerberos, Kerberos will be used for secure 
communications. 

Authenticating Linux Users on Windows 
with Winbind
Up to now, I have assumed that your Linux users are defined in the Linux environment. 
This is not the most practical solution if you run a mainly Windows environment with 
some Linux users. In such an environment, it would be useful to maintain user accounts 
in Windows and redirect Linux users to Windows for authentication. Winbind helps 
you to do exactly that. The following procedure shows you how to set up a Winbind 
environment: 

 1. Install the  package by using .

 2. Create in Active Directory the user accounts you want to be able to authenticate 
on Linux.
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 3. On Linux, modify the  configuration file. In this file, you have to 
tell Linux that it should use Winbind before trying to authenticate locally on Linux. 
The following two lines will do that for you:

 4. Modify the PAM configuration. You should make sure that before getting to nor-
mal  Linux- based authentication, the user tries to authenticate on Windows. To 
make this happen, make sure that the line  is 
inserted as the first line in the files , , rd, 
and  in .

 5. Modify the  configuration file. Because Winbind is related to Samba, 
it gets its configuration from . The code in  Listing 9-8 makes sure that 
a complete environment is created for users that come in through Winbind.

 Listing 9-8. Winbind Parameters in /etc/samba/smb.conf

 6. Restart Winbind by running .

 7. Winbind should do its work now. To test if it works well, you can log in at the 
Linux prompt with a Windows user account. To do this, at the login prompt, use 
the full username, including the name of the Windows Domain. That means that 
you would log in with a username such as  (which is what user  
would use to log in to the domain ). To separate the domain name and user-
name, you must use a  sign between the two. 
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Summary
In this chapter you learned how to integrate Samba with Windows. After a short introduc-
tion on generic Samba basics, you read how to integrate Samba with LDAP. Basically, this 
offers a very nice solution in which Samba uses a hierarchical replicated database as its 
user configuration back end. Next, you read how Samba can offer PDC functionality to 
replace a Windows NT 4–style domain controller. In the last part of this chapter, you read 
more about the integration between Samba and Active Directory. You read how to make 
Samba a member server in Active Directory, and how to set up Winbind, which allows 
you to manage Linux users from Active Directory. In the next chapter you’ll learn how to 
set up Ubuntu Server as a mail server. 
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C H A P T E R  1 0

Configuring Ubuntu Server  
As a Mail Server
Sending and Receiving  
Mail Easily

One of the most common functions of a Linux system is to serve mail. Several 
 Linux- based mail server programs are available for this purpose. Several programs are 
available to accomplish this task. In this chapter you will learn what is necessary to build 
a solution to send and receive  e-mail on a network. Because Ubuntu Server uses the 
Postfix mail server by default to send mail to other networks, this chapter covers Postfix. 
Different solutions are available to allow users to connect to their mailboxes to fetch mail. 
One of the easiest to use of these solutions is Qpopper, so that is the solution of choice in 
this chapter. 

Understanding the Components of a Mail Solution
If you want to understand what is needed to build a mail server that can handle  e-mail for 
a complete network, you need to understand the three different agents that are used to 
process Internet  e-mail:
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Mail transfer agent (MTA): This is the software that sends  e-mail. This  e-mail is 
sent by the client that the user has used to compose and send the message. This 
recipient MTA sends the  e-mail to an MDA (defined next). Some  well- known 
MTAs are Postfix, Sendmail, and qmail. SMTP is an example of a protocol that can 
be used by an MTA to deliver  e-mail.

Mail delivery agent (MDA): The MDA works together with the MTA on the server 
that is used by the recipient. The MDA makes sure the  e-mail is stored in a location 
in which the user can access it. Postfix comes with an integrated MDA as well.

Mail user agent (MUA): After the mail is stored by the MDA, the MUA is the pro-
gram that the user uses to read the mail. The MUA can retrieve mail in several 
ways: by using a protocol such as IMAP or POP, remotely by using a file access 
protocol, or through access to local files. When the MUA uses IMAP or POP, there 
always is a server component (for example, Qpopper) and a client component that 
is used by the client. 

The core component of a mail solution is the MTA. This component makes sure that 
mail can be exchanged by hosts on the Internet. When sending mail on the Internet, the 
MTA analyzes the mail address of the recipient. This mail address includes a reference to 
the DNS domain used by the client. The MTA then contacts the authoritative DNS server 
of the recipient to find out which server is used as the MTA (“mail exchanger”) in that 
domain. When the MTA knows which server to contact, it sends the mail over to the MTA 
of the recipient’s domain. Once it arrives there, the MTA of the recipient checks whether 
the recipient is a user that exists on the local machine. If so, the mail is handed over to 
the MDA, which stores the mail in the mailbox of that user. If not, the MTA sends it to 
another MTA that helps to deliver the message to the mailbox of the recipient.

When the mail has been stored by the MDA in the mailbox of a local user, the user 
can access it in one of several ways, the most common of which is to use POP or IMAP. 
If the user uses POP, the mail is transferred to the user, but the user can choose to keep 
the message on the server instead. If IMAP is used, all messages are stored on the server 
and are not transferred to the client computer. When setting up a mailbox for a user, an 
administrator can choose to make it either a POP mailbox or an IMAP mailbox. In the fol-
lowing section you’ll read how to configure the Postfix MTA. After that, you’ll learn how 
to set up Qpopper and Cyrus IMAPd to receive mail messages.

Configuring the Postfix MTA
Postfix is a very modular mail server, comprising several programs that work together 
to make the Postfix mail server function. This is in contrast to Sendmail, an alternative 
UNIX MTA. The advantage of Postfix being a modular mail server is that it is easier for the 
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administrator to manage all individual programs that comprise the Postfix mail server. 
The disadvantage is that, as an administrator, you need to know how all these separate 
programs function. Wietse Venema originally developed Postfix as a mail server that 
would be easier to administer and more secure than Sendmail. Because it is monolithic, 
Sendmail is in general much harder to secure properly. Postfix also is a very rich mail 
server that has many features. 

Tip You can find a complete list of all Postfix features and instructions on how to configure them at 
. 

How Postfix works as a modular mail server becomes clearer from a discussion of 
how mail traffic is handled by Postfix, so that is presented first. After that, you will learn 
how to install and configure Postfix.

Handling Inbound and Outbound Mail

Generally speaking, Postfix can handle two kinds of mail: inbound mail and outbound 
mail. The inbound mail that Postfix handles may be messages sent from a local user to 
another local user or messages sent over the network to a local user. The outbound mail 
that Postfix handles may be messages intended for a recipient on the same server as the 
sender, messages intended for a recipient on a remote server, or undeliverable messages.

Processing Inbound Mail from a Local User to Another Local User

The following list explains how Postfix processes inbound mail, a graphical representa-
tion of which is shown in  Figure 10-1:

 1. When Postfix receives mail that is sent by another local user, Postfix uses the 
 command to place the mail in the maildrop queue, to ensure that the 

mail stays on the same machine.

 2. The  daemon picks up the mail from the maildrop queue and checks 
whether the mail matches given rules regarding such things as the content, size, 
and other factors. 

 3. The  daemon passes the  e-mail to the  daemon, which makes sure 
the mail is formatted in the proper way, by doing the following: 
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didn’t do that already

 daemon to convert the  e-mail address in the header 
into a name in the proper  format, using the lookup tables 
found at  and  (as covered in 
“Tuning Postfix with Lookup Tables” later in this chapter)

 4. The  daemon copies the  e-mail to the incoming queue and sends a mes-
sage to the queue manager ( ) to notify it that this mail has arrived.

 Figure 10-1. Handling mail sent by a local user to another local user
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Processing Inbound Mail Sent over the Network to a Local User

If incoming mail was received over the network, the process is slightly different from 
that presented in the preceding section, mainly because Postfix doesn’t need to use the 

 and  daemons to handle mail sent over the network to a local user. The 
procedure is as follows (see  Figure 10-2):

 1. Postfix first uses the  process to handle mail coming in over the network. This 
process performs some basic checks on the  e-mail before handing it over to the 

 daemon. 

 2. The  daemon performs the same tasks as when processing local mail (see 
the bulleted list in step 3 in the preceding section).

 3. After the  daemon has done its work, the mail is placed in the 
incoming queue, where the queue manager takes further care of it. 

 Figure 10-2. Handling inbound mail coming from the same network
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Processing Outbound Mail Intended for a Local User

Being the MTA, Postfix is responsible as well for processing outbound mail. Basically, all 
outbound messages are placed in the incoming queue first. From there, the procedure is 
as follows for outbound mail intended for a local user (see  Figure 10-3):

 1. The queue manager ( ) picks up the mail from the incoming queue and places 
it in the active queue as soon as no other mail is in that queue. 

 2. The  daemon determines where the mail should go: to a local user 
(the case here), to a user over the Internet, or to a UNIX user that uses UUCP to 
retrieve the mail (the latter method is somewhat primitive, so I don’t discuss it 
here). 

 3. The  daemon kicks the mail back to the queue manager, which 
orders the local delivery service  to put it in the mailbox of 
the local user. Before doing that, the local delivery service takes into account all 
aliases and forwarding rules that apply to the mail. 

 4. The  daemon decides where to send the mail. It can, for example, send it to 
the  system, which analyzes the mail and puts it in the right folder. 

 Figure 10-3. Processing mail for a local user

Processing Outbound Mail Intended for a User on a Remote System

When the mail is intended for a user on a remote system, the procedure is as follows (see 
 Figure 10-4):
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 1. Again, the queue manager fetches the mail from the incoming queue and copies it 
to the active queue as soon as it is empty. 

 2. The  daemon checks whether the mail is for a local user (see the 
previous section) or a remote user (as in this example). If the mail is intended for 
a remote user, all lookup tables that apply to that user are checked and then the 
mail is passed to the queue manager.

 3. The queue manager activates the SMTP service that delivers the  e-mail to the 
other server. 

 4. The  process uses DNS to find the MTA for the target host and delivers it that 
MTA.

 Figure 10-4. Delivering mail to remote users

Processing Undeliverable Mail

Finally, there is always a possibility that an  e-mail cannot be delivered by the queue man-
ager to either a local or a remote user. If that’s the case,  puts the mail in the deferred 
queue. When it is in there, the queue manager copies it back to the active queue at regu-
lar intervals and tries again to deliver it, until either a defined threshold is reached or the 
mail is delivered successfully.
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Installing Postfix and Configuring the Initial Settings

To install Postfix, use . This command also launches a configura-
tion program in which you can enter the most important settings for your mail server. 
The following procedure describes the steps that this configuration program guides you 
through:

 1. Specify what kind of mail server you want to configure. The following choices are 
available (see  Figure 10-5):

No configuration: This option makes sure your current configuration is not 
touched.

Internet Site: Use this option if your mail server is directly connected to the 
Internet and no intermediate mail servers are used.

Internet with smarthost: Use this option if you don’t send out mail directly to 

happen directly via SMTP or by using fetchmail.

Satellite system: With this option, all mail goes through a smarthost, which 
handles the Internet connection for you.

Local only: Use this option if there is no network connection and mail is han-
dled for local users only.

 Figure 10-5. To make configuring Postfix easier, the configuration program asks you 
what kind of mail server you are configuring.
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 2. Enter the DNS domain name that should be used in the mail addresses of your 
users (see  Figure 10-6). For example, if you want the mail address of some user to 
be , the name you enter here should be example.com.

 Figure 10-6. Enter the DNS domain name for your mail server.

 3. The Postfix files are copied to your server and the basic configuration is written. 
Once completed, your Postfix mail server is ready for further configuration.

Configuring Postfix Further

The initial configuration that you set up when installing Postfix works fine, but it isn’t 
very comprehensive. Therefore, right after you finish the initial configuration, I recom-
mend continuing the configuration by running . The following 
procedure describes how to configure Postfix from that interface:

 1. The first two steps are exactly the same as the first two steps of the installation pro-
gram. Accept the values that you entered earlier.

 2. The third screen asks you what to do with mail for the user’s , , and 
other system accounts (see  Figure 10-7). It is a good idea to forward this mail, and 
you have to do that to an existing user. So enter the name of a user account here.
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 Figure 10-7. Mail for system accounts such as root and postmaster should be 
forwarded to an existing user account.

 3. Specify for which mail domains this mail server should consider itself the final 
destination (see  Figure 10-8). Only domain names entered here will be accepted 
in user mail addresses. If your server is responsible for several domain names, you 
should enter all of them here. Also make sure to list , because you need it 
to handle mail between local users.

 Figure 10-8. Enter the DNS domain names of all domains your mail server is 
responsible for.
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 4. If you are on a slow Internet connection, it is a good idea to force synchronous 
mail updates. Mail takes longer to come through, but less bandwidth is wasted. If 
mail is not processed synchronously and you are not using a journaling file sys-
tem, there is a chance you will lose mail. If you have a fast Internet connection 
and your server is using a journaling file system (which is true in almost all cases), 
select No, as shown in  Figure 10-9.

 Figure 10-9. If you are using a journaling file system on your server, choose No.

 5. Tell Postfix for which networks it is allowed to forward (relay)  e-mail. By default, 
it does so only for its own IP address. If you are configuring this server as the local 
mail server for your network, make sure that you enter the IP address and subnet 
mask for that network in the screen shown in  Figure 10-10. So, for example, if you 
are on the local network , enter 192.168.1.0/24 here, to allow relaying 
for every IP address that starts with .

 6. If you want to put a limit on the maximum size of local mailboxes, enter that limit, 
in bytes, in the screen shown in  Figure 10-11. If you don’t need a limit, keep the 
default value of 0.
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 Figure 10-10. Enter the IP address of your local network here to allow relaying.

 Figure 10-11. If you want to limit mailboxes to a maximum size, enter that limit here, 
specifying it in bytes. 

 7. If you want to add an extension to the name of local recipients, add that extension 
in the screen shown in  Figure 10-12. By default, a + sign is added. If you don’t need 
such an extension, you can leave this field blank.
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 Figure 10-12. If you don’t need to use local address extensions, leave this field blank.

 8. Specify which Internet protocols you want to use in Postfix (see  Figure 10-13). By 
default, it takes all protocols that are enabled on your server. If you just want to 
use IPv4, select only that protocol.

 Figure 10-13. By default, Postfix will use all enabled Internet protocols.

 9. The settings you’ve specified are written to the Postfix configuration files and Post-
fix is restarted.



CHAPTER 10   CONFIGURING UBUNTU SERVER AS A MAIL  SERVER 262

You now have a functioning Postfix mail server. However, there are many options 
that you can still configure. In the following sections you’ll learn which options are avail-
able and which configuration file to change to modify these options.

Managing Postfix Components

The Postfix mail server consists of several components. First, on Ubuntu Server, you 
find the  script in , which you can use to start to the server, among other 
things. This script listens to all common arguments that can be used on most  scripts:

: Starts the server

: Displays the current status of the server

: Tells Postfix to reread its configuration files after changes have been 
applied

: Stops and then restarts Postfix

: Stops the server

To troubleshoot a Postfix server, you must be aware of all the different components 
that are written to your server when Postfix is installed. Following is a list of all files and 
default directories that are created when installing Postfix (more details on the compo-
nents mentioned in this list are provided later in this chapter):

: Contains aliases for local mail addresses. These aliases can be used 
to redirect to some other address mail that comes in on a given address. The initial 
configuration program has made sure that all mail that comes in for user  is 
forwarded to the user account that you have specified.

: Contains all configuration files used by the Postfix mail server. 
Among them are the most important files,  and , which contain 
all generic settings necessary to operate the Postfix mail server.

: Contains all binary components of the Postfix mail server. 
Some components mentioned in the section “Handling Inbound and Outbound 
Mail,” such as  and , are in this directory. The binaries in this direc-
tory are started when needed; there is no need for an administrator to start them 
manually.

: Contains all programs needed by the administrator to manage the 
Postfix mail server.
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: Contains two symbolic links,  and . Both refer to the 
 program. They allow an administrator who is used to managing the 

Exim MTA to manage Postfix in an  Exim- like style.

: Contains all queues used by Postfix. Also, if Postfix runs in 
a il, this directory contains the subdirectories  and  that contain 
necessary configuration files.

: Contains some documentation for Postfix. 

Configuring the Master Daemon

Postfix is a modular service. In this modular service, one daemon is used to manage all 
other components of the Postfix server: the  daemon . This 
is the first process that is started when you activate the Postfix script from . To 
do its work, the  daemon reads its configuration file , which 
includes for every Postfix process an entry that specifies how it should be managed. 
 Listing 10-1 provides an example of the top lines from this configuration file.

 Listing 10-1. Example Lines from /etc/postfix/master.cf

In the  file, all services that are a part of Postfix are specified by using some 
predefined fields. Following is a list of all fields and a summary of the values that you can 
use for these fields. Note that not all field options can be chosen randomly for the Postfix 
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components; if you are not absolutely sure of what you are doing, changing them is not 
recommended. The default values ensure that the processes will normally work just fine.

: Specifies the name of the process. Normally, just the name of the service 
is mentioned.

: Specifies the connection type. The possible values are  if a TCP/UDP 
socket is used,  if a local UNIX domain socket is used for communication 
within the system, or  if it is a named pipe. 

: Specifies how the service can be accessed. Use  if the service must be 
accessible only from within the mail system; use  if you want to allow external 
access as well. Choosing  is required if the service is of the type , because 
other wise you wouldn’t be able to access it.

: Specifies whether or not the service will run with  privileges. Use  to 
tell the component it should run with the privileges of the Postfix user account; 
use  to let the service run as .

: Specifies whether or not the service should run in a  environment. If 
set to , the root path is normally set to , but an alternative root 
path can be set from .

: This option is relevant for only the  daemon and the queue man-
ager, because they have to become active at regular intervals. For these daemons, 
provide a number. All other processes have the value , which disables the  
feature. 

: Gets its value from the  value in 
 and determines the maximum number of instances of this process that can run 

simultaneously. The default is normally set to .

: Defines what command must be activated with what arguments 
to run this component. The name of this command is relative to the directory in 
which the Postfix binaries are installed ( ). If you want the com-
mand to be verbose, make sure to include the  option. 

Configuring Global Settings

Most of the settings that determine how Postfix does its work are set in the file 
.  Listing 10-2 provides an example of its contents.
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 Listing 10-2. main.cf Defines How Postfix Should Do Its Work
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You can use many parameters in . Some of the most useful parameters are 
listed and described here:

: Specifies the directory in which the Postfix Administration tools 
are located. The default value is .

: Specifies the directory in which the Postfix daemon is located.

: Specifies where Postfix listens for incoming mail. The default value 
for this setting is the loopback UP address. If you want Postfix to listen on external 
interfaces as well, you must specify either the IP address to listen on or , the latter 
of which makes sure Postfix listens on all interfaces for incoming mail. 

: Specifies the user who is owner of the mail queue. By default, this is 
the user .

: Specifies a list of domains for which the server accepts incoming 
mail. If incoming mail is sent to a domain not listed here, it will be rejected.

: Specifies which network is used as the local network. This setting is 
important, because other parameters (such as ) rely 
on it.

: Specifies the DNS domain of the computer that runs Postfix.

: Specifies the domain that appears as sender for  e-mails sent locally. By 
default, the fully qualified domain name (FQDN) of the host sending the mail is 
used. 

: Specifies the location of the directory in which the mail queues 
are held. The default location is . 

: Specifies which is the trusted network. Normally, 
the networks defined with the  variable are considered trusted networks. 
Mail clients from this network are allowed to relay mail through your Postfix mail 
server, whereas other clients are not. 

: Specifies which senders should always be ignored, to 
prevent your server from accepting spam. The default value for this parameter is 

, which contains a default list of senders to reject.
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Configuring a Simple Postfix Mail Server

Enough settings, parameters, and variables for now. The interesting question is, what 
work do you really need to do to enable a simple Postfix mail server? We’ve already gone 
through the configuration module, so let’s see now if we can configure the mail server 
from the configuration files as well. In the scenario presented in this section, the simple 
mail server needs to send mail to the Internet for local users only. It also needs to be able 
to receive mail from the Internet, destined for users on the local domain. 

Sending Mail to Other Servers on the Internet

To make this procedure as easy as possible, the following instructions show how to for-
ward mail to the mail server of the Internet provider, which is a very common scenario:

 1. Stop the Postfix server by using .

 2. Open  in an editor and edit the following settings. Make sure 
to use the settings that are appropriate for your network.

: This line allows Postfix to work on all network interfaces of 

your server.

: This line is an important security measure, because 

it tells Postfix which networks it should service.

: This line tells Postfix 

to accept recipients only from the networks specified in the  line.

: This line is used to make sure that all the 

names of all subdomains in your mail domain are linked to your DNS domain 

name.

: If you want to forward mail to the 

mail host of an Internet provider, this line identifies the host that is used for this 

purpose.

 3. Save the file, close the editor, and restart Postfix by using the 
 command. 

Accepting Mail from Other Servers on the Internet

Often, your mail server also needs to accept mail coming from the Internet that is sent 
to local users on your network. In such a configuration, it is very important that you set 
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up some basic protection. You want to prevent your mail server from being misused as 
an open relay by spammers. Also, the DNS system must know that your mail server is the 
responsible mail server for your domain. You can do this by adding an MX record in the 
DNS database. After you make the required modifications to DNS, you have to configure 
your mail server for (at least) three extra tasks:

To configure your mail server to receive mail from the Internet, follow this procedure:

 1. Stop the Postfix server by using .

 2. Open  with your favorite editor and edit the following set-
tings. Make sure to use the proper settings for your environment.

: Allows Postfix to receive and send mail on all network 
interfaces.

: Specifies the IP addresses of the 
network(s) you are on.

: Specifies the fully distinguished DNS 
name of your host.

: Specifies the name of the DNS domain that your 
Postfix server is servicing.

: Identifies the 

hosts that should be handled by the MTA as its destinations. All other destinations 

will be rejected.

om: Works as very primitive spam 

protection to identify unauthorized servers.

: Allows you to work with black lists, 

which are lists of servers that always should be denied use of this MTA for mail transfer.

: Makes sure that only mail going to trusted networks, and to no other 

networks, is handled by your MTA.

 3. Save the modifications you have made to the  file and start the Postfix pro-
cess again by using . Your mail server is now ready to 
receive mail from the Internet. 
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Tuning Postfix with Lookup Tables

The main task of the Postfix mail server is to process mail. Based on the configuration you 
have created so far, your Postfix mail server is capable of doing so. You can also enhance 
the functionality of Postfix by applying rules. For this purpose, you can configure Postfix 
to use lookup tables. Many lookup tables are available, but none are created by default. 
For every lookup table that you want to use, you have to define it as a separate file in the 
directory  and activate it from variables in the file . After 
defining the lookup table, you need to convert it to the proper format by using the  
command. In general, applying settings from a lookup table is a  three- step procedure:

 1. . For example, to indicate what 
file should be used for the  lookup table, in , 
you would create the following line:

 2. Edit the lookup table file (for example, ) with an edi-
tor and make all required modifications.

 3. Use the  command to write the lookup table in the appropriate format; for 
example, .

All lookup tables are created according to the same syntax rules. It may not surprise 
you that a line starting with a  is not interpreted as a command line. Less obvious is that 
a line that begins with a space is regarded as a continuation of the previous line. You 
should therefore be very careful not to include any spaces in a line by accident. You can 
use the following lookup tables:

: Use to deny or accept mail from given hosts.

: Use to specify an address mapping for local and nonlocal addresses.

: Use to specify address mappings for the address of the recipi-
ent of a message. 

: Use to provide information about a new location a user has moved to. 

: Use to specify address mappings for the address of the sender of 
an outgoing or incoming mail message.

: Use to specify a mapping from a mail address to a message delivery or 
relay host. 

: Use to rewrite recipient addresses for all local, virtual, and remote mail 
destinations. This is not like the  table, described next, which is used for 
local destinations only.
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The  lookup table is the only lookup table that does not have a configuration 
file in ; it is in the  directory instead. The purpose of the  lookup 
table is to rewrite recipient addresses for local destinations. 

The following sections provide more information on the use of all these lookup 
tables. 

The access Lookup Table

You can use the  lookup table to reject or allow messages from a list of defined 
senders. This table is evaluated by the  daemon for all incoming messages. To 
activate this table, add the line  
to . Then, in the  file, you specify a list of mail addresses (in 
the first column) and an action for each mail address (in the second column). You can 
specify the  e-mail addresses as patterns. You can refer to an actual  e-mail address (

), but you also can refer to complete or partial IP addresses or domain 
names. The following are the possible actions that you can specify for each mail address:

: The  e-mail is rejected with a numerical code (
821, followed by the text message specified here.

: The  e-mail is rejected with a generic error message.

: The message is accepted.

: The message is discarded and no information is sent to the sender. 

An example of the contents of the  lookup table follows:

The canonical Lookup Table

The  lookup table is very powerful: it rewrites both sender and recipient 
addresses of both incoming and outgoing mail. These addresses are rewritten not only 
in the header of your message, but also in the envelope. The  lookup table is 
processed by the  daemon. To activate this table, add the following line to 

:
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In the first column of the  table, you specify addresses or domain names 
that should be rewritten. The second column of the  table specifies the  e-mail 
address to which the mail has to be routed. An example of the contents of the  
table follows:

You should be aware that the  lookup table works on both  e-mail recipients 
and senders. If you want to rewrite only recipient addresses or only sender addresses, use 
the  or  lookup table, respectively, instead.

The recipient_canonical Lookup Table

The  table is used in the same way as the  table to rewrite 
 e-mail addresses. Whereas the  table works on both recipient and sender 
addresses, the  table is used just on recipient addresses of incoming 
and outgoing mail. The syntax of this table is exactly the same as the syntax of the 

 table. To activate it, use the following entry in :

The sender_canonical Lookup Table

Whereas the  table is used to rewrite recipient addresses, the 
 table is used to rewrite sender addresses of incoming and outgoing mail. This 

table is read as well by the  daemon, and you can activate the table by including 
the following in :

The relocated Lookup Table 

When a user is no longer valid on your mail system, you can choose to just let the mail 
messages to that user bounce. As an alternative, you can send a reply to the sender of an 
incoming mail to that user, informing the sender where the user currently can be found. 
To activate the  lookup table, add the following to :

When processing mail, the  daemon checks the  file to see if there is 
a matching line. The first column in this file contains a reference to the  e-mail address 
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of the former user. This may be the plain mail address of this user, or it may be a regu-
lar expression that makes sure that a series of mail addresses is matched. In the second 
column, there is an informational message. This can be just the new  e-mail address, but 
it can also include other information on how to contact the user. An example of the con-
tents of the  table follows:

The transport Lookup Table

The main purpose of the  table is to route  e-mail messages. It makes a decision 
on incoming mail: is this message going to be processed by the local mail server, or by 
another mail server? To use this table, add the following to :

The first column provides a description of the recipient address in the message. This 
can be a user ( ) or a domain. If a domain is used, there is a differ-
ence between  and . The former is for messages that are sent just to 
that domain, whereas the latter includes its subdomains as well. Including information 
on subdomains is the default behavior, so it is normally not necessary to include them. 
The second column indicates how the message should be handled, using the notation 

. For , possible values are , , or , specifying the 
method to use to contact the next hop.  refers to the machine that should be con-
tacted to process this message. An example of the  table follows:

The virtual Lookup Table

To make sending messages to the right person easier to understand, the administrator 
can choose to use virtual domains. These can be considered subdomains of a real DNS 
domain. The virtual domain is a domain that does not really exist in DNS; it only exists on 
the MTA. When mail comes in for a user in the virtual domain, the  table makes 
sure it is delivered to the correct user in the real domain. To activate the  domain 
table, add the following to :
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The first line of the  domain file can be considered a header for the rest of 
the file. The first column of the first line lists the name of the virtual domain itself. In the 
second column, you can put a random description. In the subsequent lines, users in the 
virtual domain are specified in the first column. The second column mentions the name 
of the real user to whom the mail has to be forwarded. An example of the contents of 
a  domain table follows:

The aliases Lookup Table

The  lookup table is used to define aliases in the file ; it is the only 
table that is not in , probably to maintain compatibility with the Send-
mail mail server, which can use the same file. To activate this table, add the following 
to :

The following is an example of the contents of the  file. The use of  
in front of the name of the user  ensures that the mail is delivered to a local user, 
whereas all other names can exist on a network system like NIS or LDAP as well. Also note 
that the use of multiple aliases in the same aliases file is possible, which allows you to 
make the system more flexible. 

If changes are made to the  file, make sure these changes are processed. 
You can use either of two commands to do that: , to process the 
changes in the Postfix style, or , to process the changes in the Sendmail style. 

Using Postfix Management Tools

Managing Postfix is not only about creating the configuration files with the correct syn-
tax. Some management tools are available as well. These administration tools all run from 
the command line. The following is an overview of the most important tools:
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: Used to generate the database file  from the file 
.

: Lists all  e-mail in the mail queue that has not yet been sent.

: Same as .

: Displays in a readable form the contents of a file in the queue directories. 

: Used to change the content of Postfix variable. If you run it without argu-
ments, an overview is provided of the current configuration of all variables. 

: Used as a troubleshooting command. Use  to find any con-
figuration errors. Use  to force all  e-mail from the deferred queue to 
be sent immediately. After making changes to the Postfix configuration files, use 

 to reload configuration files.

: Used to convert the lookup tables in the  directory to hash 
files.

: An important maintenance command.  removes all 
unneeded files and directories; running this command before starting the  
Postfix server is always recommended. If after a system crash old files still remain, 

 removes all unneeded old files. 

Receiving  E-mail Using IMAP or POP3
Postfix is the MTA that makes sure that mail is sent over the Internet. When this mail 
arrives at the destination server, a mechanism is needed to retrieve the  e-mail and 
deliver it to the computer of the end user. Basically, two methods are available: If using 
IMAP, the user establishes a connection to the server and interacts with their mail 
directly on the server. This is a good solution if the end user always has a connection to 
the mail server. If that isn’t the case, it is more useful to use POP3, which transfers all 
mail to the computer of the client. Be aware, however, that a client using POP3 has the 
option to keep the mail messages on the mail server, and that most IMAP mail clients 
offer an option to store mail offline.

Ubuntu Server offers different solutions to receive  e-mail. In this chapter we’ll cover 
the following:

Cyrus IMAPd: A complete solution that allows users to access mail by using either 
IMAP or POP3

Procmail: A solution that allows you to filter incoming mail.

Qpopper: An easy solution that offers POP3 functionality only
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Fetching  E-mail Using Cyrus IMAPd

Cyrus IMAPd is a very flexible service that can be used to get incoming mail. In this sec-
tion, you will learn how to install and configure this MDA.

Installing Cyrus IMAPd

The first step is to install Cyrus IMAPd. For this purpose, you need the  pack-
age; use  to install it. To install the management utilities as 
well, use in. Once the package is installed, you have to con-
figure Postfix to provide  e-mail through Cyrus IMAPd. Include the following in the Postfix 

 file:

From , Postfix calls the  program, which delivers all  e-mail to recipi-
ents on the system. This program replaces the Postfix  program. In order for Cyrus 
IMAPd to do this, all recipients must exist as local users in  on the server 
where Postfix is used. Another task you need to perform to make Cyrus IMAPd respon-
sible for all incoming mail is to modify . In the  lookup 
table, you enter a line in which specify your domain and specify that  is the respon-
sible handler for incoming mail:

After you make this modification, generate the corresponding lookup table with the 
command .

Understanding Cyrus IMAPd

To implement Cyrus IMAPd successfully, you first need to understand all the compo-
nents that are written to your system when installing Cyrus IMAPd:

: This is the basic configuration file Cyrus works with. The file con-
tains generic settings that define how Cyrus will work. Normally, it is not necessary 
to make changes to this file.

: In this file, the working of the IMAP protocol is defined. Some 
important settings are made in this file, as you can read later in this chapter.
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: In this directory, you find several important files that Cyrus works 
with. These include log files, database files, and files that contain information 
about mailboxes of users on your system.

: This file includes all mailboxes. Make sure you back 
it up on a regular basis. 

: If you are using the Cyrus mechanism for logging, its log files 
are stored here. In this directory, a file is created that has a name that is equivalent 
to the PID of the Cyrus IMAPd process. 

: In this directory, you can add quotas for the accounts on 
your server.

: If you need to shut down the system, create this file. In 
the file, you can include a line that will be sent to connected clients. Normally this 
line would be a warning telling the clients to disconnect. Also, when this file exists, 
no new connections can be made, thus allowing you to shut down the system for 
maintenance. 

: Use this file to send a message to clients when they con-
nect. The first line in this file will be displayed to connecting clients.

Configuring /etc/imapd.conf

The main configuration file for the Cyrus server is . This file contains sev-
eral settings that define how the server is to be used. Some of the most important settings 
are listed and described next:

: Specifies the directory that contains the working environment 
and important configuration files for your server. By default, it is set to 

.

: Specifies the location in which the mailboxes are stored. By 
default, it is set to .

: Lists users with administrative permissions for the Cyrus IMAPd server. 
By default, only the user  has administrative permissions.

: Specifies whether a user is allowed to connect without pro-
viding a username and password. This is very bad practice with regard to security, 
so always make sure this is set to .
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: Specifies the maximum amount of  e-mail data that can be stored 
in a user’s mailbox. By default, it is set to , which equals 10 MB; you probably 
want to increase that. If set to , the user is not allowed to create new mail folders, 
and if set to , no quota is applied. 

: Specifies when the user should get a warning that he is running out of 
available disk space. By default, this parameter is set to .

: Specifies the number of minutes after which an inactive client is discon-
nected automatically.

: Specifies the authentication method that should be used. 
By default,  is used for this purpose. This makes sure that passwords are 
transmitted over the network with some basic encryption applied to them. 

After making modifications to the  file, you should restart the IMAPd 
server. If  is used for secure transmission of authentication data over the net-
work, two processes are needed: first start , and then use 

 to start the Cyrus mail server as well. To make sure that  is started, edit the 
configuration file  and set the parameter .

Managing User Mailboxes

The first step in managing user mailboxes is to add users to the system. These users are 
normal Linux users that you add to . These users don’t need a home directory, 
because all they use is their mailboxes that are stored in . Also, no shell is 
needed. However, the users do need the ability to reset their passwords. Therefore, make 
sure  is specified as the default shell.

After you install the mail server and add users to your system, you can start adminis-
tration. To perform administration tasks, you need the user account . Be aware that 
no default password is added for this user, so you need to set it manually. After setting it, 
you can use the  command for administration of the Cyrus server. This command 
opens an interactive shell in which you can use several administration commands. To 
activate this shell, use the  command. Next, you 
can start administration tasks. A summary of the most important commands that you can 
use follows:

: Lists the names of all mailboxes.

: Creates a mailbox. The user for whom you are creating the mailbox 
must have a valid account in .

: Deletes a mailbox.
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: Sets a quota on a mailbox.

: Gives an overview of quotas that are applied currently.

If, for example, you want to create a mailbox for user , follow these steps:

 1. Make sure that user  exists in .

 2. Open the  tool using .

 3. From the  interactive shell, use  to create a mailbox 
for your user. Make sure the username is specified as . This also sets 
default permissions to the mailbox, which allows the user to use his own mailbox. 

 4. Use  to check that the mailbox has been created successfully. 

 5. Close the interactive interface, using the  command. 

Basically, this is everything you need to create a mailbox for users. Of course, many 
more options are available from the  interface. You can get an overview of all 
options by using the  command from within the administration interface. 

Filtering Incoming  E-mail with procmail

When mail is coming in to your server, you can filter this mail and determine where the 
mail needs to be stored by using the  MDA. Use  to 
install it.  can sort  e-mail automatically, forward it to other recipients, or delete 
it automatically according to some criteria the user has specified. This can be useful as 
a kind of primitive spam filter.

To use , you have to call it from the  file. This is normally 
done with the following line, so make sure it exists:

When it is activated, you can use  to set up automatic  e-mail filtering and 
redistribution. By default,  e-mail is delivered to the user mailboxes in . 
You can change this default behavior by creating a  file in the home directory 
of the individual user.  Listing 10-3 provides an example of automatic mail filtering per-
formed by .
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 Listing 10-3. Example of .procmail Mail Filtering File

In this example, after some specific variables have been set that specify where mail 
binaries can be found, three rules are applied. The first rule specifies that data in the  
field will be compared to . If there is a match, the mail is automatically for-
warded to the Somedomain folder in the mailbox of the user. The second rule specifies 
that all messages that have “viagra” in the message subject line are forwarded automati-
cally to the spam folder. This is a very primitive way of handling spam. The third rule 
specifies that all other mail (matching the  criterion) is placed in the folder Inbox.

Getting  E-mail with POP3 Using Qpopper

Qpopper is an excellent choice if you want to set up a simple POP3 server. To install it, 
use . This adds a line to  to start it automatically. 
Since using  is not a recommended method, I suggest starting Qpopper through 

. To do this, use  first to install it, and then create a file 
with the name  that has the same contents as the example file in 
 Listing 10-4.

Note Running Qpopper through  is a viable solution if the mail server is not too busy. If it is, you 
should make sure that it is started as a real daemon that is available at all times. If not, Qpopper will suffer 
from bad performance.
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 Listing 10-4. Example of the /etc/xinetd.d/qpopper Configuration File

In this example, the most important line is . This line makes sure the 
Qpopper service is started automatically when a POP request is incoming. After you make 
the required modifications to this file, make sure to (re)start  by using 

. After you make sure that Qpopper is started, just one task remains. 
As an end user, you have to configure your favorite POP client and connect to the POP3 
server. You will see that  e-mail automatically starts coming in to your mailbox.

Summary
This chapter explained the basics of how to set up Ubuntu Server as a mail server. You 
learned how to configure Postfix as an  easy-to- maintain MTA that exchanges mail with 
other servers on the Internet and makes sure users in your network can be reached from 
everywhere. You also learned how to set up Cyrus IMAPd as an IMAP mail server and 
how to use Qpopper as a very easily configured POP mail client. This chapter didn’t cover 
every aspect of setting up a successful mail server, only the basics. You should be aware 
that setting up a mail server involves more than just making the processes work. For 
example, you should configure spam and virus protection, which goes beyond the scope 
of this chapter.
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C H A P T E R  1 1

Managing Ubuntu Server 
Security
Configuring Cryptography and 
AppArmor

Ubuntu Server offers some powerful security options. In this chapter you’ll learn how 
to set up two important security solutions. First, you’ll learn how to create and manage 
a PKI environment and certificate authority, using OpenSSL cryptography. Next, you’ll 
be introduced to AppArmor, a new feature in Ubuntu Server 8.04 that helps you to secure 
individual applications.

Managing Cryptography
In the age of the Internet, cryptography has become increasingly important. When data is 
sent across insecure networks, you need to make sure the data is protected. When com-
municating with a host on the other side of the world, you need to make sure that the 
host really is the host you think it is (authentication). To do this, cryptography can help. 
In this section you will learn how to use OpenSSL to implement a secure cryptographic 
infrastructure. The following subjects are discussed:
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Introduction to SSL

Before Netscape invented the Secure Sockets Layer (SSL) protocol in 1994, there was no 
good way to protect data against the eyes of interceptors when the data traveled across 
the Internet. With SSL, data can be encrypted and clients and servers can be authenti-
cated using digital certificates. These digital certificates are based on the X.509 standard 
and contain not only the public key of any party on the Internet, but also a digital signa-
ture that guarantees the authenticity of that public key. 

Netscape wanted SSL to become an Internet standard, so it released enough infor-
mation to enable others to create SSL libraries as well. The OpenSSL suite that is used in 
Linux environments is a direct result of that. In 1999, SSL’s successor was introduced, 
Transport Layer Security (TLS). The only fundamental difference between SSL and TLS is 
that TLS is standardized by the Internet Engineering Task Force (IETF).

Public and Private Keys

SSL works with public/private key pairs. These can be used for two purposes: to prove 
identity and to encrypt messages. In an SSL environment, every host must have its own 
public/private key pair. 

As an example of how SSL works, imagine that Linda wants to send an encrypted 
 e-mail message to Kylie. To send an encrypted message, a user always needs the public 
key of the user to whom they want to send the encrypted message, so Linda first needs to 
get Kylie’s public key. To make sure that everyone has easy access to a copy of her public 
key, Kylie can, for example, publish her public key on a web site, put it in an LDAP Direc-
tory server, or attach it to every  e-mail she sends out. After Linda has obtained Kylie’s 
public key, she can use it to encrypt the  e-mail message that she subsequently sends to 
Kylie. Because Kylie’s public key is directly related to the private key that only Kylie has 
access to, only Kylie, using her private key, is able to decrypt the message. 

Public/private key pairs can also be used to establish identity. An example of this 
is Secure Shell (SSH)  key- based authentication. (SSH is covered in my book Beginning 
Ubuntu LTS Server Administration, Second Edition, also published by Apress in 2008.) In 
such a scenario, the user who wants to authenticate makes sure that a copy of his public 
key is stored on the server on which he wants to authenticate. Next, on authentication, 
the server sends a random message to the user asking him to sign it with his private key. 
The client then sends the signed data to the sever and the server decrypts the data with 
the client’s public key. If the decrypted data matches the previously sent data, the client is 
authenticated, because he has proven his identity.
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The Need for a Certificate Authority

The scenario described in the preceding section is realistic and works well, but there is 
one problem: when Linda receives Kylie’s public key, how can she be sure that it is Kylie’s 
public key and not the public key of someone pretending to be Kylie? That’s where the 

users and servers. It does so by signing this public key with its own private key. The result 
of this is a public key certificate in which the public key of the user is present, together 

this guaranteed public key certificate without consulting the user. If on the other hand 

user application notifies the user about the issue and allows the user to decide what to do 
with that certificate. Of course, the user can decide to trust that the public key in the cer-
tificate is authentic, but there is no way to guarantee that. 

Local CAs run within a company and are used to create certificates for 
keys of individual servers.

Trusted root CAs that are trusted by everyone and used to create keys for 

The reason the trusted root is trusted is that most applications already have the pub-

accept the certificate signed by such a trusted root. It is, however, not necessary for every 

guarantees the authenticity of the public key in your certificate, you need to get it signed 
by a trusted root instance. VeriSign is a  well- known example of a company that can do 
that for you. By using a trusted root, a chain of trust is created. 

In a chain of trust, the certificate of the end user is signed by your own  in- company 

certificate is for use within your company only, by a trusted root that you have created for 
your company. When a user receives this certificate, she will not be able to verify the cer-

by a trusted root that is well known, an encrypted session can be established without 
problems. The bottom line is that when a certificate is signed by a trusted root, it is safe. 
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external parties. If trust with external parties is not a requirement, as an alternative, you 

good as a solution in which trust is guaranteed by an external party, but if you have the 
option to manage within your network all workstations that work with this certificate, the 
guarantee of an external party isn’t necessary. Just copy the public key certificate of your 

Tip If someone is able to steal the private key from your CA, all keys signed by that CA are compromised. 
Therefore, you should make sure the private key cannot be stolen. A good method to ensure that does not 
happen is to create a dedicated CA and isolate it from the network. The CA only needs to sign public keys, 
and it doesn’t need a network connection to do so.

Creating a Certificate Authority and Server Certificates

To  command. 
In this section you’ll learn how to use the  command to create a certificate and 

The following steps explain how to proceed:

 1. Decide where you want to create the directory structure in which you want to 

users. The home directory of the user , for example, might be a good location, 
because no ordinary users have access to this directory. From the directory of your 
choice, start with 
its files. 

 2. Next, some subdirectories must be created in this  directory. The names of 
these subdirectories are predefined in the configuration file , 
so don’t try anything creative unless you are willing to change all settings in this 
configuration file as well. The command  creates 
these subdirectories for you. The following list describes the purpose of each of 
these subdirectories:
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: Stores all signed public key certificates. This directory can be publicly 
accessible.

: Stores all new certificates that haven’t been signed yet. 

: Stores the private key of your server. Protect it like the crown jewels! 
The least you should do is give this directory permission mode 700 (

). 

 3. To make creating the certificate -
tion file . In this file you will find some default settings that 

required. You at least need to make sure that all directory paths are accurate, by 
modifying the  and  variables. Also, it is a good idea to set the names of the 
certificates to the correct value.  Listing 11-1 shows an example of what this should 
look like. All nonessential parameters have been omitted from the listing.

 Listing 11-1. Some Important Settings from openssl.cnf

 4. Now that you have properly tuned the configuration file, you can create 

  The main command used here is . This command has several parameters 
that can be used as if they were independent commands. The parameter  is 
used to create the  self- signed certificate (check its man page to see everything 
it can be used for). To make clear where these keys should be created,  is 
used to specify where to put the private key, and  is used to define the location 
of the public key. All the other options are used to specify with what parameters 
the key must be created. 
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 5. 
 Listing 11-2). The most important is the prompt for a pass phrase. Using a pass 

without a pass phrase, it would be possible for anyone accessing your machine 

worthless. You will also be prompted to enter a Distinguished Name, which is the 
complete name of the server using the key. Often it is similar to the fully qualified 
DNS domain name.

 Listing 11-2. Creating the Public/Private Key Pair for the CA

Note You should always check the output of the  commands carefully. It’s not easy to see errors, 
but it is easy to make them through small typing mistakes. You should fix all errors before proceeding to the 
next step.



CHAPTER 11   MANAGING UBUNTU SERVER SECURITY 287

 6. -
cates, used for any purpose. For example, you can create server certificates for 
secure  e-mail or create client certificates to connect a notebook to a VPN gate-
way. Before you can start creating your own certificates, you need to create the 
OpenSSL database. This database consists of two files in which OpenSSL keeps 
track of all the certificates that it has issued; you need to create these two files 
manually before you start. To create this simple database, change to the home 

, and then use . 

 7. Now that you have the database index files, you need to create the key pair and the 
associated key signing request. To do this, first use  to go to the 

  This example uses the name , which makes it easy to identify what 
the key is used for; you can use any name you like here. With this command, you 
have created a new key pair, of which the private key is stored in 

te, and the public key is dropped in ts.  Listing 11-3 shows 
the process of creating these keys.

 Listing 11-3. Creating a Public/Private Key Pair for Your Server
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 8. You 

your own server, you would now copy it to the server that does the signing. In this 

following command: 

  
In this command, for signing the key, the default policy is used, , 
which is defined as the default setting in the  configuration file. The 
option  is used to limit the amount of output produced by this command. 
Then the name of the resulting certificate is given: . This 
certificate can be created only because earlier you created a signing request with 
the name . This  request is in the  direc-
tory. In a situation in which you need to sign a public key that is generated on 
another server, you only have to make sure that this public key is copied to this 
directory; the signing request would find it and the public key certificate would 
be created without any problem.  Listing 11-4 shows the output that is generated 
when signing this certificate.

 Listing 11-4. Signing the Certificate Just Created
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You now have created the public/private key pair for your mail server and you have 
 

command, check . Also note that each option, such as  and , has its 
own man page. 
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Securing Applications with AppArmor
Installing a firewall is one important element in ensuring the security of servers and 
networks. A firewall, however, won’t protect you if there is a security hole in your applica-
tion. For example, a  buffer- overflow problem could give an intruder  access to your 
system without any limitation. Therefore, you need a solution to secure applications 
on a  per- application basis. AppArmor is such a solution and it is integrated in Ubuntu 
Server. AppArmor uses the security framework in the Linux kernel to make sure that an 
application can only perform tasks defined in an AppArmor profile, no matter what the 
name is of the user account that the application is started with. In this section you’ll learn 
how to configure AppArmor. 

Note An alternative to AppArmor is SELinux, which is used by other Linux distributions, such as Red Hat. 
On Ubuntu Server, AppArmor is used because it is much easier to configure and offers the same level of pro-
tection.

AppArmor Components

Before you start to install and use AppArmor, it is useful to understand how it works. The 
core component of AppArmor is the profile. You can create a profile for every applica-
tion, and in that profile you can define exactly what the application can and cannot do. 
The functionality of AppArmor profiles is based on two Linux kernel modules,  
and , that hook in directly to the Linux Security Modules (LSM) framework of 
the kernel. These modules, which load as soon as you start working with AppArmor, work 
together to make it possible to use POSIX capabilities to define exactly what an applica-
tion can and cannot do. 

You can consider the set of POSIX capabilities to be an addition to the Linux per-
missions system. Whereas a permission defines what a user can do to a file, a capability 
defines what actions the user can perform on the system as a whole, including files. For 
example, the  capability allows users to write to the audit log, and the 

 capability allows users to change UIDs and GIDs. Normal users by default 
have limited capabilities, whereas user  has all of them. That is also why user  is 
 all- powerful on your Linux server and has no real limitations.

Note The POSIX standard defines common standards for Linux and UNIX operating systems. POSIX capa-
bilities include all actions that can happen on a Linux (and UNIX) system.
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Basically, if an application is started as  and has an AppArmor profile as well, the 
AppArmor profile determines what the application can do, regardless of the fact that the 
user is logged in as . That means that with AppArmor, you can even create limitations 
for .

An AppArmor profile defines an application’s capabilities and  file- access permis-
sions.  Listing 11-5 gives an example of how these capabilities and permissions are applied 
in the default profile for . You can find this example profile in 

.

 Listing 11-5. Example Profile for ntpd
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Note The reason that SUSE and Novell are referenced in this example AppArmor profile is that AppArmor 
is open source technology owned by Novell. Some elements, such as the profiles that are used, are applied 
on Ubuntu without any modifications.
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 Listing 11-5 first includes some additional configuration files. Next, the POSIX 
capabilities that are needed for this program are defined. If the program would run as 

, it would have access to all 31 capabilities defined in the POSIX standard. Together, 
these capabilities allow for complete access to the system. In this case, you can see that 
the number of capabilities is limited to seven. For a complete list of all capabilities, 
consult . Following the capabilities, a list of files and directories is 
provided, and for each of these files and directories, the profile defines the permissions 
that the process has.  Table 11-1 gives an overview of all permissions that you can use in 
AppArmor. 

 Table 11-1. Overview of AppArmor Permissions

Permission Use

 Gives read access to the resource.

 Gives write access to the file. This also allows the program to remove the file.

 Gives link access to a file. This allows a process to create or remove links.

 Allows executable files to be loaded in memory (known as executable mapping).

  Sets the mode to inherit execute, which allows a program that is executed by this 
program to inherit the current profile settings for execution.

  Sets the mode to discrete profile execute, which indicates that a program needs its 
own AppArmor profile.

  Indicates that the program needs its own profile, but is allowed to load its envi-
ronment variables without that.

  Allows the program to run without any AppArmor profile restrictions being 
applied to it. Don’t use this permission, because it is insecure. 

  Allows the program to run without any AppArmor profile restrictions being 
applied to it in its own environment. Don’t use this permission, because it is 
insecure.

Installing and Starting AppArmor

Installing AppArmor is easy: it is installed by default. Also, many applications that have an 
AppArmor profile will automatically install this profile. I recommend installing the avail-
able additional profiles as well, by using the following command: 
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To start AppArmor, some services are needed. You can start these services manu-
ally with the  command. To stop AppArmor, use 

, or use  if you want to unload the AppArmor ker-
nel modules also. If AppArmor is installed, you don’t need to include AppArmor services 
in the startup procedure, because AppArmor will load automatically when your server 
boots. AppArmor also has a restart/reload option, which you activate with 

 or . There is no difference between these 
two commands; both force AppArmor to reread its configuration. Be aware, however, that 
if you reload the AppArmor configuration, all applications that are confined by AppArmor 
should be reloaded as well. Therefore, it may be a better idea just to restart your complete 
server, using the  command as .

Creating and Managing AppArmor Profiles 

To create and manage profiles, several  command- line tools are available. The most useful 
command is , short for generate profile. This section shows you how use this com-
mand to create an AppArmor profile for the  application.

Note w3m is a  text- based web browser. It doesn’t offer the same functionality as a  full- scale graphical 
browser, but it is useful anyway. Use  to install it on your server if necessary.

The following steps show how to create a profile for w3m with :

 1. From a terminal window, use the  command, followed by the name of 
the application that you want to profile. For example, use  to create 
a profile for the w3m browser. If no current profile for this program exists on your 
server and this is the first time you have started the profiling application for this 
program,  asks whether you want to access the online profile repository 
to see if a profile for your application exists in there. In general, it is a good idea 
to download profiles from the online profile repository, but to teach you how you 
can create a profile yourself, do not select this option in this procedure. Instead, 
press D to tell  that you don’t want to go to the online profile directory. 
 Listing 11-6 shows the output produced by  at this stage.
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 Listing 11-6. Use genprof to Tell AppArmor You Want to Create Another Profile

Note You could use a plain text console as well to run , but for multitasking reasons, it is much 
more convenient to run it from a terminal window in a graphical session. If you don’t have a graphical envi-
ronment available, you can use virtual consoles, which are activated with the Alt+<Function key> keystroke.

 2. Leave the  command running in a console and start the program for which 
you want to create the profile (see  Listing 11-7). Make sure that you use as much 
as possible of its functionality. For a web browser like w3m, that means you have 
to visit several web pages (make sure to visit some that start scripts as well), open 
a file, and so on. 

 Listing 11-7. To Create a Reliable Profile, Use As Much of the Program Functionality 
As Possible
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 3. When you are finished using the application, press S in the terminal where  
is running, to start scanning the log file to analyze what exactly the application 
needs to do its work. The  command next asks you what to do for each 
event it has detected for your application (see  Listing 11-8 for some examples). 

 Listing 11-8. When Creating the Profile, Authorize Every Part of Your Application
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  To create the profile,  calls the  command in the background; 
 is specially designed to analyze the AppArmor log file 

. If the profiled application needs to access a program,  gives you 
the following possibilities:

Inherit: The executed program inherits the permissions of its parent program.

Profile
program.

Unconfined: Allows the program to run without a security profile. 

Deny: Denies access to the program that is called by the program you are creat-
ing the profile for. For instance, in  Listing 11-8 you can see that w3m calls the 

 shell. If at this point you deny access, that would mean that your program 
would never be able to start this subshell. This would probably break the func-
tionality of your program.

  In the profiled application needs to access a file, you have the following options:

Allow: Gives access to the file.

Deny: Prevents the program from accessing this file.
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Glob: Selecting Glob once replaces the filename with an asterisk, including all 
files in the directory. Selecting Glob a second time allows your application to 
access files in the parent directory of the directory in which the file is located.

Glob w/Ext: Selecting this option once gives the program access to all files that 
have the same extension as the selected file. Selecting this option a second 
time gives the program access to all files with the same extension in the parent 
directory of the directory in which the file is located.

 4. After you have indicated for each event what you want to do with it, from the 
 window, press the F key. This terminates  activity and creates the 

profile. 

 5. 
behave according to the rules that you have just created in the profile in /

/ .

Updating a Profile

If a profile already exists for your application, you can update it using a specific proce-
dure. In this procedure, you first have to put your application in complain mode, by using 
the  command. By doing this, you activate learning mode for the program 
that is specified. To activate this mode for the program w3m, you could use 

. You can also refer directly to its profile file: . 
It’s even possible to apply a generic update on all profiles that currently exist, by using 

. Once the programs are in complain mode, you can start 
using them. If you have used enough functionality to update the program, you can now 
update the profile. Use  to update all profiles, or 

 to update the profile of a specific application.

Monitoring AppArmor’s Status

This section introduces several commands that you can use to monitor AppArmor’s sta-
tus from the command line. 

The  command gives you a generic overview of current 
AppArmor activity, as shown in the example in  Listing 11-9.
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 Listing 11-9. apparmor status Displays Current AppArmor Activity

When you see that AppArmor is protecting some processes (as indicated in the 
lines that specify processes are in enforce mode), you probably want to find out what 
processes these are. To do this, have a look at the 

 file. This shows a complete list of all process files that currently are protected by 
AppArmor. For an example of its contents, see  Listing 11-10.
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 Listing 11-10. /sys/kernel/security/apparmor/profiles Lists All Process Files Currently 
Protected by AppArmor

A third command that is pretty useful to monitor the current status of AppArmor 
is . This command shows you a list of all processes that currently are active 
but do not have an AppArmor profile loaded. In other words, these are the unprotected 
commands for which you should consider creating and loading a profile as well. See 
 Listing 11-11 for an example.

 Listing 11-11. unconfined Generates a List of All Running Programs Not Protected by 
AppArmor
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Summary
Security is an important feature on every server. In this chapter you learned about 
two important  security- related items. First, you learned how to use  to create 
a certificate authority and sign your own public key certificates. In the second part 
of this chapter, you learned how to use AppArmor to add an additional layer of secu-
rity to your applications. In the next chapter, you will learn how to configure Ubuntu 
Server as a VPN server.
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Configuring Ubuntu Server  
As a VPN Server
Networking Securely over  
the Internet

If you need to connect securely to a server that is not on your site, one option is to 
purchase a dedicated line. Unfortunately, dedicated lines are expensive. A cheap and 
very common alternative is to configure a Virtual Private Network (VPN), a connection 
between two sites or two computers that goes over the Internet. VPNs are available as 
hardware appliances, but it is relatively easy to configure Linux as a VPN server. 

Because the Internet by nature is an unsecured network, you have to implement 
security measures when setting up a VPN. These security measures are applied by using 
encryption. Several solutions are available to create a VPN. You are probably already 
familiar with one of them: when you establish an SSH session with your server and start 
a program on your server that displays its output on the local workstation, basically you 
are using a VPN. However, an SSH VPN is not the most versatile VPN solution. A very 
popular and versatile Linux VPN solution is OpenVPN, which uses functionality from the 
OpenSSL package to ensure its security. In this chapter you’ll learn how to set up a VPN 
that is based on OpenVPN. 

Installing and Configuring OpenVPN
As with most software on Ubuntu Server, installing OpenVPN is not too hard: just run 

 to download and install the software. The installation process 
installs all software and also starts the  daemon. You can manipulate the process 
from its  scripts as well. For example, you can start it with  
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and stop it with . Unfortunately, the  script doesn’t provide 
an option to get the current status of the  software.

Before you set up the VPN itself, as covered later in this section, you need a clear 
understanding of the way in which a VPN normally is configured, as described next.

VPN Networking

In most VPN solutions, a dedicated network interface is created and maintained by the 
VPN. In OpenVPN, this is the  interface, instead of the  interface you normally see 
for an Ethernet network card. Working with two interfaces makes configuring the VPN 
slightly complex. The node on which the VPN is configured has to distinguish between 
traffic that must be sent through the VPN to the other site and traffic that can be sent 
straight to the Internet or to other nodes in the same local network.  Figure 12-1 gives 
an overview of this situation. To make sure the node does this, you have to configure 
routing. 

 Figure 12-1. Schematic overview of a VPN configuration

Before going any further, you should determine if you want to use a routed VPN or 
a bridged VPN. OpenVPN offers both options. However, in most situations you will use 
routing. Routing is easier to set up and offers better flexibility with regard to access con-
trol. Bridging is useful only if you need to use very specific features of your VPN, such as 
in the following cases:
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nam-
ing server.

Generating Certificates

OpenVPN heavily relies on the use of certificates, so before you start to configure the 
VPN, you should set up a public key infrastructure (PKI). Before the mutual trust that is 
required on the VPN can be established, the server and client must exchange their PKI 
certificates. 

Note Although this chapter refers to a client/server VPN setup, a VPN can also be established between 
sites, in which case one site is configured as the client and the other is configured as the server.

In Chapter 11 you learned how to set up a certificate authority (CA). Because 
OpenVPN has its own scripts to set up the complete PKI infrastructure, this chapter also 
covers setting up the CA. If you already have a CA, you can skip this configuration and 
proceed to creating certificates for the client and the server.

Configuring the Certificate Authority

By default, you’ll find the OpenVPN scripts that help you to build the CA and its keys in 
the directory .0. Copy these scripts to 

 to prevent them from being overwritten when you’re updating software 
on your server.

When setting up a CA and associated certificates, you need to specify what country, 
province, and city you are in. You also need to enter other personal parameters, such as 
the name of your organization and the administrator  e-mail address. In OpenVPN, you 
enter these details in the file rs.  Listing 12-1 provides an exam-
ple of this file. Most of the lines in this example file can be used as displayed. You need to 
modify only the last four lines, which refer to your specific information.
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 Listing 12-1. vars Makes Passing the Appropriate Parameters Easier when Generating the CA
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After making sure that the  file contains the appropriate parameters, you can 
create the CA. You do this by executing three scripts from the  
directory:
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Of these commands, the first two just clean up the current configuration and pass 
to your current environment the variables you’ve set in rs. The 
latter command generates the CA for you.  Listing 12-2 gives an example of the output of 
these commands.

 Listing 12-2. Generating the Certificate Authority with the  easy- rsa Scripts

Creating Server Keys

At this point the CA is available and you can generate keys. The following command 
creates the keys for the server (replace  with the actual name of your server):

Executing this command starts an interactive command sequence. When it asks if 
you want to sign the keys as well, enter . This makes sure that you can start using the 
keys immediately.  Listing 12-3 shows the output of the  command.
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 Listing 12-3. Use  build-key- server to Create Keys for Your Server
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Creating Client Keys

Now that the server keys have been created, you can create keys for your client as well. 
Creating client keys is almost the same procedure as creating the server keys, but you use 

, still from the  directory. Replace  with the 
actual name of the client you are creating the keys for.  Listing 12-4 shows the output of 
this command. When you run this command, answer yes to the questions that are asked.

 Listing 12-4. Use  build- key to Create Keys for Your Clients
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Generating  Diffie- Hellman Parameters

You now have a public/private key pair for your server and for your client. Next, you 
need to generate the  Diffie- Hellman parameters that are required for the key exchange 
between client and server. Use the  command from  to 
generate these parameters.  Listing 12-5 shows the output of this command.

Note The  Diffie- Hellman key exchange is a cryptographic protocol that is needed to exchange two sym-
metric keys over a unsecured channel. You need these keys to establish a secure channel over which you 
can continue building the VPN.

 Listing 12-5. Use  build- dh to Generate the  Diffie- Hellman Parameters
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At this point, a set of keys is created in the directory ys. 
 Table 12-1 gives an overview of the keys and their use.

 Table 12-1. Overview of Keys Generated

Filename Needed By Purpose

 Server and all clients Root CA certificate

 Server Root CA key

 Server Diffie-Hellman parameters

 Server Server certificate

 Server Server key

 Client Client certificate

 Client Client key

Copying the Keys to the Client

Now that you have created all the keys, it is time to copy the client keys to the client. The 
following procedure summarizes how to do this:

 1. Use  to open a session to your client, and then create a directory in which you 
can store the keys, using . 

 2. Close the SSH session to your client, using the  command.
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 3. From your server, use  to copy the client keys to the client. The name of the 
client key should reflect the name of the client, so if your client’s name is , the 
keys should be named  and . The following command (when used 
from the  directory) copies the keys to the proper loca-
tion on the client:

 4. The client should have the certificate of your  in- company CA as well. You created 
this certificate earlier in this procedure, and it is stored in the file 

rt. Copy this as well, using the following command:

Configuring the VPN Server
Now that you have created the public and private keys, you can create the configuration 
files. Both the server and the client need a configuration file. (The next section covers 
the client configuration.) You can copy the sample files from 

es, which is recommended, because the sample configuration 
files already contain everything that you need to set up the VPN. 

By default, the sample  file creates a VPN in which a network interface 
with the name  is used for routing. This interface listens to client connections coming 
in on UDP port 1194 and distributes IP addresses from the  subnet. In most 
situations, this configuration works fine. There is one piece of information you have to 
change, though: the sample  file does not use the keys that you’ve just gener-
ated, so change the , , , and  parameters to reflect the proper keys.  Listing 12-6 
shows the most important lines from the lengthy sample configuration file.

 Listing 12-6. Critical Parameters from server.conf
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Now that you have created the configuration file for the server, it is time to start the 
OpenVPN service. You would normally do that by executing the  script 

, but because this is the first time you are starting it, you may want to see 
some more output. Therefore, run the following command:

If anything is wrong in your configuration, this command identifies it in its output. 
An example of such an error message is provided in  Listing 12-7.

 Listing 12-7. Starting openvpn from the Command Line Outputs Any Error Messages

As you can see in  Listing 12-7, the  program complains that it can’t find the 
 file that the configuration file refers to. This complaint is valid, because the 

files of my server keys have the name of the server itself. So, in my case, I have to replace 
 in the  file with . As  Listing 12-8 shows, the next attempt is more 

successful.
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 Listing 12-8. The Server Console Indicates a Successful Start of openvpn

You now can use Ctrl+C to interrupt the  service, and then restart it, but using 
the  script this time: . As you can see, no comments are 
output to your computer monitor, but when you use , you can see that a new 
device is added to your server. The VPN uses the  device to route all VPN traffic to the 
other side.  Listing 12-9 shows what it looks like.

 Listing 12-9. After a Successful Start of the VPN, a tun Device Is Added to the Server
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Configuring a Linux VPN Client
Now that the server is configured successfully, it’s time to create the client configura-
tion. Let’s start with a Ubuntu desktop client first. Before you configure it, make sure that 
the required software is installed. Install the  package just as you have done on 
the server. For instance, you can use  to install it from the 
command line. There is no need to do anything with the keys, because you have already 
copied them to the client.

Note In this procedure, you have created the client keys on the server. An alternative method is to cre-
ate them on the client and then issue a certificate signing request from the client to the server. This requires 
more work, but because the private key is created on the client computer and never leaves the client 
computer, it is also considered a more secure method. Consult Chapter 11 for more information about this 
procedure.

As on the server, you can use the sample  file from 
es. In this sample file, you must change the names of 

the key files you are referring to. Also, you should include the correct address of the VPN 
server. Normally, this is a public IP address that can be reached on the Internet. Before 
the client sets up the VPN connection, the client must contact this public address to set 
up the connection.  Figure 12-2 gives an overview of how the public IP address is used to 
set up the VPN connection.

 Figure 12-2. To initialize the VPN connection, the client first contacts the public IP address 
of the server.
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 Listing 12-10 shows an example of what the client configuration file looks like. In this 
file, I used an IP address from the private address range to contact the server. I did this 
because, in my test environment, I created the VPN connection over my private network. 
This can be useful if for some reason you don’t completely trust the private network. Nor-
mally, however, this would be the public IP address of the server.

 Listing 12-10. Example Client Configuration File

Now use the  command to test the connection:

In its verbose output, this command shows whether it has been successful. An exam-
ple is provided in  Listing 12-11.
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 Listing 12-11. Starting the Client Manually on the First Attempt Shows Whether It Was 
Successful
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If the client has started successfully, use Ctrl+C to stop it again. Next, you can start 
it using its  script: . After a successful start, you now have 
a  interface at the client as well. By monitoring this interface, you can get more details 
about the VPN connection, such as the IP address of the server and the number of pack-
ets sent over the VPN connection (see  Listing 12-12).

 Listing 12-12. The tun0 Interface on the Client Shows Status Information About the VPN 
Connection

By initializing the VPN connection, your routing configuration has also been 
changed. Changing the routing configuration makes sure that all packets destined for the 
VPN host are sent to the VPN host, whereas packets destined for the Internet or other net-
works follow the default route to your normal gateway.  Listing 12-13 shows what routing 
looks like after initializing a VPN connection on the client.
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 Listing 12-13. By Initializing the VPN, Routing Is Modified Automatically

Configuring Windows Clients

OpenVPN is available for Windows clients as well. First, you need to create keys for this 
client as well. To do this, follow the procedure described earlier in this chapter in the 
section “Generating Certificates.” To get the Windows client, download the graphical 
installer from . Install the program and then copy keys and certificates 
to the directory . In this directory, you should also create 
the client configuration file for your Windows machine. The name  is fine. 
You can see an example of its contents in  Listing 12-14.

Note On Windows, some of the extensions that OpenVPN uses are different. 

 Listing 12-14. Example Contents for client.opvn on Windows

After you create the configuration file on Windows,  right- click the OpenVPN icon in 
the taskbar (the red icon depicting two computers). 

Summary
In this chapter you have learned how to set up a VPN connection, using the popular 
OpenVPN package. In the next chapter, you will learn how to set up Kerberos and NTP.
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Configuring Kerberos and NTP  
on Ubuntu Server
Using an Alternative Method  
to Handle Authentication

The preceding two chapters explained how to use a public key infrastructure (PKI) to 
secure services. A PKI protects network traffic very well and can also be used for authen-
tication. Kerberos was developed purely as an authentication service and not to protect 
network traffic. Kerberos has become an increasingly popular choice for authentica-
tion, particularly because Microsoft uses it in Active Directory environments, including 
in Linux implementations of Active Directory. In this chapter, you’ll read how to set up 
Kerberos version 5 on Ubuntu Server. Because Kerberos heavily depends on proper time 
synchronization, I’ll first explain how to set up an NTP time server.

Configuring an NTP Time Server
To use Kerberos for authentication, the nodes involved must agree on the time that is 
used. If there is too much time difference between the Kerberos server and the Kerberos 
client, authentication will be refused. Therefore, it is a good idea to set up an NTP time 
server first. Once you have done that, you need to choose between the two Kerberos ver-
sions that are available: MIT Kerberos, which is the original Kerberos that was developed 
by the Massachusetts Institute of Technology, and Heimdal Kerberos, which was meant 
to be an improvement on MIT Kerberos but has never become very popular on Linux. 
For that reason, this chapter covers how to set up MIT Kerberos, version 5 in particular, 
which is the current version. Version 4 has some major security problems, so you should 
not use that version; use version 5 only.
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For many networked applications (Heartbeat clustering, for example, introduced in 
Chapter 7), knowing the correct time is essential for proper operation. On the Internet, 
the Network Time Protocol (NTP) is the de facto standard for time synchronization. In 
this section, you’ll learn how to configure your server as an NTP time server as well as an 
NTP client. This section covers the following subjects:

How NTP Works

The basic idea of NTP is that all servers on the Internet can synchronize time with one 
another. In this way, a global time can be established so that only minimal differences 
exist in the time setting on different servers. To reach this goal, all servers agree upon the 
same time, no matter what time zone they are in. This time is known as Universal Time 
Coordinated (UTC): a server receives its time in UTC and then calculates its local time 
from that by using its time zone setting.

Synchronizing time with other servers in an NTP hierarchy relies on the concept 
of stratums. Every server in the NTP hierarchy has a stratum setting between 1 and 15, 
inclusive, or 16 if the clock is not currently synchronized at all. The highest stratum level 
that a clock can use is 1. Typically, this is a server that’s connected directly to an atomic 
clock that has a very high degree of accuracy. The stratum level that is assigned to a server 
that’s directly connected to an external clock depends on the type of clock that’s used. In 
general, though, the more reliable the clock is, the higher the stratum level will be.

A server can get its time in two different ways: by synchronizing with another NTP 
time server or by using a reference clock. If a server synchronizes with an NTP time 
server, the stratum used on that server will be determined by the server it’s synchroniz-
ing with: if a server synchronizes with a stratum 3 time server, it automatically becomes 
a stratum 4 time server.

To specify what time your server is using, you have to edit the  con-
figuration file, in which you’ll find the  setting. To use UTC on your server, make sure 
its value is set to ; if you don’t want to use UTC, set it to . The latter choice is rea-
sonable only in an environment in which all servers are in the same local time zone.

The local time zone setting is maintained in the  binary file, which 
is created upon installation and contains information about your local time zone. To 
change it afterward, you need to create a link to the configuration file that contains infor-
mation on your local time zone. You can find these configuration files in 
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. Next, link the appropriate file to the  file. For example, 
 changes your local time zone setting to 

Middle European Time (MET).
If, on the other hand, a reference clock is used, a server does not get its time from 

a server on the Internet but instead determines its own time. Again, the default stratum 
used is determined by the type and brand of reference clock that’s used. If it’s a very reli-
able clock, such as one synchronized via GPS, the default stratum setting will be high. If 
a less reliable clock (such as the local clock in a computer) is used, the default stratum will 
be lower.

If a server gets its time from the Internet, it makes sense to use Internet time and use 
a very trustworthy time server. If no Internet connection is available, use an internal clock 
and set the stratum accordingly (which means lower). If you’re using your computer’s 
internal clock, for example, it makes sense to use a low stratum level, such as 5.

Configuring a  Stand- Alone NTP Time Server

Just two elements are needed to make your own NTP time server: the configuration file 
and the daemon process. First, make sure that all required software is installed, by run-
ning  as . Next, start the daemon process, , by using 
the  startup script. After you change the settings in the daemon’s config-
uration file, , to make the daemon work properly in your environment, you 
can start the daemon process manually by using .

The content of the NTP configuration file  really doesn’t have to be very 
complex. Basically, you just need three lines to create an NTP time server, as shown in 
 Listing 13-1.

 Listing 13-1. Example ntp.conf Configuration

The first line in  Listing 13-1 specifies what server the NTP daemon should use if 
the connection with the NTP time server is lost for a long period of time (specified 
in advanced settings); this line makes sure that the local clock in your server will not 
drift too much, by making a reference to a local clock. Every type of local clock has its 
own IP address from the range of loopback IP addresses. The format of this address is 

, where the third byte refers to the type of local clock that is used and the 
fourth byte refers to the instance of the clock your server is connected to. The default 
address to use to refer to the local computer clock is . Notice that all clocks 
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that can be used as an external reference clock connected locally to your server have their 
own IP address. The documentation for your clock tells you what address to use.

Tip Even if your server is connected to an NTP server that’s directly on the Internet, it makes sense to use 
at least one local external reference clock on your network as well, to ensure that time synchronization con-
tinues if the Internet connection fails for a long period of time.

The second line in  Listing 13-1 defines what should happen if the server falls back to 
the local external reference clock specified in the first line. This line starts with the key-
word  to indicate an abnormal situation. Here, the local clock should be used, and 
the server sets its stratum level to 10. By using this stratum, the server indicates that it’s 
not very trustworthy but that it can be used as a time source if necessary.

The last line in  Listing 13-1 shows what should happen under normal circumstances. 
This line normally refers to an IP address or a server name on the network of the Inter-
net service provider. As long as the connection with the NTP time server is fine, this line 
specifies the default behavior.

Pulling or Pushing the Time

An NTP time server can perform its work in two different ways: by pushing (broadcast-
ing) time across the network, or by allowing other servers to pull the time from it. In the 
default setting, the NTP server that gets its time from somewhere else regularly asks this 
server what time is used. When both nodes have their times synchronized, this setting 
will be incremented to a default value of 1,024 seconds. As an administrator, you can 
specify how often time needs to be synchronized by using the  and  argu-
ments on the line in  that refers to the NTP time server, as shown in the 
example in  Listing 13-2.

 Listing 13-2. Configuring the Synchronization Interval

The  setting determines how often a client should try to synchronize its time 
if time is not properly synchronized, and the  value indicates how often synchro-
nization should occur if time is properly synchronized. The values for the  and 

 parameters are kind of weird logarithmically: they refer to the power of 2 that 
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should be used. Therefore,  is actually 24 (which equals 16 seconds), and the 
default value of 1,024 seconds can be noted as  (210). Any value between 4 and 
17, inclusive, can be used.

If you are configuring an NTP node as a server, you can use the broadcast mechanism 
as well. This makes sense if your server is used as the NTP time server for local computers 
that are on the same network (because broadcast packets are not forwarded by routers). 
If you want to do this, make sure the line  (use the broadcast 
address for your network) is included in the  file on your server and that the 

 setting is used on the client computer.
If you want to configure a secure NTP time server, you should think twice before con-

figuring the  setting. Typically, a broadcast client takes its time from any server 
in the network, as long as it broadcasts NTP packets on the default NTP port 123. There-
fore, to change the time on all computers in your network, someone could introduce 
a bogus NTP time server with a very high stratum configured.

Configuring an NTP Client

The first thing to do when configuring a server to act as an NTP client is to make sure 
that the time is more or less accurate. If the difference is greater than 1,024 seconds, NTP 
considers the time source to be bogus and refuses to synchronize with it. Therefore, it’s 
recommended that you synchronize time on the NTP client manually before continuing. 
To manually synchronize the time, the  command is very useful: use it to get time 
only once from another server that offers NTP services. To use it, specify the name or IP 
address of the server you want to synchronize with as its argument:

By using this command, you’ll make a  once- only time adjustment on the client 
computer. After that, you can set up  for automatic synchronization on the client 
computer.

Caution Too often,  is used only for troubleshooting purposes, after the administrator finds out 
that  isn’t synchronizing properly. In this case, the administrator is likely to see a “socket already in 
use” error message. This happens because  has already claimed port 123 for NTP time synchroniza-
tion. You can verify this with the  command, which displays the application 
currently using port 123. Before  can be used successfully in this scenario, the administrator should 
make sure that  is shut down on the client by using .
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If the time difference between server and client is not greater than 1,000 seconds, 
 can be configured on the NTP client. A typical NTP client configuration is very 

simple—you just need to specify the server you want to get the time from, as in the fol-
lowing example:

You may also prefer to set a backup option by using the  option, but this is 
optional. Normally, I recommend that you don’t set this option on every single server in 
the network that’s using NTP. As an administrator, you might prefer to set this on one 
server in your network only and let all other NTP clients in your network get the time 
from that server. So, to create an NTP hierarchy, I recommend letting one or two servers 
in the network get their time from a reliable time source on the Internet, such as 

. Next, to ensure that an NTP time source is still available when the Internet con-
nection goes down, use the  option on the same servers. Doing so ensures that they 
will still be the servers with the highest stratum level in your network, and time services 
will not be interrupted.

Checking NTP Synchronization Status

After you’ve started the NTP service on all computers in your network, you probably want 
to know whether it’s working correctly. The first tool to use is the  command, 
which provides an overview of the current synchronization status. When using , 
you should be aware that it will always take some time to establish NTP synchronization. 
The delay occurs because an NTP client normally synchronizes only every 16 seconds, 
and it may fail to establish correct synchronization the first time it tries. Normally, how-
ever, it should take no longer than a few minutes to establish NTP time synchronization.

Another tool to tune the working of NTP is the  command, which offers its own 
interactive interface from which the status of any NTP service can be requested. As 
when using the FTP client, you can use a couple of commands to “remotely control” 
the NTP server. In this interface, you can use the  command to see a list of available 
commands.

As an alternative, you can run  with some  command- line options. For example, 
the  command gives an overview of current synchronization status.  Listing 13-3 
provides an example of the result, in which several parameters are displayed:

: The name of the other server

: The IP address of the server you are synchronizing with

: The stratum used by the other server

: The type of clock used on the other server (  stands for local clock;  for an Inter-
net clock) 
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: The number of seconds since the last poll

: The number of seconds used between two polls

: The number of times the other server has been contacted successfully

: The time between an NTP request and the answer

: The difference, in seconds, between the time on your local computer and 
that on the NTP server

: The error rate in your local clock, expressed in seconds

 Listing 13-3. Use ntpq -p to Slow the Current Synchronization Status on Your Server

Customizing Your NTP Server

Thus far, I have explained the basic NTP time configuration, but you can also  fine- tune 
the configuration to guarantee a higher degree of precision. There are several files that 
you can use for this purpose. First are the files that are created automatically by the 
NTP daemon. Next, there are some security settings in  that you can use to limit 
which servers are allowed to get time from your server. In this section, you’ll read about 
 fine- tuning the NTP drift file and NTP log file and applying NTP security.

Configuring the NTP Drift File

No matter how secure the local clock on your computer is, it’s always going to be slightly 
off: either too fast or too slow. For example, a clock might lag behind NTP time by 2 sec-
onds every hour. This difference is referred to as the clock’s drift factor, and it’s calculated 
by comparing the local clock with the clock on the server that provides NTP time to the 
local machine. Because NTP is designed also to synchronize time when the connection to 
the NTP time server is lost, the NTP process on your local computer must know what this 
drift factor is. So, to calculate the right setting for the drift factor, it’s very important that 
an accurate time is being used on the server with which you are synchronizing.

Once NTP time synchronization has been established, a drift file is created automati-
cally. On Ubuntu Server, this file is created in , and the local NTP 
process uses it to calculate the exact drifting of your local clock, which thus allows it to 
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compensate for the drift. Because the drift file is created automatically, you don’t need to 
worry about it. However, you can choose where the file is created by using the  
parameter in :

Note Remember that NTP is a daemon. Like most daemons, it reads its configuration file only when it’s 
first started. So, after all modifications, use  to make sure that the modifica-
tions are applied to your current configuration.

Configuring the NTP Log File

The NTP log file is another file that’s created automatically for you. Like all other log files, 
this file is very important because it allows you to see exactly what has happened when 
something goes awry. If time is synchronized properly, it’s not the most interesting log 
file on your system: it just tells you that synchronization has been established and what 
server is used for synchronization. After installation, Ubuntu Server is not set up to cre-
ate an individual log file for time services, but you can change that by using the  
statement in . This may be a good idea if you want to change the messages 
generated by the time server from the generic messages in .

Applying NTP Security

If your NTP server is connected to the Internet, you may want to restrict access to it. If no 
restrictions are applied, the entire world can access your NTP server. If you don’t like that 
idea, add some lines to , as shown in  Listing 13-4.

 Listing 13-4. Applying Security Restrictions to Your NTP Time Server
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Note Some Linux distributions configure their NTP service in such a way that no one can access it. 
Having problems getting time from a server? Make sure that at least some minimal restrictions are in place 
that allow other servers to use the server in question as an NTP server.

The  settings prevent inappropriate conduct of clients. The first line of 
 Listing 13-4 specifies what exactly is considered inappropriate. First, it allows the default 
settings for accessing the server. Next, it disallows three types of packets, using , 

, and . Disallowing these packets ensures that no contact whatsoever 
is allowed for NTP clients. In the second and third lines of  Listing 13-4, exceptions to 
these settings are created for the local NTP service and all computers in the network 

. Add a similar  line for every IP address or range of IP addresses that 
has to be allowed to use your NTP server.

Understanding Kerberos
Before you start to configure Kerberos, you need to know more about how it functions. 
Too many people try to configure it without understanding what they are doing, and that 
simply doesn’t work. When MIT developed Kerberos, it had three design goals in mind:

Kerberos version 5 fulfills all three design goals. Of these, the most interesting is how 
Kerberos deals with passwords. No passwords are ever stored locally on a machine, no 
matter whether that machine is a server or a workstation. This greatly reduces your risks 
when your machine gets hacked, and that is also the most important reason why many 
Linux services currently are available in a Kerberized version, which is a version that uses 
Kerberos instead of the normal authentication mechanism. 

In a Kerberos environment, three parties play a role:



CHAPTER 13   CONFIGURING KERBEROS AND NTP ON UBUNTU SERVER 330

These three parties mutually trust one another, because they are in the same realm, 
a trusted environment set up by an administrator. A Kerberos session always begins 
with the user logging in to the KDC. The KDC has a database with password hashes (so it 
doesn’t know the actual user passwords). When authenticating, the user creates a hash 
that is based on his password. By comparing the hashes, the KDC can verify that the 
user has entered the correct password. If this is the case, the KDC gives the user a Ticket 
Granting Ticket (TGT).

Next, the user uses the TGT to get access to services. The KDC again plays an impor-
tant role, because it grants a session ticket for each of the services the user wants to 
connect to. Once this session ticket is obtained, the user can access related services for as 
long as he remains logged in. 

Note The goal of this chapter is to help you configure Kerberos, not to make you an expert in Kerberos 
cryptography. Therefore, I have simplified this section a bit to make it easier to understand what is happen-
ing. You can find a good detailed explanation of Kerberos cryptography at 

.

Installing and Configuring Kerberos
To install Kerberos on Ubuntu Server, you have to install several packages. Use 

 to install the packages er, dc, ig, er, and 
ts. When you install the packages using 

ts, the installation program automati-
cally starts a configuration program to create a realm and add servers to it. (Again, the 
Kerberos realm is the trusted environment shared by the different users and servers 
involved in Kerberos.) As the name of the realm, the installer takes your DNS suffix. If 
you don’t like that choice, no problem, because you can change it later. The installer next 
asks you to list the servers you want to add to the realm (see  Figure 13-1). You just need to 
enter the names of servers that you want to be KDC servers in this interface. You probably 
just want one server name here. Enter the name of this server and then proceed to the 
next screen.
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 Figure 13-1. The installation program helps you to set up a Kerberos realm.

In the realm, you will have one server that is used as the administrative server. Enter 
the name of the server that you want to use for that purpose (see  Figure 13-2) and then 
proceed to the next screen.

 Figure 13-2. One of the servers in the realm is used as the administrative server.
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While the installer is finishing the software installation, you may see an error gener-
ated by , complaining that it is missing a file. For now, ignore this error; you will fix 
it later when you are setting up Kerberos. The software installation is now completed and 
you have a basic working configuration. In the next section you’ll read how to tune this 
configuration.

Configuring the Kerberos Server
There are two configuration files involved in configuring a Kerberos server: 

, which contains generic Kerberos configuration settings, and , 
in which you’ll find the configuration of the KDC. In this section, you’ll first tune these 
two Kerberos configuration files. After that, you’ll create the Kerberos database and the 
stash file; set up a Kerberos administrative user account for authentication purposes; 
add user accounts; and, finally, verify that the KDC is operating properly.

Configuring Generic Kerberos Settings

 Listing 13-5 shows the contents of  after installation of the Kerberos pack-
ages (for readability, I have removed some of the default sections that you probably don’t 
need to see anyway).

 Listing 13-5. The krb5.conf Configuration File Just After Kerberos Installation
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The following are the sections that you might want to edit in the default configura-
tion file shown in  Listing 13-5:

: Defines the name of your realm. If you want to change the name, 
change it here. 

: Defines the realm itself, based on the name that is used in . 
By default, you’ll find two different kinds of lines: the  lines are used to define 
the servers that can be used as KDC servers, and the  line defines 
which of the servers has administrative privileges. If you need to add new servers 
to your Kerberos configuration, do it here. As you can see, some default realms are 
included as well. You don’t need them, so you can remove them if you prefer. 
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: Contains a list of DNS domains and their corresponding Kerberos 
realms. This section is useful to connect realms that are not in your own company. 
As you see, your current realm is not added here automatically. You should fix 
that, by adding two lines to the bottom of this section. In my case, I added the fol-
lowing two lines to make a mapping between DNS and the Kerberos realm:

: Contains some default settings that are used in the authentication pro-
cedure. Of all these parameters, normally you don’t need to change many. Just 
make sure that the realm name is the name you want to use and that all KDC 
servers are listed.

Configuring the KDC Settings

The second configuration file, , contains default settings for the 
KDC.  Listing 13-6 shows its default configuration right after installation of the Kerberos 
packages on Ubuntu Server.

 Listing 13-6. kdc.conf Contains Default Settings for the KDC



CHAPTER 13   CONFIGURING KERBEROS AND NTP ON UBUNTU SERVER 336

In the  file, the  section defines settings for each of your realms, with 
the name of your realm in all uppercase letters. All particular settings for that realm are 
listed between curly brackets. As you can see in  Listing 13-6, basically they are just lists of 
where to find certain files. In this file also, you normally don’t have to change much to get 
a working Kerberos server.

Creating the Kerberos Database and the Stash File

After you have set up the configuration files properly, it’s time to create the Kerberos 
database and the stash file. The stash file contains a local encrypted copy of the master 
key and is used to automatically authenticate the KDC when your server boots. To pro-
tect the stash file, you need to enter a password twice when creating it. 

 Listing 13-7 shows an example of creating the configuration using the 
 command. If you want to create the configuration files for a different realm, 

use  to specify the name of the realm you want to create them for. For instance, 
 would initialize the configuration for a realm with the name 

.

 Listing 13-7. To Initialize the Kerberos Configuration, Use krdb5_util create -s

As the result of this command, various files are created in the directory 
: the Kerberos database in the files  and , the adminis-

trative database in , the database lock file in , and 
the stash file in . One file is not created automatically, , which contains 
access control lists for your Kerberos configuration. Create it in  and give it 
the following contents:

For instance, in my case, this would be .
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Starting Kerberos and Creating an Administrative User Account

Now that you have set up Kerberos, make sure that it is started. On Ubuntu Server, 
Kerberos is managed with two scripts in :  and dc. If 
your server is both a KDC server and the administrative server, restart both of these ser-
vices, as follows. If your server is just a KDC server, you only need the last of these two 
lines.

One of the first things you need to configure is a Kerberos administrative user 
account that you can use for authentication purposes. To create this account, you’ll use 
the  command from the  interface. So at this point, first enter the 
command . Make sure that the user you create is added to the  group. 
You can do that by using a slash between the user and the group name when creating it; 

 would create a user with the name  and put that user in the 
 group.  Listing 13-8 shows all commands that are required to set up such an admin-

istrative user account.

Note In Kerberos, you don’t create “user accounts,” you create “principals.” A principal is something 
that can log in. Principals can be users or workstations. In this discussion, I prefer to stick with the traditional 
Linux terminology, “user accounts.”

 Listing 13-8. Setting Up an Administrative User Account
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Adding User Accounts

Now that the Kerberos server is configured and operational, it’s time to add user accounts. 
This is something that you must do for all users you want to be capable of using Kerberos. 
To do this, you can use the  command.  Listing 13-9 shows how this command 
is used to add an account for user . This account must be added in order to use the 
administrative user  (created in  Listing 13-8) for administration purposes. 

 Listing 13-9. Use kadmin.local to Add User Accounts to Your Kerberos Configuration

Verifying that the KDC Is Operational

So far, you have set up your Kerberos server, but you haven’t tested whether it really 
works. That’s going to change now. First, you are going to use the  command, fol-
lowed by your username, to get a Ticket Granting Ticket from the KDC. Next, you are 
going to use the  command to see if you have obtained this TGT.  Listing 13-10 shows 
the result of these two commands.

 Listing 13-10. Use kinit and klist to Verify Your KDC Is Operational
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Configuring the Kerberos Client
Now that you’ve set up the Kerberos server, it is time to configure the client. A “client” 
in this context is a service that uses Kerberos services. Basically, that means that the 
Kerberos client uses some application that talks to the KDC to handle authentication. 
First, I explain how to configure the  and  services as Kerberos clients. Because 
I intend simply to demonstrate how configuring a Kerberos client works, I’ve chosen two 
 easy-to- configure applications. After that, you’ll read how to handle authentication with 
a Kerberos server.

Configuring Simple Kerberos Applications

Setting up a simple Kerberos application requires the following steps:

 1. Make sure that each client has a  configuration file that contains valid 
settings and shows the client where to find the realm and its associated KDC serv-
ers. Normally, this is the same file as the  file on the KDC, so you can just 
copy and use that.

 2. Install the Kerberos packages on the client. Use the package manager on your 
client to set this up. On Ubuntu Desktop Edition, it is a good start to install the 

 and  packages. 

Tip For an initial Kerberos test, it is a good idea to use the Remote Shell ( ) service. This service is 
easy to configure and completely Kerberized (and therefore secure). Make sure that on your server the pack-
age  is installed, and install  on the client to configure this service.

 3. To start the Kerberized versions of your software (  and  in this example), 
start them with .

 4. On the server, you need to add an account for your server. Assuming the name of 
your server is , use the following command from the  
interface on your KDC server:

 5. Start all services on your server that use Kerberos. They will use the Kerberos 
configuration automatically.
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Logging In with Kerberos

Okay, you likely haven’t set up Kerberos to use a Kerberized version of , have you? 
Let’s talk about the real work now and see what you need to do to enable a workstation 
to log in using Kerberos. Because I can’t possibly provide a generic login procedure that 
works on all Linux distributions, you may encounter differences with regard to the names 
of files and services as you work through the following procedure, which describes how to 
use Kerberos for login authentication on Ubuntu Desktop Edition. The steps in this sec-
tion assume that you have already performed a basic Kerberos configuration on the client 
computer, as described in the preceding section. 

 1. Make a connection between the PAM login service and Kerberos, by including in 
 an  section that defines how to use PAM.  Listing 13-11 

shows an example.

 Listing 13-11. PAM Settings in krb5.conf

 2. Install the PAM modules for Kerberos support if they not already installed. On 
Ubuntu Desktop Edition, the name of the module is b5. Use your favorite 
package manager to install it (for instance, b5).

 3. To make sure that Kerberos handles authentication for all  PAM- enabled services, 
add a line to each of the four PAM files that are used by almost all authentication 
processes, as follows:

: Add the following line:

: Add the following line:
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: Add the following line:

: Add the following line:

  These changes make sure that Kerberos is always tried first in all steps of the 
authentication process. If authentication using Kerberos fails, your server will fail 
back to normal d- based authentication.

 4. At this point, your workstation can authenticate against the Kerberos KDC. You 
should now first try to authenticate without logging out (that makes troubleshoot-
ing easier if it fails). For instance, you could use the  command for 
a quick and easy test. Use the Kerberos accounts that you created earlier on your 
server.

 5. Did it work? Good! At this point, you have to create Kerberos accounts for all user 
accounts. Unfortunately, there is no good automated method to do this yet. On 
the Kerberos administrative server, use , and from there use  
to add your Kerberos user accounts.

Summary
Kerberos is an important technology that you can use for authentication purposes. In this 
chapter you read how to set up NTP (which is a requirement for Kerberos to work prop-
erly) and the Kerberos server. You also learned how to configure a Kerberos client and use 
some basic services that are Kerberos enabled. In the final and last chapter of this book, 
you’ll learn how to troubleshoot Ubuntu Linux.
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C H A P T E R  1 4

Ubuntu Server Troubleshooting
Fixing the Most Common 
Problems

Although Ubuntu Server is an extremely stable server operating system, you might 
encounter problems occasionally, ranging from a  Linux- related issue to a simple hard-
ware failure. In this chapter you’ll learn how to troubleshoot some of the most common 
problems. 

Some say troubleshooting is difficult and requires years of experience. Experience 
indeed helps, but a good analytical mind is the most important troubleshooting tool. In 
 day-to- day troubleshooting, you first have to determine where exactly a given problem 
has occurred. If, for example, you have a problem with a kernel module, it doesn’t make 
much sense to troubleshoot your web server. 

After determining the location and scope of the problem as well as you can, you can 
apply your skills to fix the problem. This requires that you have a good understanding of 
how the erratic system component is supposed to function and can choose the correct 
tool to repair it. This chapter first explains how to determine where exactly a problem has 
occurred. Next, it introduces you to some of the best troubleshooting tools to use. Finally, 
this chapter identifies some of the most common problems and explains how to fix them. 

Note This chapter assumes that you are familiar with basic principles of Ubuntu system administration. 
If you want to refresh your knowledge, try Beginning Ubuntu LTS Server Administration, Second Edition, in 
which I explain essential concepts such as the boot procedure and kernel management.
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Identifying the Problem
The most common first step when trying to identify a problem is to reboot your server 
and wait until the problem occurs. Most problems reveal themselves as your server 
boots, because most services are activated during the boot process. Therefore, knowing 
the different stages of the boot process is very important. If you succeed in determining 
the stage in which a problem occurs, you have made a good start in troubleshooting the 
problem. The following list summarizes the different phases in the boot process:

 1. Hardware initialization: Hardware initialization occurs during the Power On Self 
Test (POST). During this phase, your computer reads the BIOSes of the different 
hardware components and performs a check to see if all devices can initialize 
properly. If any of them can’t initialize properly, you will not see the Grub prompt 
appear on your server and your server will warn you with clear error messages or 
beeps. If that happens, consult the documentation of your server to find out how 
to fix the hardware issue. 

 2. Grub loading: After initializing the hardware, the server accesses the boot device 
and reads the boot loader in the master boot record (MBR), which is the first sec-
tor of 512 bytes at the beginning of the bootable hard drive. The MBR includes 
two important components. First is the Grub boot loader. This system component 
is installed in the first 446 bytes of the MBR and makes sure that the operating 
system on your server can load. To do this, Grub accesses its configuration in the 
directory . Second in the MBR is the partition table. This component is 
essential for accessing all files on your server. If in this stage there is an error, you 
typically get a Grub error and, most important, the kernel will not start to load. If 
there is no error, you can access the Grub menu, displayed in  Figure 14-1. So if you 
see that the kernel has started to load (see  Figure 14-2), you know that your server 
has passed stages 1 and 2 successfully.
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 Figure 14-1. If you see the Grub menu, the first 446 bytes of the MBR have been read.

 Figure 14-2. The kernel has started to load, which indicates the first two stages of your 
server’s boot procedure have completed successfully. 
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 3. Kernel and initrd loading: If you see that the kernel starts loading, that doesn’t 
guarantee success with regard to the kernel and the ramfs image that contains 
some required drivers. It’s possible that either the kernel itself or some of the driv-
ers associated with the kernel still may not load. If that is the case, you will see the 
message “kernel panic” in most cases, or sometimes the kernel just stops load-
ing, as in the example shown in  Figure 14-3. Either way, you know for sure that 
the error is related to the kernel. You might get a kernel panic if you have tried to 
recompile the kernel and failed, or if one of the parameters that you have passed 
to Grub is wrong. A kernel panic can also be caused by a failing kernel module, but 
this is rare. So, if you’ve just recompiled your kernel and then get a kernel panic 
when you attempt to reboot, you know what is wrong (you did keep a copy of 
your old kernel, didn’t you?). If you didn’t recently recompile your kernel, check 
whether something has changed recently with regard to Grub parameters. If not, 
you may have a failing driver, or initrd. 

Tip Grub by default is configured not to show information about the kernel initialization. To make trouble-
shooting easier, I recommend removing the line that reads  from the  file. If 
you see a  statement, remove that as well. 

 Figure 14-3. If the kernel just stops loading, the problem is definitely in phase 3 of the boot 
procedure.
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 4. Upstart: On Ubuntu Server, Upstart is responsible for starting the  process 
and associated essential services. To do this, Upstart executes all scripts it finds in 
the directory  (see  Listing 14-1). You will rarely see messages that are 
related to Upstart itself, because it is just the service that is responsible for loading 
other services. If, however, none of the services on your server can initialize, or you 
get an error related to  (such as you can see in  Figure 14-2), something may 
be wrong with Upstart. Make sure that its configuration directory, , is 
readable.

 Listing 14-1. To Start Important System Services, Upstart Reads the Configuration 
Files in /etc/event.d

 5. Essential services: Once Upstart has loaded, it starts executing the scripts it finds in 
. Basically, these scripts don’t execute anything, but just redirect you 

to other scripts that are in the directory  and executed from the direc-
tory that corresponds to the current runlevel. For example, if you are currently in 
runlevel 3, the services that are started are started from the directory  
(see  Listing 14-2).

  There is such a directory for every runlevel between 0 and 6, inclusive, deter-
mining exactly what should be started when entering a runlevel. As you can 
see in  Listing 14-2, the runlevel directories don’t contain real files, but instead 
contain symbolic links to files that are located in the directory . 
Here the system finds the real services that it should start. If one of these script 
fails, you typically see an error. Because these are essential services, such as 
the service that loads file systems, your system will most likely stop, giving you 
a clear indication of what is wrong. If the problem is obvious, you can just fix 
the problem. In some cases, the problem might not be obvious, in which case 
you should look at the order in which the scripts are started and try to deduce 
from that order which script failed. For instance, if you notice that the SSH 
process never gets loaded, it is obvious that the problem is in one of the scripts 
executed just before that.
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 Listing 14-2. The Order of the Runlevel Scripts May Help You to Find Which Script Failed
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 6. Networking: Among the most important of the nonessential services is network-
ing. If networking fails, many other services will fail as well. So if you see that many 
services that depend on networking fail, check your network configuration. The 
network is started from the script . This script reads in 

 which network configuration it should start (see  Listing 14-3). 
If something is wrong with your network, the most likely problem is an error in 
this script. Test network connectivity after you think you have fixed a network 
problem; ping is still the best utility to perform such tests.

 Listing 14-3. The /etc/init.d/networking Script Learns from /etc/network/interfaces 
Which Configuration to Initialize
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 7. Nonessential services: If you have made it this far, basically, your server is opera-
tional. You still might have a service fail, though. If one of your services fails, the 
most likely problem is a configuration error in the service script. Check the docu-
mentation about your service and try to repair the script. Once you have arrived at 
this stage, at least you know for sure that the problem exists in a particular service, 
so you can start troubleshooting at the right location.
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Troubleshooting Tools
There are some very useful tools that you must have available before you start a trouble-
shooting session: 

: This Grub option enables you to load a shell immediately after the 
kernel has loaded successfully. 

Rescue a Broken System option: This option on the Ubuntu Server installation 
CD takes you to an environment in which you can apply your troubleshooting 
techniques. 

A Linux live CD: One of my personal favorites, and thus covered in this section, is 
Knoppix ( ), a live CD that contains lots of useful utilities 
that help you to troubleshoot a failing server. If you choose a different live CD, find 
one that doesn’t have restrictions and takes you to an unlimited root shell as fast 
as possible.

Working with init=/bin/bash

The tool that is easiest to use is the option  that you can pass to Grub when 
booting. It takes you to the end of the third stage of the boot procedure, right after the 
kernel and initrd have been loaded. This option is useful in cases where you have found 
that the kernel can load successfully, but there is an essential problem later in the boot 
procedure. Here is how you can activate it:

 1. Reboot your server. During the three seconds that Ubuntu Server by default shows 
the Grub prompt, press Escape to access the options available in the Grub menu, 
an example of which is shown in  Figure 14-4.

 2. Select the line that has the kernel image you want to start (typically, this is the first 
line) and press e to edit the commands that are in this boot loader menu option. 
This shows you the lines in the  file that are defined for this 
section (see  Figure 14-5).
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 Figure 14-4. From the Grub menu, you can pass options to the boot loader.

 Figure 14-5. By selecting the section you want to start, you see the different lines that 
comprise that section.
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 3. Select the line that starts with  and press e to edit this line. You’ll now see 
a new window in which you can edit this line. Go to the end of its text and add 
the option init . Next, press Enter, followed by b to boot the kernel with 
this option. This takes you to a bash shell prompt from which you can start your 
troubleshooting session (see  Figure 14-6).

 4. You are now in a bash shell, without anything being mounted or started for you. 
This offers you an excellent starting point for troubleshooting. Mount your file sys-
tems and execute all services that you want to test by hand. 

 Figure 14-6. Using the option init=/bin/bash is the quickest way to access 
a troubleshooting shell.

Rescue a Broken System

The Ubuntu Server installation CD includes an option named Rescue a Broken System. 
This option is useful if you find that you can no longer boot your normal kernel image. 
Its main advantage is that it has its own kernel. Therefore, if for whatever reason 

 doesn’t work for you, use this option. The following procedure describes how it 
works:

 1. Put the Ubuntu Server installation CD in your server’s optical drive and reboot 
your server. Make sure it boots from the optical drive. 

 2. When you see the installation interface shown in  Figure 14-7, select Rescue 
a Broken System and press Enter.
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 Figure 14-7. On the Ubuntu Server installation CD, you’ll find an option to rescue 
a broken system.

 3. You now see a few screens asking for your language and related settings. Enter the 
required information to make sure that your server loads the correct code table 
and keyboard settings.

 4. After loading the appropriate keyboard settings, if your server has multiple net-
work cards, you have to specify which network card you want to use. Your server 
then tries to get an IP address from the DHCP server on your network. Next, enter 
a temporary hostname. It doesn’t really matter what you choose here, so the 
default hostname Ubuntu is fine (see  Figure 14-8).

 5. After asking you for time zone information, the rescue system tries to detect your 
hard disk layout. If it succeeds, it gives you a list of partitions (see  Figure 14-9) and 
you have to tell it which partition you want to use as the root file system. It doesn’t 
matter if you don’t know which one to use; if you make an error here, you can just 
try another partition.



CHAPTER 14   UBUNTU SERVER TROUBLESHOOTING 355

 Figure 14-8. Using the option Rescue, a Broken System gives you a temporary 
hostname and network configuration.

 Figure 14-9. To initialize the root file system, you have to tell the rescue system which 
partition it should use to mount it.
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 6. At this point, you get an overview of the different rescue operations that are avail-
able (see  Figure 14-10). You can choose from the following options:

Execute a shell in : Use this option to launch a shell in 
which your root file system is mounted already. 

Execute a shell in the installer environment: Use this option to launch a shell 
without anything mounted yet. This allows you to perform all mounts 
manually.

Reinstall GRUB boot loader: If you know that your Grub boot loader is faulty, 
use this option to reinstall it. 

Choose a different root file system: If you want to try a different root file system 
and mount that automatically, use this option.

Reboot the system: Select this option to reboot your server.

 Figure 14-10. In rescue mode you have five different options.

 7. After you select the rescue option that you want to use, you are dropped in a shell 
in which you can repair your system. Once you are done with that, press Exit to 
return to the Rescue Operations menu (see  Figure 14-10) and choose to reboot 
your server.
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Note When I wrote this, there was a bug that takes you back to the main installation menu, in which the 
next step allows you to partition your disks. When you see this menu, you can select the option Finish the 
Installation or just hard reset your server. Both options restart your server.

Working with a Knoppix Rescue CD

If you choose to work from a generic rescue disk, Knoppix is a good choice that offers you 
complete flexibility in repairing your server. You can download Knoppix from 

. In this section you’ll read how to boot from Knoppix and how to enter 
a  environment in which you can troubleshoot your Linux server. 

Troubleshooting goes much better from a  environment because you don’t 
work with your Ubuntu Server file system from a mounted directory; instead, you actu-
ally change the root of the rescue disk to this directory. The advantage of this is that all 
utilities will work with their native paths. For instance, if a command like  
expects its  file to be in , the utility is not going to work if, due 
to the fact that you have mounted your server disks somewhere else, the path to this file 
has become . By using , you can change root to the  
directory, with the advantage that your commands will find all configuration files at the 
right location. 

The following procedure describes how to activate such a  environment from 
the Knoppix live CD:

 1. Boot your server from the Knoppix CD. You’ll see the Knoppix welcome screen 
(see  Figure 14-11). Press Enter to start loading Knoppix.

 2. During the load procedure, Knoppix prompts you to choose the language that you 
want to use. (In this procedure, I assume that you have started in English.) You 
next see the Knoppix desktop from which you start your work.

 3. Click the terminal screen icon in the icon bar. This opens the Shell Konsole, with 
a prompt at which you have only user permissions. Enter  to get  
permissions. 

 4. Enter the  command. The output of this command shows that you don’t 
yet have any file system mounted on your server and that you are working com-
pletely from RAM file systems that have been initialized from the Knoppix CD 
(see  Figure 14-12).
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 Figure 14-11. From the Knoppix desktop, you can start repairing your server.

 Figure 14-12. Knoppix doesn’t load your server’s file systems automatically.
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 5. Identify which partition is the root partition. You may not know exactly how your 
server is organized, so a good command to start with is . This shows you 
a list of all partitions that exist on your server. There are two possibilities here. You 
may see disk devices only, or you may also see dm devices (which refer to LVM 
logical volumes). If the latter is true, you are using LVM and need to take some 
extra steps; the section “Problems with LVM Logical Volumes,” later in this chap-
ter, explains how to initialize logical volumes manually. The present procedure 
assumes that you are working with local disk devices only, in which case  
may give you a result similar to the output shown in  Listing 14-4.

 Listing 14-4. fdisk -l Enables You to Check the Partition Layout of Your Server

  In the example in  Listing 14-4, there isn’t much doubt about which is the root par-
tition. The  partition is the only one that has Id 83, so it is the only one 
that contains a Linux file system. If you have more than one Linux partition, you 
just have to try to mount all of them one by one to find out which contains the root 
file system.

 6. Mount the partition that you think is the root partition. Use the  directory in 
the Knoppix file system as the temporary mount point:

 7. Before you go into the  environment, it is a good idea to make sure your 
 and  directories are working. These directories are generated dynami-

cally and will be needed by many of the tools you use. To make sure these 
tools still work, you should mount both directories, by using the following two 
commands:
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 8. Go to the  directory using . At this point, you still see the prompt 
. Enter  to change the current directory to be pre-

sented as the root directory. You are in the  environment now, as shown in 
 Listing 14-5, and can start troubleshooting.

 Listing 14-5. Use chroot for Troubleshooting

At this point you are ready to use your troubleshooting environment. In the next sec-
tion you will read about some scenarios in which a rescue environment like the Knoppix 
Live CD is useful.

Note There is no fundamental difference between using the Knoppix Live CD and using the Ubuntu Server 
Installation CD for your rescue operations. I prefer Knoppix, though, because the Knoppix CD offers many 
useful utilities. In the next section, use whichever solution you prefer.

Common Problems and How to Fix Them
Although Ubuntu Server is a fairly stable server platform, you may encounter some 
problems. This section gives you some hints for troubleshooting the following common 
problems:
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Grub Errors

The very first thing that happens on your computer is Grub initialization. In some situ-
ations you may find that Grub simply tells you that it cannot load. You may encounter 
different results from Grub errors:

The following sections explain how you can reinstall Grub if it is completely wiped, 
and how you can manually load Grub if you see a Grub error or a missing file error 
message.

Reinstalling Grub

If Grub is completely wiped, you will see nothing but a blinking cursor when your server 
boots; no Grub message is displayed. If this happens, it is likely that you have lost the 
complete MBR of your server, so there is no way that you can boot it. Take a rescue 
CD and boot your server from there. Then, activate a  environment and enter 

ll, followed by the name of the device on which you want to install Grub (for 
instance, , as shown in  Listing 14-6). This will read 

 (make sure that you have mounted it if boot is on a separate partition!) and reinstall 
Grub for you.

 Listing 14-6.  grub- install Offers an Easy Solution to Reinstall Grub
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Loading Grub Manually

 offers a good solution if the Grub code in the MBR doesn’t work anymore. 
It may also fix some of the cases in which Grub gives you an error message and refuses to 
load any further. In some situations, you may encounter a problem in the Grub configu-
ration file. If that happens, troubleshooting from the Grub prompt is useful, because you 
can manually load all lines that normally are loaded automatically from . The 
advantage? You will see exactly where the problem occurs and thus be able to fix it easily. 

The following procedure shows how to load the Grub configuration from the Grub 
prompt:

 1. Restart your server. When it shows you that Grub is loading, press Escape to dis-
play the Grub menu, listing all available boot options from .

 2. From the menu, press c to get to the Grub  command- line interface, shown in 
 Figure 14-13.

 Figure 14-13. The Grub  command- line interface enables you to manually load the 
complete Grub configuration.

 3. At this point, it is a good idea to type help at the command prompt, just to get an 
idea of the commands that are available from within the Grub command line (see 
 Figure 14-14 for an example).
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 Figure 14-14. The Grub  command- line interface offers its own commands to 
troubleshoot Grub.

 4. To load Grub manually, you now have to execute all lines from the  file. 
Fortunately, you don’t have to remember them, but instead can display the 

 file by using . Normally, at the end of the file you can 
read the boot information that your server uses (see  Figure 14-15 for an example).

 Figure 14-15. Read the menu.lst file for an example of the options your server 
normally uses when booting.
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 5. Enter the , , and  lines from your default section in . Then, 
type boot to start booting your server. Observe your server at the same time to 
make sure that no error messages are displayed. Because your server didn’t start 
automatically from this configuration, there is probably an error in the configura-
tion it uses. If there is, read the error code and fix the problem. This may require 
that you mount your server’s file system from a rescue CD first to see the exact file-
names and device names you are using.

 6. Found the error? Then your server will boot completely. If you fixed the wrong 
part, it will stop while loading the kernel. In the latter case, try again until you have 
found and fixed the error.

Tip Ubuntu Server uses the UUID of your root partition to boot. If that doesn’t work, replace the UUID with 
the normal device name (for example, ). It is a lot easier to type and will show you immediately 
whether or not the error is in the UUID part.

No Master Boot Record

If you don’t have a backup of the MBR, restoring it requires that you first fix your parti-
tion table and then restore Grub. These procedures are covered elsewhere in this chapter, 
so I won’t repeat them here. The next section explains how to fix your partition table. 
After restoring the partition table, you’ll be able to access your disk partitions and logical 
volumes again, enabling you to restore Grub. You learned how to do that in the previous 
section. 

Of course, you can avoid going through the complex process of restoring your MBR 
by creating a backup MBR before you encounter trouble. This is a relatively simple pro-
cedure. As , from the command line enter the following command (replace  
with the actual name of your server’s boot device):

This command makes a copy of the first 512 bytes on your hard drive (the MBR) and 
copies that to a file named  in . Repeat this command after every change 
you make to the partition table or Grub code. If some day you run into troubles with your 
MBR, you just have to boot your server from the rescue CD and restore the MBR using the 
following command:
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Partition Problems

Generally speaking, you may encounter two different kinds of partition problems. You 
may have lost the complete partition table, or you may have a problem with the file sys-
tem on a partition. If the latter is the case, read the section “File System Problems” later 
in this chapter. If you have lost all partitions, you need a rescue CD and  to find the 
exact information about the beginning and end of the partitions on your server’s hard 
disk. Once you’ve found that, use  to  re- create the partitions, as follows:

 1. Start your server from the rescue CD and make sure that you open a console in 
which you have  permissions.

 2. Type gpart /dev/sda to scan your hard drive for all partitions. This may take quite 
some time (count on anything from 5 seconds to an hour). Once the scan is fin-
ished, you will see your partition information, as in the example in  Listing 14-7.

 Listing 14-7. Use gpart to Help Find Lost Partitions
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  Evaluate the information that  gives you carefully; after all,  stands for 
Guess Partition. It guesses—nothing more, nothing less. For instance, on my 
example server I have swap in a logical partition . As you can see,  
did find the swap partition with its correct size, beginning, and end on disk, but 
it couldn’t determine that it is a logical partition. Based on this information, 
you would try to  re- create the swap partition on . Your server would 
boot with that, but would give errors as well. That doesn’t really matter, though, 
because once your server has booted, you can check system files like  to 
find on what partition your swap originally was, and then repair the partitions. 

 3. Now that you have found the original partition boundaries, write them down and 
start  using . Ignore the message about your disk’s size and 
press n to start the interface to create a new partition. Next, press p to create the 
first primary partition. When it asks what partition number you want to assign, 
press 1. 

 4. Next comes the important part: you have to specify where the partition originally 
started and ended. To find this information, you need the  (cylinder, heads, 
sector) line in the  output for this partition. Consider the following line:

  In this line, the first number between brackets indicates the original starting cyl-
inder, which in this example is cylinder 0. The second series of numbers between 
brackets tells you where the partition originally ended, in this case on cylinder 992. 
There is one catch, though: in  the first cylinder is cylinder 1. That means that 
all other cylinders as displayed with  need to be incremented by 1. So, you 
have to create a partition now that starts at cylinder 1 and ends on cylinder 993. 
Repeat steps 3 and 4 to  re- create your other partitions as well and then close  
by pressing w. You’ll probably see a message stating that the new partition table 
can be used only after a reboot.  Listing 14-8 shows you what has happened so far. 
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 Listing 14-8.  Re- creating a Partition Using fdisk

 5. Reboot your server to activate the changes.
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You now have recovered your partitions. It may work, it may not. If it doesn’t work, 
I recommend starting by  re- creating the first partition first. Try to mount it from the res-
cue CD, and if that works, continue from there,  re- creating all other partitions you need. 
Once you have successfully reconstructed the root partition, read , because it 
gives you invaluable information about the original device names that you’ve used. 

Tip LVM, extended, and swap partitions use another partition type. In , press l to get an overview 
of available partition types, and press t to change the type of a partition. Don’t forget to reboot after changing 
your partition table. 

LVM Logical Volume Problems

If your server is configured with LVM, troubleshooting is slightly more difficult. You may 
encounter the following problems with LVM volumes:

Fixing LVM Boot Problems

When your server boots, it scans for LVM volumes. It does this by executing the  
command from the startup scripts. If something is wrong, the  process will fail and, 
as a result, you’ll have to initialize LVM yourself. This is not too hard if you understand 
how LVM works. The bottom layer in LVM consists of physical devices. These are storage 
devices that have an LVM signature added to them (they can also be partitions). Not every 
storage device is a physical device. You need to initialize these storage devices by using 
the  command before you can use them. 

The second layer in LVM consists of volume groups. A volume group is a collection of 
storage devices (or only one storage device) from which logical volumes can be created. 
During your configuration of LVM, you created one or more volume groups, using the 

 command. Your server uses  to activate the volume groups when booting.
Logical volumes are the storage devices that you will create a file system on and 

mount on your server. You use  to create them, and  to scan them. 
 Figure 14-16 gives an overview of the LVM setup.
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 Figure 14-16. Overview of the LVM structure

The following procedure explains how to troubleshoot LVM logical volumes:

 1. Before you start to troubleshoot, it is good to get an overview of your logical vol-
umes. The best way to do that is by using . If it encounters a problem, it 
will tell you “No volume groups found,” in which case you need to check the LVM 
chain to see if everything is set up right. 

 2. If your LVM structure has never worked, start by checking the storage devices 
themselves. If you’ve added partitions to the LVM setup, the partition should be 
marked as partition type 8e. Use  to confirm this. If it isn’t set to 
type 8e, use  to open  on your server’s hard drive, press t, and 
then enter the number of the partition whose type you want to change. Next enter 
8e, save the settings, and reboot. It might work now.

 3. If your LVM structure still doesn’t work, use  to check whether the stor-
age devices are marked as LVM devices. If they are not, but you are sure that you 
have set them up as LVM devices earlier, use . If this also doesn’t 
work, use  to set up your storage device as an LVM device. 
 Listing 14-9 shows the result that  and  would normally give you.
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 Listing 14-9. Use pvscan and pvdisplay to Initialize Existing Physical Volumes

 4. Repeat the preceding steps, but this time for the volume groups on your server. 
So, first use  to see your current volume groups. If that doesn’t give you 
a result, use  to tell your server to scan for volume groups on your storage 
devices.  Listing 14-10 shows the result of these commands.

 Listing 14-10. vgscan and vgdisplay Can Be Very Helpful When Fixing Volume Group 
Problems
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 5. Now that both your physical volumes and your volume groups are available, you 
may still have to scan your logical volumes (use  first to see if they were 
activated automatically). The command sequence repeats itself: first use  
to scan for available volumes and then use  to see whether the volumes 
came up successfully.  Listing 14-11 shows you the result of these two commands.

 Listing 14-11. Use lvscan and lvdisplay to Initialize Your Logical Volumes
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 6. Make sure that all LVM logical volumes are marked as available. You can see 
this in the  line of the output of . If the status is anything 
other than , read the upcoming subsection “A Device Is Not Activated 
Automatically.”

Excluding Devices for LVM

Imagine a situation in which you are working with virtualization. Your host server uses 
LVM, and you decide that your virtual servers should each get an LVM logical volume 
as the storage back end. In the virtual servers, you want to use LVM as well. When your 
virtual machine boots, it can’t initialize LVM volumes. It complains that the devices are 
already being used. 

The problem in the preceding scenario occurs if you don’t exclude your LVM devices 
from being scanned for LVM volumes on bootup of the host server. Therefore, the host 
server will find LVM volumes within the LVM devices and just activate them. The result is 
that the virtual server that is supposed to use these volumes finds that they are already in 
use and concludes that it can’t use them. The solution is to exclude the LVM devices from 
being scanned for LVM volumes when the host server boots. 

To exclude LVM devices, you have to modify the LVM configuration file 
.  Listing 14-12 provides some example lines that you can use to exclude devices. 
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 Listing 14-12. Some Example Lines to Exclude Devices from lvm.conf

As you can see, the  statement uses regular expressions both to include and 
exclude devices. All devices that you want to include start with  and all devices that you 
want to exclude start with . So, for example, if you want to make sure that while booting 
your  device is not scanned by , , or , include the following 
line somewhere in the configuration file:

Next, restart your server to activate the new configuration. The newly designated 
devices should now be excluded.

Tip Personally, I don’t like all the comments in the  file, because I want to see very 
clearly which devices I’m including and which devices I’m excluding in the LVM setup. Thus, I recommend 
removing all comment lines so that you have a configuration file that is easy to read and in which it is easy to 
identify any mistakes that you’ve accidentally made.

A Device Is Not Activated Automatically

Another problem that you might encounter is that LVM volumes are all discovered fine 
but their status remains inactive. If that happens, you can use  to change their 
state to active. Consider the following example line:

This command changes the state of the volume from inactive to active. This normally 
works, but in some particular cases, it doesn’t. I have seen a situation in which a snapshot 
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volume was linked to the original volume, but the snapshot volume was completely filled 
up and therefore deactivated automatically. That’s good, you would think, because it 
can’t do any harm that way, but it also deactivates the original volume. If the original vol-
ume is deactivated because of a failing snapshot, there is no way to get it up again with 

. In that case, you would first have to remove the snapshot, using a command like

Once the snapshot volume has been removed properly, you can change the state of 
the original volume back to active.

Tip Always remember that a snapshot is for temporary use only. Remove it immediately if you don’t need 
it anymore.

Kernel Problems

Fortunately, serious kernel problems are relatively rare, but they do occur. Typically, 
when the kernel has a problem on a machine that has been functional for quite some 
time, the machine will just hang. If this happens, the first thing to do is to find out what 
kind of “hang” it is. There are interruptible hangs and noninterruptible hangs. To find out 
which kind of hang your server is experiencing, press the Caps Lock key. If the Caps Lock 
light switches on or off, you have an interruptible hang. If it doesn’t, you have a noninter-
ruptible hang.

Interruptible Hang

The best thing to do when you have an interruptible hang is to dump a stack trace of the 
responsible process. To do this, you must have Magic SysRq enabled. Check if this is the 
case in the file . If it is not enabled, use 

 to see whether or not this feature is compiled. If it is enabled, it has the value ; 
if it’s not, it has the value . On Ubuntu Server, it is enabled by default. If on your server it 
is not enabled for some reason, put the following line in  and reboot your 
server to make sure that  is enabled by default (see Chapter 4 for more information 
on ):

Now when the server hangs, press Alt+Print Screen+t to tell your system to dump 
a stack trace to the console. Next, use the  command to dump the stack trace on 
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your server’s screen. You can also reboot, and after the reboot read , 
because the stack trace is dumped there as well.  Listing 14-13 shows partial output of the 
stack trace.

 Listing 14-13. A Stack Trace Can Help Troubleshoot Interruptible Hangs
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The best thing to do with this stack trace is to have it reviewed by someone who spe-
cializes in this kind of troubleshooting. Doing it yourself requires extensive knowledge 
of the C programming language and goes far beyond the scope of this book. If you have 
purchased support with Canonical, send the stack trace to them for analysis. They will be 
able to find the offending process and tell you why it caused a system to hang. 

Tip In many cases, system hangs are caused by tainted (unsupported) kernel modules. It is easy to find 
out whether your kernel is tainted:  gives the value  if your kernel is 
tainted. Basically, all kernel modules that come from commercial organizations and do not fall under the GPL 
license are considered tainted modules. Try to avoid such modules as much as possible.
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Noninterruptible Hang

If you have an interruptible hang, consider yourself lucky. At least you can make a stack 
trace dump and send that to your support organization. If you have a hang and your 
server doesn’t reply to anything anymore (noninterruptible), that is a much worse situa-
tion, because it is hard to get debugging information. 

If your system experiences noninterruptible hangs often, you can force your kernel to 
generate an  (which is an error message that it generates when it stops) and dump its 
stack trace to STDOUT. To obtain this information, you need to pass the boot option 

 to the kernel when booting the kernel with Grub. This will poll your CPU every 
5 seconds. If the CPU responds, nothing happens. If it doesn’t respond, the NMI handler 
kernel component generates an  and dumps information to STDOUT. To obtain this 
information, it is useful to connect a serial console to your server (you don’t want to write 
down all this information manually, do you?).

Tip If a noninterruptible hang has never occurred but suddenly occurs after you’ve added a new piece 
of hardware, the new hardware likely is causing the hang. Try to configure your server without this piece of 
hardware to avoid the problems.

File System Problems

Normally, you won’t encounter too many problems with your server’s file systems. How-
ever, in some cases, if things do go wrong, you may end up with a damaged file system. In 
this section you’ll learn how to still access a damaged Ext3 file system and how to repair 
a ReiserFS file system that has problems.

Accessing a Damaged Ext3 File System

If after an error you apparently can no longer access your Ext2 or Ext3 file system, you still 
might be able to access it. This section presents advanced  options that allow you to 
access data that you might have considered lost.

In order to access a file system, you need the superblock, a 1 KB block that contains 
all metadata about the file system. This data is needed to mount the file system. It nor-
mally is the second 1 KB block on an Ext3 file system.  Listing 14-14 shows part of the 
contents of the superblock as displayed with the  utility. 
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 Listing 14-14. A Superblock As Displayed with debugfs

Problems with your file system arise if, due to some error, the superblock isn’t acces-
sible anymore. Fortunately, some backup copies of the superblock are written on the Ext2 
and Ext3 file systems by default. You can use these backup copies to mount a file system 
that you may have considered lost. 

The actual position on disk of the first backup of the superblock depends on the size 
of the file system. On modern, large file systems, you will always find it at block 32768. 
To access it, you can use the  option . The issue, however, is that  expects 
you to specify the position of the superblock in  1024- byte blocks, whereas the default 
block size for a modern Ext3 volume or partition is 4096 bytes. Therefore, to tell the  
command where it can find the superblock, you have to multiply the position of the 
superblock by 4, which would result in the block value 141072 in most cases. For example, 
if your  file system has a problem, you can try mounting it with the command 

. 



CHAPTER 14   UBUNTU SERVER TROUBLESHOOTING380

Now that you have mounted the problematic file system and thus limited the scope 
of the problem to the superblock, it is time to fix the problem. You can do so by copying 
the backup superblock to the location of the old superblock, using 

. Once finished, your file system should be 
accessible again just as it was before the problem occurred.

Repairing ReiserFS

The best and at the same time worst thing about ReiserFS is the database it uses to store 
files. The database makes ReiserFS a very fast file system that deals with lots of small files 
especially well, but when it breaks, it seriously breaks and you risk losing all your data. 
Fortunately, the Ubuntu Server version of  does a decent job of repairing data-
base problems. 

At the moment the database seriously goes wrong and a normal  can’t save 
you anymore, you need its power options. Before using them, you should always try 

le. This is a nondestructive option in which you don’t risk losing 
your data. If that doesn’t help, there are two advanced options. If you suspect that the 
problem is in the superblock, use sb. This option analyzes informa-
tion in the file system and tries to rebuild the superblock. In some situations, just using 
this option is not enough, and you need to use  after that. This 
option completely rebuilds the database tree based on information in the file system. 
Note, however, that this may seriously go wrong; I have started this option on a damaged 
file system that had thousands of files in hundreds of directories, only to end up with one 
large directory named . If that happens to you, you really do need your backup 
tape, but anyway, it is worth a try.

Caution Before using ee, make sure that you have a decent backup of your 
file system.

Lost Administrator Password

To administer your server, you need administrative privileges. If you didn’t change any 
defaults, the first user you created while installing the server has permissions to use the 

 command to perform administration tasks. (This isn’t true for any of the subsequent 
users you created.) If you delete this user account by accident, you have a problem. In 
this section you’ll learn how to fix it.
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If you subsequently lose the password for the user account that can use the  
command, just log in as  and grant this user a new password. If you can’t log in as 

, the following procedure explains how to log in as  using a rescue CD and then 
 re- create a user that has administrative permissions on your server:

 1. Boot from a rescue CD as described in the section “Working with a Knoppix Res-
cue CD” earlier in this chapter. Make sure to mount the  and  directories 
and establish a  environment that points to your server’s root directory.

 2. You are now  on your server’s file system. Use the  command to reset 
the password for the user . You have reestablished access to the  account.

 3. Reboot your server without the Knoppix CD and verify that you can log in as , 
using the password that you’ve just set.

 4. Re-create an administrative user account that is not . If, for example, the name 
of this user account is , use . To be able to use  to exe-
cute commands as , you must make sure that this user account is a member of 
the group . To make user  a member of the group , use 

.

 5. Use  to give the user you’ve just created a password. You have now 
reestablished a user account that can be used to perform administration tasks on 
your server.

Tip A good precautionary measure to take before you lose the administrator password it to give the user 
 a password (by default, this user doesn’t have a password). Use  to become , and then 

use the  command to set a password for . Use a complex password, but one that you will be 
sure to remember.

Summary
In this chapter you learned how to troubleshoot Ubuntu Server. You have read how to fix 
some common issues that may arise when working with Ubuntu Server. Of course, cover-
ing all possible problems in one chapter is impossible, but the knowledge that you have 
acquired from this chapter should help you to fix quite a few common problems. 

This is the last chapter in this book. I certainly hope you have enjoyed it!
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file system, choosing, 5–7
overview of, 1
preparing for, 3–4
RAID, setting up, 4–5
server hardware, 2

post-installation tasks
multipathing, setting up, 26–27
NIC bonding, setting up, 24–26

software-based RAID, setting up, 9–16
starting, 8

installing
See also installation
AppArmor, 293
Cyrus IMAPd, 275
Diskless Remote Boot in Linux software, 

31–32
Kerberos, 330–332
Nagios tool, 131
NRPE service on Linux servers, 152–153
OpenLDAP, 202
OpenVPN, 303
Postfix, 256
software for SAN, 163

integrating Samba server
in Active Directory
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Kerberos authentication, setting up, 
245

making Samba member of domain, 
244

with LDAP
configuring secure connections, 239
connecting Samba to LDAP, 238–239
preparing LDAP, 237–238
preparing Samba, 236–237
specifying where to put objects, 240

Internet time, 323
inter-process communication, optimizing, 

94–96
interrupt counter, 53
interruptible hang, 375–377
I/O scheduler

description of, 96
optimizing, 97–98

iostat utility
disk performance and, 69
-x option, 70, 71

ipcs -lm command, 94
IPTraf tool
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description of, 75
interface, 77
LAN station monitor, 77

IQN (iSCSI Qualified Name) of target, 169
iscsiadm command, 173
iscsiadm -m session command, 174
iSCSI initiator, configuring, 173–175
iSCSI Qualified Name (IQN) of target, 169
iSCSI target

configuring, 169–172
SAN and, 162

iscsitarget resource type, 187

J
Journaled File System (JFS), 6
journaling

modes of, 114–115
ReiserFS and, 128

K
kadmin.local command, 337, 338
kdc.conf file listing, 335–336
KDC (Kerberos Distribution Center), 330, 

338–339

Kerberos
See also Kerberos server; NTP time 

server
authentication, setting up for Samba 

servers, 245
client

configuring, 339
logging in with, 340–341

description of, 321
design goals for, 329
installing and configuring, 330–332
versions of, 321

Kerberos Distribution Center (KDC), 330, 
338–339

Kerberos server
configuring

database and stash file, 336
generic settings, 332–335
KDC settings, 335–336

starting and creating administrative 
user account, 337–338

user accounts, adding, 338
verifying KDC is operational, 338–339

kernel panic, 346
kernel

interruptible hang, 375–377
loading, 346
noninterruptible hang, 378
parameters, tuning, 98–100
symmetric multiprocessing, 88
troubleshooting, 375

kinit command, 338
klist command, 338
Knoppix Rescue CD, 357–360
krb5.conf file

after installation, 332–335
PAM settings, 340

L
ldapadd command (LDAP), 201
ldap.conf files, 229
ldapdelete command (LDAP), 201, 222
LDAP (Lightweight Directory Access Pro-

tocol)
See also OpenLDAP
back-end database, 205
Data Interchange Format, 201
default schema files, 200–201
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integrating Samba with

configuring secure connections, 239
connecting Samba to LDAP, 238–239
preparing LDAP, 237–238
preparing Samba, 236–237
specifying where to put objects, 240

object attributes, 198
schema, 198–200
using for authentication

nsswitch.conf file, 228–229
PAM, configuring, 223–228
testing client connectivity, 230

LDAP Directory
default schema files, 200–201
schema file, 198–200
using, 197

ldapmodify command, 201, 221
ldappasswd command, 223
ldapsearch command, 201, 217–220
ldap-utils package, 217
ldd command, 223
libpam-ldap package, 227
Lightweight Directory Access Protocol. See 

LDAP
Linux

open-iscsi solution, 173
servers, installing NRPE service on, 

152–153
users, authenticating, 245–246
VPN client, configuring, 316–319

load average for system, 46
load balancing, 88
local certificate authority, 283
local time zone setting, 322
log file, NTP, configuring, 328
logging in with Kerberos client, 340–341
logging slapd.conf file, 213–214
logical blocks, and file systems, 109
logical partitions for RAID setup, 5
lookup tables, configuring Postfix to use

access, 270
aliases, 273
canonical, 270
overview of, 269–270
recipient_canonical, 271
relocated, 271

sender_canonical, 271
transport, 272
virtual, 272

lost administrator password, dealing with, 
380–381

low memory, 59
ls command (debugfs utility), 122
lsdel command (debugfs utility), 123
ls -i command, 110
lsof command, 71, 73
lsscsi command, 174
lvchange command, 374
lvdisplay command, 369–373
LVM logical volumes

boot problems, fixing, 368–373
creating on top of software RAID device, 

16–22
device not activated automatically, 

374–375
excluding devices for, 374
troubleshooting, 368

lvscan command, 371–373

M
mail delivery agent (MDA)

description of, 250
procmail, 278–279

mail server
configuring simple, 267–268
configuring Ubuntu Server as, 249

mail solution
components of, 249–250
receiving e-mail

Cyrus IMAPd, using, 275–278
overview of, 274
procmail, using, 278–279
Qpopper, using, 279–280

mail transfer agent (MTA)
description of, 250
Postfix, configuring

components, 262–263
dpkg-reconfigure command, 257–262
global settings, 264–266
initial settings, 256–257
master daemon, 263–264
overview of, 250–251
simple mail server, 267–268
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mail, 251–255

to use lookup tables, 269–273
Postfix management tools, 273–274

mail user agent (MUA), 250
management tools, Postfix MTA, 273–274
managing

AppArmor profiles, 294–299
Nagios tool, 155–159
user mailboxes, 277–278
XFS file system, 126

man -k xfs utility (XFS), 127
master boot record (MBR)

in boot process, 344
troubleshooting, 364

master daemon, 263–264
MDA (mail delivery agent)

description of, 250
procmail, 278–279

memory
analyzing performance of, 57– 65
configuring huge pages, 92–93
inter-process communication, optimiz-

ing, 94–96
optimizing usage of, 92–96
overview of, 91
write cache, optimizing, 93–94

memory monitoring with top utility, 49–50
mirroring, and shared storage, 161
MIT Kerberos, 321
mkdir /share command, 232
modifying entries in LDAP database, 221
modules (OpenLDAP), 201
monitoring

AppArmor status, 299–302
DRBD, 168–169

monitoring network. See Nagios tool
mount command, 235
mounting

Ext2/Ext3 file system, 119
file systems, 112–113

moving processes to other CPU cores, 88
MTA (mail transfer agent)

description of, 250
Postfix, configuring

components, 262–263
dpkg-reconfigure command, 257–262

global settings, 264–266
initial settings, 256–257
master daemon, 263–264
overview of, 250–251
simple mail server, 267–268
to handle inbound and outbound 

mail, 251–255
to use lookup tables, 269–273

Postfix management tools, 273–274
MUA (mail user agent), 250
multi core environment

benefits of, 88
symmetric multiprocessing kernel, 88

Multidisk utility, 15
multipathing, setting up, 26–27
multitasking system, performance in, 52

N
Nagios tool

check_disk plug-in, output from, 
144–147

commands, 148–149
configuration files, creating

contacts.cfg, 139
contacts group, defining, 140
hosts and host groups, defining, 

141–143
overview of, 138–139
services.cfg, 144–148
timeperiods_nagios2.cfg, 149–151

configuring
location of configuration files, 

135–136
master configuration file, 136–138
Nagios server to use NRPE, 154–155

installing, 131
managing

Host Detail window, 157
Reporting section, 159
Service Detail window, 156
Tactical Monitor Overview window, 

155
restarting with configuration, 151
user authentication, 132–134

netstat tool
options, 80
-tulpn option, 78
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generic network, 106
kernel parameters, tuning, 98, 100
overview of, 98
Samba and NFS, 105–106
TCP acknowledgements, 102–103
TCP read and write buffers, 101–102
TCP Syn queue, 103–105
TCP tunables, 100

network card, second, setting up, 30
networking in boot process, 349
network monitoring. See Nagios tool
Network Time Protocol (NTP), 322
NFS performance optimization, 105
NIC bonding, setting up, 24–26
NIC teaming, and installation program, 8
nice command, adjusting process priority 

with, 89–90
ni performance category (top utility), 48
noatime option (XFS), 126
noninterruptible hang, 378
Noop scheduler (I/O scheduler), 97
normal processes, priority of, 88–89
notail option (ReiserFS), 128
nr_pdflush_threads parameter, 93
NRPE

configuring Nagios server to use, 
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nss_ldap module (LDAP), 201, 228
nsswitch.conf file, configuring to find 

LDAP services, 228–229
ntp.conf file
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listing, 323
logfile statement, 328
restrict settings, 328
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324
ntpdate command, 325
ntpd (NTP daemon), 291–292, 327–328
NTP (Network Time Protocol), 322
ntpq command, 326
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NTP time server
client, configuring, 325–326
customizing

drift file, 327
log file, 328
security restrictions, applying, 

328–329
description of, 321–323
pulling or pushing time, 324–325
stand-alone, configuring, 323–324
synchronization status, checking, 

326–327
ntptrace command, 326

O
open-iscsi solution (Linux), 173
OpenLDAP

commands, 201
configuration files, 201
configuring, 202
database, adding information to, 

215–217
installing, 202
modules, 201
server, configuring

apt-get purge slapd command, 205
dpkg-reconfigure slapd command, 

203–206
slapd.conf file, 207–215

slapd daemon, 201
slurpd daemon, 201
utilities

ldapdelete command, 222
ldapmodify command, 221
ldappasswd command, 223
overview of, 220–221

verifying configuration with ldapsearch 
command, 217–220

open source SAN. See SAN
openssl command, 284
OpenVPN

certificate authority, configuring, 
305–308

client keys, creating, 310–311
copying keys to client, 312
Diffie-Hellman parameters, generating, 

311–312
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/opt/drbl/sbin/drbl-client-switch com-

mand, 37–38
/opt/drbl/sbin/drblpush -i command, 32
/opt/drbl/sbin/select-in-client command, 

38
optimizing file systems

Ext2/Ext3
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creating, 116–119
mounting, 119

overview of, 116
ReiserFS, 128–130
XFS

management of, 126
organization of, 124–125
setting properties, 125–126
utilities, 127–128

optimizing performance. See performance 
optimization

outbound mail
for local user, processing, 254
Postfix and, 251
for remote system user, processing, 254
undeliverable, processing, 255

P
page size, default, in memory, 57
pam_ldap module (LDAP), 201
PAM (Pluggable Authentication Modules), 

configuring for LDAP authentica-
tion, 223–228

parameters for Samba configuration as 
primary domain controller, 242

Partition Disk screen, 13
Partition Disks interface, 17, 21
partitions

boot, creating, 12
logical, for RAID setup, 5
troubleshooting, 365–368

passwords
for LDAP administrator, 202
in LDAP environment, changing, 223
lost administrator, dealing with, 

380–381

performance baselining, 80
performance monitoring

CPU, analyzing performance of, 51–57
memory problems, finding, 57– 65
network, 73– 80
overview of, 45
storage, 65–73
top utility

CPU monitoring with, 46  –49
memory monitoring with, 49–50
output from, 45
process monitoring with, 50–51

performance optimization
CPU

adjusting process priority with nice 
command, 89–90

overview of, 87– 89
SMP environments, 90–91
thread scheduler, 87, 88

memory
configuring huge pages, 92–93
inter-process communication, 94– 96
overview of, 91–92
write cache, 93–94

network
generic, 106
kernel parameters, tuning, 98–100
overview of, 98
Samba and NFS, 105–106
TCP acknowledgements, 102–103
TCP read and write buffers, 101–102
TCP Syn queue, 103–105
TCP tunables, 100–101

overview of, 83
storage

I/O scheduler, 96– 98
overview of, 96
read requests, tuning, 98

testing changes to settings before ap-
plying, 85–87

permissions, applying to local directory 
for Samba, 232

pickup daemon, 251
PKI (public key infrastructure)

advantages of, 321
for VPN, 305
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Pluggable Authentication Modules (PAM), 
configuring for LDAP authentica-
tion, 223–228

plug-ins available in Nagios, 144
pmap command, 63–65
POP3 server, setting up, 279–280
POSIX standard, 290
postdrop command, 251
Postfix MTA

configuring
components, 262–263
dpkg-reconfigure command, 257–262
global settings, 264–266
for handling inbound and outbound 

mail, 251–255
initial settings, 256–257
master daemon, 263–264
overview of, 250–251
simple mail server, 267–268
for using lookup tables, 269–273

management tools, 273–274
post-installation tasks

multipathing, setting up, 26–27
NIC bonding, setting up, 24–26
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ers as, 241–243

problem, identifying, 344–350
/proc/drbd file, 184
process files, slapd.conf file, 211
process monitoring with top utility, 50–51
process priority, adjusting with nice com-

mand, 89–90
procmail MDA, 278–279
/proc/net/iet/volume file, 171
ps utility, 62
public IP address, and VPN connection, 

316
public key infrastructure (PKI)

advantages of, 321
for VPN, 305

public/private key pairs, 282
pulling time, 324–325
purging database and slapd configuration, 
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pushing time, 324–325
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pvscan command, 368

Q
Qpopper, 279–280

R
RAID
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software-based

creating at installation, 9–16
creating LVM logical volumes on top 

of, 16–22
read requests, 

reordering, 114
tuning, 98

realm, 330
real-time processes, priority of, 88
receiving e-mail

Cyrus IMAPd, 275–278
overview of, 274
procmail, 278–279
Qpopper, 279–280

recipient_canonical lookup table, config-
uring Postfix to use, 271

redundancy
See also RAID
in enterprise environment, 2
NIC bonding and, 24
in storage area network, 2

reference clocks, 324
reinstalling Grub, 361
reiserfsck command, 380
ReiserFS file system

description of, 6, 116, 128–130
repairing, 380

relocated lookup table, configuring Postfix 
to use, 271

remounting file system, 110
reordering read and write requests, 114
repairing

Ext2/Ext3 file system
debugfs utility, 122–124
dumpe2fs and tune2fs utilities, 

120–122
e2fsck utility, 120

ReiserFS file system, 380
Reporting section (Nagios), 159
Rescue a Broken System option, 353–356
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restarting Nagios tool with configuration, 
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restoredisk option (Clonezilla), 40
runlevel scripts, order of, 347–349
runnable process, 51
run queue, 51

S
Samba performance optimization, 

105–106
Samba servers

integrating in Active Directory, 244–245
integrating with LDAP

configuring secure connections, 239
connecting Samba to LDAP, 238–239
preparing LDAP, 237–238
preparing Samba, 236–237
specifying where to put objects, 240

overview of, 231
as primary domain controllers, 241–243
setting up

applying permissions to local direc-
tory, 232

defining share, 232–234
local directory to share, creating, 232
overview of, 231
testing access to share, 235–236
user account, creating, 235

SAN (storage area network)
accessing with iSCSI, 169
cluster configuration, backing up, 

187–191
cluster resources, configuring, 180–187
connection to, 2–3
DRBD

monitoring, 168–169
setting up, 164–165
starting, 166–167

hardware requirements for, 163
Heartbeat, configuring, 175–179
iSCSI, configuring, 169–172
iSCSI initiator, configuring, 173–175
software components needed for creat-

ing, 162
software for, installing, 163
STONITH, configuring, 191–193

savedisk option (Clonezilla), 40
scheduling process of CPU, 87–88

schema files, slapd.conf file, 211
schema of LDAP, 198–200
Secure Sockets Layer (SSL) protocol

certificate authority
creating, 284–289
need for, 283–284

key pairs, 282
security options

See also authentication
AppArmor

components of, 290–291
creating and managing profiles, 

294–299
installing and starting, 293–294
monitoring status of, 299–302
overview of, 290
permissions, 293
updating profiles, 299

cryptography
certificate authority, creating, 

284–289
certificate authority, need for, 

283–284
key pairs, 282
overview of, 281
SSL and, 282

for VPN, 303
security restrictions, applying to NTP time 

server, 328–329
SELinux, 290
sender_canonical lookup table, configur-

ing Postfix to use, 271
Sendmail, Postfix mail server compared 

to, 250
server certificates, creating, 284–289
server hardware for enterprise network 

installation, 2
server keys (OpenVPN), creating, 308–310
servers

See also Samba servers
Clonezilla imaging

assigning directory for, 35
clients for cloning, configuring, 36–38
cloning clients, 39–43
configuring, 36
Diskless Remote Boot in Linux, 30–35
setting up, 29
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DHCP, setting up, 33–35
Kerberos

configuring, 332–336
starting and creating administrative 

user account, 337–338
user accounts, adding, 338
verifying KDC is operational, 338–339

mail, configuring, 249, 267–268
NTP time

client, configuring, 325–326
customizing, 327–329
description of, 321–323
pulling or pushing time, 324–325
stand-alone, configuring, 323–324
synchronization status, checking, 

326–327
POP3, setting up, 279–280
synchronizing time between, 322–323
VPN, 304–305
web, and Nagios tool, 131

Service Detail window (Nagios), 156
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ing, 144–148
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shared storage. See SAN
shmall setting, 95
shmmax setting, 95
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si performance category (top utility), 49
slab memory, 60
slabtop utility, 61
slapd.conf file

ACLs, 214–215
contents of, 207–211
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logging, 213–214
schema and process files, 211
startup parameters, 211–213

slapd daemon (OpenLDAP), 201
slurpd daemon (OpenLDAP), 201
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smbclient -L localhost command, 234
smbpasswd command, 231, 235
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SMP environment. See  symmetric 

multiprocessing (SMP) kernel 
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smtpd process, 253–255
snapshot technology for backing up files, 5
software

Diskless Remote Boot in Linux
configuring, 32–33
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creating at installation, 9–16
creating LVM logical volumes on top 

of, 16–22
implementing, 4–5
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figuration using, 4

SSH VPN, 303
SSL (Secure Sockets Layer) protocol

certificate authority
creating, 284–289
need for, 283–284

key pairs, 282
stack trace, dumping

interruptible hangs, 375–377
noninterruptible hangs, 378

stand-alone NTP time server, configuring, 
323–324

starting
AppArmor, 294
DRBD, 166–167
installation, 8
iSCSI target, 170
Kerberos server, 337–338

startup parameters, slapd.conf file, 
211–213

stash file for Kerberos server, creating, 336
stat command, 110
stats command, 112
STONITH, configuring, 191–193
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I/O scheduler
description of, 96
optimizing, 97–98

monitoring performance of, 65–73
optimizing performance of, 96
read requests, tuning, 98

storage area network. See SAN
st performance category (top utility), 49
stratums, 322–323
superblocks, 112–113
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symmetric multiprocessing (SMP) kernel 
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322–323

sy performance category (top utility), 48
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file, 300
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T
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target ID of iSCSI target, 171
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tcp_keepalive_intvl parameter, 104
tcp_keepalive_time parameter, 104
tcp_max_syn_backlog parameter, 103
TCP read and write buffers, 101–102
tcp_synack_retries parameter, 104
TCP Syn queue, 103–105
TCP tunables, 100–101
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access to Samba share, 235–236
changes to settings before applying, 
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LDAP client connectivity, 230

thread scheduler, 87–88
Ticket Granting Ticket (TGT), 330
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time command, 80, 86
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TLS (Transport Layer Security), 282
top utility
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CPU monitoring with, 46–49
Last used cpu (SMP) option, 54
memory monitoring with, 49–50

output from, 45
process monitoring with, 50–51

tools
See also Nagios tool; troubleshooting 
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debugfs, 110–111, 122–124, 378
debugreiserfs, 129–130
dumpe2fs, 120–122
e2fsck, 120
fsck.reiserfs, 128
management, Postfix MTA, 273–274
man –k xfs, 127
Multidisk, 15
OpenLDAP

ldapdelete command, 222
ldapmodify command, 221
ldappasswd command, 223
overview of, 220–221

sysvconfig, 172
tune2fs, 120–122
XFS file system, 127–128

Transport Layer Security (TLS), 282
transport lookup table, configuring Postfix 

to use, 272
trivial-rewrite daemon, 253–255
troubleshooting

chroot environment and, 357
file systems

Ext3, accessing damaged, 378–380
ReiserFS, 380

Grub
loading manually, 362–364
reinstalling, 361

identifying problem, 344–350
kernel

interruptible hang, 375–377
noninterruptible hang, 378

lost administrator password, 380–381
LVM logical volumes

boot problems, 368–373
device not activated automatically, 

374–375
excluding devices for, 374

master boot record, 364
overview of, 343
partitions, 365–368

troubleshooting tools
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Knoppix Rescue CD, 357–360
overview of, 351
Rescue a Broken System option, 

353–356
trusted root certificate authority, 283
tun device, adding to VPN server, 315
tune2fs utility, 120–122
tuning CPU

adjusting process priority using nice 
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overview of, 87–89
SMP environments, 90–91
thread scheduler, 87–88

U
unconfined command, 301
Universal Time Coordinated (UTC), 322
updating AppArmor profiles, 299
Upstart, 347
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user authentication for Nagios tool, 
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user mailboxes, managing, 277–278
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V
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public key infrastructure for, 305
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Windows VPN client, configuring, 320
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wa parameter (top utility), 90
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winbind package, 245–246
Windows VPN client, configuring, 320
workstation accounts for Samba, creating, 
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write requests, reordering, 114

X
X.509 standard, 282
xfsctl function, 125
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XFS file system
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