xenserver NIC max throughput ~5Mbps on Gb NICs
Started by Thomas Fitzgerald, 23 July 2013 - 11:02 PM
Posted 23 July 2013 - 11:02 PM
I have one pool setup in my lab - xenserver 6.1 and a standalone 6.2 server. the 6.2 server hosts an nfs server that is sharing out some local disk. i've attached this nfs to the 6.1 pool. i'm moving some vm data from the 6.1 servers to this nfs SR and the throughput just sucks.

all hosts have a single Gb nic and it takes a very long time to transfer a vm to this SR. i look at the perf tab on all hosts, and servers in use during this operation and i'm seeing it cap out at about 5Mbps.

i've gone through and turned off all offloading for pifs and vifs both. prior to this i saw a LOT of checksum errors. now they are, for the most part, gone. but still the performance is horrible.

what else can i check? 

thanks

Tom

1361-333435-1750960
Posted 23 July 2013 - 11:03 PM
nfs server has latest 6.2 xentools. do i need to disable offloading or chimney from within this vm? i kind of thought this was primarily a problem with 2003, not 2008 r2.

thanks

Tom
actually, it looks as i may be getting more like 2Mbps.

1361-333435-1750962
Posted 28 July 2013 - 01:00 PM
I'm experiencing the same thing, copying a VM or simply doing some small file copy operation takes forever.
Bandwidth monitoring shows between 3-5Mbps. However copying a file to the same NFS storage from another computer shows no performance degrade on the NFS storage itself.
Andreas Wreiner
Posted 28 July 2013 - 02:29 PM
I think I fixed my issue (not solved).
I ran across some more people having the same problems;

I am not 100% sure at this time whichever setting that 'really' eased up on my issues, but read/write speeds are now about 900mbps avg, peaking about gigabit speeds.

On each host with performance issues (Windows7/8/2012 server) I did on the "Citrix PV Network Adapter #X":
* Press Configure
* Go to tab Advanced
* Correct TCP / UDP Checksum Value <- Disabled
* IPv4 Checksum Offload <- Disabled
* TCP Checksum Offload (IPv4) <- Disabled
* UDP Checksum Offload (IPv4) <- Disabled

I have not noticed any negative aspects from this (yet) but it's only been a little while and need further testing but so far so good.
At best this may be considered a workaround (if it also works for you) but as the defaults are something very different for the XenTools install, this is probably not the intended way for "things" to work out.

Best Regards,
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Thomas Fitzgerald
Posted 29 July 2013 - 10:51 PM
Thanks for your response. I've made those changes and am testing. A bit more throughput - went from 2-4 to 6-7Mbps. I'm seeing thousands of ms latency on my disk and 100% utilization in Taskman on this 2012 server, so maybe this is as fast as that poor lab disk can spin.

Do you know what effect disabling Task Offload makes? Good/bad?

Thanks
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· Back to top
Posted 29 July 2013 - 11:43 PM
Is your dom0 running out of CPU power or memory? Run "top" to check you're not being squelched by the lack of memory (causing swapping to kick in) or lack of CPU cycles (saturated processor).
--Tobias

1361-333435-1752433
Andreas Wreiner
Posted 30 July 2013 - 01:43 PM
Hi, I have not had time to investigate this further, I just followed this recommendation myself.
Not really sure (still) why, but my network throughput went skyhigh after changing these settings.

