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Foreword

I have noticed over my 20-year career in wireless engineering that the most effective
technicians and engineers are those who understood the basic fundamentals of radio
frequency engineering. Too often, technicians understand how to follow the test
procedures or troubleshooting guidelines to make the RF measurements, but does
not understand what they are measuring and why. It is important to understand the
answers to the what and why questions, since often the unexpected happens on site
and adjustments have to made on the fly. This is impossible when the technician
does not have the proper training or understanding of the fundamentals.

Due to the current state of the telecommunications industry, it is not always
possible to get the proper training since budgets are tight. The responsibility often
falls on individuals to make up for this lack of training on their own in order to meet
the requirements of their jobs. Furthermore, field engineers and technicians find it
frustrating that many of the available wireless textbooks are very academic with
minimum hands-on experience. I feel that this book offers the opportunity to gain
much of the basic technical knowledge necessary to have a long and successful
career in the wireless telecommunications field.

This updated edition lays the foundation of wireless engineering by covering the
first generation analog cellular systems (AMPS) and the second generation digital
cellular systems (GSM, TDMA, and CDMA) before moving into the new 2.5G
(GPRS/EDGE and CDMA2000 1X) and third generation or 3G wireless technolo-
gies (CDMA2000, 1xEV-DO, and UMTS) that deliver increased voice capacity
and/or high-speed packet data services.

Ken Geisheimer

Senior Manager, CDMA Access Product Line Management, Nortel Networks
Richardson, Texas

July 2003
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Reviev-vingl the Basics

1.1 A Review for the Technician, an Introduction for the Newcomer

In order to understand the complexities of today’s digital wireless formats, it is
essential that technicians and engineers have a very sound foundation in basic radio
frequency (RF) and digital principles. The technicians who completely understand
these fundamentals have a tremendous advantage over their peers. This chapter will
explain many of the common concepts of RF as well as review some commonly used
digital modulation techniques.

1.2 Domains: Time and Frequency

A word used in the electronic world quite often is domain. If we look at a basic XY
chart, the X component is called the domain (see Figure 1.1). Essentially, it is the
basis for the graphical representation of an item—in our case, an RF signal. In RF,
we often talk of looking at the amount of power in a signal in two domains (later we
will add several more domains): the time domain and the frequency domain. Under-
standing these domains is useful in understanding exactly what an RF signal is.

If you have used an oscilloscope, then you have seen the time domain. If we look
at a signal on the oscilloscope from left to right, what we are looking at is a time
span. From bottom to top is the amount of voltage. RF, like your house current,
travels in waves in the time domain.

In this domain, we can see that we can measure the position of a wave in degrees
as it moves from point to point in time, much the same way we measure an angle
moving around a circle. We call this measurement phase, and, like a circle, a signal
can have a phase of up to 360° (see Figure 1.2). The amount of time it takes for the
signal to repeat itself, or get back to its original phase state, is called the period,
which is a time measurement (time per one cycle). If we inverse this period, we end
up with the frequency (cycles per 1 second), in which the unit of measurement is
hertz (Hz).

Examining and measuring the phase of a signal is quite important in communi-
cations. When we speak of a phase measurement, it is generally with respect to a
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The domain of the graph

| |
X | |
-6 +6 seconds

Y

Figure 1.1 Think of the domain of a graph as the X component—in this case, a form of “time”
domain.

Phase

360>

Figure 1.2 A sine wave has 360° of phase, which can be represented by the unit circle (remem-
ber, a unit circle is 360° as well).

second signal (see Figure 1.3). For instance, this book will discuss multipath signals
later. Multipaths are transmitted signals that take a different path to the receiver.
Thus, at the receiver, the two signals have the same information. However, because
they take different amounts of time to get to the receiver, they will have different
phases. Phase is generally measured in the time domain or via a constellation dia-
gram (discussed later in detail).

In RF design, we are able to separate signals with different frequencies, and
hence we can assign different frequencies to different applications so they will not
interfere with each other. This is seen much easier in the second domain—the fre-
quency domain.
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@
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Figure 1.3 Phase and frequency can be seen in the time domain. (a) Two signals in the time
domain. Both have the same period and frequency but are 180° out of phase (exact opposite).
(b) Two signals: one’s period is twice the other—thus, half the frequency.

If you have used a spectrum analyzer, then you have seen the frequency domain.
In the frequency domain, we measure the amount of power at each frequency.
Chapter 7 discusses spectrum analyzers much more in depth. What is important to
understand in Figure 1.4 is that the power of a signal is shown in a frequency
domain.

In the frequency domain, it is easy to see how we can divide applications by a
specific frequency (see Figure 1.5). For instance, in North America, the cellular
phone system is assigned a specific band (around 800-900 MHz) in which to oper-
ate, while frequency modulation (FM) radio stations are assigned completely differ-
ent frequencies. With Advanced Mobile Phone Service (AMPS), the analog cellular
phone system used in North America, each mobile phone conversation is then sub-
divided and assigned its own frequency band, which is actually 30 kHz wide.

1.3 Power

Once we understand the domain in which we are looking at a signal, of course it
makes sense to look at the power component (in other words, the “Y” component
of the graph) in the various domains. If you are like most technicians, you probably
are very familiar with the oscilloscope. Oscilloscopes usually measure a signal’s
voltage. In RF and microwave applications, we generally measure a signal’s power
with one of two units of measure: the watt or the dBm.

While power is always voltage times current (which gives us the wattage), the
levels in RF are often so small that it is much easier to represent the wattage loga-
rithmically (see Table 1.1). The dBm is an absolute measurement—0 dBm always
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Figure 1.4 A spectrum analyzer shows power in the frequency domain. Note the various setups a
spectrum analyzer has in the case displayed to the right and below the signal display. It is impor-
tant to understand in which domain one is viewing a measurement in order to understand how
such setups can affect the measurement.

500 T 800 1,100 1,400 1,700 ,000 ,300

A A

TV broadcast PCS, licensed
Land radio and unlicensed
Aeronautical Space research
radionavigation

Various satellite, aeronautics,
astronomy, and scientific aids

Figure 1.5 The Federal Communications Commission (FCC) assigns frequency bands (in mega-
hertz) based on the application (obviously, this chart is not all-inclusive).

represents 1 mW. When we use dB, it is a relative measurement—in other words, a
3-dB increase would represent a doubling of power, regardless of the starting power
level. A very easy way to convert between the two is to remember that 1 mW equals
0 dBm. Then, every 3-dBm increase or decrease is a doubling or halving of power,
respectively. You can see why you must have a good understanding of dBM versus
watts—the difference in power from 37 dBm to 40 dBm is quite significant, while
the difference from 0 dBm to 3 dBm is but 1 mW.
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Table 1.1 dBm Versus Watts

Watts dBm
100 +50
10 +40
4 +36
2 +33
1 +30
0.5 +27
0.25 +24
0.1 +20
0.01 +10
0.001 0
0.0001  -10
0.00001 =20
0.000001 -30

We also sometimes represent power levels in terms of their signal-to-noise (S/N)
ratio. This is important, as many times the ability to receive a signal is not necessar-
ily tied exclusively to the absolute power of the signal at the receive antenna, but the
amount of power relative to the noise floor. For instance, if the noise floor in a par-
ticular area is particularly high, due to interfering signals or just thermal noise, the
S/N ratio will be lower, representing this condition. With the same amount of power
in another area, the noise floor might be much lower, meaning a higher S/N ratio
and a better condition to try to receive a signal (see Figure 1.6).

Signal at
—40dBm Noise floor
at —90 dBm
. Noise floor
1
S_‘ngBaI; at -80 dBm

V2 N

Figure 1.6 Even though the signal level remained the same, the noise floor rose, and thus the
S/N ratio worsened.
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When it comes to spread-spectrum systems (which will be discussed later), a
modification of the S/N ratio is performed to create a different measurement, called
E,/N, (pronounced “ebno” by those in the field). E,/N, is often called the digital S/N
ratio. It is essentially the S/N ratio with what is called the processing gain factored in.
This is the benefit derived from using a larger bandwidth to transmit than is actually
needed.

1.4 Understanding Propagation

The process of transmitting signals into the air is called signal propagation. Under-
standing the concepts involved in taking a useful signal and sending it down a trans-
mit path to an antenna and out into the air is an essential aspect of a technician’s
position. A useful analogy to this process is a water hose. If we turn the faucet on for
a moment, we hope that all of the water will get to the nozzle and spray on our vege-
table garden. Of course, all of the water usually will not make it. A small leak in the
hose might send some of the water where we do not want it. A kink in the line might
slow the amount of water down. If it is a large kink, it could stop the water alto-
gether, and in fact send it back to the faucet (backwash), maybe causing more prob-
lems. Of course, the best way to make sure everything works well is to use the right
diameter hose for the pressure you want.

RF is much the same (except that after a while of efficient watering, we do not end
up with plump tomatoes but rather happy customers). We generally have an ampli-
fier, our faucet, on which we attach a cable leading to the antenna, our nozzle. As we
send our signal down the cable to the antenna, we hope that all of the power makes it
through the route and out the antenna, but there are reasons why this often does not
occur: a bad cable that isn’t shielded enough, a connector that is not tightened nearly
enough, some sort of break in the transmission line, or a flaw in the antenna.

One advantage in the RF world is that by using what is called an RF bridge, we
can separate what we are transmitting down the cable and what is coming back
the other way (the reflected power—the power that did not make it out shown in
Figure 1.7). Chapters 10 to 14 will give more detail on these testing methods.

What also is important to understand is that different frequencies propagate dif-
ferently. Generally, lower frequencies will travel much greater distances, but they
are also more susceptible to physical obstacles, such as a wall. Also, lower frequen-
cies will propagate with a much wider footprint than will higher frequencies; in
other words, higher frequencies have more propagation loss than lower frequencies.
Higher frequencies are much more directional (hence the use of microwave signals
for line-of-sight point-to-point transmission systems). Thus, transmitting SOW at
570 kHz is quite different than transmitting SOW at 800 MHz. In cellular systems,
we take advantage of this directionality when we divide cells into sectors. More on
this appears in Chapter 2.
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Effective radiated
power (ERP)

A

Transmitter power

sent up the antenna
P Reflected power (power

that did not make it out)

Figure 1.7 Reflected power is a good indicator of antenna and transmit path performance.

The concept of fading also needs to be understood. Fading generally refers to
the degradation of the signal at the receiver. There are four main fading effects
related to physical conditions:

* Attenuation due to distance;

* Attenuation due to environmental features;
* Raleigh fading;

* Multipath fading.

Naturally, as a receiver moves away from the transmitter or places large objects
between itself and the transmitter, the signal level will decrease and lower the call
quality. When the subscriber moves a significant distance away from the transmit-
ter, the fading that occurs is called large-scale path loss, as the attenuation is due to
the distance. Shadowing generally refers to a type of fading that occurs when
the subscriber moves behind a large object or perhaps in a tunnel or the like (see
Figure 1.8). These two fades are naturally an obstacle to all wireless systems,
although some systems are able to overcome the problem easier than others.

Multipath fading is another type of fading caused by interference between two
or more waves leaving the transmitter at the same time, but taking different paths to
the receiver and thus arriving at the receiver at different times. This can cause the
signals to have different phases as they enter the receiver, and this will cause a
destructive process, lowering the actual received level. It should be understood that
the multipaths can arrive in phase, and thus they would add constructively—a
sought-after condition.
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Shadowing, a sudden drop or gain in signal strength,
occurs when subscribers pass behind structures

Figure 1.8 Fading can be caused by a variety of circumstances, such as distance from the trans-
mitter or shadowing from large objects like mountains.

If the multipaths could some how be demodulated separately, and then com-
bined coherently, this would substantially improve the system. This is what cdma-
One does with its Rake receiver. Problems in digital systems related to signals taking
different paths to the receiver, and thus arriving at different delays, are also often
called intersymbol interference (see Figure 1.9).

Fading related to the motion of the terminals (i.e., driving in a car) is often called
Rayleigh fading. Because of the movement of the handset, the received signal rays
undergo what is known as a Doppler shift. This causes a shift in the wavelength of
the signal, and like the multipath problem described earlier, causes multiple signals
at different phases to enter the receiver and degrade (or sometimes improve)

Figure 1.9 Signals can take different paths to the receiver. These multipaths thus take different
amounts of time to get to the receiver and can cause problems at the receiver.
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reception. The nature of this type of fading causes the changes to occur very quickly,
and sometimes this type of fading is called fast fading.

Fading can either be frequency selective, acting much like a notch at a specific
frequency, perhaps as wide as 300 kHz, or the fades can be flat, causing a problem
across a very large bandwidth. One of the best defenses against deep fading is to
widen the bandwidth of the signal. Considering that fading can often be frequency
selective, one can easily understand how a system that uses a wider frequency band
will be able to withstand a fading environment better than a narrowband system
(see Figure 1.10). This is one of the main reasons that spread spectrum systems are
becoming popular. Also, the fact that fades can be frequency selective explains why
the mobiles transmission to the base station may be terrible, but yet the base station
connection to the mobile is fine, as these two channels will operate on different fre-
quency bands (separated by either 45 MHz or 80 MHz). These concepts will be dis-
cussed in detail later in the book.

1.5 The Transmit and Receive Path

A logical way of looking at a transceiver is to divide the modulation section from the
transmit path section. In other words, we can examine the system that modulates
and demodulates the information separate from the section that takes the modu-
lated signal and prepares it to be sent out on the air (in the case of the transmitter),
and the section that receives the signal off the air and prepares it to be demodulated
(in the case of the receiver). The former section will be discussed later in this chapter,
as modulation types are discussed. The latter, which we will refer to as the transmit
and receive path section, includes connections and cabling from the modulators to

Figure 1.10 A deep fade can occur in a specific frequency band (shown by the black fill). Natu-
rally, the wider the bandwidth of the desired signal, the more resilient it is to these deep fades.
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Figure 1.11 In today’s high-tier wireless systems, uplink and downlink channels are separated by
frequency (frequency-division duplex).

the amplifiers and filters, the connectors and cabling to the antenna, and the antenna
itself.

In the main high-tier wireless systems in use today, the mobile transmits on one
set of frequencies and the base station transmits on a different set of frequencies.
This setup allows for full duplex communications. The mobile transmit band is
known as the uplink, or reverse channel. The base station transmit band is known as
the downlink, or forward channel (see Figure 1.11).

Filters are self-explanatory. They basically clean up a signal, ensuring that any
unwanted power outside of the transmit or receive bandwidth is attenuated. Obvi-
ously, filters are frequency dependent, and are generally labeled lowpass, highpass,
or selective (and sometimes selectable). These are indications of which frequencies
they will allow to pass. As filters are usually passive devices, they do not fail very
often in the field, although they can degrade in performance over time. Filters are
generally tested by using scalar network analysis (discussed in Chapter 10), which
involves sweeping a generator across frequencies at the input and measuring the fre-
quency response at the output (see Figure 1.12).

Amplifiers are used to boost power to a level needed to communicate with other
transceivers and to boost received power (these are often called preamplifiers) so
that the information can be detected and demodulated. Amplifiers that boost power
in terms of watts are known as power amplifiers (PAs). Amplifiers come in many
shapes and sizes, and they are one of the primary failure areas of transceivers. This is
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Figure 1.12 Swept frequency analysis is used to measure RF devices in a frequency domain. Here,
we see the transmit characteristic of a lowpass filter (note that the higher frequencies are attenu-
ated).

because they are active devices and generally produce substantial amounts of heat in
the presence of high-current circuitry.

While amplifier designers try to make their products as linear (frequency inde-
pendent) as possible, most amplifiers are still nonlinear devices. When RF signals
are passed through nonlinear devices, the possibility exists for a form of mixing that
causes distortion—more specifically, intermodulation distortion—which can result
in poor signal quality or mathematically related interference products at the out-
put of the amplifier. Harmonics (which occur at multiples of the carrier) can
also increase or develop in amplifiers, particularly when the signal is overdriven (see
Figure 1.13).

1.6 Digital Basics

It may seem out of place to jump from RF propagation to a review of digital technol-
ogy, but today’s complex communication systems are a blend of digital and RF. In
fact, the RF portion of these new standards is really the last step in a many-step
process of getting the information transmitted. Before we can begin to understand
digital modulation, it is important to understand the form of the information we are
modulating.



12

Reviewing the Basics

Power

ANAWAWA

Frequency

Figure 1.13 Harmonics and intermodulation. Products are usually undesired results of bad
devices and are mathematically related to the fundamental frequency.

When we speak of digital, what we are really talking about is the use of ones and
zeros to represent data and perform actions. For instance, a computer can use a
series of ones and zeros to represent a particular letter of the alphabet, which then
allows the computer to store the sequence electronically. It is important to under-
stand that computers speak in digital, and even the “analog” first generation cellular
phone system needs the ability to transmit digital information (ones and zeros) in
order to relay signaling information.

Usually, this is done by using voltage levels to represent the ones and zeros.
Thus, a high voltage might represent a one, and a low voltage might represent a zero.
Often, a bipolar digital system is used, in which a high is +1V, and a low is =1V. This
allows some easier mathematical manipulation and is generally used in wireless
applications.

You can begin to see that ones and zeros could really be represented by any
method that has two easily recognizable states—high and low voltage is but one way
to perform this task. For instance, we can shift frequency over set periods of
time—one frequency for a moment for a one, then another if we want to represent a
zero. Another way would be to change the amplitude of the signal depending on the
bit to send, perhaps turning the amplitude on for a one and down for a zero. Natu-
rally, some sort of clocking system would need to be in place for this to work.

We could also shift the phase of a signal—one phase represents a one, while
another represents a zero. Additionally, we can use relative changes as opposed to
absolute positions. For instance, a change of —45° of phase might represent a one
and a change of +45° might indicate a zero. This is how we will represent ones and
zeros on the RF carrier, which will be discussed later. This form of shifting from one
state to another to represent ones and zeros is known as shift keying.

Thus, we have frequency shift keying (FSK), phase shift keying (PSK), amplitude
shift keying (ASK), and a combination of any two in some systems (see Figure 1.14).
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Phase shift keying

Frequency shift keying

Amplitude shift keying

Figure 1.14 Keying certain characteristics to represent ones and zeros.

Up to the point where the data is actually modulated on the final RF carrier that
will be sent out on the air, data is manipulated in standard high or true and low or
false voltage digital levels. It is important to review some of the basic digital func-
tions in order to understand how digital sequences are manipulated.

Several logic gates are common in cellular applications (see Figure 1.15):

* AND gate: In the AND gate, two trues at the inputs will result in a true out-
put. Any false on an input will result in a false output.

* OR gate: In the OR gate, any true value on an input will result in a true out
put. The only time it will output a false is if both inputs are false.

* Exclusive OR (X-OR) gate: The X-OR gate is very important in digital sys-
tems, particularly spread-spectrum systems. The X-OR gate is used to spread
sequences (this will be discussed later). A true is output when opposite values
are input. In other words, when the input is a false and a true, the output will
be true.

* Inverter gate: Naturally, the output will be the inverse of the input.

* Shift register: A shift register is a logic device used to store a binary value. As it
is toggled, it moves its stored value to the output.

Another concept that is important to understand is digital correlation. Correla-
tion is the amount of similarity between two items. In this case, it is an actual
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Figure 1.15 Logic gates common in cellular applications.

measurement of the similarity between two digital sequences. If you look at Figure
1.16, you can see how we objectively measure digital correlation. By multiplying the
bipolar values, we will end up with a digital waveform product. If we integrate (or
find the area of) this resulting waveform, we have a correlation measurement. If
100% of the area is present, it would indicate perfect correlation, or a one. Perfectly
uncorrelated signals would be measured as zero. If two digital signals are perfectly
uncorrelated, it can also be said that they are orthogonal to each other. You may
have heard of Walsh codes in code-division multiple access (CDMA). These Walsh

codes are actually orthogonal sequences.
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Figure 1.16 The product of two perfectly correlated signals will have an area of one. Any differ-
ence between the two signals would result in an area less than one.

1.7 Modulation

Modulation is the process of putting useful information on a carrier that can be
transmitted from one point to another. This information can be voice, data, or sig-
naling data. There are several methods of placing information on a carrier,
including:

* Amplitude modulation;
* Frequency modulation;
* Pulse modulation;

* Phase modulation.

Two of the more known forms of modulating voice are FM and amplitude
modulation (AM). Both of these forms of modulation are also known as analog
modulation formats, which generally means that analog voice signals are directly
modulated on the transmitted RF signal (see Figure 1.17).

It may be useful to review some audio concepts, as it is mostly audio that we are
trying to transmit from one point to another. While the human ear can hear a wider
frequency range, a toll-quality human speech phone call will generally cover 200 Hz
to around 4,000 Hz. In terms of a cellular telephone transmission, this will generally
be the audio bandwidth that will need to be transmitted with adequate S/N ratio
and low harmonic distortion.

In an AM system, this audio signal will be translated to changes in the ampli-
tude of the transmitted signal, which will be at a much higher frequency. Naturally,
when received, these variations in amplitude can then be translated back to fre-
quency variations, thereby reforming the original analog signal that can be sent to a
speaker. Because AM systems rely on amplitude changes to transmit the informa-
tion, they are generally more susceptible to fading and noise than FM and generally
require a higher S/N ratio to demodulate. AM signals are also much more affected
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Amplitude modulation

Frequency modulation

Figure 1.17 FM versus AM (time domain).

by cochannel interference (i.e., another station transmitting on the same frequency).
Naturally, FM signals are also affected by cochannel interference, but FM can some-
times select the stronger of the two received signals to demodulate, whereas the AM
receiver will have a much more difficult time doing this.

In an FM system, which is the type of modulation used in today’s first genera-
tion cellular systems, variations in frequency (which relate to the audio to be trans-
mitted) are used to get the information from one point to another.

1.8 Vocoding

In almost all of today’s second and third generation wireless communications sys-
tems, voice is transformed into digital ones and zeros and modulated on the trans-
mitted carrier using complex digital modulation methods. These methods are
substantially different than traditional first generation analog systems.

Because digital modulation implies that the information to be transmitted is
already in a digital form (ones and zeros), the first function of the system is to con-
vert the analog voice signals to digital. The basic way of performing this task is to
use an analog-to-digital (A/D) converter.
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An A/D converter samples the voice signal’s level and sends a bit stream of ones
and zeros to indicate either absolute level or differential steps up or down. The two
variables that will affect the quality of the conversion are the sampling rate and the
number of bits used to represent steps. There are different standards agreed upon to
perform this action.

If you remember, the highest frequency usually found in human speech is
around 4 kHz. The Nyquist theorem states that for proper A/D conversion, a sam-
pling rate at least twice the highest frequency in the waveform must be used. Thus, a
sampling rate of 8 kHz (which equates to 8,000 samples per second) should be used
for human speech. Differences between the created digital waveform and the actual
voice waveform are called quantization error.

While this method can make for a high-quality conversation, if the system
requires 8 bits for each sample—as is the case for a standard called pulse code
modulation (PCM)—it would require a data rate of 64 Kbps, which would use too
much bandwidth for most wireless systems. Adaptive differential pulse code modu-
lation (ADPCM) uses much the same sampling process, but represents the samples
differentially (i.e., not as an absolute level, but rather as the difference from the last
sample). Using this method, only four bits are needed for each sample; thus, the data
rate can get reduced to 32 Kbps. However, this is still too high a data rate for digital
systems.

Instead, complex vocoders are used. Vocoders can represent particular human
voice sounds with bits, using extremely complex algorithms—essentially using a
sort of “codebook.” Using this method, data rates below 13 Kbps can be achieved,
which are perfect for today’s requirements. In simple terms, a system will perform
A/D conversion and then run this bit stream through the vocoding process. The
vocoding process compresses the amount of bits needed to represent the analog
voice via prediction, based on the first few syllables that it “hears” (see Figure 1.18).

Each wireless system generally uses its own vocoder (see Table 1.2). The cdma-
One, for example, uses the Qualcomm code excited linear prediction (QCELP)
vocoder, while 1S-136—the North American time division multiple access
(NA-TDMA) system, or North American digital cellular—first used vector sum
excitation linear prediction (VSELP), followed by algerbraic code excited linear

Filter .nl\ﬂ“n{\,\' »|/A/D Predictive
T[T |sampling|— |coding
00100110
10100010

00001000
11101111

00110010

Figure 1.18 Codecs use complex predictive methods to compress the sampled digital data fur-
ther, allowing less bandwidth to be used.
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Table 1.2 Vocoders Used in the High-Tier Systems

AMPS  NA-TDMA Global System for Mobile CDMA
Communications (GSM)
Vocoder Analog  VSELP (original) Linear prediction coding with QCELP
ACELP regular pulse excitation

(LPC-RPE) (original)
Enhanced full rate (EFR)

Speech rate (Kbps), N/A 13 22.8 (13 voice) Variable—8K or
including channel 13K at full rate
coding

prediction (ACELP), a higher quality vocoder. Hence, the human voice is turned
into ones and zeros and is ready to be modulated on an RF carrier.

1.9 Shift Keying

As mentioned earlier, any method of shifting from one state to another can be used
to signify a one or a zero. There are essentially three components of an RF carrier
that can be keyed this way: the amplitude, the frequency, or the phase—and some-
times a combination of two.

ASK simply varies the amplitude of the carrier between two states, one repre-
senting a one, the other representing a zero. Naturally this method is susceptible to
the same problems normal AM radios are, and speed is also a problem. Thus, it is
not practical for advanced systems (although some systems do use a combination of
ASK and another method). FSK, where the frequency is shifted between to states to
represent a one or zero, is actually used quite extensively in analog system signaling.

Phase modulation is the system best suited for today’s cellular and personal
communication services (PCS) systems. Naturally, the phase of the carrier is shifted,
depending on the data to be sent. The simplest form of this is binary PSK (BPSK),
where two phase states represent either a one or a zero (see Figure 1.19).

L]

—Sin (logic 0) < T » Sin (logic 1)

v

Figure 1.19 Using PSK—in this case, using BPSK, where two phase positions represent either a
one or zero.
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Phase can be represented in the form of a circular diagram known as a constella-
tion diagram. In this diagram, the phase of the signal is represented by the angle
around the circle, while the amplitude of the signal is represented as the magnitude
away from the origin (or center) of the circle, with the very center of the circle repre-
senting the least amount of amplitude (see Figure 1.20).

All of the main cellular and PCS systems used what is called constant amplitude
phase modulation, meaning the amplitude of the signal stays constant during the
“decision” points, changing only during phase transitions—and in some cases, not
changing at all. Thus, each decision point has two components, phase and ampli-
tude. Deviations from the ideal vector for each decision point is known as the error
vector magnitude, which is a combination of two submeasurements—phase error
and magnitude error.

In the three widely used cellular and PCS systems in use today, three different
types of phase modulation are used. In GSM, Gaussian minimum shift keying
(GMSK) is used. In IS-136, n/4 differential quadrature phase shift keying (n/4
DQPSK) is used. In CDMA, QPSK and offset quadrature phase shift keying
(O-QPSK) are used for the forward and reverse link, respectively. The 3G formats
begin to use higher-order modulation formats, such as 8-phase shift keying (8PSK),
implying eight possible phase states that allow for 3 bits per phase or symbol.

Figure 1.20 A constellation diagram is often used to represent digital modulation. In this case,
we are representing quadrature phase shift keying (QPSK), the modulation used in CDMA.
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1.10

1.1

1.12

GSM and GMSK

GMSK is really a type of FSK, which naturally results in phase changes of the carrier.
The technique allows the carrier’s magnitude to remain constant, with only the
phase seeming to shift. The constellation diagram for a GMSK signal, therefore,
resembles a circle at constant amplitude around the origin.

The key measurement of this type of modulation, therefore, is phase error, as
there is no magnitude error. Many test instruments can plot this phase versus bits, as
graphic representations often paint a picture much more clearly. In this way, the
technician can quickly see if the modulation is passing or not.

/4 DQPSK and 1S-136

IS-136 uses /4 DQPSK modulation. There are eight possible phase positions, which
are generated by four phase changes: 37/4, n/4, -37/4, and —n/4. These four phase
changes each represent 2 bits (e.g., 00, 11, 01, and 10), and thus any sequence of
ones and zeros can be sent. The demodulator looks for these phase changes, as
opposed to absolute phase position.

Thus, the constellation diagram of a #/4 DQPSK signal has eight decision
points, with each decision point having four possible transitions, which will repre-
sent one of four 2-bit symbols (00, 11, 01, or 10). Do not be confused by the term
decision points. Decisions on the symbols are determined by the transition, and the
actual points are simply how the constellation diagram will show problems (if the
actual point is wrong, then the trajectory must have been wrong).

QPSK/O-QPSK and CDMA

The cdmaOne uses QPSK on the forward channel and O-QPSK on the reverse chan-
nel. Like 7/4 DQPSK, each symbol represents 2 bits; however, QPSK uses absolute
phase position to represent the symbols. Thus, there are four phase decision points,
and when transitioning from one state to another, you can see that it is possible to
pass through the origin, or center of the circle, indicating minimum magnitude.

O-QPSK is used in the reverse channel to prevent transitions through the origin.
Consider the components that make up any particular vector on the constellation
diagram as X and Y components (in modulation terms, these would be I and Q).
Normally, both of these components would transition simultaneously, causing the
vector to move through the origin. In O-QPSK, one component is delayed, so the
vector will move down first and then over, thus avoiding moving through the origin
and simplifying the radio’s design.
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1.13

1.14

8PSK

Similar to QPSK, 8PSK uses phase locations to determine the pattern. The 8PSK is a
higher order modulation scheme, meaning it can transmit more information per
shift or symbol. Whereas QPSK transmits 2 bits per symbol, 8PSK transmits 3 bits
per symbol. Naturally, this does require a more complex system, as the phase states
are closer together.

Spread Spectrum

CDMA is a spread-spectrum system, but what exactly does that mean? A spread-
spectrum system is generally said to be one in which we use more frequency band-
width than is actually needed to transmit our effective data (see Figure 1.21).
Remember that the data rate of the information we are modulating will correlate
with the amount of bandwidth used. If we have 13 Kbps of data to transmit, it will
generally take 13 kHz of bandwidth. In spread spectrum, we are saying that 13
Kbps will take more than 13 kHz of bandwidth.

By dividing the bandwidth actually used by the information rate, we can calcu-
late processing gain (1.1):

G, =B, /R (1.1)

This processing gain is the ability of the system to fight interference. As you can
see, as we increase the bandwidth, the processing gain will increase, and so too will
the system’s ability to fight interference.

There are several ways to spread a signal. Frequency hopping is one way often
used in military applications. It involves changing the carrier frequency being modu-
lated at very fast speeds using complicated algorithms to determine the frequencies.

13 kHz 1.2288 MHz

Figure 1.21 In spread spectrum, a data rate that would normally require a small amount of
bandwidth is “spread” with a pseudorandom (PN) sequence to a rate that requires a much wider
bandwidth.
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1.15

CDMA uses another method called direct sequence. Essentially, we use a PN
sequence and an X-OR gate to increase the actually transmitted information.

A PN code or sequence is a sequence of bits that has all the characteristics of ran-
domness, except that we know what the bits are.

As you can see in Figure 1.21, every one bit of actual effective data is X-ORed
with the many bits of the PN sequence. The result is that the original 13-Kbps data
rate of “effective” data is spread to a transmit data rate of 1.2288 Mbps.

It is important to recognize some of the terms we use to describe ones and zeros.
Bits generally refer to raw ones and zeros, which represent real information. For
instance, the output of an A/D converter would be considered bits. Symbols are bits
(or groups of bits) that are usually encoded information. For instance, the output of
a convolutional encoder, used for forward error correction (FEC), which we will dis-
cuss in detail later, will be symbols. When we spread data bits or symbols, we call the
ones and zeros chips. This is why the data rate for CDMA is said to be 1.2288 mega
chips per second (Mcps) (see Figure 1.22), as the data is actually spread data.

Conclusion

This chapter should have been an adequate review of or introduction to the basics.
The next chapters will become more detailed about the operation of the formats in
use primarily in the Americas, often going back over many of the concepts dealt with
in this chapter but in greater detail.

Voice
Data
13 Kbps QPSK modulator
1.2288 Mbps
FEC Symbols | chips 1.2288 Mbps
encoding » Spreading
1.2288 Mbps
Oscillator
Spreading
sequence

Figure 1.22 Block diagram of a spreading process. Note that the actual information data is only
13 Kbps, while the transmitted rate will be at 1.2288 Mbps.
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2.1 The Cellular Concept

With the advancement and shrinkage of today’s wireless phones and all this talk of
3G and high-speed data, many people forget a very important concept: these hand-
sets are not really telephones at all, but radios. As radios, cellular phones are subject
to the same problems and issues that all RF systems must face. This chapter will
review the history of cellular radio communications, discuss the concept of cellular
networks and multiple access techniques, and provide the “big picture” of cellular
communications.

2.2 The History of Cellular

The concept of cellular communications was developed in response to the limita-
tions of conventional radio services. Although the concept of cellular radio was con-
ceived as early as the 1940s for military applications, the first truly cellular
commercial systems were not installed until the late 1970s, with the implementation
of the Nordic Mobile Telephone (NMT) system in Europe in 1979. The AMPS was
implemented in the United States in 1982, and the Total Access Communications
System (TACS) followed in the United Kingdom in 1983.

As far as mobile phone systems, most would agree the first commercial system
was in the implemented in the 1960s with the Mobile Telephone Service (MTS),
later followed by the Improved Mobile Telephone Service. While these systems were
landmarks as far as personal communications went, they seriously lacked the level
of performance needed. Even with less than adequate performance by today’s stan-
dards, as well as a very high price tag, the demand was extremely high. In fact, in
1976, over 3,500 customers were still on a waiting list for the service in New York
City. It became obvious that a better system was needed.

The MTS system was a system where one frequency channel was used for the
entire system. Thus, the concept was to transmit on the frequency as much power as
possible, as more power would increase the cell size. If a user left the coverage area,
they had to reinitiate the call on a different frequency channel (see Figure 2.1). If

23
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Dropped call area.
User had to reestablish calls.

System A System B

Figure 2.1 In the beginning, there were no handoffs. The cellular system’s size depended on
how much power the centralized base station could transmit and receive. Users who stepped out
of range of one system had to reestablish the call on the next system.

mobile communications was to grow, the first limitation that needed to be overcome
was frequency utilization.

The concept of frequency utilization involves two issues. First, it pertains to the
availability of actual frequency spectrum free from any interfering coutilization. Sec-
ond, a method of using the frequencies assigned effectively and efficiently must be
developed.

As the twentieth century unfolded, many applications, from television and radio
to air-to-air and satellite communications, began eating up this new domain of fre-
quency spectrum. In the United States, the FCC needed to isolate and assign a band
for this new and growing communications trend. As frequency goes up, it becomes
more difficult to develop cellular communication systems. Many would agree that
10 GHz would be the upper limit. Thus, there is indeed a finite amount of band-
width available, yet essentially an infinite amount of applications our best scientists
can come up with.

The original MTS systems operated at 40 MHz, 150 MHz, and 450 MHz. The
FCC had already assigned most of the frequency bands below 400 MHz to other
applications. As one of the pioneers in communications, the Bell System had pro-
posed using the 800-MHz band as early as 1958.

Up until the mid-1970s, the 800-MHz band was being used by educational tele-
vision. However, the advent of cable television lessened the load on the spectrum, as
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many of these programs could move off of the airwaves and onto the cable lines. In
1974, the FCC allocated 40 MHz of spectrum in the 800-MHz band, originally
allowing one cellular operator in each market.

In 1980, the FCC changed its mind on the one-carrier-per-market concept and
decided on allowing two carriers to increase competitive pressures. The frequencies
were then assigned in 20-MHz blocks designated A and B band. Because the FCC
realized that local wireline providers would be a primary player in cellular commu-
nications, the B band in each market was assigned to wireline companies, while the
A band was reserved for nonwireline companies. Thus, utilizing the AMPS proto-
col, there were 333 30-kHz frequency channels per carrier per market, numbered 1
to 666.

In 1986, in order to increase capacity for the ever-growing cellular industry, the
FCC decided to add bandwidth to each band. This accounts for the disjointed fre-
quency channel numbering seen in the frequency channel chart for cellular (see
Figure 2.2). The enlarged spectrum system is sometimes referred to as extended
Advanced Mobile Phone Service (E-AMPS).

While we will discuss specific properties of the air interfaces later, it is impor-
tant to first understand the channel numbering structure. In the cellular band, each
channel is 30 kHz wide (as you will see later, each AMPS channel requires 30 kHz).

In the 1990s, cellular exploded in growth, and we wondered how we ever lived
without it. As the demand for service increased, carriers began to have problems
delivering with their finite spectrum and technological resources. Digital formats,
which could increase capacity, began to emerge, and the FCC set out to allocate
further spectrum. Two digital standards arose, NA-TDMA and cdmaOne. Both

Downlink Uplink

A B A B
Channel # 1 666 1 666
Frequency
(MHz) 870.03 889.98  825.03 844.98

Downlink Uplink

A A B A| B A A B A| B

Channel #991 1 666 799 991 1 666 799

Figure 2.2 The cellular channel structure, a bit convoluted after the addition of spectrum.
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systems were dual-mode standards, allowing a seamless transition from analog to
digital.

As the demand for more services and more competition grew, what emerged was
a new frequency band allocated for PCS. The licenses for these bands (designated
A-F) do not specify which technology could be implemented, and they were auc-
tioned off (at what many felt were outrageous prices). The use of these PCS bands
has become widespread, and the competitive forces associated with two to four new
mobile phone carriers in each market have caused a significant drop in the cost of
wireless services, with a significant increase in the performance and benefits.

The PCS band uses 50-kHz channels as far as its channel numbering system. The
channels of several of the formats using this band have occupied bandwidths much
larger than 50 kHz (i.e., CDMA uses 1.2288 MHz and GSM uses 200 kHz), so
channel numbers refer to the center frequency of the carrier.

In Europe, most nations also adapted some form of an analog system early on.
One of the first systems was the NMT system, which covered Denmark, Finland,
Norway, and Sweden. If a user wanted to roam, often even within this system but to
a different nation, a different handset was needed. In the 1980s, Europe faced the
same phenomenal growth seen in the United States. As its capacity problems began
to increase, and as a more open and mobile European society emerged, the demand
for a next generation increased.

The European Community decided the best option was essentially to start from
scratch. They allocated a 900-MHz band across the continent and approved a new
digital standard, GSM, which specified both the air interface as well as the signaling
specifications. Unlike the American next generation goals, which focused primarily
on seamless integration into the already extensively deployed AMPS system, GSM
was designed with standardization and roaming as the key features, with no need to
be backward compatible. Thus, while Europe converged on a single standard, the
United States split from its original AMPS to time-division multiple access (TDMA)
and CDMA, as well as keeping, and in some cases even expanding and improving,
the existing analog AMPS networks (see Figure 2.3).

NMT TACS AMPS

CDMA GSM-1900
GSM

NA-TDMA

Figure 2.3 While Europe converged on the single standard of GSM, North America diverged
from AMPS into NA-TDMA, CDMA, and GSM-1900.
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In the 1990s, Europe also established its own new band for what it called per-
sonal communications networks. The band, now called DCS 1800, utilizes an
upbanded GSM network in the 1,800-MHz band.

Japan also established its own system along the same time frames. Japan devel-
oped Pacific Digital Cellular (PDC), which is very similar to NA-TDMA. A lower
tier format called personal handyphone system (PHS) is also very widespread in
Japan. PHS is primarily designed for pedestrian, low-speed use and has been enor-
mously successful, to a great extent, as a substitute for landline service—this would
be called a wireless local loop (WLL) system. Japan has also deployed a successful
CDMA network. In addition, Japan allocated a separate frequency band specifically
for wideband code division multiple access (WCDMA). Thus Japan was the first
nation to deploy a commercial WCDMA network, albeit with some initial deploy-
ment issues.

Table 2.1 lists just a few of the analog formats used in different regions. All were
similar, and none of them allowed roaming from system to system.

With the 2000s, many thought cellular would evolve quickly again, as custom-
ers would look for wireless Internet at digital subscriber line (DSL) or cable modem
data rates. In addition, wireless operators were looking for more voice capacity out
of their spectrum. Hence, many saw a third generation of wireless formats as the
next big thing in cellular communications. With a global economic slowdown, how-
ever, and financial struggles of many operators, many of whom were already strug-
gling from the cost of their original spectrum licenses, the 3G deployments have
been significantly slower than expected.

Operators, however, still must plan their roadmap for the future. As you will see
in later chapters, CDMA was designed right from the beginning with an evolution-
ary path to 3G services. Engineers designed the general packet radio service (GPRS)
and enhanced data for GSM evolution (EDGE) formats to allow stepping stones to
the true 3G format: WCDMA. NA-TDMA, which saw widespread deployment
across the Americas, did not seem to have a clear migration path to 3G or high-
speed data rates. Although there were several viable formats in early stages that
would allow for such a transition for NA-TDMA, economies of scale did not make
most of them realistic for deployment. As a result, most of the major NA-TDMA

Table 2.1 A Few of the Analog Formats Used
Country/Region Format
United Kingdom  TACS

Canada Aurora
Scandinavia NMT
Netherlands ATF2

United States AMPS

Austria Autotelefonnetz C

Hong Kong AMPS, TACS, Japanese NEC
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operators have decided to move towards GSM and hence take on GSM’s evolution
path.

As mentioned earlier, there are two issues associated with frequency utilization.
The first, spectrum allocation, was taken care of in the previous paragraphs, where
frequency bands are assigned by the governments. The second issue, and certainly
the more difficult issue to address, is creating a system that efficiently uses the spec-
trum that is assigned.

2.3 The “Cell” in Cellular

In transitioning from the conventional MTS-type wireless systems to the first gen-
eration cellular systems, engineers needed to develop ways of using their frequency
channels effectively. If only one frequency could be used at a time in a specific geo-
graphic system, then only 333 calls would be able to be made at any given moment
per carrier. In addition, the mobile user would not be able to stray out of the covered
cell without dropping the call, unless a complex repeater system was installed; this
was hardly adequate for markets the size of New York and Chicago. Thus, the con-
cepts of frequency reuse, cells, and handoffs were born.

Naturally, the geographic boundaries of a mobile communication system at a
specific frequency will be determined by the amount of power that can transmitted
and received by the base station (the fixed infrastructure) and the mobile terminal
(henceforth referred to as the handset). Obviously, external factors can limit the cov-
erage as well, such as terrain, interference, and frequency, which naturally effects the
propagation characteristics (see Figure 2.4).

In cellular radio (from this point forward, cellular radio refers to all systems that
utilize a cellular geographic layout, be it at PCS or cellular frequencies, regardless of
the format), the marketing concept of the hexagon was established to help visualize
particular geographic areas. Each of these hexagons will represent a base station sec-
tor. While the hexagons make planning and visualization easier, frequency coverage
will not resemble this pattern as all—in fact, the ideal shape would be a circle, while
the typical shape is generally more like a patternless blob (see Figure 2.5).

The advent of microprocessor technology, as well as improved miniaturization
of RF technology, was a key factor in allowing for a system with better frequency
utilization. The ability of a mobile user to hand off without dropping the current
conversation and reestablishing the call meant that adjoining cells could use differ-
ent frequencies. As long as the cells were far enough apart so as to not to interfere
with each other, frequencies could be reused.

Planning these frequency channel plans thus became a large part of the cellular
industry. The design engineer must estimate decide the distance required before
reusing frequencies. Too much distance will naturally decrease spectrum efficiency.
If base stations are too far apart, they will cover too large an area and thus there may
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Coverage area

Figure 2.4 The coverage area of a cell depends on several factors, including the power output of
the transmitter, the performance of the receiver, the terrain (including some dynamic, seasonal
terrain aspects, such as foliage), as well as the amount of interference in the system.

be too many users in a large geographic area to be serviced by only one base station.
Too little distance will cause cochannel interference—that is, when the signal from
two base stations using the same frequency reach the mobile’s receiver (see Figure
2.6). In systems that use different frequency channels for each user, eventually these
frequency channels must be reused, with the idea that they will be reused at a suffi-
cient enough distance from each other that they will not reach each other.

While channel planning is generally is generally a high-level engineering task,
often times base station technicians must interact as base station hardware is
blamed for what is actually a network design issue. Also, handset technicians are
often faced with upset customers who seek to blame the handset (and very often the
handset technician) for coverage issues. The ability of technicians to have a firm
grasp of network layout and coverage issues is a tremendous advantage for the tech-
nicians as well as the carrier. The latter portion of this chapter will discuss many of
these issues, most of which are not necessarily issues assigned to technicians but are
very important for technicians to understand.
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No book on cellular would
be complete without hexagons.

@

Ideal omnicells would actually
look like circles.

L

Alas, the real-world cell.

Figure 2.5 The marketing hexagons, the ideal circle, and a more realistic cell.

Figure 2.6 Poor frequency plans (i.e., using the same frequency channel too close together)
leads to a problem called cochannel interference.
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2.4 The Typical Modern Network

After Chapter 1, you should be familiar with the terms base station and mobile sta-
tion. This section will review the components of a cellular network in order to famil-
iarize you with network terminology.

A cell is a base or land station. In most urban and suburban locations, these base
stations are typically sectorized. This means that three separate antenna systems
transmit and receive to cover the cell.

The AMPS system clearly defined this base station’s air interface (i.e., the inter-
face between the base stations and the mobile stations via RF). Many of the terms
are shown in Figure 2.7. Thus, any AMPS mobile phone is compatible with any
AMPS base station, even if the base stations are made by different manufacturers
and operated by different carriers. The problem with the AMPS standard is that it
did not specify the operations behind the air interface. This made certain opera-
tions, specifically roaming ability, quite difficult.

In Europe, the ability to roam was a top concern when they were developing
their next generation system, GSM, the layout of which is shown in Figure 2.8.
Hence, the procedures for setting up roaming systems, as well as the technology for
the interfaces and systems, were standardized. North America, sensing the need for
standardization, borrowed much of the terminology and protocol details from the
GSM system and created the 1S-41 standard. This explains one of the reasons that
there seems to be several names for the same thing in North America [AMPS used
the term land station, while GSM used base transceiver station (BTS), and others
used base station].

IS-41 specifies two databases used to assist the network in setting up roaming
calls. The first is the visitor location register (VLR). The VLR stores the important

Mobile telephone Public switched
switching office | telephone network
(MTSO) (PSTN)

Land station
Figure 2.7 Terminology and architecture of a typical AMPS network.
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PSTN/ISDN

BTS
Base station system

Figure 2.8 The GSM standard network layout. (IS-41 borrowed several of the terms.)

information about each user that it knows is in its coverage area. In this way, the
mobile switching center (MSC)—formerly the mobile telephone switching office
(MTSO)—knows who and where the terminals in its area are. The second database
is the home location register (HLR). The HLR contains the subscription information
for subscribers. Using these two databases, the MSC can quickly set up calls,
whether incoming or outgoing.

The MSC then links up with the public switched telephone network (PSTN),
which, of course, is the outside world. Communication between the BTSs or base
stations and the MSC is usually in the form of a T1/E1 line or a microwave link.
Communications from the MSC out to its databases generally relies on common
telecommunications networks, very often the Signaling System 7 (SS7), which is a
layered network protocol.

Specific details on network architecture, which will be different for each tech-
nology, will be included in the later technology-specific chapters.

2.5 The Concept of Multiple Access

If a cellular system only allowed one call per system at a time, it really wouldn’t be
very practical. Thus, cellular designers need to implement methods of multiple
access (i.e., allowing multiple conversations simultaneously). Also, because cellular
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and PCS phones are trying to be as similar as possible to regular landline phones,
they must be full duplex (i.e., both parties must be able to talk simultaneously),
unlike a traditional “walkie-talkie,” where one person would trigger their micro-
phone to talk at a time (half-duplex).

The concept of duplex must first be understood. This is the way we separate the
forward and reverse path, as they obviously cannot share the same time or fre-
quency. Almost all high-tier wireless standards use some form of frequency-division
duplex (FDD). FDD simply means that two separate frequencies are used for the
forward channel (from the base station to the mobile) and the reverse channel (from
the mobile to the base station).

You do notice, however, that you can hear in the speaker what you say into the
microphone during a conversation. This is due to a loop-back of the voice after it
has been transmitted to the base station. Most of the high-tier wireless formats use
FDD, while several cordless formats, such as Digital European Cordless Telecom-
munications (DECT) and PHS, use time-division duplex (TDD), in which the same
frequency is used for the forward and reverse channel, but different time slots are
assigned. In any case, modern wireless systems are typically full duplex; thus, the
need for saying “over” at the end of each transmission, so the other end of the con-
versation knows it is his or her turn to talk, is indeed gone.

That said, with spectrum as tight and expensive as it is, TDD becomes an attrac-
tive alternative, as only one frequency band, which is shared by the uplink and
downlink, is needed. There are some limitations to TDD, but the TDD versions of
the 3G WCDMA standard will be deployed.

Dividing each user, or channel, by frequency is a logical and simple solution (see
Figure 2.9). Thus, most multiple access systems use some form of frequency-division
multiple access (FDMA). Thus AMPS, the analog system used in the Americas, is an
FDMA/FDD wireless format.

Today’s digital systems use a combination of FDMA with another multiple
access technique, TDMA (see Figure 2.10). TDMA involves separating users into
different timeslots and then adding at different frequencies these “time-divided”

Userl || User2 || User3 User 1 || User2 || User3
Fl F2 F3 Fl' F2' F3'
Downlink frequencies Uplink frequencies

Figure 2.9 FDMA involves separating users by frequencies—each user gets his or her own fre-
quency set: one frequency for the uplink, and a corresponding frequency for the downlink.
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User 1 User 1
Fl/slotl F1'/slotl
User 2 User 2
Fl/slot2 F2'/slot2
User 3 User 3
F1/slot3 F3'/slot3
Downlink frequencies Uplink frequencies

A fixed frequency separation

Figure 2.10 TDMA/FDMA involves separating users by time slots, as well as frequencies. Each
user gets assigned a frequency and then a time slot when they are allowed to transmit.

channels. GSM places eight time channels on each 200-kHz frequency channel,
while 1S-136 (NA-TDMA) places three (full-rate) channels on each 30-kHz fre-
quency channel. Half-rate systems are also being deployed for both GSM and
NA-TDMA, which means the number of time slots, and thus conversations, per fre-
quency channel is doubled. Nomenclature used to describe both would thus be
TDMA/FDMA/FDD.

Naturally, a TDMA system must compress the voice information so that it can
fit in a smaller slot of time, later stretching it to normal after it has been transmitted
and received. While this oversimplifies the process, the concept is what is truly
important.

CDMA involves separating users by a specific Walsh code, while all of the users
transmit at the same time and on the same frequency band. There are 64 channels in
the same 1.2288-MHz channel (although at least three code channels must be used
for overhead). If additional capacity is needed in an area, another frequency band
can be allocated, thus making it “sort of” FDMA as well (see Figure 2.11). 1S-95 and
J-Std 8 are CDMA/FDD systems.

2.6 The Key to Truly Mobile Communications—The Handoff

As mentioned earlier, setting up geographic cells and systematically reusing fre-
quency channels necessitates a method of transferring the call from one base station
to the next without dropping the call and requiring reestablishment. The solution
is the handoff. While the specific technology chapters will discuss how hand-
offs are achieved in each format, this section will provide a brief overview of the
concept.
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User 1,code 1 User 1,code A

User 2, code 2 User 2,code B

User 3, code 3 User 3, code C
Downlink frequencies Uplink frequencies

Figure 2.11 CDMA does not assign time slots, but rather assigns codes. Users transmit on the
same frequency at the same time, separated by unique codes. Additional frequencies can be
assigned to increase capacity, so it can be FDMA as well.

Naturally, if a handset is to switch from one base station to another, the key to
the process would be in determining the right moment to switch (see Figure 2.12).
Analog, GSM, and NA-TDMA use hard handoffs. This means that the handset will
first disconnect from the current base station and then change frequencies to the
next base station—in other words, it is a break-before-make handoff. CDMA adds
the soft and softer handoff functionality. While these handoffs will be discussed in
detail later in the book, they basically refer to a make-before-break action. In other

Base station A

Base station B

Figure 2.12 In a handoff, the handset reports back signal strength of the neighboring base sta-
tion to help the system know which base station to use. In CDMA, the mobile can actually use
more than one base station at a time (known as a soft handoff).
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words, the handset will actually listen to both base stations simultaneously and then
drop the degrading base station. The fact that all CDMA base stations use the same
frequency is what allows this process.

In the analog systems, the process of the handoff is controlled by the base station
controlling system. Base stations typically use location receivers, which can measure
the received reverse channel power. When the received power drops below a certain
threshold, either an absolute power level or the carrier-to-interference ratio (C/),
the BSC will initiate and control a handoff.

Naturally, this process requires intensive and complex calculations. The handoff
must occur at the right moment, or many calls will drop. Handoffs that occur too
soon or too late will mean the handset will not have enough power to keep the call up.

Because handoffs are one of the primary causes of dropped calls, and thus cus-
tomer complaints, the designers of the second generation digital systems needed to
improve handoff performance. As TDMA systems divide their transceiver time into
time slots, they have free time to monitor other channels.

Thus, the TDMA handset can assist in the handoff process. This mobile assisted
handoff (MAHO) allows the system to make better determinations on when the
handoff should occur and which base station would make the best candidate to
whom to hand off. By continuing to monitor the receiver signal strength (RSS) meas-
urements from the base station, as well as monitoring the received signal strength
indicator (RSSI) from the mobiles, the BSC can have complete information on the
forward and reverse paths in order to make determinations and thus better decisions
on when and where to complete a handoff. Each individual technology chapter will
discuss the handoff process in detail.

2.7 Sectorization

As the demand for mobile service increases, the need to increase system capacity and
performance grows as well. Because we are dealing with a finite amount of spectrum
for channels, and creating and implementing new technology is expensive and time-
consuming, the concept of cell splitting evolved. This process is only possible
because of virtually seamless handoffs.

By dividing the cell geographically, usually into 120° sectors, a carrier can
increase its coverage and improve the overall quality of the system, as directional
antenna systems are usually better performers. In WLL systems (i.e., wireless sys-
tems designed to substitute for landline phones), mobility (and thus handoffs) is not
as important, and often six sectored base stations are used.

Generally, base stations use the same hardware, assigning individual radios to
each sector as needed. This substantially reduces the amount of hardware needed
and allows the carrier to aim and design sectors to solve coverage issues (see Figure
2.13). Thus, sectorization in itself does not improve capacity (except in the case of
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Sector B

Figure 2.13 Sectorizing a base station can help improve coverage and better utilize equipment.

CDMA), but the use of directional antennas and the ability to better utilize fre-
quency channels make it very beneficial to the network.

In areas where capacity and network layout is not an issue (e.g., in very rural
areas), omnidirectional cell sites are still used extensively. In addition, the new breed
of microcell or picocell sites, designed to add coverage to malls and office buildings,
also often are omnidirectional.

2.8 Antennas

Configurations of cell sites can vary depending on the manufacturer of the infra-
structure. Each base station has location and setup radios in addition to the voice
radios. Very different patterns can be used, but a 120° sector, using directional
antennas, usually has one transmit and two receive paths (see Figure 2.14). These
receiver antennas are usually called diversity antennas. In the past, this usually
meant there would be three antennas per sector. In addition, as more channels are
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Figure 2.14 A typical cellular/PCS antenna system; actually, two colocated systems are shown.
Note the three antenna elements per sector, generally two receive antennas and one transmit
antenna.

added, oftenanother transmit path is needed, meaning there would be four antennas
per sector. With localities starting to dislike looking at all this hardware on towers,
and high lease costs associated with all of the antennas on each tower, as well as
tower loading consideration, most operators today use duplexing, which allows a
transmit and receive path to share the same antenna and cable. This means the four
antennas needed before can be reduced to two antennas. In fact, some antennas
today build in receive diversity, such that each sector can actually only have one
antenna, yet have two paths.

Many of the newer base stations build in a duplexer so that they have only two
ports per sector: a duplexed transmit/receive port and the diversity receive port.

As mentioned, sites generally have two receive antennas on each sector. By plac-
ing these diversity receive antennas at different horizontal positions, they have what
is called space diversity and will thus have a different fading envelope. When the sig-
nals from these two diversities combine, the result is a reduction in the amount of
overall fading.
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While base station hardware is usually protected from the weather by some
form of a shelter, the antenna system is usually mounted on a tower and subject to
all of the elements, from rain and snow to wind and heat. Hence, antenna systems
need to be checked regularly to ensure proper operation. Bad connections, moisture
in the system, and general cable degradations are very common, and a periodic
maintenance program specifically for antennas needs to be established. Specific test-
ing of base station antennas will be discussed later.

Mobile station antennas are an important concern as well. Naturally, by
improving the performance of the mobile’s antenna, the performance of the overall
system can be improved. While most mobiles will use an omnidirectional single
antenna for both transmitting and receiving, some automobile mounted antennas
also use space diversity on the receiver to improve reception. As the cellular world
moves towards handheld lower power mobiles, improving the antenna systems can
improve overall quality.

2.9 Improving Performance

While this book is not intended for performance or design engineers, the base sta-
tion as well as the mobile station technician would be well served to have an under-
standing of performance issues related more to network design then maintenance of
the hardware. Part of a technician’s role is to differentiate network design problems
from hardware performance. This section will provide a brief overview of several of
the general problems with cellular systems and some of the ways they can be over-
come. The individual technology chapters will get more involved on many of these
issues, and if more information is desired, most of today’s engineers rely on the
works designed specifically to cover these issues.

When we speak of system performance, a term most technicians will hear rather
often is the Erlang. The Erlang, named for Swedish engineer A. K. Erlang, allows
performance engineers to have an objective measurement of traffic volume. Just
because you have 100 mobile phone subscribers in an area does not mean you need
to have 100 open channels at all times. Most people do not use their phones 100%
of the time. If a person uses his or her phone 100% of a set amount of time, it can be
represented as 1 Erlang; if they used it half the time, they would generate 0.5 Erlang.
Thus, if our 100 subscribers were to average using their phones 10% of the time, we
would say they generate 10E.

In the high offices of cellular carriers, the term blocked calls is often thrown
about. Blocked calls indicate the amount (usually in a percentage) of time a user will
not be able to get a call out because of network capacity. It is also known as the
grade of service. Generally, performance engineers will work off a chart showing
channels required versus Erlangs in order to compute how many channels are
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needed to keep the number of blocked calls, or the grade of service, above an accept-
able level—perhaps 2% for a cellular operator.

Today’s cellular design and optimization engineers have a variety of state-of-
the-art tools to use to ensure their network is at peak performance. Drive-test tools,
which can measure and record information on signal strength and quality, are inte-
grated into sophisticated mapping software packages. Advanced software packages
even allow an engineer to play with the network coverage settings, such as the effect
of raising or tilting an antenna, adding base stations, or perhaps changing the output
powers.

One of the primary issues for performance engineers is getting adequate cover-
age geographically. Holes in coverage are inevitable, but by changing antenna
angles, adjusting power levels, and changing antenna heights, all while keeping in
mind capacity issues, an engineer can limit the amount of dropped and poor quality
calls substantially.

In line with this is a second major issue for performance engineers: too much
coverage. The issue of cochannel interference is a problem for most network design-
ers. Because of the increase in capacity and limited bandwidth, planners need to
reuse frequencies more often than in the past. This leads to cochannel interference
issues, where two signals on the same frequency find their way to the wrong termi-
nal, thus causing interference and sometimes a crossover condition (where one
would listen to the wrong conversation). Planners must be prudent in their fre-
quency channel selection, as well as with other tools at their disposal, such as the
supervisory audio tone (SAT) and digital color code (more on these in Chapter 3).
Each base station will have a SAT and digital color code assigned to it, and this
allows a mobile station to ensure it listens only to the base station to which it has
been assigned.

CDMA uses the same frequency for all channels; thus, cochannel interference is
assumed. While this will be discussed further later, CDMA uses PN offsets to distin-
guish sectors and base stations. The PN offset of one sector will be noise to a mobile
listening to another PN offset. Too much overlap of power between multiple offsets
is called PN pollution, and this can cause serious quality problems.

Squeezing Out As Much As We Can—Repeaters and Front Ends

As mentioned earlier, holes in coverage are inevitable (see Figure 2.15). This is gen-
erally due to terrain or manmade structures that will limit the ability of the RF signal
to propagate. For instance, the average shopping mall does not have a whole lot of
windows, and RF just does not propagate well through concrete. A very large mall is
a prime place for people to use cellular phones, however, and the goal of the carrier
is to get people using their handsets.
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Figure 2.15 Holes in coverage can be dealt with in a variety of ways.

There are several ways carriers can solve these hole issues. The most obvious is
to install a new base station. This is quite costly, however, and when we consider the
backhaul (the connection to the network), the base station hardware, the mainte-
nance, and the space needed, it usually doesn’t make sense unless the carrier can be
sure it will stay at a high level of capacity. This is usually not the case when it comes
to holes. Many manufacturers now have micro and pico cells. These very small base
stations, usually with limited capacity, can be hidden in a mall very effectively and
installed very easily, and they require little if any maintenance. For shopping cen-
ters, businesses, and airports, microcells and picocells are often a good alternative,
as they increase not only coverage but also capacity.

For reaching out and increasing coverage areas, like many rural carriers need to
do, the most obvious solutions are to increase the height of the antenna. A general
rule of thumb, called the 6 dB/oct rule, states that by doubling the antenna height,
you get a 6-dB gain increase. Of course, this assumes generally flat terrain. Better
performing and placed antennas will also improve reception.

Another route carriers can take is the repeater. The repeater is essentially a low-
noise amplifier. By placing the repeater in a hole, the overall signal in both direc-
tions will become magnified, allowing better quality service (see Figure 2.16).
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Figure 2.16 A repeater can extend coverage by amplifying signals.

However, anytime you add a nonlinear device in your network, you risk adding
interferers (via intermodulation). When you use an amplifier, it increases not only
your desired signals, but the noise floor as well. Also, because repeaters simply
expand the coverage area of the already existing sector, they do not increase capacity
at all. However, at a very low cost for implementation, and a very good return on the
investment, repeaters have been used extensively in AMPS to increase coverage gaps.

In rural areas, carriers have little capacity but very large geographical areas to
cover. In the past, most rural carriers sold only bag phones, many capable of 4-W
outputs. Today, more and more rural carriers are selling handheld phones, most
with a maximum output of 600 mW. This magnifies their already existing coverage
issues. Thus, the concept of the tower-top amplifier was developed.

Like the repeater, the tower-top amplifier is a low-noise amplifier designed to
allow the base station to receive lower level signals. One of the issues with tower-top
amplifiers is that they very often will add noise as they increase the desired signal.
Known as the noise figure, this can be the limiting factor for their ability to receive
low-level signals. The ability of a system to receive a signal and demodulate it cor-
rectly is very often determined by the S/N ratio.

In response to this issue, many leading-edge companies have used supercooled
superconductor technology to create very-low-noise amplifier and filter systems that
can dramatically increase coverage and performance. These new front ends are
expected to dominate this market as the cost comes down. If you can lower the
front-end noise of your receiver, while your received signal remains the same, you
will increase your S/N ratio, which will allow you to receive signals from further
away.

Systems in Use Around the Globe
While wireless technology will continue to evolve and change, it may be useful to

have a brief overview of where the various formats are in use around the world.
Naturally, this may change even by the time this book is published.
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In Europe, the issue is very clear. Apart from very few remaining analog net-
works (TACS and NMT), GSM has taken over. Europe uses the 900-MHz band for
GSM cellular and has also allocated the 1,800-MHz band for what is known as
Digital Cellular System 1800, or just DCS-1800 (similar to PCS in the United
States).

GSM was designed specifically for the European market, which meant the main
focus was the ability to roam from country to country and, hence, network to net-
work. To meet this goal, GSM has a very open standard for the air interface, and the
network elements are clearly specified by the European governing body, European
Telecommunications Standards Institute (ETSI). General Packet Radio Service
(GPRS) is a data format designed to integrate seamlessly to the GSM network. Most
operators in Europe today offer GPRS.

Europe also has installed a lower tier “cordless” format known as DECT.
DECT is designed to act as a step forward from a traditional cordless phone by
allowing the user to make and receive calls from a variety of public locations.

Most European nations have allocated and some have auctioned off new spec-
trum specifically for 3G networks. WCDMA will surely be the format of choice for
these networks. It is assumed that eventually WCDMA may replace GSM, but given
the economies of scale and widespread deployment coverage that GSM enjoys cur-
rently, this would seem a task even larger than replacing the AMPS networks was in
the early days of digital cellular.

In Japan, the situation is also somewhat clear. PDC, a digital format very similar
to NA-TDMA, is the primary cellular format; however, CDMA is deployed with a
major Japanese operator, and offers some advantages over the PDC network in
terms of capacity and technology road map.

Japan had a love affair with the digital mobile phone system early and capacity
grew very quickly. In response, a lower tier cordless format was instituted, more as a
WLL system. PHS was launched in 1995 at much lower rates than its big brother,
PDC. For pedestrian, home, and business uses, PHS proved to be a cross between a
cordless and a cellular system, generating almost 4 million subscribers in the first
year.

Japan, as the leader in cellular deployment, deployed the world’s first true 3G
network, with NTT DoCoMo’s WCDMA network. This network, in its own fre-
quency band, has been slow to add subscribers, but its feature-rich capabilities are
sure to catch on as the economies recover and demand for Internet access increases.

The rest of Asia and Africa is not nearly as clear cut as Japan and Europe.
Although most of the developing countries in Africa seem to lean towards GSM,
CDMA has many strongholds. In South Korea, the largest (as well as one of the
first) networks, CDMA, currently operates, but there is talk of a WCDMA deploy-
ment for 3G. China is predominantly GSM but has an increasing CDMA presence,
which may grow even larger than GSM. In addition, China is developing and
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deploying time duplexed-synchronized code division multiple access (TD-SCDMA),
a variation of WCDMA.

The Americas are where the real arguments between the technologies take place.
Most of the Americas had a substantial investment in the analog system (AMPS), so
it made sense to design the next generation to fit into the current structure, without
having to replace the AMPS infrastructure or find a new frequency band. Thus,
NA-TDMA, or IS-54 and later IS-136, was born. IS-136 uses the same channel spac-
ing as the analog system and can use the same control channels as well. This allowed
for a seamless transition to digital.

In all of North and South America IS-136 had become a leading force, largely
because of the ease of implementation. With three time-domain channels per 30-
kHz channel, this system can quickly improve system capacity over AMPS.

The Americas did take another path as well in designing a system for capacity.
CDMA was designed not for ease of implementation (although it was a considera-
tion), nor for ease of roaming, but rather for capacity. This concept was accepted by
many carriers early on in PCS as well as cellular in the United States, Canada, and
later throughout Latin America.

GSM is also very prevalent in the Americas, although originally only in the PCS
bands. This is because, like CDMA, it has a wider occupied bandwidth (200 kHz),
but it does not provide a large-scale capacity increase versus AMPS (200 kHz per
channel plus guard bands takes up at least seven analog channels and yields eight
digital traffic time slots; though, of course, this oversimplifies capacity planning)
when compared to cdmaOne. Also, GSM did not have the ease of integration that
NA-TDMA gives a carrier. GSM took off early on in the United States and seemed
destined to take over the PCS market. In fact, the very first PCS system, Sprint Spec-
trum in the Washington, D.C., area, seemed to be an early indicator and provides
excellent service. Many look to the technical reasons for reasons why GSM did not
instantly dominate the American market as it did much of the world, and some
would simply blame the “homer” syndrome—Americans prefer a home-grown
technology.

GSM 1900 was unable to establish nationwide coverage in the United States
early on. One of GSM’s main features is the ease of roaming. Without nationwide
GSM coverage, which requires working relationships between carriers, GSM faces a
hurdle. In the United States, AT&T has a large portion of the country covered with
its IS-136 system, and Sprint has CDMA coverage in most major cities (and by using
dual-mode handsets, they have analog roaming agreements in most of the rest).

GSM offered carriers and customers more services and features immediately,
but many new carriers expected CDMA to leap ahead in this area and provide an
easier integration to a third generation format. To help push the GSM cause in
North America, a powerful marketing organization has been put together and has
made great strides in the United States. Many of the GSM operators began



2.12 Conclusion 45

212

consolidating. Eventually, they were brought under the T-Mobile brand, which has
become a global GSM network, and is a national carrier in the United States.

As stated earlier, CDMA and TDMA are both dual-mode standards (meaning
they allow for digital as well as analog operation) and therefore often utilize dual-
mode handsets. This allows much easier implementation of nationwide roaming
agreements and coverage, as CDMA carriers can offer their customers roaming
services even in areas without digital coverage. As digital networks expand, how-
ever, reliance on AMPS has become very limited.

NA-TDMA operators in the late 1990s and early 2000s began to realize that
they did not have a clear roadmap to high-speed data. While several proposals could
integrate, NA-TDMA would never have the economy of scale of GSM, a worldwide
format. Thus, deploying new infrastructure to support any upgrade would be much
more costly than deploying GSM infrastructure. Although this obviously oversim-
plifies the decision process, it essentially is the reason most of the NA-TDMA opera-
tors in the America’s began deploying GSM, first in their PCS bands and then in
their cellular bands. Eventually, most plan to phase out their NA-TDMA in favor of
GSM and take advantage of the road map GSM offers, including GPRS data,
EDGE, and eventually WCDMA.

Thus, today’s worldwide digital cellular and PCS market is dominated by GSM,
with CDMA still growing and NA-TDMA and PDC appearing to have peaked.
WCDMA and CDMA2000 appear to be the dominant 3G formats for the future,
with TD-SCDMA being used in China to a limited effect.

In analog, while TACS and NMT are gone in Europe, AMPS in the Americas
doesn’t seem to be going anywhere for at least another few more years, although it
would seem to be rapidly disappearing in importance as digital networks complete
their footprint.

Conclusion

The evolution of wireless networks from analog to digital systems has certainly been
the major issue in the wireless community for the last several years. Going over
some of the history behind the industry and some of the basics should give you a
good understanding of where we have come from and why, which should make a
discussion of where we are currently with wireless systems a bit easier to convey.
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3.1 The Basics of AMPS

Perhaps the hardest part of understanding the technical aspects of the AMPS sys-
tem, and similarly any wireless format, is the endless parade of industry-unique
terms and abbreviations. This chapter will explore the AMPS system and hopefully
explain most of the terms and abbreviations. Many of these terms and concepts are
common across all of the formats, so this section serves as a basis for all of the stan-
dards. Additionally, NA-TDMA and cdmaOne are dual-mode standards, indicating
that they include the AMPS system in addition to their digital standards. This chap-
ter examines the original basic AMPS system. Both the current NA-TDMA stan-
dard, IS-136, and the cellular band cdmaOne standard, IS-935, include some changes
to the AMPS implementation, such as adding authentication procedures and special
services, such as caller ID. Those features and enhancements will be discussed in
detail in the digital format chapters.

3.2 The Analog Network

Many of the terms used to describe the network architecture in the AMPS standard
are different from both those used in the later digital systems as well as the terms
used today on the street. For instance, the AMPS standard refers to base stations, or
BTSs, or cell sites, as land stations. Handsets or mobiles are known as mobile sta-
tions. The cellular switching center is called the MTSO (see Figure 3.1).

As mentioned in Chapter 2, the AMPS standard does not specify the interfaces
between base stations and the switches to the outside. This means that systems will
differ from manufacturer to manufacturer. Until the mid-1990s, communication
between different manufacturer’s systems (such as what is needed for roaming) was
difficult and complicated because of this. In the 1990s, however, 1S-41, a standard
that covered this type of communication, was developed and slowly implemented.

Communications between base stations and the switch also vary. In AMPS sys-
tems, this connection is called the landline—despite the possibility that the connec-
tion could be a microwave radio link or perhaps a leased T1 line.

47
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PSTN

The outside world switch

e

MTSO

Base stations
Land stations
Cell sites

The cellular switch

Mobiles
Handsets
Handys
Portables
Mobile stations

Figure 3.1 Different names for the various pieces of AMPS network architecture.

3.3 Signaling on the Analog System

AMPS is an analog system, which means that the voice is transmitted using FM as
described in Chapter 1. This does not mean, however, that digital information does
not need to be transmitted from the base station to the mobile and from the mobile
to the base station.

AMPS performs this transmission of digital sequences by using FSK. Specifi-
cally, AMPS uses Manchester-coded binary shift keying at 10 Kbps. Ones and zeros
are represented by transitions of the sine wave from either 8 kHz above or below the
carrier frequency (see Figure 3.2). From the data rate, you can convert to see one bit
occurring every 100 ms. In this system, a one is represented by a transition from —8
kHz to +8 kHz, precisely in the middle of the 100-ms interval, while a zero is repre-
sented by a transition from +8 kHz to -8 kHz.

Another method of transferring information is to use SATs and the supervisory
tone. A SAT is one of three frequencies (0:5,970 Hz, 1:6,000 Hz, 2:6,030 Hz) used
throughout a conversation on the forward and reverse voice channels, as a means of
identifying that the base station is talking to the intended phone and as a means of
signaling between the phone and the base station during a call. The base station
assigns one of these SAT frequencies to each of its voice radios. When a user accepts
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Carrier frequency

v

Transition

Figure 3.2 Digital ones and zeros are represented by shifts in the frequency of + 8 kHz.

or originates a call, the base station tells the mobile which forward voice channel
(FVC) to use as well as which SAT to expect, known as the supervisory audio tone
color code (SCC) in the mobile station control message. The base station then begins
transmitting the specific SAT on that FVC. The handset then moves to that channel,
listening for the correct SAT. If all goes well the handset will detect, filter, and
modulate with the same tone on the reverse voice channel (RVC). This then com-
pletes the loop, and the network can be assured that the user is on the correct radio.
Not only did the handset have to move to the correct frequency channel, but it also
has to find and retransmit the correct SAT (see Figure 3.3).

SATs are also used after a call is established as a means of signaling the occur-
rence of events such as confirming orders and flash requests, and also as a means of
ensuring the integrity of the link between the base station and the handset. This is
done in cooperation with the signaling tone. The SAT is also very important during
handoffs, where the handset and base station can use the closing of the SAT loop to
ensure that the handoff did indeed take place correctly.

In FDMA systems such as AMPS, different users are separated by different fre-
quencies. A frequency reuse system is employed (i.e., the use of cells with different
frequency groups) to increase spectrum efficiency and usually requires a significant
planning effort to optimize. Even with an optimally designed reuse pattern, some
cochannel interference will probably occur. This then plays into the first reason for
the SAT, to ensure that the user is using the right frequency on the right base station.
A phone that is on the same frequency but transmitting on a different base station
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Now I’'m sure this call is set up correctly...

MTSO

Figure 3.3 A mobile handset receives a SAT, then completes the loop by retransmitting this same
SAT. This ensures proper call setup.

would have a different SAT frequency assigned, and the base station would then be
able to reject the signal from the interfering call. Because the SATs must be detected
and modulated within fairly exacting specifications (SAT frequency of the base sta-
tion must be within +1 Hz for the mobile—see Table 3.1), this process ensures that
both the base station’s voice radio and the handset are operating correctly and will
be able to provide quality service to the customer during the call.

In the event that a SAT is not detected, or the SAT frequency does not match
what would be expected, the fade timing status is enabled. This clock counts 5 sec-
onds. If no SAT has been detected by this time, it turns off the transmitter, assuming
that the call was lost to a fade.

Table 3.1 Determining SAT Frequencies

Measured Measured SAT  Where
Frequency  Determination

f<f No valid SAT  f1 =5,955 +5 Hz
fl<f<f2 SAT=5,970  f2=5985%5Hz
2<f<f3 SAT = 6,000 f3=6,015+5 Hz
f3<f<f4 SAT=6,030 f4=6,045 +5 Hz
fAsf No valid SAT
No SAT No valid SAT
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The signaling tone (ST) is the second type of tone used in AMPS. The tone is
generated by the handset, as opposed to the SAT, which is originated by the base
station. The ST is a 10-kHz tone that is frequency modulated on the carrier. The ST
is used in combination with the SAT throughout the phone call. The on or off states
of the SAT and ST, as well as the lengths of the ST, indicate particular occurrences.
For instance, with the SAT and ST on for 1.8 seconds, a release of the call is indi-
cated to the network.

The mobile can also confirm various orders with the SAT/ST, using the same
methods. For instance, the handset can confirm an order to perform a handoff by
sending the ST and the SAT for 50 ms. A variety of other sequences indicate particu-
lar alerting, acknowledgment, and conversation states using the SAT and the ST.
The most common is probably the hookflash, which is the SAT and ST sent for 400
ms, followed by a transition to SAT only.

3.4 Preparing Analog Signals

As far as transmitting the analog voice (and the tones), procedures are used to ensure
the process is performed correctly. Specifically, five processes are performed before
the signal is frequency modulated, amplified, and transmitted (see Figure 3.4).

The first process on the transmit side is called compression, the opposite of
which on the receive side is called expanding. Analog voice signals will generally
have a wide range of amplitudes or, in other words, a high dynamic range. For
instance, the average voice conversation might have a range of 12 dB (which, you
will recall, would indicate a difference of 1,600%). The problem with transmitting a
high dynamic range is that the weak sounds become very susceptible to noise and
the very strong sounds also get distorted.

AMPS uses what is called a 2:1 syllabic compander. This simply means that for
every 2-dB change of the signal at the input, the output will only change 1 dB. This
compressed signal is than sent to a preemphasis filter.

The preemphasis filter is designed to improve the sound quality of the voice sig-
nal. It is used in conjunction with a de-emphasis filter on the receive side. They work
together to increase the level of the higher frequency sounds for transmission and
then return them to the original level at the receiver.

After this preemphasis, the signal is sent to a limiter and lowpass filter. The pur-
pose of amplitude limiting is to ensure that the FM signal does not exceed 12 kHz on
either side of the carrier. The lowpass filter attenuates frequencies above 3 kHz. You
will recall the channel bandwidth of AMPS is 30 kHz, so any energy present greater
than 15 kHz from the carrier will cause a condition known as adjacent channel
interference. Specifically, any energy that would occur at a frequency greater than
15 kHz from the carrier needs to be attenuated more than 28 dB (see Figure 3.5).
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Figure 3.4 Audio signals need to be prepared before they are modulated and transmitted to
ensure good dynamic range and prevent interference.
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channel interference—a bad thing...
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Figure 3.5 Any energy occurring outside the 30-kHz bandwidth of the channel will interfere with
adjacent channels.
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The last process before modulating, amplifying, and transmitting is to add the
SAT to the signal, to ensure the voice channel is set up correctly (as described in
Chapter 2).

3.5 Identifying the Mobiles and Base Stations

The mobiles and base stations need methods of identifying themselves to each other
as well as the mobile switch (see Figure 3.6). Every phone in a system will be
assigned a standard 10-digit telephone number, in this case called the mobile identi-
fication number (MIN). The number takes the same format as landline telephone
numbers, with an area code identifying the mobile station’s home service area, a
three-digit exchange number, and a four-digit subscriber number.

The mobile also has an electronic serial number (ESN). The manufacturer per-
manently assigns this 32-bit code. The ESN consists of three fields, including an
8-bit manufacturer code, an 18-bit unique serial number, and 6 bits that are
reserved for later use. Usually, the phone manufacturer implements a security sys-
tem that renders the phone inoperative if any attempt is made to change the ESN. If
false ESNs can be entered, dishonest people can easily commit fraud against the car-
rier (the cloning of phones).

The mobile station also has an identifier that tells the network what capabilities
the mobile station has (see Figure 3.7). For instance, some early mobiles were
designed before the extra spectrum, and therefore extra channels, were assigned.
You should remember from Chapter 2 that originally there were only 666 channels

4

Identifiers from the base station/network:
System ID (SID)

Supervisory audio tone (SAT)

Digital color code (DCC)

Identifiers from the mobile station:
Mobile identifier (MIN)

Electronic serial number (ESN)
Station class mark (SCM)
Supervisory audio tone (same as received) (SAT)

Figure 3.6 There are a variety of identifiers for the base station as well as the mobile station.
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Figure 3.7 The base station (or in this case, the communications test set) can interpret the vari-
ous identifiers and gain a substantial amount of information about the phone.

before the FCC added the extra spectrum containing 166 more channels, for a grand
total of 832 channels. The network needs to know whether the phone can access all
of the channels; otherwise, it might tell it to hand off to a voice channel that it could
not possibly tune to. Also, mobiles have different maximum power levels of between
600 mW and 4W. This identification is called the station class mark (SCM).

The mobile phone also needs to be programmed with its preferences for acquir-
ing service. For instance, the phone needs to be set up for the A band or the B band.
Also, preferred paging channels can be identified to speed access to the home system
(the FIRSTCHP parameter).

The base stations and the networks also share identifying codes with the mobiles
as the mobile station attempts to get service. Every system has its own identifier.
This system identifier (SID) is assigned by the FCC and designates a carrier in a spe-
cific geographic area. The SID, and a subset called the network identifier (NID), is
also programmed into the mobile stations when the user subscribes to the service.
This can then be compared to the received SID in order to let the phone know that it
is either in its home system or roaming. A roaming indicator can then come on to tell
the user that he or she is probably paying a bit more to use the phone in this area. In
addition, the A band carriers will be assigned odd numbered SIDs, while the B band
carrier will have even SIDs.
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As mentioned earlier, base stations also transmit a SAT and a digital color code
(DCC), which are used to identify specific base stations. The SAT is sent on the voice
channels, while the DCC is sent on the control channels (in digital form).

3.6 Frequency Channels

As discussed in Chapter 2, AMPS uses the cellular frequency band and is described
as an FDMA system using FDD. AMPS channels are 30 kHz wide, and because it is
an FDD system, one voice channel actually uses two 30-kHz channels. The uplink
or reverse link (from the mobile to the base station) uses the lower frequencies (if
you remember, lower frequencies propagate better in most situations), with the
downlink or forward channel using the frequencies 45 MHz higher.

AMPS channel numbers can easily be computed to frequencies (which is a task
the mobile must perform) by using a simple formula. For the uplink or reverse
channels:

If C < 799, then F(C)kHz =825,000kHz +30(C)kHz
IfC < 991 = 1,023, then F(C)kHz =825,000kHz +30(C -1023)

N

(3.1)

where

C = channel number
F = frequency

The downlink frequency is simply the reverse channel plus 45 MHz.

The reason for the skipping of channel numbers to 991 for the last 33 channels
pertains to the type of mathematics digital systems use to perform computations (in
this case, it is called two’s complement arithmetic), and setting up the numbering
scheme this way allows for easier computation in the mobile.

Thus, the cellular industry has 832 channels to work with. In the United States,
the FCC has given out 1,466 licenses, two in each market. Of these 1,466 licenses,
two carriers are awarded licenses in 428 rural service areas (RSAs) and 305 metro-
politan statistical areas (MSAs). Thus, in each market, two carriers share the 832
channels, 416 each.

3.7 Control and Voice Channels
There are two general types of channels designated in an AMPS system:

control channels and traffic channels. Control channels contain the digital informa-
tion (ones and zeros) that is needed to establish the mobile station on the network
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(registration), to set up calls from the mobile station (called a mobile origination),
and to set up calls coming in for a particular mobile station (called a mobile page).
Traffic channels are active during voice conversations, but they also do contain the
digital information needed to keep a call up. A mobile station thus tunes to and
receives either a control channel or a traffic channel at any given moment.

AMPS designates 42 channels as control channels, 21 for each carrier. They
fall in the center of the assigned spectrum, channels 313 to 354. You might note
that because cellular systems use a frequency reuse pattern of seven, if each cell has
three sectors, there would need to be 21 control channels in order to assure one dif-
ferent channel for each cell in the pattern. The rest of the channels are traffic chan-
nels, although some carriers can use additional traffic channels as control channels
should a high-capacity issue call for it. In most cases, one primary control channel
supplies the overhead messages in each cell. Other terms for control channels
include setup channels and paging channels. Although these three terms are usu-
ally synonymous, a distinction can be made in that the control channel is the pri-
mary carrier of overhead information for initialization, while paging and setup
channels can be secondary channels mobile stations move to and monitor in the
idle state.

Control or setup channels are also sometimes called paging channels, in the case
of the base station or downlink, and access channels in the case of the mobile station
or uplink. The paging channels are used to set up calls that originate from the base
station, while the access channel is used to set up calls that originate with the mobile.
There are other tasks these control channels perform as well, including serving as a
method of acknowledging receipt of messages from each other. Generally, the pag-
ing channel is designated the forward control channel (FOCC) and the access chan-
nel the reverse control channel (RECC). Data sent on the control channels is block
encoded and repeated to ensure correct reception.

Thus, a base station will broadcast information the FOCC to all mobiles who
are monitoring it (those not on a call). If the mobile station needs to respond or ask
the base station for something, it will have to find a RECC and transmit on that
channel. The AMPS standard includes a process for mobile stations to attempt to
acquire a RECC called the random access protocol. Thus, the FOCC is one to many,
while the RECC is many to one.

3.8 The FOCC

The FOCC is transmitted from the base station continuously. The FOCC is intended
to be received not by one mobile, but rather by all of the mobiles in its area. Thus, a
mobile will scan the 21 control channels in its band, searching for the control chan-
nel with the strongest signal. It can then assume that the acquired control channel is
being transmitted from the nearest base station.



3.8 The FOCC 57

Because the FOCC is the entryway for a mobile into the network, any adjust-
ment in the transmission power of the channel can help define how large or small
the cell’s coverage will be. Performance engineers can also adjust receive thresholds
at the base station for the same purpose.

The FOCC is divided into three bit streams, word A, word B, and a busy-idle
stream. Mobiles with even MINs will find their information in word A, while
mobiles with odd MINs look in word B. The FOCC continuously transmits infor-
mation in 463-bit frames (see Figure 3.8), which take 46.3 ms each (10 Kbps). In
each frame, word A or B is only 28 bits each, and is repeated five times. Thus, for
any given mobile, the bit rate would be:

28 bits/463 bits x 10 Kbps = 604.75 bps (3.2)

Built into this channel are also bits known as busy/idle bits. These busy/idle bits
control the mobile station’s access to the system, and they occur at a rate of 1 Kbps
(or 1 bit every 10 bits). Because many mobiles will have to use the same RECC to
talk to the base station, the busy-idle bits will let a mobile know if someone else is
already using it. The mobile can then back off and wait to try later. This RECC
access protocol is essential because if two mobiles try to talk to the base station at
the same time, neither would probably get through. The mobile station will monitor
the FOCC that corresponds to the RECC on which it will attempt to access.

The idle-busy bit also serves a confirmation function. The mobile station knows
how long it should take after it starts transmitting on the RECC for the idle-busy bit
to change from the idle state to the active state. If it changes too early (under 5.6
ms), it knows another mobile jumped in ahead. It can then back off, wait a random
amount of time, and try again. If it takes too long (more than 10.4 ms), then the
mobile station can assume the base station was not able to receive the information.
It again backs off for a random amount of time and tries again.

Total frame = 463 (takes 46.3 ms)

21 Bits 40 Bits
—> «—>

SYNC|Word A|Word BWord A{Word BWord A{Word BWord A|Word BWord A{Word B

Words A and B are repeated five times in each frame.
Word A is for even MINSs.
Word B is for odd MINs.

Figure 3.8 The FOCC is divided into 463-bit frames.
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System performance engineers can set several variables to affect the way this
RECC access protocol performs. The mobile station will count the number of
“busy” bits it reads while waiting to use the RECC. If the number of busy bits
exceeds a set threshold (the setting message is abbreviated MAXBUSY), the mobile
station quits trying. The mobile station also keeps track of the number of times it
tries to send the message on the reverse channel but does not get its confirmation.
Again, if it exceeds a threshold (MAXSZTR), it abandons the process.

As you can imagine, the base station will transmit a variety of different messages
to the mobiles in its cell. Some of the information pertains to all mobiles, while some
of the messages pertain to specific mobile stations.

Four messages are transmitted on the FOCC in what is called an overhead mes-
sage train, called overhead messages (see Figure 3.9). The overhead messages will be
different for each base station. These messages include the SYSTEM PARAMETER,
GLOBAL ACTION, REGISTRATION IDENT, and the CONTROL FILLER mes-
sages. Again, as these messages are intended for all mobile stations, they are called
broadcast messages.

The SYSTEM PARAMETER message uses two of the 28-bit words. The infor-
mation consists of the SID of the base station as well as the number of control chan-
nels, both RECCs as well as FOCCs. This message is very important to the mobile
stations, as it tells the mobile station if it is roaming or not (and, naturally, this infor-
mation is quite important to the user, or at least whomever is paying the cellular bill)
and it tells the mobile information it needs to use the RECCs.

=g
/ = ~

Forward control channel messages
Broadcast/overhead MIN specific
System parameter Page
Global action Initial voice channel
Registration indent Reorder
Control filler Intercept
Send called address
Directed retry
Release
Confirm registration

Figure 3.9 The FOCC has four broadcast messages sent to all mobiles. The rest of the messages
are intended for specific phones.
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GLOBAL ACTION messages contain information that all of the mobiles need
to operate in the cell. This includes parameters for setting up the RECC access pro-
tocol, which includes the MAXBUSY and MAXSZTR thresholds described earlier.

The REGISTRATION IDENT message tells the mobile stations how often they
should perform a registration (i.e., send the base station the pertinent information
about the mobile station).

The final broadcast is the CONTROL FILLER message. Because the FOCC
broadcasts continuously, there will be gaps between messages. AMPS uses this gap
to transmit a message with a parameter called control mobile attenuation (CMAC).
This parameter tells the mobile stations what power level they should use when
transmitting on the RECC.

As mentioned, the rest of the messages transmitted on the FOCC are directed at
specific mobile stations. Addressing is based on the MIN of the individual mobile
phones. These mobile station—specific control-order messages include:

* PAGE: This message informs the mobile station that it has a call coming in

and should prepare to set up to receive it.

INITIAL VOICE CHANNEL: This message informs the mobile station of

the voice channel it should go to for a call. Included in this message are the

parameters CHAN and VMAC, which are the voice channel number and

transmit power level.

* SEND CALLED ADDRESS: This message informs the mobile station that
the base station wants to receive the telephone number that the user wants to
call.

* REORDER: This message generally is sent when the system has too much
congestion to set up a call. The mobile station, upon receipt of this message,
will usually give the user a fast busy signal.

INTERCEPT: This message is sent to indicate that the system did not under-
stand the number sequence sent by the mobile station. Again, the mobile
responds by giving the user an audible signal.

* CONFIRM REGISTRATION: This message lets the mobile station know
that the base station received the registration information that it sent on the
RECC.

DIRECTED RETRY: This message is used to divide up usage in areas of high
congestion. Mobile stations scan the control channels and lock onto the con-
trol channel with the highest power (normally the closest). In some cases,
where there is particularly heavy traffic, base stations can be placed close
together (i.e., using smaller cells). The DIRECTED RETRY message then
directs mobiles to different control channels in order to even out the usage.
The message gives specific control channels to try and is thus very useful to
performance engineers.



60 Advanced Mobile Phone Service

* RELEASE: This message orders the handset to stop trying to access the system
and return to listening to the FOCC.

3.9 The RECC

The RECC uses 48-bit words repeated five times for a 240-bit sequence. Included in
this digital sequence is the DCC. The DCC plays a similar role as the SAT on the
voice channel (i.e., it ensures it is talking to the right base station, on the right chan-
nel, because it is simply copying the DCC it receives from the base station to which it
is talking). The RECC only has three messages but, of course, these three messages
are crucial to system operation (see Figure 3.10). It is not by coincidence that there
are many more messages on the forward channels versus the reverse channels. Essen-
tially, the MTSO (this is where these messages originate) is the primary controller of
the performance of the system and, hence, sends the most orders. These three RECC
messages are the following;:

* ORIGINATION: This message is sent when the user presses the send key in
order to call someone. Included in the message is the number called, the MIN,
the ESN, and the SCM.

* PAGE RESPONSE: The mobile station sends this message after it realizes that
it has a phone call coming in for it (via the PAGE message on the FOCC). The
PAGE RESPONSE message, like the ORIGINATION message, contains the
MIN, ESN, and SCM.

* REGISTRATION: A REGISTRATION message is sent by the mobile station
to the base station before any calls are set up. This allows the MTSO to need

Reverse controll channel messages
Origination

Page response

Registration

Figure 3.10 The RECC only has three messages.
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only to page mobiles in specific areas rather than the entire network. This
greatly reduces the resources needed in heavily loaded systems.
REGISTRATION messages are essential to set up roaming service. After the
mobile station registers in a system different than its home system, the roam-
ing network can inform the home network of the mobile station’s location.

3.10 The Voice Channels

After a call is established using the RECC and FOCC, the process switches to the
voice channels. These voice channels, the FVC and the RVC, carry the FM voice sig-
nals of the conversation. During the course of a voice conversation, however, digital
signaling information still needs to be passed from the base station to the mobile sta-
tion and vice versa. As mentioned earlier, some of the confirmations and indications
are sent by the mobile station using the SAT and ST tones. For control orders such
as handoff orders, AMPS uses a method called blank and burst. This is essentially a
digital FSK frame sent for about 100 ms, preempting the voice, but is not audible to
the user.

As with the control channels, data sent on the voice channels is coded and
repeated, so much so that even with a 10-Kbps transmission rate, the effective data
rate on the FVC is only 271 bps, and on the RVC, either 662 bps or 703 bps,
depending on whether a one-word or two-word message is sent.

Also similar to the control channels, most of the messages sent are on the for-
ward channels (see Figure 3.11). Changes in the SAT and ST are often used as con-
firmations. The SAT and ST status is described in the notation: (SAT, ST); for

>

Reverse voice channel messages
Called station address
Order confirmation

Forward voice channel messages
Alert
Stop alert

Maintenance
Release

Send called address
Handoff

Change power level

Figure 3.11 Just as with the control channels, the majority of the messages are on the forward
channel.
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instance, a condition of the SAT on, with the ST off, would be described as a SAT/ST
status of (1,0).
Messages sent on the forward voice channel include:

* ALERT: If an incoming call is set up on the control channels, the mobile sta-
tion will move to the assigned voice channel. The FVC then transmits the
ALERT message, which causes the mobile station to ring. During this alerting,
the mobile station turns on the SAT and ST as a confirmation of receiving the
ALERT (SAT,ST status = (1,1)). Once the user presses the send key, the mobile
station stops sending the ST (SAT,ST status = (1,0)), which triggers the base
station to send the STOP ALERT message, which naturally causes the mobile
station to stop ringing.

* RELEASE: If the call is ended by the party communicating, this message com-
mands the mobile station to stop using the voice channel and return to moni-
toring the FOCC. The mobile station confirms reception by changing the
SAT,ST status from (1,1) to (1,0) for 500 ms, followed by changing back to
(1,1) for 1.8 seconds. At that point, the land station stops transmitting on that
channel.

* SEND CALLED ADDRESS: This message orders the mobile to respond with
the number it is dialing.

* HANDOFF: This message instructs the mobile station to perform a handoff,
supplying the new channel number, the SAT of the new channel, and the initial
power level to use. The mobile station confirms receipt of the message by
changing the SAT,ST status from (1,1) to (1,0) for 500 ms, followed by return-
ing to (1,1) for 50 ms. The mobile station then moves to the new channel,
sending the new SAT and ST (1,1).

* CHANGE POWER LEVEL: This message orders the mobile station to
change its power level. The mobile station confirms receipt of this message by
sending its own digital sequence on the RVC.

* MAINTENANCE: This message causes the mobile station to basically run
through the paging process, without alerting the user. It is used to ensure the
mobile station is working properly.

On the RVC there are only two messages sent:

* CALLED STATION ADDRESS: This is in response to the SEND CALLED
MESSAGE order on the FVC, and it contains the number the mobile station is
trying to call.

* ORDER CONFIRMATION: This message is used to confirm receipt and
implementation of important orders, such as a CHANGE POWER LEVEL
order.
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Call-Processing States

There are basically four states that an AMPS mobile station will be in at any given
moment. During these various states, it will transmit and receive the various mes-
sages and tones described earlier, allowing it to perform the various tasks it needs to
in order to provide service to the end users. These states include the initialization
state, the idle state, the access state, and the conversation state (see Figure 3.12).

The initialization state is entered anytime the phone is turned on, after a conver-
sation ends, or the mobile station loses contact with the base station it was using.
The initialization state involves only the control channels.

The handset will be set up as an A-band phone or a B-band phone. This setting
is usually determined at the time of activation, but some phones do allow the user to
set this, mainly to allow for roaming access. For instance, when a user is outside his
or her home A-band system, he or she might prefer to use the B carrier for a number
of reasons.

The mobile station will begin by scanning the control channels in its band

(either 313.333 for the A band or 334-354 for the B band). In some cases, the

Initialization <

After the power up

After the release

Loss of contact with the BTS
After registration

Idle
After initalization

A 4

Access

Call coming in
Call going out
Registration

Conversation

Figure 3.12 There are four states the mobile phone will be in. When in doubt, the phone always
returns to the initialization state.
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handset can be programmed with preferred control channels to check first. Once the
mobile station decides on the control channel with the most power, it begins to read
the overhead information from the channel. This includes receiving and processing
the four broadcast messages described earlier, the SYSTEM PARAMETER message,
the GLOBAL ACTION message, the REGISTRATION IDENT message, and the
CONTROL FILLER message.

The initialization process does not require the mobile station to transmit and
generally takes 5 to 10 seconds to complete. It is in this process that the mobile sta-
tion decides whether to display the roaming indicator on the phone if the SID of the
system it is on does not match that which is programmed in the phone.

Once the mobile station completes the initialization process, it then enters the
idle state. The name of the state is somewhat of a misnomer, for the mobile station is
diligently listening to the base station. The mobile station, having moved to the
strongest paging channel, monitors the broadcast messages to update call setup
parameters and various mobility management tasks.

Several events can cause the mobile station to move to the next state, the access
state: the user originates a call by inputting a number and pressing send, the mobile
station receives a page message and recognizes its MIN in the message, or the mobile
station needs to perform a registration.

During the idle state, the mobile station periodically returns to the initialization
state to update its overhead information and rescan for the strongest control chan-
nels. As the received power begins to weaken, indicating movement away from the
serving base station, the mobile station will begin to rescan the control channels as
needed.

The access state is entered whenever the mobile station tries to transmit informa-
tion back to the base station via the RECC. You will remember the RECC seizure
procedure from earlier in this chapter. The various RECC messages already dis-
cussed are all sent in this access state, including the REGISTRATION message and
ORIGINATION message.

When a call is set up, either via a mobile origination or base station page, the
mobile station will move to the conversation state. When the mobile station first
moves to the voice channel, it retransmits the correct SAT, serving as the confirma-
tion. Once the base station receives the same SAT that it transmitted, it is sure that
the mobile station is correctly tuned and can begin the conversation. During this
state, all of the voice channel control messages are sent on either the FVC or the
RVC, as previously discussed.

Transmit Power

One of the most important measurements for technicians is output power, either of
the base station or mobile station (and in the case of performance engineers, both).
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While AMPS does not have a terribly complex power control system compared to
some of the other systems we will examine in this text, there is some dynamic
control.

As mentioned earlier, there are a variety of mobile stations, each one’s capabili-
ties identified by the SCM. There are three classes of mobile stations (see Table 3.2).

Most mobile stations are either class I, which are mostly car mounted or bag
phones, or class III, which encompass most handheld mobile stations.

Class I phones have eight powers levels (0 to 7), where power level 0 is the high-
est (4W). Class III phones have six power levels (2 to 7), with 600 mW being the
maximum.

As you change the power level, the power drops or increases 4 dB, so that every
one-step increase in power would equate to 2.5 times more power. The minimum
power for all three classes is 6.3 mW.

The base station controls the power levels that the mobile station will use to
transmit via the already mentioned messages. While older mobile stations transmit
at one power level until ordered to change, some mobile stations are equipped with
a feature called discontinuous transmission (DTX). This allows the mobile station
to use two different power levels, one for when the user is speaking and one when
the user is listening (and thus not talking). This naturally increases battery life, not
to mention reducing the overall transmitted power in the system, which can reduce
some interference. This is a glimpse of variable rate vocoding, which some digital
systems utilize.

Base stations generally transmit at a set level. Commonly, a base station will
transmit around 20W to 25W per channel, with an antenna height around 100 ft
above the terrain. This height of the antenna is sometimes designated height above
average terrain (HAAT). Of course, this power level and height vary greatly depend-
ing on loading conditions and terrain features. Performance engineers regularly
manipulate power levels to ensure optimized coverage and performance.

The Handoff

In the original AMPS system, the handoff is exclusively controlled by the base sta-
tions and the MTSO. Essentially, the base stations take received signal strength

Table 3.2 Power Classes in AMPS Phones

Power Maximum
Class Power Level
I 4w

1I 1.6W

11T 0.600W
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indications (RSSIs) of the designated mobile station and return the measurements to
the MTSO. The MTSO then decides, based on specific thresholds, whether to initi-
ate a handoff and whom to handoff to. Typically, AMPS cannot maintain adequate
voice quality below =100 dBm, so the threshold is set somewhere around this level,
again, determined by performance engineers.

A second threshold is established for the receiving base station, in order to keep
the MTSO from performing multiple handoffs as a mobile station moves along a cell
boundary or perhaps across terrain that quickly alternates its views of the base sta-
tions. The MTSO establishes a threshold for the base station designated to receive
the handed off mobile station that is significantly higher than the old base sta-
tion—perhaps 10 dB higher. This ensures that the mobile station definitely moved
out of a boundary area and into the specific coverage area of the new serving cell.

The process of the handoff is performed on the voice channels, using the mes-
sages described in the earlier sections (see Figure 3.13). The handoff in AMPS
requires a break-before-make situation and is most likely occurring at very low
power levels; thus, it is a bit risky and is a cause of dropped calls if not set up
correctly.

\ /

SR
=

MTSO

Sequence for a handoff

1. Original base station measures a weak signal.

2. Original base station requests a handoff from the MTSO.

3. MTSO receives measurement results from surrounding base stations.
4. MTSO selects a new base station.

5. Original base station sends the handoff message.

6. Mobile station sends the ST for 50 ms.

1. Mobile station switches to new channel.

8. Mobile station transmits new SAT.

9. New base station detects SAT and confirms to MTSO.

Figure 3.13 The AMPS handoff process—much simpler than what we will see in the next genera-
tion systems, but not quite as effective.
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3.14 The Problems with AMPS

One of the main issues with the AMPS system is the ability of dishonest people to
“clone” mobile phones and thus use other people’s minutes on the cellular system
for their own use. The primary security protection in AMPS was the MIN and ESN
matched pair, but because this information is transmitted on common control chan-
nels, it is easily intercepted and copied onto the dishonest person’s own phone (see
Figure 3.14). While interim security measures have been adopted, including a per-
sonal identification number (PIN)-type system in which the user punches in a
unique code after making a call (it is thought that the RVC is more secure than the
RECC), a new security system was definitely needed.

Authentication was included when NA-TDMA and cdmaOne systems were
defined. This complex system will be described later in the text, as it is part of the
IS-136 and IS-95 standards (remember, AMPS is incorporated in NA-TDMA and
cdmaOne—they are dual-mode standards), and the procedure is similar for all
formats.

Another reason for the need for a replacement of AMPS is capacity. While an
AMPS network can support many ways to increase the capacity, it cannot match
some of the capacity improvements had by next generation digital systems. One
method for increasing capacity is to simply shrink the size of the cells, thus adding
more cells (at lower power levels). There is a limitation due to interference and, per-
haps more importantly in today’s market, the amount of towers that can be erected
in urban areas—for economic (the cost of tower space, installation, and mainte-
nance) as well as environmental (tower moratoriums and regulations) reasons.
Increasing the amount of frequencies and thus radios in each base station is another

Mobile stations send unprotected ESN and MIN pair

C} The dishonest guys capture this,
clone the ESN, and reprogram the MIN...

Figure 3.14 All the dishonest guys need to do is monitor the control channels during a registra-
tion and they can steal the MIN and ESN pair.
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method. Performance engineers can optimize frequency layouts to ensure the most
frequency channels get used per sector without an unacceptable amount of cochan-
nel and adjacent channel interference. More spectrum could be allocated. However,
the FCC had established a set frequency allocation, and it was not going to add more
spectrum for a first generation analog system.

Short of transitioning to a next generation digital system, some carriers did have
the option of implementing a Motorola solution called Narrowband AMPS
(NAMPS). This analog system was very similar to AMPS, except that it used three
10-kHz channels in each 30-kHz AMPS channel. Using a maximum deviation of 5
kHz, instead of 15 kHz, NAMPS theoretically could triple capacity (see Figure 3.15).

In NAMPS, a normal FOCC is used, allowing for dual-mode operation. If the
phone is equipped for NAMPS operation, the network can then bring calls up on
one of the 10-kHz channels. Although the message formats are the same as in
AMPS, NAMPS does not use SATs or STs; instead, it uses a digital code (transmitted
in an associated control channel, just like other digital messages).

A\ 4

AMPS - One channel per 30 kHz

v

NAMPS - Three channels per 30 kHz

Figure 3.15 NAMPS uses three 10-kHz channels in each standard 30-kHz AMPS channel—thus, a
significant capacity increase.
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NAMPS was implemented in the early 1990s and incorporated some new fea-
tures, such as caller ID, voice mail indicators, and short messaging. Some of these
features were incorporated into AMPS as well in the dual-mode standards. NAMPS
also incorporates early versions of the mobile-assisted handoff. Mobile stations are
capable of measuring the bit error rate of the control information on the voice chan-
nel, reporting the information back to the MTSO. A handoff can then take place
based on this information.

Because NAMPS uses a narrowband signal, it is more susceptible to interfer-
ence, and thus frequencies cannot be reused as much as in AMPS. This cuts down on
the threefold increase in capacity.

Thus, AMPS has been able to stay in place in North and South America by over-
coming some of its shortcomings, including security, improved special services, and
to some extent capacity. Faced with the demand for greater capacity, better per-
formance, and even more advanced digital communication services, as well as com-
petition from the allocation of new spectrum designated specifically for digital PCS,
carriers were forced to implement the next generation digital standards. In the cellu-
lar band, this meant either a transition to cdmaOne, NA-TDMA, or temporarily to
NAMPS.

Carriers around the world have enormous amounts of capital invested in AMPS
infrastructure, and AMPS mobile stations can be developed and manufactured very
inexpensively. This ensures that the AMPS system, and several other similar analog
systems in use around the world, will probably stay with us for a while in the form
of dual-mode standards and less and less in any type of standalone, exclusively
AMPS network. Still today, there are many AMPS-only networks, particularly in
rural areas, that have yet to implement, or for that matter even decide on, a digital
transition.

Conclusion

The AMPS systems is one of the last major analog systems in use in the world, and it
certainly is headed toward becoming obsolete some time in the future, considering
the advent of digital formats. Still, AMPS has a tremendous footprint in the Ameri-
cas, and in rural areas it is still often the only choice for mobile service. In addition,
the tremendous investment carriers have made into AMPS infrastructure, which
works adequately and brings in revenue, as well as government mandation for
operators to maintain AMPS support, means AMPS will remain with us for a few
more years.

Because AMPS networks generally also are the oldest systems, it should stand to
reason that they generally require the most maintenance. In addition, AMPS is
incorporated into both the CDMA and NA-TDMA standard. For these reasons, a
very good understanding of the technology can help a technician greatly.
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4.1

Introduction to NA-TDMA

If you have read Chapter 3, you should understand that the AMPS system in the
Americas had some shortcomings that had to be addressed. For instance, security
was a serious problem, with an epidemic of cellular phone fraud costing carriers and
users millions. Capacity was also an issue in high-use urban areas. Frequency chan-
nels were getting used up, and the FCC stated that it would not add any new spec-
trum for use by cellular companies. In addition, carriers wanted to give their
customers similar advanced features in their mobile phones that they were getting
with their landline phones, like call waiting, caller ID, and voice mail.

In Europe, GSM had been approved and deployment started. GSM solved many
of the issues the AMPS networks had raised, such as fraud protection. GSM also
had plans for advanced services, such as caller ID, short messaging, and, in the
future, high data rates. In the Americas, however, carriers had invested billions in
infrastructure and phones, and GSM was a system designed for a newly cleared
spectrum band as a complete replacement. GSM was designed primarily for ease of
roaming, and it was designed from a clean slate. American engineers felt that a new
system needed to fit seamlessly into the already-present AMPS networks and archi-
tecture and give significant capacity increase.

While the Americas decided to come up with their own format, they did borrow
much from GSM, including the very basic concept of using TDMA. Thus, the
NA-TDMA system was born, incorporating the original AMPS with a new TDMA
system, where TDMA channels would fit into AMPS channels. This book will refer
to NA-TDMA, although it can also be called Digital Advanced Mobile Phone Serv-
ice (D-AMPS), American Digital Cellular (ADC) and North American Digital Cel-
lular (NADC), and very often it is referred to by the standard that defines it.
Originally, the standard created defining NA-TDMA was IS-54. Later, some
changes were added, including a digital control channel, support for the PCS bands,
and some improved services. This new standard was labeled IS-136. This chapter
will cover 1S-136, as it is essentially an enhanced version of 1S-54.

Thus, the new NA-TDMA system would encompass the following new features
over AMPS, beginning with IS-54 and on to IS-136:
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* Digital voice transmission;
* DMA and FDMA;

* All of the original AMPS protocols, including the same frequency channels (30
kHz);

* Increased capacity (theoretically three times more);
* Authentication for security;

* Better power consumption measures such as the sleep mode, which allows for
longer battery life as well as less need for large cumbersome battery packs;

* Improved handoff systems (the MAHO system, where the handset helps make
decisions on handoffs);

* Dual-mode mobile stations (AMPS and TDMA);

* Enhanced special services (such as caller ID and short message services);
* Support for the PCS band;

* Support for data transmission;

* A digital control channel.

4.2 Nomenclature of NA-TDMA—Identifiers and Architecture

Like all of the formats, NA-TDMA has its own terms for certain parts of its system.
Because it is designed to be an evolution of AMPS, it uses the same identifiers and
adds several new identifying codes. For instance, while NA-TDMA handsets have an
ESN and MIN, they also have and international mobile subscriber identification
(IMSTI), which is basically the MIN but in a format that matches international con-
ventions.

The architecture of NA-TDMA, while it can conform to 1S-41, contains many
proprietary features, just as AMPS networks do. The base station, MSC, and inter-
working function are therefore often grouped together and called the BMI, as the
manufacturers can essentially set these functions up as they wish (see Figure 4.1).
The interworking function refers to the interfacing between the base stations and
MSC as well as some of the databases containing subscriber information.

Base stations have a couple of other identifiers they did not in AMPS. In addition
to the DCC, a digital verification color code (DVCC) is added. This DVCC works
the same way the SAT did in AMPS. Base stations also transmit a location area iden-
tifier. A specific LOCAID is assigned to a section of base stations, which then trans-
mit it to the mobile stations. When a mobile station wanders into a new area, which
it realizes because it sees a new LOCAID, the mobile station can then perform a reg-
istration. This allows the network to know a general area of where the mobile sta-
tion is, so that it only needs to page a specific geographic area (or cluster of cells) if a
call comes in for that user.
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Figure 4.1 The base station, the MSC, and interworking function.

Another new identifier is the system operator code (SOC), which identifies the
carrier operating a system. The SOC is actually transmitted by the base stations, but
mobile stations can also be programmed with the SOC of their home station for
roaming purposes.

Mobile stations also have several new identifiers. In addition to the station class
mark, a protocol version (PV) has been added, also to relay capabilities of a specific
mobile station. Also, as part of the enhanced security features of NA-TDMA,
mobile stations have a unique 64-bit authentication key (A key) assigned to them by
the carrier. This A key is never transmitted, and security of the network against
fraud is dependent upon security of this A key. This will be discussed in detail later
in the chapter.
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4.3 Channels in NA-TDMA

NA-TDMA was designed to fit into the preexisting AMPS network easily. Thus, the
digital channels have the same occupied bandwidth as an AMPS channel, 30 kHz.
The control channels, whether analog or digital, also remain 30 kHz in NA-TDMA.
IS-136 allows for AMPS FOCCs (for backward compatibility) as well as digital con-
trol channels (DCCHs). While the AMPS FOCC had a specific range of frequency
channels to locate in, a DCCH can be located anywhere in the band.

Just as the name implies, transmissions are in a time domain in addition to fre-
quency domain. There are two parameters needed to find the actual location of
data—the frequency channel as well as the time channel (or slot). You will notice
from Figure 4.2 that each 30-kHz channel on both the forward and reverse channel
is divided into 40-ms frames containing six 6.67-ms time slots. During a call, the
time slots on both the forward and reverse path correspond to each other (e.g., time
slots 1 and 4 on the reverse path are the corresponding voice to time slots 1 and 4 on
the forward path). The time slots are therefore offset from each other, so that time
slot one on the forward path will begin 1.9 ms after time slot 1 on the reverse path is
complete. In this way, even though communication is full duplex, a handset does not
have to transmit and receive voice at the same time.

In the current deployment of NA-TDMA, full-rate channels are used. This
means that two time slots correspond to one physical channel. In other words, a con-
versation might occupy frequency channel 285 and time slots 1 and 4. Pairs include
one and four, two and five, and three and six. Thus, three conversations are possible

—
30 kHz
Frequency domain
6.67 ms
—
Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6
) Time domain 40 ms .

Figure 4.2 Each 30-kHz channel is divided into 40-ms frames, then subdivided into six 6.67-ms
slots.
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per 30-kHz frequency channel. NA-TDMA does specify a half-rate structure, which
would allow one time slot per conversation, or six calls per 30-kHz channel.

If each conversation could use fewer time slots during each frame, there could
be more conversations per frequency carrier. For instance, in full rate, three conver-
sations would require six time slots. If a vocoder that only required one time slot per
frame could be developed, this would double capacity. This is the goal of the half-
rate systems (see Figure 4.3). Naturally, if less time is allocated to each conversation,
the quality of the conversation might go down, unless an advanced vocoder was
developed to compensate for this. The ability to move to half rate depends on devel-
opment of a vocoder that will allow for similar-quality voice at lower data rates.

As you can guess, NA-TDMA also uses the same duplex spacing as AMPS. The
forward and reverse channels are separated by 45 MHz in the cellular band and 80
MHez in the reverse channel.

Each time slot contains 324 bits of information. Each frame (six slots) therefore
contains 1,944 bits. Because these 1,944 bits of information are transmitted every
40 ms, the data rate for each carrier is 48.6 Kbps.

4.4 7/4 DQPSK—The Modulation of NA-TDMA

The 71/4 DQPSK is the modulation format used to get the 48.6 Kbps of information
onto the carrier for transmission. Eight sine waves, each with a different phase, can

Full rate uses two slots per conversation per fram
(three calls per frequency channel)

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6
Caller A Caller B Caller C Caller A Caller B Caller C

" Time domain 40 ms

Half rate allows one slot per conversation per frame
(six calls per frequency channel)

Slot 1 Slot 2 Slot 3 Slot 4 Slot 5 Slot 6
Caller A Caller B Caller C Caller D Caller E Caller F

< >

Time domain 40 ms

Figure 4.3 Currently deployed full-rate systems use two slots per frame (three users per channel),
while a half-rate system would use one slot per frame (six users per channel).
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be transmitted. These eight phase positions can be obtained with four phase
changes:

* /4 or 45°;

* —m/4 or —45°;

* 37/4 or 135°;

* =3m/4 or —135°.

The differential means that the system looks at phase changes and not the abso-
lute phase position. This makes it easier for the demodulator, as it is easier to figure
out a phase change than an absolute phase state (see Figure 4.4).

Each phase change refers to a channel symbol. With four possible channel sym-
bols (the four phase angles just listed), each symbol can thus represent 2 bits each.
Thus:

* /4 or 45° = 00;

* —m/4 or —45° = 10;

* 3m/4 or 135° =01;

e =3m/4 or —135° =11.

You can see from these four symbols that all sequences of ones and zeros can be
generated. Thus, while the data rate for NA-TDMA is 48.6 Kbps, the symbol rate
for NA-TDMA is 24.4 ksymbols/sec.

00 Advance 45
01 Advance 135
10 Back 45

11 Back 135

Figure 4.4 NA-TDMA uses two bits per symbol—each phase change represents a 2-bit pattern.
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Another term you may have heard is modulation efficiency. Modulation effi-
ciency refers to how many bits per second a system transmits in 1 Hz of bandwidth.
NA-TDMA’s modulation efficiency computes as such:

48.6 Kbps (data rate)/30 kHz (bandwidth) = 1.62 bps/Hz (4.1)

This is the highest modulation efficiency of all of the major systems in use today.

A higher modulation efficiency means less bandwidth is used to transmit the
same amount of information (remember, a NA-TDMA digital channel needed to fit
in 30-kHz channels—less bandwidth was important). One of the main reasons
NA-TDMA has such a high modulation efficiency is that it does not use what is
called constant signal envelope when making phase transitions. If you look at the
constellation diagram of NA-TDMA, you can see that as it shifts from one phase
state to another, it takes a direct path, causing the signal energy (the distance from
the origin, or center of the constellation diagram) to change. If it used a constant sig-
nal envelope, the transition would move around the circle. The trade-off for this is
that mobile stations will consume more battery power than other formats. GSM
and FSK in AMPS do use constant signal envelope modulation and thus have lower
modulation efficiencies. Thus, if you looked at the constellation diagram of GSM,
what you would see would be a circle (phase changing, but amplitude remaining the
same) (see Figure 4.5).

4.5 The FOCC, RECC, FVC, and RVC in IS-136

In the initial deployment of NA-TDMA defined by the standard 1S-54, the control
channels remained the same as they were in AMPS. The difference was that voice
channels that supported TDMA were added (see Figure 4.6). With the need for
PCS-band support as well as improved services rising, a DCCH was also intro-
duced. However, the FOCC and RECC remain to allow dual-mode compatibility.
This new standard became IS-136.

While the format for the FOCC, RECC, FVC, and RVC remains the same from
AMPS to NA-TDMA, several additional messages support digital access, some
improved services, and the other big benefit of the new system—authentication.

Four new messages on both the FOCC and RECC pertain to authentication.
This is the process used to fight fraud and is discussed in detail later in this chapter.
Note that authentication is not exclusive to NA-TDMA, but cdmaOne uses the
process as well.

Two new FOCC messages, PAGE WITH SERVICE and MESSAGE WAITING,
coupled with two new RECC messages, PAGE RESPONSE WITH SERVICE and
ORIGINATION WITH SERVICE, are designed to allow a difference between voice
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Figure 4.5 Constellation analysis shows the signal envelope of a system. Remember, distance
from the center (or origin) is the amplitude of the signal. (a) A system that uses constant signal
envelope would have shifts in phase, but amplitude remains the same. (b) NA-TDMA shifts the
phase via a direct route, varying the amplitude in the process as shifts occur.

calls and data calls, including such features as short messaging and voicemail

indications.
The final message added to the FOCC is probably the most important. This is

the INITTIAL DIGITAL TRAFFIC CHANNEL message, which, obviously, directs
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Forward and reverse analog voice channel

/

Forward analog control channel

N—

\ DTC >

Figure 4.6 The original deployment of NA-TDMA, 1S-54, used the same AMPS FOCC, but added
a digital traffic channel.

the mobile station to a digital channel for a call. This allows systems to use the
FOCC and divide up traffic channels between digital and analog. It was the format
of the original deployment (IS-54).

The GLOBAL ACTION MESSAGE was part of the AMPS protocol, but in
NA-TDMA it contains some new information. The most important piece of infor-
mation in the GLOBAL ACTION MESSAGE is a DCCH pointer. This directs
mobile stations to move to a DCCH for service, thus allowing for the advanced fea-
tures of TDMA digital service (see Figure 4.7).

4.6 The Digital Traffic Channel

As discussed earlier, the digital traffic channel (DTCH) is divided into 40-ms
frames. These frames consist of 1,944 bits, which are transmitted at 48.6 Kbps.
Each of these frames is divided into six 6.67-ms slots, and two slots are used for each
user (see Figure 4.8).

Forward analog control channel

Global action message
Channel 334 DCC pointer
\4
Channel 354 DCC

Figure 4.7 The GLOBAL ACTION MESSAGE contains a DCC pointer that helps the mobile sta-
tions find DCCHs (and obtain true TDMA digital service).
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1 frame = 1,944 bits (972 symbols), 25 frames per second,

Figure 4.8 A digital traffic frame consists of six time slots, each with 324 bits, or 162 symbols
(remember, two symbols per bit using 7/4 DQPSK).

Built into each slot are a number of fields or logical channels. Figure 4.9 shows
these logical channels for the forward and reverse DTCH. Keep in mind that the
base station transmits the forward DTCH continuously, while the mobile station
bursts its power on during its allotted time slot. It is also important for each mobile
station sharing a frame to burst exactly in its assigned time slot. If mobiles are
located at different distances from the base station, however, this could cause prob-
lems, as the propagation delay could cause an overlap into another time slot. For
these reasons, the reverse DTCH places guard and ramp up bits at the beginning of
the slot, while the forward channel simply begins with a synchronization stream.

Keep in mind that the information on the digital channels is protected against
errors using convolutional encoding and the process of interleaving (see Figure
4.10). Convolutional encoding is a process using complex algorithms to provide a
degree of error correcting. Interleaving is simply a method of scrambling bits so that
when descrambled, if there were a series of lost bits in transmission, they would be
spread out and not in a row.

The SYNC field naturally helps improve synchronization. It also serves a pur-
pose in a process called adaptive equalization. While the specifics of adaptive equali-
zation are well beyond the scope of this text, suffice it to say that it allows the
receiver to compare the received waveform to what it knows it should be (the SYNC
field will be known at the receiver) and compensate for differences.

Part of the synchronization process involves setting a parameter called time
alignment. As mentioned earlier, the mobiles are spread out at different distances
from the base station, causing the signals to take different amounts of time to get to

Reverse digital traffic channel slot (324 bits)

G| R |DATA|SYN |USER DATA| SACCH | DVCC |DATA

Forward digital traffic channel slot (324 bits)

SYN | SACCH |USER DATA| DVCC |USER DATA |DL[Rsvd|

Figure 4.9 The individual slots contain various fields (besides the user’s data) called logical
channels.
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Digital traffic channel

—> DATA - The user’s information

> DVCC - The digital verification color code

— SYNC - A word used for synchronization

—> FACCH - The fast associated control channel
—> SACCH - The slow associated control channel

> DL - The digital control channel locator

Figure 4.10 The various logical channels that can be placed in a digital traffic channel.

the antenna. Time alignment allows for the mobile to turn its transmitter on at a
specific offset so that it hits the base station’s antenna at the right time, not causing
any interference to a neighboring slot.

To assist in this process, it is possible for a mobile station to transmit a short-
ened burst. The shortened burst uses a guard bit field of 50 bits, as opposed to the
normal six. This shortened burst will then fit in its assigned slot, even if the time
alignment is out significantly (see Figure 4.11). The shortened burst transmits only
the SYNC and DVCC (with zeros filling the rest of the slot) repeatedly, until the
base station can calculate the correct time alignment value.

Two other logical channels on the DTCH are the DVCC and the slow associ-
ated control channel (SACCH). The DVCC is very similar to the SAT, in that the
base station transmits it and the mobile station must receive and retransmit back to
the base station. The SACCH allows messages to be sent during the conversation,
without preempting any of the data. You might remember from the AMPS chapter
that any signaling that took place was in the blank and burst mode, in which the
voice was preempted and an FSK data stream was transmitted whenever a message
was sent.

The messages that need to be sent on the SACCH are 132 bits long. Because the
SACCH is only 12 bits per slot, that means it takes 11 slots, or six frames, to get the
entire message through. Six frames would equal 240 ms. Sometimes, this is not fast
enough because certain operations (e.g., handoff operations) require a much
quicker response. For this purpose, another associated logical channel, the fast asso-
ciated control channel (FACCH), is introduced. The FACCH replaces the DATA
field and is thus 260 bits per slot. Like the blank and burst in AMPS, the FACCH
does preempt voice, but it performs a trick called bad frame masking, which basi-
cally causes the receiver to repeat the last received blocks, thus limiting the annoy-
ance of the FACCH.

The DATA field in the DTCH is the vocoded voice. NA-TDMA now uses the
ACELP vocoder. This vocoder divides the voice information into 20-ms blocks, and
each 20-ms block is represented by 260 bits. If you divide 260 bits per speech block
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Figure 4.11 Time alignment is an important element of quality service in any TDMA system. The
shortened burst allows a method of transmitting while time alignment is computed without inter-
fering with other channels.

Using the shortened burst

by 20 ms per speech block, what you will get is 13 Kbps, the transmitted speech bit
rate of the ACELP vocoder.

The final logical channel on the forward DTCH is the digital control channel
locator (DL). The DL basically tells the mobile station the channel number of a
DCCH, which the mobile station can use after the conversation is over.

4.7 Messages on the DTCH

Messages on the DTCH arrive and depart on either the SACCH or the FACCH. For
the most part, these messages are very similar to messages already discussed in the
AMPS chapter (e.g., the RELEASE and ALERT WITH INFO messages). The
ALERT WITH INFO becomes increasingly important as this is the message used to
deliver such PCS services as caller ID. In addition, many carriers have deployed text
messaging services, and messages called R-DATA are used to send and receive these
messages.
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PCS services often require the user to interface with the switch by pressing the
various numbers on the mobile station. For instance, many voicemail systems
require the dual-tone multiple frequency (DTMF) tones to listen, save, or erase mes-
sages. While these tones are easily transmitted in analog transmission, NA-TDMA
puts its audio through a vocoder. Because a vocoder would distort these tones dur-
ing the encoding/decoding process, a different system was needed to transmit
DTMEF tones. Thus, SEND DTMF messages are used on the associated channels.

You will remember that the base station needs to closely control the timing of
the mobile station in addition to the power levels. This control is performed by
using a PHYSICAL LAYER CONTROL message.

A variety of messages is associated with the authentication process and
MAHOs, which will be discussed in detail later in this chapter.

4.8 The DCCH

The format of the DCCHs is a bit confusing, to be sure. First, it is organized into
1.28-second hyperframes. These hyperframes contain two 0.640-second super-
frames. Within these superframes, there are sixteen 40-ms frames. Each frame con-
sists of two 20-ms blocks, and each block contains three 6.67-ms slots. Like the
DVCH, each DCCH will use two slots per frame in full rate, and one slot per frame
in half-rate. Confused yet? Figure 4.12 may make it a bit more clear.

The structure of the slots is very similar to the DTCH, except that the reverse
DCCH requires more synchronization than the reverse DTCH, as transmissions are
not as often or patterned as they are during a conversation. Thus, the base stations
needs a few extra “hints” in order to demodulate the bursts correctly (see Figure
4.12).

Like the voice channels, the DCCH has a variety of fields and logical channels
multiplexed on it (see Figure 4.13). The SYNC is again used for ensuring correct
timing, with the preamble (PREAM) adding the extra hint. The superframe phase
(SFP) is placed in the forward DCCH and gives the mobile station the current block
number within the superframe. This is useful not only from a timing standpoint, but
also because this field is in the exact location as the DVCC in the forward DVCH, so
a mobile can examine this field and quickly determine if it isa DCCH or a DVCH.

The shared channel feedback (SCF) field actually contains three subfields used
by the mobile to help with reverse channel transmissions. The busy/reserved/idle
(BRI) field is similar to the busy/idle bits in AMPS. It simply informs the mobile sta-
tion if the reverse slot, called a random access channel (RACH), is being used. A
mobile station will monitor this field; once it goes idle, the mobile station can trans-
mit its reverse DCCH in a specified RACH. Three frames later, two other fields will
provide confirmation to the mobile station of a successful transmission. The
received/not received (R/N) field will indicate a result, as well as the coded partial
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Hyperframe 1.28 seconds
(Two superframes)

Superframe 0.640 sec Superframe 0.640 sec
(31 blocks) (31 blocks)

RN

Frame = Two blocks (40 ms)

Block =Three slots (20 ms) Block = Three slots (20 ms)

Slot 1
6.67 ms

\ Forward DCCH slot

Sync | SCF | User data | SFP | User data | SCF [Rsvd|

Slot 2 Slot 3 Slot 4 Slot 5 Slot 6

Reverse DCCH slot

User data
G|R [Pream| Sync | User data | Sync |abbreviated in a
shortened burst

Figure 4.12 The DCCH uses an elaborate hierarchical structure that allows for different multiplex-
ing options as well as the NA-TDMA handset’s sleep mode.

DCC

—> BCCH - Broadcast control channels

—> SPACH - Short message service, paging, and access response channel
> SYNC - A word used for synchronization

—> SFP - The superframe phase, used for sleep mode

—> SCF - Shared channel feedback, used for reverse channel access

L» RACH - Random access channel, the reverse control channel

Figure 4.13 The DCCH has various logical channels carrying the various information that hand-
sets and networks need from each other.

echo (CPE) field. The CPE is actually a part of the MIN of the transmitting mobile
station, so the mobile station can be sure it was the mobile station to which the base
station was listening.

The data on the forward DCCH can be one of two types of channels: a broad-
cast channel (BCCH) or a short message, paging, and access response channel
(SPACH). Close to 60 different messages can be transmitted on the DCCH, as
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opposed to the 16 in AMPS. This is due to the enhanced services and controls pres-
ent in IS-136 (e.g., authentication alone adds at least nine messages).

Broadcast messages are naturally intended for all of the mobiles in the cell.
There are three types of broadcast messages:

* Fast broadcast control channel (F-BCCH);
* Extended broadcast control channel (E-BCCH);
* Short message service broadcast control channel (S-BCCH).

4.9 Sleep Mode

The reason for the hierarchical structure of the DCCH is to facilitate the sleep mode.
If the mobile was to monitor the control channel continuously, as it does in AMPS,
the standby time of the mobile station would be lower than if the mobile station
only had to monitor the control channel periodically. This sleep mode is how digital
handsets can dramatically increase the standby time over their analog ancestors.
Calls coming in for the mobile station will arrive in paging subchannels in the
SPACH blocks and are transmitted twice—one in each superframe (remember there
are two superframes in each hyperframe). Essentially, sleep mode works by allow-
ing the mobile station to wake up in time to listen to specific SPACH messages in
specific hyperframes. Assigning which paging channel a specific mobile station will
listen to is a function of the MIN of the mobile station, and this allows for a pseu-
dorandomness in the distribution of the paging channels. How much the mobile sta-
tions “sleep” is a function of a parameter called the paging frame number (PEN) (see
Figure 4.14). The paging channel for a specific mobile station will occur in a specific
hyperframe. If the PEN equals one, that means there is an assigned paging channel

Hyperframes
Paging msg User A takes Paging msg User A takes
for user A a snooze for user A a snooze
O
User A

Figure 4.14 During sleep mode, the mobile station can take a nap, waking up in time to read its
assigned hyperframe. Here a phone is assigned PFN of two, waking up every other hyperframe.
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in each hyperframe. As each hyperframe is 1.28 seconds, that would mean the
mobile station could only sleep in between each hyperframe, or 1.28 seconds. The
highest PFN, 96, means the mobile station can sleep through 96 hyperframes before
it sees the hyperframe assigned to it, a very long 122.88 seconds, which would give a
very long battery life but lousy service, as a caller would have to wait through two
minutes of ringing before the lazy phone received the paging message.

Messages on the DCCH

As discussed earlier, three logical channels are used to transmit control channel mes-
sages. On the forward DCCH, there are the BCCHs, as well as short message serv-
ice, paging, and access response channel. The third logical message channel is for the
reverse DCCH, the RACH.

It was also mentioned earlier that there are about 60 messages on the DCCH.
Naturally, many of the messages are similar in function to those on the FOCC dis-
cussed already in AMPS. The majority of the broadcast messages are intended to
provide the overhead information and configuration parameters that all mobile sta-
tions in the cell will need. Some of the common BCCH messages include:

* SYSTEM IDENTITY: This identifies the base station, including the SID, PV,
and network type.

* DCCH STRUCTURE: This contains information on how the superframes are
organized, as well as the DVCC.

* CONTROL CHANNEL SELECTION PARAMETERS: This gives the mobile
station information about other DCCHs in the cell.

* ACCESS PARAMETERS: Here, the base station gives the mobile stations
some of the variables needed to complete reverse channel access on the RACH
(e.g., the number of attempts to gain access before giving up).

* SOC/BSMC IDENTIFICATION: This identifies the carrier as well as the
manufacturer of the base station.

* EMERGENCY INFORMATION BROADCAST: This is a broadcast text

message to all of the users (e.g., “Go Cowboys!” ...well, perhaps for more

important matters than football teams).

REGISTRATION PARAMETERS: This sets up registration procedures in the

cell.

* TIME AND DATE: What else? The time and date!

SPACH messages are the messages aimed at specific mobile stations. Here we find
the PAGE, RELEASE, MESSAGE WAITING, CAPABILITY REQUEST, registration
responses (either accept or reject), DIGITAL VOICE CHANNEL DESIGNATION,
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ANALOG VOICE CHANNEL DESIGNATION (mobile stations can use a DCCH,
but get assigned to an analog voice channel), and DIRECTED RETRY messages,
which are all either similar to AMPS messages or self-explanatory.

Just as in AMPS, the reverse control channel only has a few messages. Like
AMPS, these include ORIGINATION, PAGE RESPONSE, and REGISTRATION
messages. A response to the previously mentioned SPACH message CAPABILITY
REQUEST, the CAPABILITY REPORT tells the base station its capabilities. There
are several other messages that again relate to authentication and MAHO, which
will be discussed separately.

MAHO

Free time is something we are all after, and NA-TDMA gave mobile stations some
serious free time. If you remember, there are six time slots in each 40-ms frame, but
a mobile station only uses two of those time slots during any given job. This leaves
four time slots, or 26.67 ms, for the mobile station to relax and enjoy itself. Unfortu-
nately, the designers of NA-TDMA had other ideas and decided to put the mobile
station to work during these down times. This leads to the process of MAHO.

In AMPS, the base station monitored the signal quality of a call and made deter-
minations on handoffs as such. MAHO allows for the mobile station to monitor sig-
nal quality as well and thus can help make better decisions on when and where to
make a handoff. MAHO also allows the mobile station to monitor other channels
on different base station and pick one that would work best. This makes the handoff
process much more efficient and effective. Also, poor quality on a channel is often
not due to signal strength, but rather interference. In MAHO, the digital method of
measuring reception, bit-error rate (BER), can be measured by the mobile station.
BER is a good indicator of interference and is much more indicative than a signal
strength measurement alone.

During a call, the mobile station measures the BER and signal strength on the
surrounding base stations while it is not transmitting or receiving in its slot. It
reports this information in the CHANNEL QUALITY message (using the SACCH).
The mobile station is told where to look for channels via a message called
MEASUREMENT ORDER, which includes 6 or 12 different frequency channels it
should measure. The CHANNEL QUALITY message then sent from the mobile sta-
tion includes the channel measured, the BER, and the RSSI (see Figure 4.15).

Part of MAHO is a procedure called mobile assisted channel allocation
(MACA). Before a call is set up by the control channels, the base station broadcasts
a MACA message to all of the mobile stations in the cell. This MACA message con-
tains all of the idle channels in the cell that could use a call on them. During off time
in the idle mode, the mobile station then takes a look at these channels and let the
network know the results via the MACA REPORT on the reverse DCCH.
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Figure 4.15 During MAHO, a mobile station measures surrounding base stations during time
slots it is not using.
4.12 Authentication

One of the biggest concerns of today’s cellular operators is the massive fraud that
has been robbing the carriers and cellular users of an enormous amount of money.
While precautions were taken to provide some measure of protection in AMPS, the
ingenuity and determination of today’s high-tech criminal overcame most of these
systems to the point that cellular fraud-enabling technology is nearly commonplace.
While no system is foolproof, new systems can be developed to make fraud as diffi-
cult as possible. Authentication is just such a process—not foolproof, but certainly a
major hurdle for the common criminal (perhaps closer to impossible for the “com-
mon” criminal).

The authentication is standardized in 1S-41-C (the networking standard) and
thus can be independent of an air interface; it is incorporated into both IS-95 and
IS-136. Because NA-TDMA was the first air interface to incorporate support for this
process, it is included in this chapter. Keep in mind the process is the same across air
interfaces, though, and this text will reference back to this section in the CDMA
chapter.
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Authentication is a several-step process, and it occurs many times during a nor-
mal mobile stations day, most notably during registrations, call origination, and call
termination whenever the mobile station moves to a new location. The process itself
is very complex (on purpose) so this text will give a very basic overview of the five
basic functions involved in the process (a sixth process, authentication reporting, is
much more of a network management process and is thus left out):

* Shared secret data sharing;
* Global challenge;
* Unique challenge;
* Shared secret data update;
* Call history count update.

First, a review of the terms is needed:

Global challenge is an authentication procedure on all mobile stations attempt-
ing to access a particular base station. It is called the global challenge, as opposed to
the unique challenge (discussed later), because the challenge and random number
needed (RAND), are sent as broadcast messages on the control channel—thus to all
of the mobile stations that are monitoring that particular control channel.

Unique challenge is an authentication procedure directed at a particular mobile
station that may be trying to gain access, or perhaps is already on a call. The process
is similar to the global challenge, except it is not performed in a broadcast manner.

The authentication center (AuC) is the database in the network architecture that
controls much of the private authentication data and performs many of the complex
calculations.

The A key is a 64-bit number stored permanently in each mobile station that
supports authentication (many older phones do not). It is permanently assigned to
the mobile station and securely stored in the mobile station and in the authentica-
tion center, such that it cannot be modified nor even known by the user. The secrecy
of the A key is really the key to the entire process being a successful blockade against
fraud. It is never transmitted over the air nor transmitted between network func-
tions (i.e., from one system to another).

Shared secret data (SSD) is a 128-bit number actually composed of two separate
64-bit numbers: SSD_A and SSD_B. SSD_A is used for authentication purposes,
while SSD_B is actually for encryption of voice or specific signaling messages. The
SSD is generated using the A key as well as the ESN of the mobile station and a ran-
dom number the network generates. This allows the SSD to be changed from time to
time (particularly if the network operator feels someone has compromised system
security) via the process called SSD update.

SSD update is an authentication process that involves changing the SSD in the
AC as well as the mobiles. Part of this process is the sharing of a new random
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number used to generate the SSD (called RANDSSD), another process called base
station challenge (to make sure the base station requesting this change is real), and a
unique challenge to make sure the SSD update was correct.

Call history count update, the COUNT value, is a parameter stored in the
mobile station as well as the network AC, which provides an additional layer of pro-
tection against fraud. Basically, the network controls this parameter through an
update message, and the value in the network should match that in the mobile (or at
least be close—a certain degree of error is understood due to transmission errors and
such). The system uses the PARAMETER UPDATE message on either the traffic or
control channel to increment the COUNT value. Thus, if criminals do manage to
decipher the authentication process and clone a mobile station, they still would have
to stay close to the COUNT value in the cloned mobile station’s home system, a
nearly impossible task.

CAVE algorithm is the complex algorithm (let us call it a black box) that takes
an input and generates various new codes needed for the authentication and encryp-
tion process. Both the mobile station and AC have CAVE black boxes. The CAVE
algorithm uses the A key, ESN, and a random number called RANDSSD to generate
the SSD. It also uses the ESN, part of the MIN, SSD_A, and a random number (either
RAND, RANDU, or RANDBS, depending on whether it is a global challenge,
unique challenge, or base station challenge) to generate the authentication codes
(AUTHR for a global challenge, AUTHU for a unique challenge, and AUTHBS for a
base station challenge).

The global authentication challenge process involves several steps. First, the net-
work generates a random number called RAND. This RAND is sent to the mobile
station, which uses it, the ESN, the MIN, and the SSD_A via the CAVE algorithm to
generate an authentication result code, called AUTHR, which is sent back to the net-
work. The network performs the same computation, generating its own AUTHR,
and compares the received to its own, making the decision on validity and allowing
access (see Figure 4.16).

Thus, the access message from the mobile station includes AUTHR, the value of
its COUNT register (defined earlier), and the eight most significant bits of the ran-
dom number the mobile station received from the network (RAND) called RANDC.
The reasons for transmitting RANDC is to ensure that the mobile station isn’t sim-
ply a fraud replaying a message it recorded, that the RAND the mobile station is
using is wrong because it was received from a neighboring system, or that the RAND
was wrong because the mobile station simply didn’t receive it correctly.

The unique challenge is very similar to the previous description, with some slight
changes in the variables. As mentioned earlier, the unique challenge differs from the
global challenge in that it is directed at a specific mobile station, whereas the global
challenge is aimed at all mobile stations globally. The unique challenge often serves
as the double check of the global challenge—a second opinion, if you will. Also, the
unique challenge’s random number, RANDU, is changed each time a unique
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Figure 4.16 The authentication process, whether during a global or unique challenge, involves
sharing a random number, using the CAVE algorithm to compute an authentication result, and
comparing this result at a central location for access.

challenge is initiated, which makes it a substantially more secure challenge. Gener-
ally, a unique challenge will be ordered if the global challenge fails. The unique chal-
lenge is ordered after a global challenge as a double check in areas of very high fraud
on specific call originations or terminations or simply on a timer basis.

The SSD update process is actually several combined processes. First, when a
mobile station receives the order to update its SSD, it needs to make sure that the
base station requesting this is for real, not fraudulently trying to get information
from the mobile stations or simply trying to sabotage the system by changing mobile
station’s SSDs (the mobile stations would thus lose service unless the network dis-
continued authentication for a time). The mobile station does this via a base station
challenge.

This is basically the same process as the unique challenge but backwards. In this
case, the mobile station generates the random number, RANDBS, using it to gener-
ate the authentication code, AUTHBS. The network receives the RANDBS and gen-
erates its own AUTHBS, sending it back to the mobile station for comparison. Once
the mobile station is sure there is a match, it can move on to updating its SSD.

Part of the original order to begin this process was yet another random number,
RANDSSD, which was generated at the AC and sent to the mobile station. This
RANDSSD is combined with the A key and the ESN of the mobile station, which
then creates the new SSD. The network as well as the mobile station should have
performed the same calculations and arrived at the same new SSD. To ensure this is
the case, the process is not complete until a unique challenge is initiated and
completed.
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4,13 Conclusion

The NA-TDMA system was designed as an upgrade path for analog systems in
North America. Designed to incorporate the AMPS standard, AMPS originally
began using the AMPS control channel, then later added a true digital control chan-
nel with the implementation of IS-136. With many large carriers operating
NA-TDMA systems, it certainly will remain an important system in the Americas.
However, as many operators are looking for cost-effective ways of getting to the
future by beginning to implement GSM on their NA-TDMA networks, it remains to
be seen how long NA-TDMA will remain a force. Like AMPS in the 1990s, how-
ever, the sheer volume of NA-TDMA infrastructure and phones across the Americas
ensures that it will remain important for the time being.



GSM

5.1 Introduction

Groupe Special Mobile first started using the initials GSM to represent the new digi-
tal standard they were tasked with developing. Conveniently, the initials came to
stand for the Global System for Mobile Communications. The phenomenal growth
of the format throughout the world is quite unprecedented, as some form of GSM is
used on every inhabited continent.

The goals of GSM were simple: to create a digital cellular system in which inter-
national roaming was seamless with a variety of enhanced services. In support of the
project, the European community universally allocated new spectrum specifically
for the all-digital system. Unlike NA-TDMA, GSM would not need to support the
already-built analog network, but would be a complete replacement. This vision has
been achieved for the most part, and GSM continues to grow throughout the world.

There are several varieties of GSM in use throughout the world. The primary
difference is the frequency band being used. For instance, in the Americas, GSM is
used in the PCS band and is often referred to as PCS-1900. GSM in Europe uses the
all-digital 900-MHz band. In addition, an 1,800-MHz band has been allocated, and
GSM in this band is often called DCS-1800.

In the end, the primary advantages of GSM over the earlier analog systems
include:

* Support for international roaming;

* A distinction between user and device identification;

* Improved speech quality;

* Extensive security;

* Additional new services (e.g., short messaging and caller ID).

GSM is regulatedby ETSI, which first adopted the standard in 1991. Unlike
other standards, GSM is a standard in the true sense of the word. The entire system
is standardized, including all of the interfaces between the various components of
the system. This is in sharp contrast to the North American systems, where most of
the interfacing is proprietary.

93
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5.2 GSM System Architecture

Most of the North American standards borrowed much of the terminology of their
systems from GSM. The GSM refers to the standardized interfaces specifically as is
shown by Figure 5.1. As with other formats, base stations are referred to as BTSs,
which are connected to a base station controller (BSC), which manages the radio
resources for all of the BTSs. The BSC and BTSs are referred to as the base station
subsystem (BSS), and the BSSs are all linked to an MSC. This MSC serves as the gate-
way to both the outside world (e.g., the PSTN/ISDN) as well as to the various data-
bases needed to manage users on the network, such as the HLR, the VLR, the AC,
and the EIR.

The HLRs and VLRs aid the network in the primary design goal of GSM—inter-
national roaming. Here the information and location of various mobile stations is
stored so that the network can route calls appropriately. The EIR is a database that
stores the international mobile equipment identity (IMEI) of all the mobile stations

Authentication
center (AuC)

Home location

| register (HLR)

Mobile switching
center (MSC) D
B Visitor location
register (VLR)
A
F Equipment identity|

register (EIR)

Air interface
(Um)

Base station
controller
(BSC)

Abis

Base station system (BSS)

Figure 5.1 The GSM network architecture. Note that in GSM all of the interfaces are standard-
ized (A, B, C, D, F, Abis, and Um interfaces are shown).
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in the network. The network can look at this list and decide if a mobile is stolen or
not very quickly. The authentication center (AuC) is used for authentication. GSM
mobile stations use a subscriber identity module (SIM) card that contains a special
key. A copy of this key is kept at the AuC for verification before calls are placed.

5.3 Identifiers in GSM

There are several different identifiers in GSM than are seen in CDMA or
NA-TDMA. Many of these identifiers are stored on the SIM card, which means the
end user can move to a different phone by simply removing the SIM out of the old
phone and inserting it into the new one. Because the SIM card contains the unique
identifiers, the user would still retain the same phone number, service plan, and per-
haps even the directory database he or she has set up for speed dialing.

These identification codes now have three possible origins: the SIM card, the
network, and the mobile station hardware itself (see Figure 5.2).

Here are some of the identification codes:

* IMEI: This 15-digit serial number is assigned to the mobile station at the time
of manufacturing.

* IMSI: This is the phone number assigned by the carrier to the user. It is stored
on the SIM. The 15-digit IMSI takes into account country codes to allow for
international service.

SIM
Base station Mobile station classmark International mobile
identity (BSIC) International mobile subscriber identity (IMSI)
Training sequence equipment identifier (IMEI)  Authentication key (Ki)
Location area Temporary mobile Service plan
identity (LAI) subscriber identity (TMSI) Quick-dial directory

Figure 5.2 Some of the identifiers of the three components of the air interface: the BTS, the
mobile station hardware, and the SIM card.
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* Temporary mobile subscriber identity (TMSI): This identifier is assigned by
the VLR after a mobile station establishes itself in the network. The network
then uses this identifier rather than the IMSI when performing various call
management tasks. This identifier is shorter than the IMSI (which makes it
more efficient to transmit), and it adds a bit of security because the IMSI does
not need to be continuously transmitted.

* Authentication key (Ki) and cipher key (Kc): The Ki is assigned to the end user
and resides on the SIM. Similar to the authentication process in NA-TDMA
and CDMA, the Ki is never transmitted but rather is used to compute a cipher-
ing key (Kc). Kc is then used to protect the transmitted information and pre-
vent any unauthorized interception of the information.

* Mobile station classmark: This classmark, like those in other systems, tells the
network the capabilities of the mobile station. This includes the version of pro-
tocol it supports, the power levels it can support, its encryption capabilities,
the frequencies it supports, as well as the mobile station’s ability to support
special services.

* Location area identity (LAI): This identifies the country and system of the base
station. It is similar to the SID in the Americas.

* Base station identity code (BSIC): This code, in addition to a training
sequence, is assigned to each base station. It serves a similar purpose as the
SAT in AMPS, the DVCC in NA-TDMA, and the PN offset in CDMA—to
identify the particular base station, ensuring the mobile station it is listening
and transmitting to is the right base station. Like the SAT, the mobile station
retransmits the code to the base station in order to close the loop.

5.4 Modulation in GSM

As described in Chapter 1, GSM uses a modulation format called GMSK (see Figure
5.3). The transmit rate of the GSM system is 270.833 Kbps, while the bandwidth of
the signal is 200 kHz. Thus, the modulation efficiency of GSM (data rate divided by
bandwidth) is 1.35 bps/Hz. This is a lower efficiency than NA-TDMA (1.6 bps/Hz).
One of the trade-offs for the lower modulation efficiency is that GSM uses a con-
stant signal envelope, which means less battery drain and more robustness in the
presence of interfering signals.

In having a constant signal envelope, the constellation diagram of a GSM signal
is a circle, and, thus, unlike NA-TDMA and CDMA, constellation analysis will not
tell a technician very much about the quality of modulation.

Another important difference between GSM and NA-TDMA pertains to the
downlink transmission. In NA-TDMA, the base station transmitted all slots
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Figure 5.3 GSM uses GMSK modulation. Amplitude remains constant during phase shifts of
+90°. The constellation diagram of a GSM signal thus resembles a circle.

continuously, regardless of whether the slots were assigned or not. GSM specifies
that the base station can turn the transmitter off if the slots is not needed.

5.5 Power Levels

Like the American standards, GSM can use a variety of power levels and can change
these power levels during a call. The GSM standard allows for five classes of mobile
stations divided by the maximum amount of power they can output (see Figure 5.4).
The highest class outputs 20W (43 dBm), and the lowest class outputs 800 mW (29
dBm). Below the maximum power are 16 power levels with 2-dB steps (a dynamic
range of 30 dB). Typically, mobile stations have a maximum power of 2W, but as
terminals only transmit one eighth of the time (one burst of the eight), the average
maximum transmit would be 250 mW.

GSM also uses a process called discontinuous transmission (DTX). It is impor-
tant to limit the amount of power transmitted in the system—cochannel interference
is a primary cause of suboptimal capacity—so limiting the overall output power is
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Power Power Peak
control class* power

level (dBm)
2 1 39
3 2 37 Mobile station classmark:
4 3 35 “I’'m a class-five phone.
8 4 33 My max power = 31 dBm.”
6 31
7 29
8 27
9 25

10 23

11 21 OK, transmit at

12 19 power level 10

13 17 (23 dBm)

14 18

15 13

There are five power classes in GSM; these indicate the peak power
in the class. All are capable of the levels below their peak ratings.

Figure 5.4 The various power classes and the 15 power levels used in GSM.

important. An equally important reason to limit transmit power is to save battery
life. One way of doing this is to use the lowest power level needed to communicate
without errors. DTX is another method of lowering power output. Similar to the
variable vocoder used in CDMA, the DTX system detects if there is voice activity (of
course, distinguishing between voice and noise is an important consideration). If
there is no voice activity, then the transmitter can shut down. The other intrinsic
benefit of DTX is that the talk time of the handset will increase dramatically. An
interesting part of this process is the concept of comfort noise. If the transmitter is
turned off at the mobile station, the other party would hear dead silence, a rather
disturbing sensation. To help the situation, engineers came up with the concept of
comfort noise, to ensure the other party that the call is still connected.

5.6 GSM Channels

Like all of the main cellular and PCS formats, GSM uses separate frequency bands
for the uplink and downlink. The channels occupy 200 kHz. Like NA-TDMA, GSM
divides a frame into slots. In this case, the frame is 4.62 ms long, and it is divided into
eight time slots. There is an offset between the related slots on the uplink and down-
link to allow the mobile station to transmit and receive at different times.
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The base station will transmit two types of channels to the mobiles: traffic chan-
nels and control channels. The channel structure is organized into multiframes, with
26 frames making up a traffic channel multiframe and 51 frames making up a con-
trol channel multiframe (see Figure 5.5).

In the 26 frames that make up the traffic multiframe, 24 are used for voice traf-
fic: frames 0 to 11 and 13 to 24. An SACCH (discussed later) is inserted in either
frame 12 or frame 25. The remaining frame is left unused in full-rate speech opera-
tion (see Figure 5.6).

In half-rate speech operation, each frame can support twice as many callers
(16); however, one SACCH can still only support eight slots per frame. This means
that if every caller needs a SACCH associated with the conversation per multiframe,
an additional frame is needed as a SACCH. Hence, the remaining frame comes into
play and is used exactly for this purpose.

2,048 Superframes = 1 hyperframe = 3 hours, 28 minutes, and 53.76 seconds!

51 Traffic multiframes = 26 control multiframes
=1 superframe = 6.12 seconds

/\

26 Frames = 1 traffic multiframe 51 Frames = 1 control multiframe
=120 ms =235.4 ms

\/

8 Slots = 1 frame =6.615 ms

A

1 Slot or burst = 877 us
Figure 5.5 The GSM frame organization. This structure allows for various types of channels to be
inserted as needed.
One traffic multiframe

Frames 0-11|[ 12 |[Frames 13-24|| 25 |

Used as a SACCH

Figure 5.6 The traffic multiframe consists of 26 frames, 24 traffic frames, 1 SACCH frame, (using
12 and 25 alternately) and one not used in full-rate vocoding.
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The multiframes are then organized into 6.12-second superframes consisting of
51 traffic multiframes or 26 control multiframes. The final organization is the
hyperframe, which consists of 2,048 superframes, and cycles every 3 hours, 28 min-
utes, and 53.76 seconds.

5.7 Control Channels

Like AMPS and NA-TDMA, if a mobile station is not up on a call, then it is using a
control channel to wait for or set up a call, register, or perform any other task
needed in the idle state. There are three sets of logical control channels used for sig-
naling and overhead if a call is not in place: BCCHs, common control channels, and
dedicated control channels.

The BCCHs and common control channels are the first control channels a
mobile station will scan for when it is turned on in a network (see Figure 5.7). These
two logical channels are multiplexed on the 51-frame control multiframe in a set
manner. If the mobile station needs to respond or access the network, it can use its
common control channel, the RACH.

Broadcast channels include:

* Frequency correction channel (FCCH): This burst is the “beacon” of the con-
trol channel. The mobile will search for this burst, knowing it is the first logical
channel in the control sequence. This burst is actually 148 zeros. In GMSK
modulation, this equates to a simple sine wave at a specific frequency
(approximately 67 kHz). The mobile station can find this sine wave and adjust
itself so that is has the same frequency reference as the network. The FCCH is
sent in the first time slot. A mobile station can then count seven time slots and
wait for the first slot of the second frame, which will always be the synchroni-
zation channel (SCH).

* SCH: In the frame following the FCCH, the BTS transmits with SCH in time
slot 0. The SCH has a unique burst structure as well. It contains an extended

FSBBBBPPPP FSPPPPPPPP FSPPPPPPPP FSPPPPPPPP FSPPPPPPPP I

F = Frequency correction channel (FCCH)

S = Synchronization channel (SCH)

B = Broadcast control channel (BCCH)

P = Paging channel (PCH) and access grant channel (AGCH)
I =Idle frame

Figure 5.7 The broadcast and common control channels repeat the same pattern to allow
mobiles to find the information they need.
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training sequence that is the same throughout all GSM networks. This train-
ing sequence allows the mobile station to get exact synchronization. Also
included in the SCH is the BSIC and the current frame location in relation to
the hyperframe.

* BCCH: The BCCH contains the parameters used by all of the mobiles in the
cell to set up and receive calls. This might include access parameters and con-
figurations. One broadcast control channel “segment” occupies four frames
per multiframe.

Common control channels include:

* Paging channel (PCH) and access grant channel (AGCH): The PCH is used to
let a mobile station know that it has a call coming in. The AGCH is used to
direct a mobile station to another type of control channel—the standalone
dedicated control channel (SDCCH)—in order to complete the process of set-
ting up a call and/or transferring information. These two channels share a
number of frames within a multiframe. The PCHs can be organized to allow
for a sleep mode. The mobile station can be assigned a specific group of PCHs
to monitor, waking up just in time to do so.

* RACH: This is the reverse channel a mobile station will use to originate a call,
send signaling messages when not on a call, acknowledge messages from the
BTS and register. The name implies that it is random access. Essentially, all of
the reverse slots of the common control channel are eligible to be a RACH. A
mobile station can select a slot using a specific protocol and transmit a short-
ened burst. (This is to make sure it stays in the confines of the time slot. The
BTS makes a determination of timing based on this burst and advises the
mobile station to adjust as needed). If the RACH has been received success-
fully by the BTS, the network will direct the mobile station to the SDCCH—a
two-way control channel designated just for this type of communication
between the mobile station and the network. Unlike NA-TDMA, the RACH
actually carries very little information. Instead, the SDCCH serves that pur-
pose. Figure 5.8 show the control channels that a mobile can use in a location
update.

The dedicated control channels include:

* SDCCH: For each mobile assigned to a SDCCH, this two-way logical channel
consists of four time slots (carrying one message) in every multiframe. This
makes for rather slow transmission speeds, but it is sufficient for the informa-
tion that needs to be sent. It is on the SDCCH that most of the access messag-
ing takes place. A rather confusing concept is that the SDCCH also comes
with a SACCH in order to relay signaling information. Thus, there is a
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Step

1 Mobile scans for FCCH, corrects frequency

2 Mobile reads synchronization channel (SCH).

3 Mobile gets system information (BCCH).

4 Mobile requests a SDCCH via the RACH.

5 Mobile requests location update (registration) on SDCCH.
6 Mobile is authenticated (SDCCH).

7 TMSI is assigned to mobile (SDCCH).

8 SDCCH is released

Figure 5.8 The mobile station uses the various control channels as it performs a registration
(location update).

SACCH multiplexed in the traffic channel multiframe as well as the SDCCH
multiframes.

* SACCH: This channel carries broadcast messages, power control information,
and timing advance in the downlink (forward channel), whereas in the uplink
(reverse channel), it has the measurement report, acknowledged power con-
trol, and acknowledgment of the timing advance.

5.8 Vocoders and Traffic Channels

Three vocoders are specified in GSM. Currently all three are being installed in newly
manufactured mobile stations. The original is LPC-RPE. As in most vocoding
processes, speech is divided into 20-ms blocks. In LPC-RPE, each 20-ms block of
speech is represented by 260 bits. If you divide 260 bits by 20 ms, you will find the
rate to be 13 Kbps.

The vocoding process is very complex. To simplify, some bits of the vocoded
stream are considered more important than others and are thus put through more
rigorous error correction encoding than others. By adding such encoding and parity
bits, the system can tell at the receiving end whether a 20-ms voice stream can be rec-
reated correctly.

This error correction process means that the original 260 bits per 20 ms now
turns into 456 bits per 20 ms. If you divide 456 bits by 20 ms, you will get 22,800
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bps. This is why you may see the LPC-RPE vocoder called a 13-Kbps vocoder as
well as a 22.8-Kbps vocoder.

As mentioned, some of the bits are considered more important than others. If
certain bits were missing, it has a much more destructive result on voice quality. In
GSM, these bits are divided into classes. Of the original output of the vocoder (260
bits), 50 are considered most important, and are called the class 1a bits. The class 1a
bits are given a 3-bit cyclic redundancy code so that errors can be detected when
they are received. If there are any errors, the entire frame is discarded. The second
class of bits are the class 1b bits. These 132 bits (plus a 4-bit tail sequence), along
with the 1a bits, are put through a convolutional encoder, which serves as FEC, add-
ing a degree of protection to these bits considered important.

Thus, 189 bits (53 1a bits, 132 1b bits, and a 4-bit tail sequence, which is used to
flush the shift registers in order to initialize them) are put through the convolutional
encoding process, so that the output is 378 bits (see Figure 5.9). The remaining 78
bits, called the class II bits, are not put through any protection and are added to the
378 encoded bits for a total of 456 bits per frame.

Two newer vocoders are specified. The first is the EFR vocoder, which was
developed in response to complaints about the original vocoder’s voice quality. EFR

Vocoder

50 Class la bits
(most important)

Adds 3 CRC bits 132 Class 1b bits

78 Class II bits
(least important)

53 bits

v

Convolutional encoding [¢— 4 Tail bits

Multiplexing | —
Output = 456 bits = 4 time slots

Figure 5.9 The process of taking 189 bits out of the vocoder and error detection and then cor-
rection encoding some of them to produce 456 bits: 20 ms of speech becomes four time slots of
data.
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uses the same ACELP technology used in NA-TDMA. The second is the half-rate
vocoder. It operates at half the rate of original vocoder, which allows it to fit twice as
many users in the same amount of space.

As mentioned earlier, built into every traffic multiframe is a SACCH, which is
used for signaling information transfer during a call. If the SACCH is not fast enough,
the system can use a FACCH. In this case, the FACCH will steal time from the voice
channels. A FACCH will be spread over eight slots spread out over eight frames (same
as with TCH block of 456 bits, which is also spread over eight slots or frames).

5.9 Messaging

For those without a good background in data, the messaging process in GSM can be
a bit confusing. To oversimplify, there are three types of messages in GSM: informa-
tion, supervisory, and unnumbered. Supervisory and unnumbered messages simply
control the flow of information messages. If you are familiar with ISDN, this might
sound familiar. In any event, the information messages are important to understand-
ing the overall air interface.

There are three sets of information messages: call management, mobility man-
agement, and radio resources management.

The radio resource management messages include the BCCH messages, which
contain all of the setup parameters for the cell. Also included in this group is the
CHANNEL REQUEST message, which is sent on the RACH. The radio resources
management group also contains the messages associated with the PCH and AGCH
(i.e., the process used to assign a mobile station to a SDDCH in order to begin to set
up a call). Other messages include:

* MEASUREMENT REPORT: This message is sent on the SACCH and is the
primary purpose of the SACCH, whether it is associated with the SDCCH or a
traffic channel. The measurement report is used to send power control
measurements.

* HANDOVER COMMAND and ASSIGNMENT COMMAND: These are
used to perform handoffs (handoffs are called handovers in GSM). The two
commands perform the same task, moving the mobile station from one chan-
nel to another. The key difference is that when the network uses the
HANDOVER COMMAND message, the mobile will move to the new chan-
nel and transmit a shortened burst containing the HANDOVER ACCESS mes-
sage. This shortened burst and message is used to adjust the timing of the
mobile station, which is controlled by the BTS in a PHYSICAL
INFORMATION message. If the ASSIGNMENT COMMAND is used, the
mobile station does not go through this timing alignment process. These mes-
sages are placed in a FACCH.
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5.10

Mobility management messages pertain primarily to registrations and authenti-
cation procedures. These messages take place in the SDCCH. The mobile station
tells the network it is in the neighborhood via the LOCATION UPDATING
REQUEST, and it is confirmed by the response from the network with either a
LOCATION UPDATING ACCEPT or REJECT message. When a mobile station
turns off, it can also send an IMSI DETACH INDICATION, which essentially tells
the network not to look for it anymore.

Authentication in GSM is similar to other formats. Ki, a secret key on the SIM
card, is used in conjunction with a random number sent by the BTS in a complex
authentication algorithm. The result of this function is then sent to the BTS for veri-
fication (the network has the Ki stored as well).

The network can obtain the pertinent information from the mobile station as
part of the authentication process via IDENTITY REQUEST and IDENTITY
RESPONSE messages. Here, the IMSI, IMEI, and TMSI will all be sent by the
mobile station (thus, if a SIM or phone was reported as stolen, the network can find
out and consequently reject it).

The last set of messages is the call management messages. These messages are
sent on either the SDCCH before a call is set up or the FACCH after the call is estab-
lished. These are the messages in which the mobile station originates calls, confirms
a traffic channel, gets the alert message, releases a call, sends and receives DTMF
functions, and performs other such tasks during a call.

Burst Types

As has been mentioned, several of the channels use different types of bursts to con-
vey information or help adjust parameters. The time slot itself is 576 ms, or 156.25
bits. GSM uses five different bursts to fill this time slot (see Figure 5.10):

* Normal burst (uplink + downlink): This standard burst will fill the slot com-
pletely. It requires accurate timing advance in the uplink or it can interfere
with neighboring time slots.

* Frequency correction burst (downlink): This is the FCCH, essentially a sine
wave that equates to 148 zeros.

* Synchronization burst (downlink): This SCH contains a longer training
sequence, which allows the mobile receiver to get synchronized. It also con-
tains the BSIC and the frame number in relation to the hyperframe.

* Access burst (uplink): This is used for access on the RACH and during a call in
order to correct timing. It is shortened to ensure that it fits in the time slot
regardless of severe time alignment problems.
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5.11

Normal burst

T DATA F| Train |F DATA G

3 87 1 26 1 87 8.25
Synchronization burst

T DATA Train DATA G

3 39 64 39 8.25
Shortened burst

T Train DATA G

7 41 36 69.25

T =Tail bits used to enhance demodulation
Data = Users data or signaling control information
Train = Training sequence used for adaptive equalization

and BTS identification

F = Indicate whether the data is voice or control information
G = Guard time, which allows for ramp up and down as the
power is turned on and off.

Figure 5.10 The three primary burst structures used in GSM. Not shown is the FCCH, which is

really just a sine wave, and the dummy burst, which is used as a filler.

* Dummy burst (downlink): This is simply used as a filler for unused physical
channels (i.e., time slots).

Frequency Hopping

As discussed in Chapter 1, one of the best ways to fight interference is to spread the
signal out. CDMA does this by spreading a signal with extra chips. GSM can do this
by hopping frequencies. At every frame, the system can hop to a new frequency, thus
spreading the signal out. This serves the purpose of fighting frequency-specific fades.

It also helps fight cochannel interference, as it keeps hopping from channel to
channel and only stays on one particular channel for a fraction of the time. Thus, if
two mobiles are assigned the same channel in their frequency-hopping pattern, they
will seldom use that same frequency at the same time—and even if they do meet, it is
only for one frame.
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5.12

5.13

5.14

Handovers

In GSM there are four type of handoffs:

* Handoffs between time slots or frequencies in the same cell (intra-BTS);

* Handoffs from BTS to BTS under control of the same BSC (inter-BTS);

* BTS under one BSC to BTS of another BSC, but all under the same MSC
(inter-BSC);

* BTS in one network to BTS of another network, under different MSCs (inter-
MSC).

Handoffs in GSM are similar to handoffs in NA-TDMA in that the mobile sta-
tion assists the network in making handoff decisions by measuring neighboring base
stations in between its assigned burst slots. The mobile stations determine the BER of
its received signal and a related receive quality measurement, and they report this to
the BSC via the MEASUREMENT REPORT on the SACCH. Because the BTS it may
want to handoff to will probably be a different distance away than the current serv-
ing BTS, often the timing advance will need to be recomputed. Thus, as described in
Section 5.9, the first step after moving to a new BTS is to transmit a shortened burst
message called the HANDOVER ACCESS message. The BTS computes the timing
advance and relays it back to the mobile station via a PHYSICAL INFORMATION
message. The HANDOVER COMPLETE message, sent on the FACCH by the
mobile station, completes the process and the conversation continues.

Multipath Equalization

A term often discussed in GSM is multipath equalization. When you have read
through the CDMA chapter, you will learn about the Rake receiver, which demodu-
lates multipath signals separately and then combines them coherently. GSM (as well
as NA-TDMA) also must deal with multipaths. If you look at the slot structure of the
GSM burst, you will find a training sequence in each burst. This known sequence can
be analyzed by the receiver and used to suppress the distortion caused by multipath
propagation. This is a fairly complex process and beyond the scope of this text.

Stage 2 and Beyond

GSM was rolled out one stage at a time. Stage 1 included much of what was dis-
cussed in this chapter. Stages 2 and 2+ include such items as an EFR vocoder for bet-
ter voice quality and higher speed packet data services.
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5.15

The high-speed data applications will probably drive the growth of wireless for-
mats. It can be argued that the upgrade path for GSM in the future, similarly to
CDMA, will cover many of the features most wanted in a next generation (termed
3G) system, without a complete overhaul.

The first emerging data format is called high-speed circuit-switched data
(HSCSD). The term circuit switched means that there is an open data channel at all
times between the user and the network. This can become costly. With HSCSD, data
rates of up to 56 Kbps can be achieved. This is performed by allocating multiple time
slots to a single user.

The second emerging data format is GPRS. This is a packet-data system, which
means data is sent in packets to the user as needed and does not require a dedicated
circuit. This can be cost effective, as a user would normally pay only for the amount
of data actually transmitted. With GPRS, data rates could get to 144 Kbps, although
most users would probably use standard rates around 56 Kbps. A third type of data
transmission called EDGE is also on the horizon. EDGE data rates might triple the
rates achievable with GPRS. The third generation formats being discussed consider
2.08 Mbps to be the goal. However, as you can see, an upgrade path for current
hardware could approach that type of transmission rate. These formats are dis-
cussed in detail in Chapter 9.

Conclusion

GSM has become closer to being the world standard for wireless communications
than any other system. With networks in virtually all geographic regions of the
world, and substantial growth continuing, the GSM standard still continues to
evolve with the development of high-speed data applications. In addition, most
NA-TDMA operators are now transitioning to GSM. While CDMA may grow at
substantial rates over the next few years, it seems impossible to think they could ever
match the current penetration of GSM. GSM is used extensively in 900-MHz,
1,800-MHz, and 1,900-MHz bands, and now in the 800-MHz band as well. As the
technology matures even further, and the cost for the technology drops even lower,
GSM will certainly still continue to grow.
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6.1

Introduction

By far, GSM is the world’s most popular cellular system. Almost every country in
the world has a GSM system operating, including ubiquitous coverage throughout
Europe and most of North America. In addition, China, with the largest population
in the world, also has a substantial GSM network. If you have read the earlier chap-
ters on GSM, you will remember that GSM was designed specifically for voice com-
munications, with excellent roaming capabilities. It was not originally designed to
have an easy upgrade path to data transmission.

HSCSD was an implementation of circuit-switched data on GSM channels, but
the lower speeds and circuit-switched nature of the option do not make it a viable
option for true high-speed data applications. In addition, operators who imple-
mented NA-TDMA networks also were without an upgrade path that gave them a
high-speed option. Most of these operators are migrating to GSM, but they will also
need a solution to offer their customers access to high-speed data transmissions. As
a result, two new formats were designed to allow for an easier integration into the
GSM network. Both have 200-kHz bandwidth signals, which allow them to be
seamlessly added to the spectrum, as GSM also has a 200-kHz bandwidth.

GPRS will more than likely be the standard for high-speed data service for GSM
and NA-TDMA operators for some time—at least until WCDMA networks are
built out substantially enough (see Figure 6.1). Enhanced Data for GSM Environ-
ments, now changed to Enhanced Data for Global Evolution, but better known as
EDGE, is a next step to higher data rates. It uses higher order modulation tech-
niques to deliver significantly higher data rates in the same 200-kHz channel as
GSM.

Circuit-switched data, such as HSCSD in GSM, can serve the basic needs of
mobile users as far as data goes. In GSM, it is possible to provide 14.4 Kbps of data
per time slot. HSCSD enabled the combining of time slots to get close to 64 Kbps per
user. The problem, though, is when a circuit-switched connection is needed, it is
dedicated to the user and remains on, much like the user on a voice call. This uses up
the network’s capacity and resources. Data applications, unlike voice, do not need
to be real time and are often bursty in nature—hence, a circuit-switched connection
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GSM [« NA-TDMA

[n]
g
Q
m
A

UMTS (WCDMA)

Figure 6.1 The apparent technology evolution path for GSM and NA-TDMA operators would
seem to go through GPRS, and possibly EDGE, although some operators may opt directly for Uni-
versal Mobile Telecommunications System (UMTS).

is using resources it really does not need. A better method for delivering data is
through packet switching—where the physical channel is shared, and data can be
sent to and from the terminal as required. This can allow for an always-available
data connection, as opposed to having to establish the circuit every time a user wants
to send or receive data.

In addition, the data world is an Internet-based world. Thus, the core network
needs to be Internet protocol (IP) based as far as its architecture. Once an operator
has this IP-based architecture in place, it can be used for additional growth as the
technology is implemented. For instance, 3G formats can utilize this IP-based core
network without the need for additional investments. You will find WCDMA makes
use of GPRS architecture for its data services. Hence, once GPRS is deployed, it
allows for a data and an IP evolutional path.

In general GPRS is designed to offer a cost-effective high-speed data solution to
GSM operators. The EDGE format will work in a very similar manner as GPRS.
However, by utilizing different modulation techniques, it will be able to achieve
higher data rates. In addition, by using voice-over-IP techniques, it may be possible
for EDGE radios to support not only high-speed data, but voice transmissions as
well. It should be added that GPRS, or any high-speed data format, can support
voice-over-IP technology, though it may be more effective with EDGE. Although no
operators have committed to this, several are considering the possibilities.
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6.2 GPRS Basics

A GPRS mobile unit works remarkably similar to a GSM mobile. A network is
divided into routing areas, which are simply clusters of cells. The mobile scans all of
the cells during idle periods, constantly searching for the best cell to receive and
transmit to, switching to the best cell as needed. If the mobile needs to be contacted
or needs to establish a connection, the paging process also works in a very similar
manner as the GSM voice calls. In the backhaul, however, things are a bit different.
The BSC will route the data call through a GPRS support node. In the GPRS public
land mobile network (PLMN), two of the support nodes that form the GPRS back-
bone will be referred to: the serving GPRS support node (SGSN) and the gateway
GPRS support node (GGSN) (see Figure 6.2). The former is the gateway to data
services from within the mobile network; the latter is the gateway from the PLMN
to the outside IP world.

Once data service is assigned to a mobile, it is the job of the SGSN to track the
location of that mobile within the network and ensure that the mobile is authenti-
cated and is receiving the correct level of quality of service. It is the job of the GGSN
to interface with the outside data world. This is all done independent of the RF
interface, as it is on the backhaul side of the BSC.

6.3 Packet Data Protocol Basics

This text is intended to focus on the RF side of the wireless formats. However, when
discussing data operation, it is useful to have a basic understanding of packet-data
protocol (PDP), which are the network layers.

There are two network layer protocols that GPRS supports: X.25 and IP. Nei-
ther will be discussed in detail in this text, except to say that both protocols assign

BSS GPRS PLMN

BTS [«—>| BSC [«

SGSN
xIP backbone

Outside IP
world

Mobile user

Figure 6.2 The GPRS backbone will be used for EDGE and WCDMA. The two primary gateways
are the SGSN, the gateway to the mobile network, and the GGSN, the gateway to the outside IP
world.
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network addresses (or PDP addresses) to the devices in the network in order to route
data correctly. In GPRS, this means the GGSN will obtain a PDP address from the
public packet data network. The network can then, through the SGSN, can route
data to specific mobiles, which are assigned their own PDP address by the GPRS
PLMN. Thus, the GGSN will appear to the public packet network as a normal data
gateway, hiding the fact that the users are actually mobiles. This gateway can also
serve the role of firewall as well, which hides the mobile from the external network
so intruders cannot locate and attach the mobile.

Thus, in order for a mobile in a network to receive and send data, it must first
attach itself to the SGSN and then activate its PDP address. This activation process
involves the mobile being assigned a PDP address by a GGSN, which is associated
with the SGSN. Data technicians often call the record of these associations the PDP
context. While a mobile can only attach to one SGSN at a time, it can actually
receive data from multiple GGSNs via multiple PDP addresses. This addressing is
shown in Figure 6.3.

6.4 GPRS Phones and Devices

GPRS terminals are classified depending on their capabilities. Currently three types
of classifications are used:

* Class A mobile stations can make and receive calls on GSM and GPRS at the
same time.

|:| Outside Internet connection
(" IP address: 250.144.11.1

GGSN
192.168.1.255

}

SGSN
192.168.1.155

!

©®) Mobile Internet connection
C)
N\ > IP address: 250.144.11.255

Figure 6.3 In the IP data world, addresses are used to identify nodes. The mobile phone
becomes an IP address.
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* Class B mobile stations can make and receive calls on GSM and GPRS, but not
at the same time.

* Class C mobile stations need to be manually selected as far as whether they
will operate in GPRS or GSM modes. This selection is done at the time of sub-
scription of service by the user; thus, when a customer purchases a class C
mobile, he or she must select either GPRS or GSM mode.

In addition, as you will see in later sections, GPRS makes use of multiple time
slots in order to increase the data rates. You will remember that a GSM carrier has
eight time slots. Different multislot classes of GPRS devices will be able to use differ-
ent combinations of transmit and receive slots in order to offer different data rates,
on the uplink as well as downlink. There are 29 multislot classes, with class 1 allow-
ing one receive and one transmit slot, while class 29 allows for use of all eight trans-
mit and all eight receive slots. The classes in the middle allow for various
configurations of asynchronous data transmission (i.e., the uplink and downlink
having different data rates).

GPRS and GSM assignment of slots, as shown in Figure 6.4, is just an example.
Any slot can be assigned to GSM or GPRS, unless it is preassigned permanently,
which is not very efficient. A dynamic assignment is best. However, hybrid assign-
ments enable some slots to be assigned to GSM and some slots to GPRS, and then
based on the need one can be assigned to GSM or GPRS. Voice always takes prece-
dence; thus, GSM should have the first choice.

6.5 Understanding the Layers
While this text focuses on the RF links between the base stations and mobile sta-

tions, it is important to understand the interaction of the layers of data in order to
comprehend the coding schemes and packet transfer processes.

Slot 1 Slot 2 Slot 3 Slot4 | Slot5 Slot 6 Slot 7 Slot 8

' One frame )
GPRS GSM
data
channel
channel

Figure 6.4 GPRS uses the same time slot structure as GSM. In fact, GPRS slots can be intermin-
gled with GSM voice slots.
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The RF layer, layer 1, manages the physical link between the mobile and the
base station. This link is divided into two sublayers in order to show the various
functions:

* Physical RF layer: This includes modulation and demodulation (in GPRS, this
would be GMSK; in EDGE, it would be 8PSK).

* Physical link layer: This manages the information needed for the physical
channel, such as the error correction, interleaving, measurement reports,
power control, and cell site selection (note that handoffs in the traditional
sense do not take place in GPRS; sites to transmit to or from are selected prior
to packet transmission).

The next layers up are the radio link control (RLC) and medium access control
(MAQC) layers, which will supervise the logical links between the mobile and the base
station system and the mobile station. These layers control radio link access, and
they contain the various logical channels which get data to and from the mobile
from and to the BSS. They are also the layers that will format data frames from and
to the next layer up, the logical link layer (LLC). These links interface with the frame
relay network, which is used to link the components of the core network in GPRS.
The BSS GPRS protocol (BSSGP) is a layer that specifically links the LLC with the
BSC. Figure 6.5 shows the protocol stack for GPRS.

The LLC handles the interfacing between the SGSN, BSS, and mobile. LLC
packets contain the actual user data. It is a ciphered link between the mobile station
and the SGSN (via the BSS). It is in this link that authentication takes place. You
might recall in GSM that ciphering/deciphering took place in the BSS—in GPRS, it
will take place at the SGSN at this layer. The mobile is attached to the SGSN through
the LLC layer. It has its own error detection. It is addressed via an identifier called
the temporary logical link identifier (TLLI). If you remember from GSM, the identi-
fier for voice is the IMSI. The TLLI is much like the IMST in GSM in that it uniquely
identifies the mobile—in this case, for the LLC layer. It is this layer that allows for
easy convergence of wireless technologies, as the LLC packets would be standard-
ized for the various 3G formats. Hence, the SGSN should be interoperable with
GPRS, EDGE, UMTS, and perhaps even CDMA2000.

6.6 GPRS Physical Channels

As stated earlier, GPRS uses the same modulation and radio frame structure as
GSM. This allows GPRS channels to be assigned dynamically by the base station
depending on the demand. Thus, within a TDMA frame, a few of the slots can be
designated for GPRS physical channels, while the remaining can be used for voice or
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Figure 6.5 The various layers at the four main components of a GPRS network—the mobile, the
BTS, the BSC/packet control unit (PCU), and the core network.

other physical channels. For a review of GSM physical channels and call processing,
the reader can refer to Chapter 5.

For GPRS operation, there is one new physical channel that will be used, called
the packet data channel (PDCH). Figure 6.6 shows the GPRS slot (burst) structure.
Remember, the GPRS slot will be identical to the GSM voice slot in terms of physi-
cal attributes; that is, it has the same power profile (burst), will require timing
advance to compensate for being different distances from the base station, and uses
the same modulation. Each four bursts will carry the data of one RLC block of
coded data. This will be discussed in more detail later.

There are 52 frames in a multiframe, which is how time slots are scheduled in
GPRS. Figure 6.7 shows this multiframe structure. You will notice that each frame

Tail Training Tail :
bits Encrypted data sequence Encrypted data bits Guard period
3 Bits 57 Bits + 26 Bits 57 Bits + 3Bits  8.25 Bits

1-bit coding
scheme flag

1-bit coding
scheme flag

Figure 6.6 The physical burst structure of a GPRS burst.



Figure 6.7 The 52-frame multiframe is used to divide the frames into data (D) blocks, and set aside specific frames for idle time (I)—which are
used for cell measurements and timing control.
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contains eight slots, all of which last 4.62 ms, just as in GSM. Also, as in GSM, each
slot is then 0.577 ms. The 52 frames that make up the multiframe, therefore, take
240 ms to complete. The base station will assign PDCH physical channels to a par-
ticular time slots, in this case to slot 5. At times, the PDCH channel will be idle,
allowing the mobile to measure neighbor base stations for handoff purposes. Also,
the slot may be used by the base station and mobile to determine time delay, which
will require a specific logical channel known as the packet timing advance control
channel (PTACT) to be sent in the slot on the downlink and uplink. The rest of the
time, GPRS data will be sent in the slots.

The 52-frame multiframe is further divided into 12 blocks, shown in Figure 6.7,
which exclude the frames used for timing and idle. The blocks each contain four
frames. You should remember that four bursts are used for each RLC/MAC block
of coded data.

6.7 GPRS Coding

In voice communications, it is impor