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Preface

Many people try to predict the future. Weather forecasters do it. Financial analysts
do it. Science fiction writers do it. We make and change travel plans based upon
weather forecasts. We buy and sell stocks based upon predictions of future perform-
ance from financial analysts. Science fiction writers have successfully predicted
advances like travel to the moon, robots, and communication satellites. Success
rates strongly depend on the bases upon which the predictions are made. When
weather forecasters obtain good information from satellites and other sources, or
when financial analysts do their homework with accurate information on funda-
mentals, they could be quite successful in predicting the future. When science fiction
writers have a good grasp of current scientific knowledge and let their imaginations
roam within limits, they could be remarkably successful as well.

In writing this book, I am trying to predict the future. I am predicting that wire-
less communications and the Internet are both going to continue growing healthily.
I am predicting that the intersection of wireless and the Internet is going to increase
in significance. The bases for making these predictions are very stable and strong.
The demands for wireless and for the Internet continue to grow. Meanwhile, the
supporting technologies are experiencing exponential growth, as a variety of new
wireless technologies are hitting the market faster than in the past, and Internet
standards are growing in number faster than ever before. The range of applications
and services that need to be supported by wireless and the Internet has broadened,
and the technology has been challenged to keep up with the requirements. There is
tremendous interest and market potential in the wireless Internet. What makes it
even more exciting is that the supporting technologies, to support mobility, differ-
entiated service quality, and security, to transport multimedia traffic over IP, and so
on, are only now becoming mature and coming together to work together in practi-
cal systems.

This book should be useful for professionals in the telecommunications field
(e.g., network architects, system engineers, and network software engineers,
including both individual contributors and management). However, it should also
be helpful for professors, consultants, and short-course instructors, as well as
supplementary reading material for senior-level and master-level students in
electrical engineering and computer science interested in finding out what wireless
IP technology is about and how it works.
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Introd-uctibn

I have written this introductory chapter to communicate why I am passionate about
wireless Internet telecommunications. I hope this chapter will motivate you to read
the rest of the book, by introducing an exciting vision of the future of communica-
tions, and starting on the road to explaining technologies to realize this vision. In
this chapter, I also preview the rest of the book and explain the scope of coverage.
Some of the terms introduced in this chapter may not be familiar to you, but they
will be explained in due course.

1.1 An Exciting Future

Between the late 1970s and early 1990s, developments and inventions in two differ-
ent areas—wireless and the Internet—were going on roughly at the same time, each
in its own world. Especially in the 1990s, each area grew and blossomed tremen-
dously. Second generation (2G) digital wireless personal communications phones
were acquired by significant portions of the general population, becoming almost a
standard personal accessory by the end of the decade. Meanwhile, the Internet also
became a part of popular culture, due in large part to the success of the World Wide
Web. Today, young people in their teens and twenties are among the most comfort-
able users of wireless and the Internet, and the next generation may be at the fore-
front of future advances in these areas. Consider the observation regarding
contemporary college students that “they surf the Web during class, get to know
their soul mates through instant messaging and talk on cell phones while biking
across the Quad. Make way for the technology natives,” and the statement, “I don’t
understand how people used to live before the Internet existed” [1].

Today, the Internet and wireless are converging towards an exciting future. This
can be partly explained by the recent convergence of communications and comput-
ing technologies. However, it is also indicative of the possibilities that could be
obtained by merging the features of the Internet and of wireless communications.
Many of these features, related to quality of service (QoS), security, mobility, and
multimedia traffic support, are only recently maturing, so we are on the verge of a
revolutionary leap.

For example, we consider an imaginary scenario set sometime in the future
involving a family of four, with Alice and Bob the parents and Charles and Diana
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the children. Each member of the family has a personal communications device (we
call it a “communicator” for purposes of this example) that he or she carries around
everywhere. In the morning, when she wakes up, Alice finds a video message or
e-mail on her communicator. It has arrived overnight through the fourth generation
(4G) wireless network and it’s from her secretary, reminding her of an important
meeting today. She rushes off to work, while Bob prepares breakfast with a few key
presses on his communicator—he has previously asked it to remember the default
services for breakfast preparation, which include requests to the toaster to toast five
slices of bread, the refrigerator to prepare four glasses of milk, the coffeemaker to
brew a pot of coffee, and the kitchen TV set to tune in to the morning news. These
communications happen over the home wireless network based on wireless local
area network (LAN) or similar technology. Meanwhile, the refrigerator finds that it
is running low on milk and eggs, and places an order with a local grocery store.

While Bob, Charles, and Diana are having breakfast, a TV commercial adver-
tises discount tickets to a concert. Charles is interested to know more and speaks to
his communicator about his interest. It connects him to a Web page. After browsing
a few minutes, he indicates that he wishes to speak to a salesperson about the con-
cert, and he is connected. Charles has not specified a preference for a voice-only or a
video call, but in this case, the other side has a preference for voice-only, so the call is
voice-only. A secure channel for this Voice over Internet Protocol (VoIP) traffic is set
up, and the salesperson’s identity is authenticated, allowing Charles to feel comfort-
able providing his credit card number. Diana meanwhile uses her communicator to
check her buddy list of friends. Each of them has their own specifications for their
current availability (e.g., available for voice calls and to receive images, but not open
for video calls), which are color-coded for convenience. The friends have different
levels of availability because their communicators and/or subscriptions have differ-
ent sets of capabilities, and also because they can choose to limit their availability at
any time. Diana has also noticed that the video quality while communicating with
her richer friends is usually better than the video quality while communicating with
her poorer friends. This is because her richer friends are subscribing to costlier pack-
ages that provide higher qualities of service.

Meanwhile, Alice is driving to work and mentally rehearsing the points she
wishes to bring up at the meeting. She finds the most convenient fast-food store from
which to pick up some breakfast, using a store locator service through her communi-
cator. The store locator service provides the answer based on Alice’s current loca-
tion. After breakfast, her friend Karen calls, wanting to initiate a video call with
Alice. Alice’s car is equipped to display the video images on the windshield (a
“heads-up display”), so she can drive while having the video call, but she does not
want to be disturbed at the moment. She requests her communicator to schedule a
time after 3 p.m. when she can talk with Karen. She does not specify a particular
time, except that it must be a time slot when she does not have something else
already scheduled. Her communicator checks her calendar, then communicates with
Karen’s communicator to make the arrangements. Meanwhile, Alice needs to
check some points in an important document. She requests her communicator to
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download the document and display pages nine and ten on her heads-up display.
Because Alice has a high-priority business subscription, the large file transfers
almost instantaneously. Also, as a fringe benefit, the light classical music playing in
the background on her personalized radio service provides crystal-clear sound. All
this is happening as the car is moving at highway speeds along a highway and
smoothly handing off between base stations of the 4G mobile wireless system, so as
far as Alice is concerned, the connection is seamless even though she is moving.

Of course, this is only a projection of how the future might look. There could
always be new ideas (technologies, applications, and so forth), even some disruptive
technologies, that result in changes of direction, with different emphases. However,
this scenario and others like it are good guides for shaping our thinking, and they
provide targets for which to aim.

1.2 Requirements

This vision of the future requires a number of technological breakthroughs, some of
which have already been made and are available today. Underlying these require-
ments is the cost constraint—the features need to be available at reasonable costs, to
avoid being merely technology without commercial value. Furthermore, the rela-
tionship between the new services and applications, and the supporting technologi-
cal innovations, is not so much a case of our having a clear idea exactly what the
services and applications are and what they need, and then just solving the technical
problem. Rather, the relationship is more of a continual iterative process, as shown
in Figure 1.1. For example, in the early days of the Internet, when the technology
was being designed, wireless services and applications were beyond the horizon.
Therefore, later on, with the coming together of wireless and Internet protocol (IP),
IP needed to be enhanced to support mobility. This in turn has been fueling further
developments of services and applications like location-based services that can take

— >
Differentiated

New features at
QoS

reasonable costs

Useful new services
and applications

Security

Figure 1.1 Getting there, through continual interactions involving new underlying features and
the new services and applications they support.



Introduction

advantage of mobility and other recent technological advancements. Similarly, even
as different services and applications have driven the need for better and varied lev-
els and types of security, the technology has matured to the point that consumer
financial transactions are increasingly being conducted over the Internet, and other
new and innovative services and applications are being tried out as well.

1.2.1 Technological Requirements

The requirements to realize this future include:

High level of service integration;

Advanced service enabling software technologies;
High-rate, reliable wireless communications;
Mobility support;

M

Supporting network infrastructure providing:

Service differentiation;
Secure communications.

Except for point 1, most of these points are explored at length in subsequent
chapters in this book, so we discuss point 1 here and only briefly introduce the rest
of these points in this section.

The vision of the future wireless Internet presented in Section 1.1 requires a high
level of service integration. When services like voice and the Internet are highly inte-
grated, a user can click on a link on a commercial Web page to initiate a call to cus-
tomer service, or a user can pick up voice and e-mail messages from either a phone or
mail program, or a user can dial the same number and have it simultaneously ring
both a regular phone and the “Internet phone” on the called party’s laptop. While
such integrated services may have particular names like computer-telephony inte-
gration (CTT), unified messaging, or call forking, depending on what services are
being integrated, the underlying idea is the integration of services that used to be
separate.

Going one step further, we can argue for greater integration of communications
systems, not just integration of services. This is sometimes called convergence. In
fact, different convergences are occurring, including convergence of computing and
communications, convergence of wireless and the Internet, and convergence of com-
munications systems. Here I am referring to the convergence of communications sys-
tems. Traditionally, engineers have designed different communication systems
separately, each system with its own intended services that are provided in its own
way to its intended users. For example, there is the telephone system that provides
mainly telephony services, and there are various data network systems that provide
mainly data networking services. Such systems are also called “stovepipe” solutions,
and they have their own way of solving the various subproblems like networking
and transport. Convergence of communications systems is about knocking down
the walls between the stovepipe solutions.
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Clearly, the converged systems would need to be multiservice systems, which
are systems that provide multiple services, such as voice and video telephony and
data communications services, instead of just one or a few services, as with the
stovepipe systems. A major advantage of convergence is the greater potential for
service integration. A tradeoff is that each stovepipe system may be highly opti-
mized for the few services that it provides, whereas the converged network may not
be able to be so optimized for particular services, since it needs to support multiple
services. For example, as traditionally circuit-switched systems for voice telephony
converge with traditionally packet-switched systems for data like the Internet, the
converged network could be either circuit-switched or packet-switched. Although
circuit switching is generally more optimal for voice telephony, packet switching
may be chosen for the converged network. Nevertheless, research is in progress in
voice over packet switching (discussed in Chapter 4), to make the best of a less-
optimal solution.

Moving on to the next requirement, I believe that the software and software
architectures that enable services in the multiservice converged networks will need
to be more sophisticated than in stovepipe systems, and flexible enough to support
innovative integrated services and applications. Traditionally powerful concepts in
the architecting of complex systems can be applied—concepts like abstraction and
layering. Thus we are seeing middleware concepts like open systems access (OSA)
emerge (discussed in Chapter 10), allowing application software to make use of fea-
tures like location information without needing to understand how the information
is obtained. Instead, lower-layer features are abstracted for use by higher layers.

The wireless medium is notoriously difficult to work with. Signal strength can
fluctuate greatly due to fundamental problems like the multipath phenomenon,
shown in Figure 1.2 (the figure illustrates multipath between a transmitter and a cell
phone, and between the same transmitter and a laptop). Multipath describes when
the signal from a transmitter reflects off different objects and takes multiple paths to
the receiver, potentially causing destructive interference to itself. It is therefore a

Figure 1.2 The fundamental problem of multipath in wireless.
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great challenge to provide high data rates while at the same time ensuring highly reli-
able communications. How high are the data rates needed? How reliable should
wireless communications be? Furthermore, the duration is also an issue—sustained
high data rate wireless communications consumes tremendous amounts of
resources. Wireless third generation (3G) systems provide higher data rates than
their 2G counterparts, but these rates are not as high as the rates provided by wire-
less LAN systems. A number of technologies in the pipeline may provide even higher
data rates for the fourth generation (4G) systems (discussed in Chapter 13).

Wireless provides for freedom of movement of communications devices. How-
ever, that adds challenges for the network to keep track of the location of these
devices and to provide for communications even as the devices move across points of
attachment to the network. Mobility management (see Chapter 6) is needed. A vari-
ety of schemes for QoS differentiation (see Chapter 7) have been proposed, and
work is continuing to ensure that wireless IP telecommunications systems will have
the necessary service quality foundations. Security is also a serious concern, espe-
cially given the additional challenges that are faced in wireless environments (com-
pared with wireline environments). The security aspects (see Chapter 8) of these
systems are closely tied with mobility aspects, because the need to handle mobility
well is one of the reasons why maintaining security is challenging in wireless Internet
telecommunications.

1.3 Preview

Wireless communications and Internet-based communications have been growing
rapidly in recent years. In the early years of wireless cellular systems, most of the
interest in wireless was focused on circuit-switched voice communications. How-
ever, the Internet has been growing, and the volume of packet-switched data traffic
along with it. Moreover, 802.11-based wireless LANs have been growing in popu-
larity, and often are used as an extension to the wired Internet. Therefore, it is
making increasing economic sense for voice and data to share a common packet-
switched infrastructure, with IP-based packet switching as the natural candidate for
most cases. It is important to note that both 3GPP and 3GPP2 (standards groups to
design systems for 3G cellular wireless and beyond, which will be discussed later in
the book) are moving towards the all-IP wireless network concept.

Since many readers may be familiar with either IP or wireless, but not necessarily
both, Chapters 2 and 3 provide brief tutorials on IP and Internet concepts, and on
wireless networks, respectively. The coverage in these chapters is aimed at bringing
the newcomer (to either IP or wireless) up to speed quickly, while at the same time
touching on issues that relate to the expositions in later chapters. If you are a new-
comer to either IP or wireless, you should be able to read and understand the subse-
quent chapters after reading the introductions in Chapters 2 and 3. Nevertheless, the
references provided in these chapters will be helpful for further study and back-
ground reading in IP and wireless technology, respectively.
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The wireless Internet is expected to support a variety of applications, some new
and some evolved from existing wireless or Internet applications. The communica-
tion of multimedia content will be featured in many of these applications. Thus, after
introducing wireless and the Internet, the book will discuss technologies related to
communicating multimedia over IP. There are a variety of recent advances in tech-
nologies for packet-switched voice, video, and other multimedia. Protocols like
Real-time Transport Protocol (RTP) have been developed to handle multimedia
transport, addressing issues like synchronization of different components of real-
time multimedia streams. Session Initiation Protocol (SIP) is gaining popularity as a
flexible protocol for session control. Multimedia transport issues will be discussed in
Chapter 4, whereas session control with SIP will be discussed in Chapter 5.

The three main challenges in wireless networking, viewed from a broader per-
spective (i.e., not just in the context of multimedia traffic), are mobility, QoS, and
security. Mobility management is explored in Chapter 6. Chapter 7 discusses QoS.
Chapter 8 discusses security. Meanwhile, the Internet Protocol itself is being
upgraded to incorporate various features that will be more conducive for its use in
future networks, including wireless IP networks. As such, topics including mobility
support and support for a very large address space are included in Internet protocol,
version 6 (IPv6), which will be introduced in Chapter 9. The services and applica-
tions driving any network technology are the keys to success. Recent advances in
thinking about and understanding such topics as services and applications and mid-
dleware will be discussed in Chapter 10.

Wireless mobile systems are evolving from 2G systems to 3G systems, which
will happen in phases. As we move past the first couple of phases, 3G systems will
move towards being IP-based. The IP multimedia subsystem (IMS) in the Universal
Mobile Transmission System (UMTS) developed by 3GPP will be introduced in
Chapter 12, after we trace the evolution of the Global System for Mobile communi-
cations (GSM) to UMTS in Chapter 11. This will serve two purposes. First, of the
wireless all-IP systems being developed, IMS in UMTS is the furthest along in devel-
opment. Being on the cutting edge, IMS uses the latest Internet technologies, and
IMS developments are also being fed back into the Internet Engineering Task Force
(IETF), shaping the development of IPv6 and protocols like SIP. Therefore, under-
standing this system will be of great importance and interest to the reader of this
book. Second, UMTS and IMS will be used to illustrate how the various compo-
nents come together in an example of an all-IP system. This should help the reader
to understand better how various aspects, such as session control signaling, QoS
control, and security, can be put together in a real system. Where other alternatives
(i.e., different from the actual choices 3GPP made in designing IMS) are possible,
these will also be discussed.

While wireless IP telecommunications is still evolving, it is imperative to look
forward at possibilities for future developments. This will help to impart to the
reader a feeling for the evolving nature of the field, and some of the areas and topics
the reader may encounter (and perhaps be actively working in) in the future. There-
fore, Chapter 13 focuses on future developments and the elusive concept of 4G.
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The overall book organization is shown pictorially in Figure 1.3, where the rela-
tionships of the topics to one another is shown, and where the corresponding book
chapters are shown in parentheses.

1.4 Themes and Principles

In this section, I lay out some of the broad themes that you will see throughout the
book. I also put forward some general principles that can help frame your thinking
of the issues involved.

The themes are:

1. Convergence;

2. The bell-heads versus the net-heads;

3. Piecewise versus monolithic specifications;

4. Intelligence in the network versus intelligence in the edge.

The general principles are:

1. The design concept of a system or protocol can be quite different from its
practical usage design for flexibility.

2. Pay due respect to the problem of transitioning from one technology to
another.

In Section 1.2.1, we have already seen how pervasive the phenomenon of
convergence in modern telecommunications is. At the broadest level, there is a
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Figure 1.3 Organization of the book.
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convergence of computing and communications, as communications increasingly
support distributed computing, while software technologies are revolutionizing
telecommunications devices. The convergence of wireless and the Internet is the
subject of this book, and the convergence of communications systems looks set to
continue into the future, greatly impacting the architecture of 4G wireless systems.
Voice and video over IP (and more generally, multimedia over IP) is one of the most
important applications of the wireless Internet. This application represents another
example of convergence—voice and data used to be handled by different networks,
but they are converging in the wireless Internet.

One of the oldest and most fascinating friendly (and sometimes not so
friendly!) feuds in telecommunications is between the so-called bell-heads and net-
heads. The bell-heads are the individuals who come from the traditional telephony
world (or at least, who have such a frame of mind), where voice is king and net-
works are engineered for extreme reliability based on circuit switching. These per-
sons are perhaps called bell-heads after the inventor of the telephone or the Bell
companies in the United States. The net-heads are the individuals who come from
the traditional data communications world, where packet switching instead of cir-
cuit switching has gained the upper hand. However, the feud is not just a debate
between circuit switching and packet switching, or between more reliable and less
reliable networks, but something of a holy war between different system design
philosophies. Two major aspects of the differences in philosophies can be seen in
the different positions net-heads and bell-heads tend to take on two themes.

On the theme of piecewise versus monolithic specifications, the net-heads tend
to prefer piecewise specifications, whereas the bell-heads prefer monolithic specifi-
cations. By monolithic, we mean a well-integrated and complete specification. It
may be best to illustrate the differences by example. The Internet, and its related
protocols, is a prime example of a system that follows the piecewise specification
model. Each protocol is designed for a specific purpose, and meant to do only that
purpose, but do it well. On the other hand, the phone system is more of a
monolithic system, for instance, in terms of being a stovepipe solution (as discussed
earlier). While a monolithically specified system may be more robust and reli-
able, it may be less flexible to be used in different scenarios. On the other
hand, the flexibility of the piecewise approach is not always a good thing, as it
allows more scope for bad systems integration resulting in poorly performing
systems.

Another philosophical area of incompatibility between bell-heads and net-
heads has to do with where the intelligence in the network lies. The Internet purist
sees a network that is stateless and “stupid” in the sense that it concentrates on for-
warding packets rather than providing many services. Many services are best han-
dled by the end points, a principle sometimes articulated as the “end-to-end
principle” [2]. While this ideal might seem good, many useful and practical things
in the Internet violate the ideal, putting intelligence and state in the network (e.g.,
NATs in Chapter 2, IPsec gateways in Chapter 8). On the other hand, with the
phone network, the end points are typically stupid, and the network contains the
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intelligence and state for service provision. In an interesting and provocative article,
Isenberg proclaimed the dawn of the stupid network, and that the days of the
old-style “intelligent network” of the phone companies were coming to an end
[3]. The article was published in 1998 and today, intelligent networks are still
around—showing that things were perhaps not as simple as Isenberg made them
out to be.

Of the two design principles listed above, we cannot understate the importance
of flexible design. Given the rapid pace of change in technologies, the telecommuni-
cations industry protocols need to be adaptable to keep up with the latest develop-
ments and usage scenarios. For example, SIP (see Chapter 5) is a good example of a
well-designed protocol that has grown in ways that its creators had not thought of
initially, as it is now being applied in many scenarios with different requirements,
such as in the IMS in UMTS (see Chapter 12). However, due to its flexibility and
resilience, SIP is adapting well. The Internet itself is constantly being grown and
pushed to handle requirements for which it was not initially designed (such as
mobility, QoS, and security, as mentioned earlier). Similarly, wireless systems like
GSM were originally designed primarily for mobile phone services, and they have
needed to grow and adapt to handle more data services [thus, General Packet Radio
Service (GPRS) was added], to provide location information on mobile devices, and
to perform other functions. UMTS, the successor of GSM, is moving towards an
all-IP wireless network concept, and its IMS will utilize the latest version of IP,
namely IPv6. Also, wireless LAN has been found to be so useful and versatile that it
is being proposed for usage in new scenarios such as for intervehicular communica-
tions (albeit with suitable modifications).

The other important principle is to respect the technology transition problem.
Whether it is moving from 2G to 3G systems, or from Internet protocol, version 4,
(IPv4) to IPv6, or from circuit-switched voice to packet-switched voice, there is the
issue of how to migrate from the old solution to the new one. Planners have learnt
to respect the power of incumbency (of the old systems), so new technologies often
are designed for backward compatibility, perhaps able to interwork with the old
technologies through gateways, packet encapsulations, or other means. Reasonable
technology transition plans are also crucial. Sometimes, even with backward com-
patibility and interworking built in, the transition needs an external catalyst to get
going. For example, one reason why the first UMTS system was deployed in Japan
was that the 2G system was running out of capacity. Another example is that it may
take the enforced utilization of IPv6 in large systems to get the momentum going.
This may happen with the widespread adoption of the IMS that mandates use of
IPvé.

We have discussed these themes and principles because they help us
appreciate better the fast-paced developments in wireless Internet telecommunica-
tions, and to have a broad perspective on what is going on. After all, technology
is often not created in a vacuum, but is part of the broader context of tech-
nology development and issues in that field. This applies to wireless Internet
telecommunications too.



1.5 Scope 11

1.5 Scope

I have made difficult choices in deciding what to include in and exclude from this
book. This book emphasizes a “how it works” approach, to give the reader a big-
picture overview of how wireless Internet telecommunications works, by surveying
the wireless Internet landscape. I hope that enough details are given that the reader
who needs to pursue specific issues in more depth will be easily able to find and
understand the appropriate material. Although quantitative performance analysis is
not within the scope of this book, I hope that this book gives interested readers a
strong enough grasp of the subject to research it further.

The subject of wireless is very broad, and this book focuses on the category of
wireless personal communications and, more specifically, terrestrial wireless per-
sonal communications systems. We will be interested mainly in wireless systems
that support mobility and handoffs between points of attachment to the network.
Thus, we do not consider here wireless satellite communications, wireless broad-
casting (such as TV or radio), and fixed wireless systems (such as point-to-point
microwave systems and wireless local loop). Cordless phones are also out of our
scope because they do not support handoffs. The wireless systems that support
mobility and handoffs are infrastructure-backed wireless networks and infrastruc-
tureless wireless networks. Infrastructure-backed wireless networks have an infra-
structure, typically wired, that supports the wireless links. Cellular networks are
examples of this type. Infrastructureless wireless networks are self-contained wire-
less networks that do not need a wired infrastructure; they are also known as multi-
hop ad hoc networks, or ad hoc networks for short. There are many differences in
the challenges and issues for infrastructure-backed wireless networks and ad hoc
networks. Thus, for a sharper focus, in this book I concentrate on infrastructure-
backed wireless networks.

While a complete system includes the physical layer as well as application soft-
ware and middleware, this book focuses on the networking aspects of wireless Inter-
net telecommunications. Borrowing Deering’s “protocol hourglass” analogy [4],
we see that the IP works over many link- and physical-layer protocols and technolo-
gies, and at the same time there are many protocols at each of the higher layers.
Figure 1.4 shows the IP hourglass and Figure 1.5 shows the areas of the hourglass
the book addresses. Rather than discussing many applications in the wireless Inter-
net, we focus on an important example, conversational' multimedia over IP, and
show how it is supported over IP in the layered architecture.

This book does not go into detail regarding network management (such as con-
figuration and provisioning), issues related to enterprise requirements (for robust-
ness, billing, and commercial strength), and business aspects of the wireless Internet.
Bringing in such issues would complicate the text unnecessarily. However, such

1. We say “conversational” to distinguish it from streaming multimedia. In the conversational case, two or
more parties are involved in real time, whereas streaming is mostly one-directional. In Chapter 7, we point
out that streaming is more tolerant of jitter than conversational traffic.
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issues are important and are covered in other texts. For example, network manage-
ment in IP networks is covered by Stallings [5].

Assumptions on reader background are minimal. I assume a basic understand-
ing of networks, including some knowledge of layering concepts, such as the tradi-
tional seven layers of the protocol stack, that are readily available from texts like
that of Tanenbaum [6]. This book’s preliminary Chapters 2 and 3 may be skimmed
or skipped if the material is familiar.

1.6 Summary

We start by painting a picture of a future where people’s lives would be enriched by a
variety of new, enhanced applications. We focus especially on applications that
would be built upon an advanced telecommunications infrastructure, integrating
wired and wireless links and internetworked by Internet technology. We discuss the
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requirements for making this type of vision a reality. From these requirements flow
the preview of the book, where we see how the book surveys the technologies that
make the vision possible. We then introduce some general themes and principles
that are seen throughout the book, and, last, lay out the scope of coverage of the

book.
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The Internet is a global network of networks of computers. The “network of net-
works” concept is also known as internetworking and thus is even incorporated
into the name Internet. It refers to the interconnection of many different networks,
based on multiple technologies (e.g., Ethernet, token ring, and satellite links), into a
single, larger network. Why not instead have one global network based on a single
technology? Since no single network technology is best for all situations, there are
different network technologies in use in different networks. Mandating a single
technology for the global network would be very difficult, technologically, since
painful compromises and other difficult decisions would have to be made in design-
ing that single technology. Technology aside, the political obstacles would also be
formidable; take the 3G wireless systems as an analogy. Despite the efforts of the
International Telecommunication Union (ITU), a single unified global 3G wireless
system failed to emerge (for more details, see Chapter 3).

Therefore, the internetworking concept arose as an alternative that would
maintain the multiple network technologies while interconnecting the disparate net-
works into a single network. Thus, advantages of a single large network, such as
connectivity between any two computers in the network, would be obtained with-
out requiring a single underlying network to be used. This can be seen as an example
of convergence in action, where internetworking was the glue that brought the dis-
parate networks into a single, converged network.

In describing the Internet as a global network of networks of computers, we use
the term “computers” loosely to include machines with computing power not
limited to what one could buy as a “computer” in a store. For example, at the edge
of the Internet, the end devices could include large mainframe computers, the ubig-
uitous personal computers (PCs), laptops, palmtops, personal digital assistants
(PDAs), cell phones, and “skinny clients” (cheap, bare-minimum machines that
derive their usefulness from being clients of services run on more powerful servers).
The Internet infrastructure could include routers (machines that forward packets
between other machines) and gateways (machines situated on the boundary of two
or more disparate networks, allowing communications to pass between the net-
works). All these end devices and infrastructure devices are considered “computers”
in the loose sense. From a network perspective, the computers that are in the net-
work are known as nodes of the network.

15
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1.

Nodes in the Internet can be divided into routers and hosts. Generally, a router
is a machine that forwards packets; in other words, when it receives packets not des-
tined for it, it does not discard them but sends them to another machine (hopefully
moving the packets forward towards the correct destination). Sometimes, the term
“router” is used in a more specific sense, to refer to dedicated hardware optimized to
perform packet forwarding.! In contrast, a host is an end user of the network, such
as a PDA or laptop. One way to think of hosts and routers is that for typical Internet
applications like Web surfing and e-mail, the traffic originates and ends at hosts,
whereas the intermediate nodes traversed by the traffic are routers. In Figure 2.1, for
example, the circles, ovals, and PC on the left and right are hosts, whereas the boxes
in the middle are routers. A source of possible confusion is that the term “host” can
also be used in a different context, for instance, “Web hosting,” or used more gener-
ally in the sense of a server containing (“hosting™) various services for clients. In this
book we will use the term “host” only in the classical Internet terminology sense
(i.e., hosts are end users of the Internet).

We distinguish the Internet (the one global network) from the technology that
makes this possible, called Internet technology. Internet technology includes all the
services and protocols used in the Internet. At the core of Internet technology is the
Transport Control Protocol/Internet Protocol (TCP/IP) technology that will be dis-
cussed in Section 2.3. Since TCP/IP technology works so well and has excellent sup-
port in products from numerous vendors, some organizations have TCP/IP-based
private networks that they choose to not include in the Internet. These private net-
works may even span multiple countries on multiple continents and include tens of
thousands of nodes. Consequently, the Internet is sometimes also referred to as the
“global Internet” to distinguish it from just any other collection of networks that use
Internet technology; see Figure 2.2.

As introduced in Chapter 1, historically the voice-centric circuit-switched net-
works have existed, as well as the datacentric packet-switched networks. IP technol-
ogy falls in the datacentric packet-switched camp (however, as will be discussed
in Chapter 4, efforts are under way to transport voice over IP as well). Since

Internet

Figure 2.1 Routing problem illustrated.

In this book, it should be clear from the context whether we mean “router” in the more general sense or
more specific sense. The more general sense should be assumed in cases of possible ambiguity.
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Figure 2.2 Distinguishing the global Internet from other IP networks.

packet-switched networks route data on a packet-by packet basis, an introduction
to IP routing will be provided in Section 2.2.

Hundreds of millions of computers, including tens of millions of Web servers,
are part of the Internet. These computers are made by hundreds of manufacturers
and are configured and managed by thousands of administrators. Without a com-
mon understanding of how they communicate with one another, they would not be
able to do so, and the Internet would not exist. In fact, a common understanding
does exist, on many aspects of the Internet, including how to construct and interpret
packet headers and how to decide where to route packets. The understandings on
these issues are known as the Internet protocols. We discuss Internet protocols fur-
ther in Section 2.3.

The protocols that specify how computers communicate with one another, as
part of the Internet, are formalized in Internet standards. Internet standards specify
the way that components of the Internet should work (see Appendix 2A.1).

Short History

The Internet began as a series of experiments in internetworking, inspired in part by
Kleinrock’s seminal work on packet-switching theory, and Licklider’s concept of a
“galactic” network. In the 1960s, the Advanced Research Projects Agency (ARPA)
funded early research on computer networking. Bolt Beranek and Newman (BBN)
was contracted to build the initial ARPANET, the network which later became the
Internet. The earliest messages on the ARPANET may have been between research-
ers in University of California at Los Angeles (UCLA) and in Stanford Research
Institute (SRI). In those days, TCP/IP had not yet been developed, and the early
ARPANET used the Network Control Protocol (NCP) instead.

In the 1970s, pioneers like Kahn and Cerf created the TCP/IP protocols, based
on the emerging concept of internetworking. Since ARPA had funded research of
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various networking technologies, including packet radio and satellite technologies,
it became important for the new internetworking protocols to support multiple net-
work technologies. In the early 1980s, ARPANET transitioned to using TCP/IP
instead of NCP and became the backbone for the Internet. Later in the 1980s, the
NSENET, a network funded by the National Science Foundation (NSF), also
adopted TCP/IP and then became part of the Internet.

More and more computers were connected to the Internet, and more and more
networks became part of it. Like a growing snowball, it quickly increased in size. As
size increased, so did usefulness, leading to further growth. TCP/IP became the
dominant data networking protocol in the world. Factors contributing towards the
success of TCP/IP include:

* Ease of internetworking. The TCP/IP design includes features like decentral-
ized routing decisions and routers that forward IP packets regardless of under-
lying link technology, which facilitates internetworking.

* TCP/IP was included in the Berkeley Software Distribution (BSD) implementa-
tion of the popular Unix operating system, giving it an advantage with the
many computer scientists who used Unix.

* The research funding and gentle guiding hand of DARPA helped the TCP/IP
networking technology to mature, and to be widely disseminated to universi-
ties and research institutes. Even after the ARPANET itself was decommis-
sioned in 1990, the Internet had grown way beyond a critical mass and
continued to survive and grow.

* LAN technology dovetails neatly with TCP/IP, since LANs specify the “sub-
network” transport (i.e., the communications below the network layer of the
protocol stack), and TCP/IP the networking over that. The introduction of
LAN technology, and Ethernet technology in particular, helped the growth of
TCP/IP, coupled with the previous factors (especially since many of the early
adopters were the same universities and research institutions using TCP/IP).

2.2 Routing

We previously illustrated the routing problem in Figure 2.1. A typical PC user (rep-
resented by the PC icon on the bottom left) wants to access a server (e.g., ST or S2
on the right), perhaps to browse a Web page. The PC is connected to the Internet
through an access network. The access network could be one of many possibilities,
including wire-line alternatives like telephone-line modem dial-up, cable modem,
or DSL access. It could also be one of the wireless alternatives, such as wireless LAN
or GPRS, that will be discussed further in Chapter 3. We note also that the actual
global Internet is not as simple as what is pictured in Figure 2.1. First, there are
many more nodes in the Internet, so in general the number of hops (number of
nodes through which packets must traverse) between a PC and a Web page would
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be larger. Second, the core of the Internet is not monolithic but is comprised of
the networks of multiple Internet service providers (ISPs) of different sizes (see
Section 2.4.1).

The problem (or challenge, depending on your perspective) of Internet routing
is strongly related to packet switching. Because no circuits (or virtual circuits) are
established prior to transmission of a packet, IP packets contain all the information
needed to handle and route the packet, in the “front” portion of the packet called
the header. The header will be discussed in detail in Appendix 2A, but for now, we
note that it contains the source and destination IP addresses (the end points for the
path the packet will take). Another consequence of the packet-switching architec-
ture is that IP provides best-effort packet delivery with no guarantees on packet
delivery time, the path the packet will take, or even whether the packet will arrive at
its destination. The implications on QoS will be explored in Chapter 7. Meanwhile,
in this chapter, we will explain later how TCP provides reliability even over the
best-effort underlying packet delivery of IP.

Consider the path an IP packet will take. End points are specified by IP
addresses. Between the two end points, the packet goes through routers (recall the
difference between hosts and routers, as discussed earlier). However, the path taken
between the end points is not necessarily fixed. Instead, a distributed routing
mechanism is employed. Each router makes an independent decision, based on the
routing protocol it is running. Before we can discuss the routing decisions further,
we need to introduce IP addressing.

2.2.1 Addressing
An IP address is a 32-bit number” with the following properties:
* All destinations towards which an IP packet can be routed are represented by

an IP address, the destination IP address. Similarly, all IP packets have a
source IP address;

Most IP addresses are unique. However, certain blocks of IP addresses are
reserved for private usage. These can be used within organizations for internal
networking, only on their internal networks. These addresses are never
“exposed” to the global Internet (i.e., they are not advertised outside the inter-
nal network).

* An IP address identifies an IP connection rather than a machine. This distinc-
tion is important in understanding why multibomed computers work. The
same machine can have multiple IP addresses, one per network interface, for
two or more interfaces to different networks. Hence, the machine has multiple
home networks. Figure 2.3 shows an example of a PC with two interfaces,
with the addresses 200.3.21.5 and 200.31.55.197.

2. The 32-bit addressing is true only for IPv4, the current version of IP. The next version, IPv6, uses 128-bit
addresses. IPv6 will be introduced in Chapter 9.
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Figure 2.3 Multihoming illustrated.

An IP address is comprised of two parts, a network address and a host address.
If the network address is 72 bits long, the host address is the remaining 32-# bits. The
network address is always before the host address (see Figure 2.4), so it is also
called the network prefix. Two addresses with the same network address but
different host addresses are considered different connections in the same network
(we will soon explain, in Section 2.2.2, how this fact is exploited by the routing
algorithms). In the traditional address classification scheme, 7 could be 8, 16, or 24
for class A, class B, and class C addresses, respectively. Clearly, the host address
portion has the most room in a class A address, with room for 16,777,216 (2%*)
different host addresses, whereas there is room for only 65,536 and 256 different
addresses per class B and class C network prefix, respectively. Class D addresses are
for multicasting and class E addresses are for experimental purposes. In multicast-
ing, packets are sent to groups of recipients (identified by a class D address) rather

Network address Host address
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Net
etwork address Host address
OXXXXXXX
Class B

Network address
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TOXXXXXX. XXXXXXXX

Class C
Network address
W Host address
TTOXXXXX.XXXXXXXX. XXXXXXXX
Class D
Network address
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Network address
Host address
TTTTXXXXXXXXXXXX . XXXXXXXX

Figure 2.4 Classful addressing.
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than to a single recipient (also known as unicasting). Multicast and unicast
addresses (class A, B, and C) do not overlap; an address is a class D address
if and only if its first four bits are 1110. Similarly, class E addresses, used
for experimental purposes only, can be uniquely identified by their first four
bits (1111).

The original idea was for a one-to-one correspondence between network
address and network. However, the address classification scheme was soon found
to be inefficient. It became more likely that, as time went on, a single organization
would have numerous networks (e.g., many different LANSs). If there had to be a
one-to-one correspondence between each LAN and network address, the addresses
would be used very inefficiently. Even small LANs with a handful of machines
would require at least a class C address, enough for 256 addresses. Therefore, the
subnet concept was introduced, so the same network prefix could be shared by mul-
tiple networks (e.g., multiple LANs). The subnet concept exploits the hierarchical
nature of Internet routing by extending the network prefix by a few bits so that each
subnet has the same network prefix but different extended prefix. However, this
extension is understood only locally, so the rest of the routers on the Internet still
route based on the network prefix. Only once the packets reach the subnetted net-
work, do the local routers (in the subnetted network) understand and interpret the
extended prefix to be associated with different subnets.

Subnetting helped with one problem: efficient address allocation within an
organization, once the organization had a sufficient pool of addresses to work with.
But another problem is how to assign addresses to organizations efficiently in the
first place. Consider the case of an organization or university wanting to have a
90,000-node network. It would be unable to use class B addressing, since 90,000
exceeds 65,536, and so it would have to use one of the few class A network
addresses available. Similarly, a small network needing 1,000 addresses would have
to obtain a class B network address. Solutions to this problem of inefficient utiliza-
tion of the limited 32-bit address space include:

* Classless addressing so that organizations do not have to choose between
class A, class B, and class C address spaces. This reduces wastage of IP
addresses.

* Private addresses with address translation allows an organization to inter-
nally assign to machines addresses that are not globally unique. This allows
controlled reuse of IP addresses.

* Unofficial assignment of IP addresses to machines in private networks within
an organization, where these IP addresses have not officially been assigned to
the organization for its usage.

These three solutions are generally acknowledged to be short-term solutions. In
the long run, it is commonly believed that the replacement of IPv4 by IPv6 will be
necessary to alleviate the address shortage problem. Chapter 9 provides more
details. We now discuss the three short-term solutions in turn.
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In classless addressing, the old concepts of class A, class B, and so on are
eliminated, so an IP address could have a variable-length network prefix, and not
just 8, 16, or 24 bits. Furthermore, the intermediate routers forwarding a packet do
not know what the network prefix of the packet is! Addresses in this scheme are
known as classless addresses or classless interdomain routing (CIDR) addresses,
after a Request for Comment (RFC) that described the scheme and suggested how
to route packets with such addresses. A hierarchical routing concept has been
introduced to work with classless addresses. This will be discussed shortly, but first
we introduce some notation. Previously, with classful addressing, the first few bits
identify the class, and hence the number of bits in the network address. Clearly, this
is no longer true once classless addressing is used. For classless addressing, the
network address is often written in the format w.x.y.z/v. For example, if the
network address is 192.46.0.0/16, that means the first 16 bits are the network
portion of the address, whereas 192.46.0.0/20 means that the first 20 bits are the
network portion of the address. In both cases, the network address begins the
same way.

A private address, at least officially, is an address in one of the 3 designated
blocks for private addresses [1]. These are:

* 10.0.0.0 to 10.25.255.255;
*172.16.0.0 to 172.31.255.255;
* 192.168.0.0 to 192.168.255.255.

Unlike regular IP addresses on the Internet, private addresses are not made pub-
lic and they are not globally routable. Instead, we can expect to find the same private
addresses used in numerous different networks. There is no conflict, because the
scope of usage is only within the organization or group of organizations. Internally,
though, each private address should be unique.

This is sufficient for internal usage of private addresses. However, in many
cases, organizations have only one or a few global, public IP addresses, and numer-
ous machines that they nevertheless wish to equip with Internet connectivity.
Often, these machines are assigned private IP addresses, and a network address
translator (NAT) is placed at the boundary of the internal and external net-
works. The NAT performs address translation between the private addresses and
the global addresses. Since there are often more private addresses than global
addresses, the NAT needs to keep track of some state information (such as port
numbers) to allow it to correctly map incoming traffic to the appropriate private
addresses.

Finally, if there are machines within an organization that do not need Internet
connectivity, but the organization still wishes to use IP to network these machines,
arbitrary private addresses can be assigned. These addresses need not be restricted to
the three designated blocks of official private addresses, because traffic in the private
network never goes to the Internet and so will not result in any conflicts with other
machines.
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2.2.2 Hierarchical Routing

IP routing uses distributed table lookup. Each router has its own routing table so
that whenever a packet arrives at the router, it looks up its routing table to decide
where to route the packet. In this section we will explain:

1. Given the routing table, how the router decides where to route the packet;
2. How the routing table is created in the first place, and how entries are
inserted and removed.

Entries in the routing table are pairs of either host addresses or network
addresses, and a corresponding outgoing network interface. A host address is, as
can be expected, the IP address of a single host (more precisely, it is the address of an
IP connection on a single host). A network address is the address of a network, and
it is basically an address prefix, where the network address applies to all IP
addresses that match the prefix. For example, 192.46.1.26 and 192.46.56.134 both
match the prefix 192.46/16, but 192.41.33.1 and 18.244.111.23 both do not match
it. Furthermore, the prefix 192.46.1/24 is a more specific match for 192.46.1.26
than 192.46/16, since fewer addresses would match 192.46.1/24. The key idea is
that the router tries to make the most specific match for a given destination address.
Recall that the router does not know the real network prefix of the IP address. This
routing scheme contains the implicit and important assumption that nodes are
arranged somewhat hierarchically by address, so that routing by the most specific
match works even if the real network prefix of the IP address is longer. If not even a
single match can be made, the default route is used, if it exists.

How the routing table is created in the first place is either “manually,” with
static routes entered by a system administrator, or using routing protocol software
that dynamically updates the routes (hence, these are dynamic routes). Popular rout-
ing protocols include Routing Information Protocol (RIP) and open shortest path
first (OSPF). Actually, I think the term routing protocol is a bit of a misnomer,
because these protocols are really protocols about distributing routing information
(i.e., routing information protocols). Discussions of these protocols is beyond the
scope of this chapter, but the reader may refer to Perlman’s book for more details [2].

The choices made in designing the IP routing schemes and protocols have far-
reaching implications for all aspects of Internet protocol development. As we will
see in Chapter 6, the IP mobility protocols have been constrained in fascinating
ways by the existing routing protocols.

2.3 Protocols

Internet communications is designed in a layered framework (the seven layers of the
communications “protocol stack” are, from the bottom up, physical, link, network,
transport, session, presentation, and application layers. Refer to Tanenbaum’s
text Computer Networks for comprehensive coverage on layering principles and
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practice [3]. TCP and IP are the two major protocols used in the Internet (and more
generally, in all IP-based networks), hence the abbreviation TCP/IP. TCP is a
transport-layer protocol and IP is a network-layer protocol. Above TCP/IP, the ses-
sion, presentation, and application layers are typically not clearly distinguished in
IP-based networks. In this chapter, we will introduce IP and TCP. Other protocols
relevant to QoS, security, VoIP, and mobility will be discussed later in the book.

23.1 IP

The IP is something of a misnomer because it is only one of the protocols that make
the Internet work, albeit a foundational component of the network layer of IP-based
networks. IP specifies a packet-header format and addressing scheme for IP-based
networks, as well as how to forward received packets based on the header informa-
tion and other criteria. The packet header is a necessary component of packets used
in packet-switched connectionless networks. It is a form of overhead and one of the
prices paid for using connectionless networks. As part of the IP protocol, all IP pack-
ets need to follow the specified format, so that the intermediate nodes and destina-
tion node will know how to process the packets. The IP header was carefully
designed to contain all the fundamental information needed for correctly processing
IP packets in transit.’ The packet header is typically 20 bytes long, except when IP
options are specified. We provide more details on the IP header in Appendix 2A.1.
Note that the coverage here is on the present version of IP (i.e., IPv4). The next ver-
sion of IP, IPv6, has a different header that will be discussed in Chapter 9.

23.2 TCP

As mentioned earlier, IP does not guarantee on-time packet delivery, nor does it
guarantee whether the packet will arrive at its destination. In some cases, applica-
tions require more reliable transport of packets, while in other cases, applications do
not require more reliable transport of packets. For example, consider an application
for transferring a video file. First suppose that the file is being transferred in order to
make an accurate backup of the video file. In this case, reliable delivery is important.
Lost packets must be re-sent, even if it takes more time to do so. Next, suppose that
the file is being transferred in streaming fashion to a recipient who wants to watch
the video stream “live.” In this case, a few lost packets once in a while are not impor-
tant, and it is more important to ensure that the stream continues without significant
added delay. Reliable delivery (which resends lost packets) is wasteful and unneces-
sary in this case, since by the time the lost packets are realized as lost, they are not
needed. The viewer does not want to wait for retransmitted packets that interrupt
the viewing of the video. Notice that for the same task, to transfer a video file, the

As the Internet has evolved, it has grown to meet new needs. To provide QoS, security, or mobility
enhancements, various techniques are deployed to add functionality without breaking the working of IP in
intermediate nodes that may not understand the enhancements. We discuss this further in Section 2.4.4 and
in other chapters.
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application may or may not require reliable delivery, depending on the intended
usage of the file.

With the realization in mind that different applications may or may not require
transport, the designers of the Internet have provided a reliable transport protocol,
TCP, as well as an unreliable one, user datagram protocol (UDP), either of which
can be chosen by applications as the transport protocol to use over IP. When sent
over IP, the TCP or UDP packets will be encapsulated (carried) in IP packets, in the
“data” portion of the IP packet (the “data” portion in Figure 2.5). TCP and UDP
have their own headers as well. However, these transport protocols are end-to-end;
in other words, the intermediate nodes process only the IP headers and forward the
packets without concerning themselves with the TCP or UDP headers, or the rest of
the data. At the destination, the TCP or UDP packets are unencapsulated from the
IP packets in which they are carried, and processed accordingly.

TCP provides reliability in the sense that all packets sent are eventually received
(lost packets are retransmitted until received) as well as in-sequence delivery of
packets. Reliability is achieved by using TCP acknowledgment (ACK) messages sent
from the receiver to the sender. In order to avoid having to wait for the ACK after
sending each packet, TCP senders come standard with a TCP transmission window.
If the TCP transmission window is of size 7, that means that up to # packets can be
transmitted without the sender needing to received an ACK (i.e., up to 7 unacknow-
ledged packets can be pending). Choosing the transmission window size involves
some tradeoffs. For example, Figure 2.6 illustrates how a transmission window size
that is too small can slow down the packet flow (the picture on the left), whereas a
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larger transmission window size does not slow it down. However, with a larger
transmission window size, more packets could be lost in certain situations. TCP is a
complex protocol with many other tradeoff and optimization issues. There are even
different variations of TCP with different sets of optimizations (these go by names
such as TCP-Tahoe and TCP-Reno). More details can be easily found in the
literature.

TCP also contains flow control and congestion control mechanisms. However,
these were neither designed nor optimized for wireless link characteristics. For
example, because of higher error rates on wireless links, more packets may be
dropped as they traverse wireless links. However, TCP flow-control mechanisms use
dropped packets as an indication of congestion, so they may mistakenly trig-
ger congestion control mechanisms even when there is no congestion or little
congestion. Even when packets are not dropped, they may experience significant
latency traversing wireless links, resulting in TCP timer time-outs that may trigger
congestion-control mechanisms as well. Solutions for such problems are discussed in
Balakrishnan [4].

Why was TCP needed? Why was not all this built into IP in the first place? One
reason is that reliable delivery is sometimes not necessary (perhaps because the
application itself takes care of that), and UDP/IP can be used. A second reason is that
the TCP/IP split is a cleaner, more elegant implementation of layering concepts. IP
focuses on network layer tasks like routing and packet forwarding, and handles
them well. TCP focuses on transport layer tasks like flow control and congestion
control, and handles them well.

2.4 Building the Internet

2.4.1 The Internet in Practice

From Figure 2.1, one may get the idea that the Internet consists of nothing but hosts
(many of them acting as clients and servers for various services) surrounding a core
network of routers that provide the interconnections needed for communications
between the hosts. This is a somewhat idealistic picture; in reality, connections to
the Internet are typically through commercial entities called Internet service provid-
ers (ISPs). Hence, we may envision a more realistic view of the Internet with ISPs
interconnected through a “backbone” core network of high capacity routers; see
Figure 2.7.

But in practice, who will provide the backbone? In fact, the backbone itself con-
sists of the networks of different providers, as shown in Figure 2.8. Generally, there
are regional networks, provided by local ISPs (also known as Tier 3 ISPs), which
obtain transit connectivity to other parts of the Internet through larger networks
provided by larger-scale ISPs (e.g., ISPs with coverage across entire nations, also
known as Tier 2 ISPs). These in turn obtain transit connectivity from the few global
ISPs (also known as Tier 1 ISPs). Often, an ISP that obtains transit from another ISP
pays that ISP for the service roughly proportionately to the traffic volume. In
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Figure 2.7 A simplified view of the global Internet.

addition to transit relationships between ISPs, there are also peer relationships
between similar-scale ISPs that wish to reduce their transit costs. In Figure 2.8, tran-
sit connectivity is shown using arrows pointing from the lower-tier to higher-tier
ISPs, and peer connectivity is shown using dotted lines. Note that although only one
Tier 1 ISP is shown in the figure, multiple Tier 1 ISPs exist throughout the world.
Since different people administer different “parts” of the Internet, we say that the
Internet consists of administrative domains.

In this book, we focus mainly on what goes on at the edges of the network, espe-
cially when links to hosts could be wireless links. In connecting to the Internet, a
wireless network provider (e.g., cellular network or wireless LAN network pro-
vider) would face largely the same issues as any other ISP regarding connectivity
requirements, and establishing transit and peering relationships.
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Figure 2.8 A more realistic view of the global Internet.
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2.4.2 Design Philosophy

A good paper on the design philosophy of the Internet protocols is Clark’s analysis
[5]. A discussion of some of the architectural principles and philosophy of the
Internet can be found in Bush and Meyer’s Request for Comment (RFC) [6]. They
highlight the “simplicity principle,” and provide an interesting discussion of the
comparative merits of circuit switching and packet switching. The principle itself is
simple, given how quickly large systems can become complex: “...to be success-
ful we must drive our architectures and designs toward the simplest possible
solutions” [6].

In practice, the simplicity principle is seen to be manifested in the way protocols
for the Internet are specified. The protocols mostly attempt to solve manageable
problems of reasonable size, rather than attempt to achieve too much. Instead of a
large, monolithic specification for how the Internet should work, many RFCs have
been written to address smaller aspects of how the Internet should work. Thus, the
Internet is designed in a modular structure, with protocols designed for simple sub-
problems and designed to handle them well; the protocols work together to produce
the resultant many-featured Internet. This is arguably a main reason why the Inter-
net has been able to adapt so well to changing requirements (see Section 2.4.4). It is
feasible to add new modules (protocols), or make modifications to existing modules
(protocols) as necessary. It is interesting to compare with the traditional telephony
systems approach, where the systems are well integrated and highly reliable, but per-
haps less flexible and adaptable to change.

The success of SIP (see Chapter 5) can be interpreted as a success story for the
simplicity principle. SIP started simple and lightweight, a text-based protocol
designed with a few basic goals, and not encumbered with lots of extraneous fea-
tures. It did what it was meant to do well, and left other functions to be provided by
other Internet protocols. Gradually it has evolved to add necessary features (as we
will see in Chapters 5 and 12), but the SIP community continues to be vigilant to
ensure that it does not become bloated with unnecessary features. Thus, SIP has
done well against competing protocols for session control of multimedia-over-IP
sessions.

2.4.3 Applications

Many people think that the Internet has been around only for about 10 years, not
realizing that it began in the 1970s. The reason for this apparent short-sightedness
is that the Internet and the World Wide Web (WWW) are synonymous in the minds
of many people. Since the WWW emerged around 1994, that year became the start-
ing point for the Internet in people’s minds. Actually, before the WWW, the Inter-
net existed, and many universities, government organizations, research labs, and
some companies were connected to it. However, there was no one “killer applica-
tion” that would fuel an explosion in growth of the Internet.

Then the Hypertext Transfer Protocol (HTTP) was created, as were the first
Web browsers—and the killer application for the Internet was found. The point is
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that what ultimately determines the success of technology like the Internet are the
applications (what you can do with it). A killer application, like the WWW, can
drive the adoption of a technology to newer and greater heights. Electronic mail
(e-mail), chat rooms, instant messaging, file transfer, and gaming are other popular
applications, which might not be as widespread today if not for the pioneering role
of the WWW.

2.4.4 New Requirements and Recent History

In Chapter 1, we stated the principle that systems can be used in ways for which
they were not originally designed, and so they should be designed with flexibility in
mind. The Internet and its core protocols are a good example of this principle.
Commercialization and the growth of the WWW have led to a big transformation
of the Internet, both in terms of users and usage. The early users were predomi-
nantly researchers, scientists, and university students, a group that forms a narrow
segment of society. Usage tended to be for e-mail, file transfer, and remote machine
access. Thus, the QoS requirements were minimal—people working in remote log-
ins (e.g., through the telnet application) would be communicating interactively and
hence require reasonable latency, whereas people doing file transfers would be
more interested in throughput than latency. However, there was not the variety of
kinds of traffic that we are seeing today and anticipating for the future. Many
applications did not have significant security requirements, if any. For example,
machine access might be password protected, but people would often access
remote machines through telnet, with their passwords sent in plaintext. With the
growing phenomenon of convergence of technologies (and other factors to be
discussed in Chapter 4), people have begun to look more closely at transporting
multimedia (voice, video, and so forth) over the Internet. The desire of Web sites to
provide streaming multimedia content further fuels the research in this area. As a
result, control protocols for multimedia session control and streaming control are
required in the new Internet. Last but not least, we are observing the convergence
of wireless and the Internet, the subject of this book. Because of their differences
from wired links, wireless links affect the working of Internet protocols in numer-
ous ways. One major area of impact is mobility—wireless nodes can move. This
has implications on such issues as routing, security, and QoS, as will be pointed out
in subsequent chapters.

In order to meet the challenges of changing and growing requirements, Internet
specifications work has intensified in the last decade. A simple way to measure the
rate of activity is in observing the number of RFCs generated in recent years. In the
entire previous history of the Internet up to December 1994 (a period of more than
two and a half decades), less than half of the total RFCs relating to the Internet were
generated. The last RFC published before 1995 was RFC 1735 in December 1994.
In the five years till the end of the 1990s, the number jumped up to 2,740 (RFC 2740
was published in December 1999). By May 2004, four and a half years later, the
next thousand RFCs had come out, with RFC 3798 appearing in May 2004.



30 The Internet

2.5 Further Reading and Summary

The main goal of this chapter is to survey Internet concepts, with emphasis on
aspects that relate to the material in the later chapters of this book. Some material is
therefore omitted, but the reader can further explore the workings, protocols, and
principles of the Internet and TCP/IP in books by Stephens and Comer [7, 8].

In this chapter, basic Internet concepts are introduced, including internetwork-
ing, routing, and addressing. Practical aspects of the Internet are discussed, includ-
ing measures for dealing with the shortage of IPv4 addresses (classless addressing,
private addresses, and NATs), and the real structure of the Internet (tiers of ISPs,
transit, and peering concepts). A brief history of the Internet is given, and it is noted
that much of the history of Internet development is recent history, due to the chang-
ing usage of the Internet (e.g., more commercialization) leading to new requirements
for QoS, security, mobility, and multimedia transport. We discuss some of the
design principles of the Internet and explain how they contribute to the remarkable
adaptability of Internet technologies to the new requirements.
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Appendix 2A The IP Header

The IP packet header is shown in Figure 2.5. The order of the fields in each IP packet,
from “Version” to the optional “Padding,” before “Data,” is shown from left to
right. In the figure, the lengths of the fixed-length fields (the 12 fields from “Ver-
sion” to “Destination IP Address”) are drawn proportionally. The lengths of the
other three fields (“IP Options,” “Padding,” and “Data”) are variable. The 4-bit
“Version” field specifies the version of the IP protocol used by the creator of the
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packet (for example, the current version of IP is 4). Hence, routers looking at the
“Version” field know how to handle the packet (so they could conceivably handle
packets of multiple versions of IP, each in a different way). The 4-bit “Header
Length” field contains the length of the header (from “Version” to “Padding”) in
octets. The 8-bit “Service Type” field may be used to service packets differently
based on service classes (more discussion in Chapter 7). The 16-bit “Total Length”
field is the total length of the packet in octets (and therefore, the length of the data
portion is the difference between this field and the “Header Length” field).

The next three header fields are used to assist in fragmentation and reassembly
of IP packets. Given the 16-bit “Total Length” field, the largest IP packet can be
65,535 octets long. However, the underlying link and physical layer technology
often can only accommodate shorter packets. Each link and physical layer technol-
ogy may have its own maximum transfer unit (MTU) (i.e., maximum packet size).
For example, Ethernet has an MTU of 1,500 octets. As required of a good internet-
working design, IP works with many lower-layer technologies. When traffic has to
traverse a network segment with a given MTU, IP has the capability to fragment
larger packets into smaller pieces that fit the MTU, and to reassemble the original
packets after their passing through that network segment. Fragmentation is illus-
trated in Figure 2A.1. Reassembly involves putting the fragments together.

The 8-bit “Time To Live” field (popularly abbreviated as TTL) indicates how
much longer (in number of hops) the packet has to live before it must be discarded.
Each time a packet is handled by an intermediate machine, the TTL is decreased by
one (in the rare event that a packet spends more than one second in an intermediate
node, perhaps because of queuing and processing delays, the TTL is supposed to be
further decremented to match the number of seconds spent at that node). When the
TTL reaches 0, the packet must be discarded instead of being forwarded. The use of
the TTL prevents infinite routing loops because the packets will eventually be dis-
carded. Figure 2A.2 shows a routing loop and how the TTL prevents it from becom-
ing infinite. The left subpicture shows the packet going on the most sensible path
between “s” (the source) and “d” (the destination). The middle subpicture shows
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Figure 2A.2 TTL prevents routing loops.

what may happen when a routing loop is in place. The packet could theoretically
keep looping forever, but we cut it off after it has completed two loops and is into its
third loop. The right subpicture shows how TTL stops infinite routing loops, where
in this example an initial TTL of 5 gets decremented to 1. The node at the bottom,
before forwarding the packet, decrements the TTL again, and TTL reaches 0, so the
packet is discarded and does not loop forever.

The 8-bit “Protocol” field specifies the higher layer protocol (e.g., TCP and
UDP) that put the data in the “Data” field of the packet. This allows the contents of
IP packets to be processed appropriately. The 16-bit “Header Checksum” field is
used for header integrity (see Chapter 8 for more on integrity). The next two fields
contain the IP source and destination addresses, respectively. The fields are each 32
bits long, and they contain the original source and ultimate destination even in the
case that the packet traverses multiple intermediate nodes. The destination address
is an essential input to the routing decision. IP options are usually used only for test-
ing purposes, so most packets do not include them. The optional “Padding” field is
used in conjunction with the “IP Options” field in the IP header, to make the length
of the IP header an integral multiple of 32 bits.

2A.1 IETF Working Groups

To get an idea where the Internet is headed and how it is developing, technology-
wise, it is helpful to see what the IETF working groups are working on.
The IETF standards working groups are divided into eight areas:

* Applications area: Deals with applications and higher-layer services, parts of
the Internet that make use of the network services (security being an exception
that is handled in a different working group). As we will discuss, many aspects
of services and applications are best not specified. However, certain applica-
tions, like extensions to Internet fax, extensions to File Transfer Protocol
(FTP), instant messaging, and presence, are handled in working groups in this
area.

* General area: Deals with administrative issues related to the workings and
procedures of the IETF.

* Internet area: Deals with protocols for internetworking, except that routing
protocols are handled in the routing area.
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* Operations and management area: Deals with network operations and man-
agement. Network operations includes guidelines for the operation and main-
tenance of the domain name system (DNS), and for authentication,
authorization, and accounting (AAA). Management includes configuration
management, performance management, and fault management. Many of the
working groups in the operations and management area work on manage-
ment information bases (MIBs) that can be used for IP network management.

* Routing area: Deals with routing, including multicast routing and interdo-
main routing.

Security area: Deals with security-related issues. We will discuss some of these
issues in Chapter 8.

* Sub-IP area: Deals with issues beneath the IP layer, such as multiprotocol
label switching (MPLS) and asynchronous transfer mode (ATM). A new set of
common control and measurement protocols is being used for control of
sub-IP technologies like MPLS and ATM that can be used to create “paths.”
Transport area: Deals with transport of various kinds of traffic over IP,
including SIP, IP telephony traffic, and telephony signaling (sigtrans), as well
as other Internet telephony-related protocols like media gateway control. We
will discuss some of these protocols and principles in Chapters 4 and 5.
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Wireless Nletworks

The growth of wireless communications in the last two decades of the twentieth cen-
tury has been astounding. Despite impressive advances in wired (wireline) commu-
nications technology in the same period (e.g., in fiber-optic technology), wireless is
now a permanent and prominent feature of the telecommunications landscape. Peo-
ple gladly pay to be free to communicate on the go without being tied down to fixed
locations.

Long before the telephone was invented, wireless communications existed—in a
sense—people shouting to each other over the air between them did not use wires to
communicate. However, with the invention of the telephone, electrical signals car-
ried the sound on wires, and thus began the rise of wired telecommunications. Long
distance telecommunications was born. While telephony with wirelines greatly
increased the range over which telecommunications was possible, it tied users to
fixed locations (where the phones were located), and mobility was traded off for
range. Mobile telephone systems, when they appeared, regained some of the mobil-
ity lost by wireline telephony, without sacrificing range in the end-to-end sense.!
Since only the segment from mobile phone to base station is wireless and then it
plugs into the global phone network, the corresponding party could be very far
away, such as on the other side of the globe.

However, wireless links are generally of lower quality and less reliable than
wired links. Why? Fundamentally, the wireless communications medium is more
difficult than wired communications media. As the signals propagate through the
air, they are neither guided by the structure of the wires nor shielded from interfer-
ence. As a result, the signal energy dissipates rapidly, and interference from other
signals can be challenging. In addition, the signals are scattered and attenuated by
various objects in the environment like trees and buildings. The same signal arrives
at the receiver after traversing different paths, a phenomenon known as multipath
that we introduced in Chapter 1. We can only scratch the surface here; for many
more details on the wireless communications medium, a classic but still useful refer-
ence is Jakes [1].

Thus, in the telephony world, mobile phone users trade off quality for the con-
venience of mobility. A similar tradeoff is seen in the data communications world.

1. Inanother sense, the range of the wireless link is always restricted; dividing wireless systems by the range of
the wireless link is one way to classify them, as will be done later in this chapter.
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3.1

Ethernet (IEEE 802.3), a wired LAN technology, provides reliable, high data-rate
communications. Wireless LAN (WLAN) technology like “wi-fi” (a popular name
for WLANSs based on IEEE 802.11, a specification in the same family as 802.3) pro-
vides mobility to users, but the tradeoff is less quality and less reliability. A general
principle emerges: Wireless communications is about tradeoffs first and playing
catch-up with wired communications capabilities second. While wireless links con-
tinue to improve (with higher data rates and lower error rates), one may observe that
they seem to be always a step behind their wired counterparts. For example, by the
time WLAN technology has started moving up from 2 Mbps to 11 Mbps, 100-Mbps
Ethernet is gaining momentum to replace 10-Mbps Ethernet technology.

Short History

The discovery of Maxwell’s equations and other ground-breaking work on electro-
magnetism in the nineteenth century, set the foundations for communications using
electromagnetic waves. When Hertz discovered in 1886 that electromagnetic waves
could propagate not just over wires but also through the air without wires, wireless
communications became possible. Hertz also first demonstrated the transmission
and reception of electromagnetic waves through the air. The earliest wireless com-
munication systems were the first radio telegraphs demonstrated around the turn of
the century. By the early twentieth century, voice (not just telegraphic signals) could
be carried by radio. Public radio started taking off [using amplitude modulation
(AM)], followed by TV. However, both of these applications of wireless communi-
cations are broadcast, one-to-many applications with a large, high-power transmit-
ter that transmits signals to be received by thousands of receivers. Two-way
person-to-person long-distance wireless communications were not widely used.
Although Al Gross invented the walkie-talkie in 1938, the telephone companies
showed little interest in combining wireless and telephony even in the 1950s.

A major development was the creation of the cellular concept in the late 1970s,
followed by the deployment of first generation (1G) cellular systems making use of
the concept. Previous to the development of cellular, two-way wireless communica-
tions systems were used in cities, but these would typically consist of one massive
base station that could only support a few expensive user terminals. Multiple simul-
taneous communications did happen, but they used different frequency channels.
Frequency channels are frequency bands used for wireless communications, and
separated far apart enough from other frequency channels so that the interference
between them is limited. Typically, in a scheme known as frequency division duplex
(FDD), a pair of frequency channels is used together for two-way communications,
one for base station to terminal (downlink or forward link) and one for terminal to
base station (uplink or reverse link). Whenever a pair of frequency channels is in use
for communications between a terminal and a base station, that pair of channels
cannot be used simultaneously by another terminal throughout the entire city. With
the cellular concept, many base stations are used, but the coverage area of each base
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station is limited. This allows the same pairs of frequency channels used in a cell to
be reused in other cells. If all the cells using the same frequency pairs are sufficiently
separated from one another, they interfere only minimally with one another. This
concept allows frequency reuse, tremendously increasing the capacity of the system
(the number of users). Figure 3.1 illustrates the cellular concept. On the left is the
case where cells are not used. On the right, cells are used, with a frequency reuse fac-
tor of three for illustration purposes (i.e., three sets of frequencies are used, for inter-
ference reduction; other frequency reuse factors are also possible). The frequency
sets are labeled numerically beneath the base station icon in each cell in the figure.
Notice that adjacent cells use different sets of frequencies. Also, note that the real
wireless propagation environment is not so neat—the hexagons representing cover-
age areas in this figure are merely a convenient representation. In reality, there
would be difficulties placing base stations in such a regular set of positions, and cov-
erage would be of varying qualities in a cell, with poorly covered locations inter-
spersed throughout.

While the cellular concept is a breakthrough in system capacity, it introduces a
new challenge—handoff. Since users are moving around, and the coverage area of
each base station is limited, users inevitably need to switch between base stations, a
process known as handoff. As can be seen in Figure 3.1, some of the phones are on
the boundaries between cells. These phones would need to hand off between the
cells. Handoff is a complex and interesting topic that will be covered further in
Chapter 6.

The 1G wireless telecommunications systems are based on analog telephone
technology. Voice is carried on analog circuits. Handoff between base stations is
network controlled, with all the intelligence and decision-making in the network.

Before cellular: one big base station
with city-wide coverage supports a
few expensive phones

Cellular: many base stations with moderate
coverage support many phones

Figure 3.1 Cellular and frequency reuse concepts.
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The electrical circuitry needed to support multiple frequency channels, handoffs,
and other such functions was considered state of the art in its time in the late 1970s
and early 1980s.

The 2G wireless telecommunications systems are based on digital telephone
technology. These systems use digital voice coders (coder/decoders) and digitally
coded information streams, as well as the latest digital signal processing. The latest
hardware supports the increasing computational requirements. Handoff is also
improved, with the mobiles assisting in the decision process. A concept known as
soft handoff is used in some 2G systems. With soft handoff, instead of simply
switching between base stations (a hard handoff), a mobile may be communicating
with the system through multiple base stations at the same time during the soft
handoff [2]. The mobile eventually decides on one of the base stations, drops the
others, and completes the soft handoff. The idea behind soft handoff is to have a
smoother handoff process to lessen the service disruptions caused by handoffs.

Interestingly, in going from 1G to 2G, Europe went from many different,
country-local systems, to a single unified system, GSM, whereas the United States
went? from one system, Advanced Mobile Phone System (AMPS), to two different
systems, code division multiple access (CDMA) and time division multiple access
(TDMA).> CDMA, specified in the Interim Standard (IS) 95 (IS-95), and TDMA,
specified in IS-54 and more recently in IS-136. We discuss the GSM system in
Section 3.2.1.

In 1998, 15 3G radio transmission technology (RTT) proposals from all over
the world were received by the ITU. The grand goal was to end up with one RTT for
the single global 3G mobile system, whether by selecting one of the proposals or
merging a subset of them into one. Unfortunately, this goal was not achieved, due to
political differences and deeply vested interests (various parties placed different
degrees of importance towards backward compatibility with the existing incompati-
ble 2G systems). Serious attempts were made to reconcile the differences. However,
the discussions succeeded only in merging the proposals into five approved RTTs.
Of these, the leading proposals were the wideband code division multiple access
(WCDMA) and ¢cdma2000 proposals. Both use wideband CDMA in the sense that
the bandwidths (5 MHz or more) are wider than the 1.23 MHz used in the 2G
CDMA system.

In the world of communications, there are two hemispheres, telephony and data
communications (recall the divide between the bell-heads and net-heads as intro-
duced in Chapter 1). As far as wireless communications is concerned, 1G and 2G
systems came out of the telephony hemisphere. The response from the data commu-
nications hemisphere came in the form of WLANSs, which arrived at a time when 2G
systems were widely deployed and 3G was being planned. The rapid growth in
popularity of WLANSs was surprising and caught many people off guard. Companies

2. Some would call this a regression, given the benefits of a single unified system.
3. Strictly speaking, CDMA and TDMA should refer to “multiple access” techniques (see Appendix 3A for
more details), not just particular systems (IS-95 and IS-54, respectively) that use these techniques.
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that had spent billions on spectrum for 3G began getting worried as the WLAN seg-
ment of the market grew with astonishing rapidity.

Given the ubiquitous nature of wired LANs in the world of data networking, it
is only natural to wonder if LANs could also be built upon wireless links. Although
there had been previous attempts to design and sell WLANSs, these had been proprie-
tary solutions from individual companies. The solutions were not compatible with
one another. Finally, the Institute of Electrical and Electronics Engineering (IEEE)
worked to create an open standard that all the vendors could use. The resultin 1999
was the 802.11 standard, which is explained in Section 3.2.2.

As the number of computing and communications devices has proliferated in
recent years, so has the number of short cables between them. There may be short
cables between a PC and a printer or other peripherals. Things would be much
neater without lots of messy cabling between devices. One of the original main driv-
ers of Bluetooth was as a cable-replacement technology. This type of idea expanded
into the more general concept of wireless personal area network (WPAN). As the
name suggests, a WPAN has a shorter range than a WLAN. Apart from Bluetooth,
related alternatives include HomeRF, which uses infrared wireless communications.
Bluetooth will be discussed further in Section 3.2.3.

In the past few years, a number of new wireless standards have been emerging,
including wi-max (IEEE 802.16) and IEEE 802.20. These and other new wireless
technologies will be discussed in Chapter 13.

3.2 Types of Wireless Networks

There are different ways to categorize wireless systems. Wireless systems may use
licensed or unlicensed spectrum. They have different coverage areas and data rates.
Some wireless systems carry voice only, some data only, and some both voice and
data. There are also wireless technologies that are less directly relevant to wireless
Internet telecommunications (and therefore beyond the scope of this book), includ-
ing cordless phones, walkie-talkies, and card scanners.

One of the great divides is between licensed and unlicensed spectrum. Usually, if
a radio system wants to operate in a particular band of spectrum, the operator must
obtain a license from the appropriate governing body. This governing body is typi-
cally a regulatory agency such as the Federal Communications Commission (FCC)
in the United States, the Ministry of Public Management, Home Affairs, Posts and
Telecommunications in Japan, or the Regulatory Authority for Telecommunica-
tions and Posts in Germany. The regulatory agency may charge fees (licensing fees)
for the use of the desired band and impose certain rules on the use of the band. In
some cases, two or more licenses may be granted for the same band(s), where the
license owners need to cooperate with one another, within the rules of the regula-
tory agency, to use the band. Unlicensed operators are forbidden to use the band.

However, a small number of selected frequency bands have been designated as
unlicensed bands and follow a different usage model. Any device can transmit and
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receive wireless signals in the unlicensed bands provided that the spectrum etiquetie
is followed. The operators need not have obtained licenses to use the unlicensed
band. What is to prevent utter chaos and a flooding of the unlicensed bands that lead
to excessively high interference and poor communications for all users? The answer
is the spectrum etiquette—the rules for use of the unlicensed bands are typically
much more demanding than the rules for use of the licensed bands. Examples of such
rules are that devices use spread-spectrum transmission techniques (to reduce
interference to other devices) and that they transmit below certain emission limits.
Table 3.1 summarizes the comparison of licensed and unlicensed spectrum.

Unlicensed spectrum comprises the small number of unlicensed bands, and the
rest of the available spectrum is licensed spectrum. Most wireless systems, including
cellular systems, therefore require licenses. However, popular systems like IEEE
802.11-based WLANSs and Bluetooth use unlicensed spectrum.

Coverage areas of wireless systems vary widely. Disregarding satellite systems
(yes, they are wireless too, but they are out of scope of this book), the widest areas
covered by terrestrial wireless systems are kilometers in diameter. These are the
wireless wide area networks (WWAN) like GSM. WLAN, meanwhile, may have
ranges on the order of hundreds of meters. For very short-range applications, on the
order of meters, we enter the domain of WPAN. We now discuss one leading repre-
sentative system each for WWAN, WLAN, and WPAN.

3.2.1 Wireless Wide Area Network (WWAN): GSM

The mostly widely deployed and used wireless telephony system in the world today
is GSM [3]. GSM provides a full range of services including teleservices speech, fax,
and short message service (SMS). A teleservice specifies not only the data communi-
cations between, but also the terminals. In a layered communications model, this
typically means the higher layers services are specified to a substantial degree. This is
in contrast to lower-level bearer services where only the transport of data between
two terminal-modem interfaces is specified. GSM also provides bearer services such
as 13-Kbps bearer for voice traffic (which may be used by the speech teleservice) and
low-rate data traffic. Additionally, since GSM Phase 2 (GSM was introduced in two
major phases, as will be explained in Chapter 11), a large number of supplementary
services are also available. These are basic telephony features like call forwarding
and call waiting, enhanced in one or more ways for mobile telephony (e.g., call

Table 3.1 Comparison of Licensed and Unlicensed Spectrum

Licensed Spectrum Unlicensed Spectrum
Use of the frequency bands Frequency bands are reserved for Frequency bands can be used by
license holders = less interference anybody as long as devices follow

spectrum etiquette = potential
interference problems

Cost of spectrum Licensed bands can be very expensive,  Unlicensed bands have the great

with costs running up to billions of advantage that users do not have to
dollars in highly competitive bands pay license fees to use them
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forwarding on busy is different from call forwarding on unavailable), as well as new
features like advice of charging, and barring of incoming or outgoing calls accord-
ing to specific criteria. The GSM lower layers use a TDMA-based approach for mul-
tiple access, with Gaussian minimum shift keying (GMSK) modulation.

In this section, we will discuss the following:

* The basic GSM network architecture with basic concepts and terminology;
* Location management, including registration and paging;
* Call setup, and home and roaming cases.

The GSM network architecture was originally very circuit oriented. With the
introduction of GPRS and increasing use of 3G, the network is moving towards a
more packet-oriented design for data and telephony. Although this book focuses on
wireless Internet telecommunications, which is packet switched using IP, we begin
with the original basic circuit-switched architecture of the GSM network, for the
following reasons:

* Many of the design issues are common to wireless networks in general, rather
than just wireless packet switched or wireless circuit switched networks. We
will see certain trends emerge that are related to fundamental challenges in
wireless networks in general and in handling issues including mobility and
security.

* In many cases, solutions for wireless Internet telecommunications are analo-
gous to, or are modified versions of, corresponding wireless circuit-switched
telecommunications solutions. Understanding the original GSM design will
help the reader appreciate the solutions in the wireless Internet case.

The basic GSM network architecture is shown in Figure 3.2. The user handsets
are known as mobile stations (MS), and they communicate with the network over
the GSM air interface (a set of protocols for communication over GSM wireless
links, as will be explained shortly). The network in Figure 3.2 (except for the PSTN
cloud on the right) can be thought of representing a public land mobile network
(PLMN). Typically, a PLMN is operated by a single operator and restricted to a
geographical region like a country. There may be more than one PLMN in a large
country, but a subscriber to one operator’s service usually would not be able to
obtain service from the other PLMNs in the area, unless there is some prior arrange-
ment between the operators. In this case, the service would be handled as a case of
roaming, which will be discussed shortly.

The GSM standards committees made a wise choice to separate the subscriber
from the terminal (or equipment) in the MS. Rather than have each subscriber iden-
tified with a mobile terminal, the subscriber is identified with a subscriber identity
module (SIM), a card that can be plugged into a terminal. Together, a SIM and a ter-
minal make an MS. Each subscriber has a unique international mobile subscriber
identity (IMSI) associated with his SIM, whereas each terminal has a unique
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BTS
Figure 3.2 GSM network architecture.

international mobile equipment identifier (IMEI). The separation of subscriber from
terminal allows one subscriber to use multiple phones and terminals, including per-
haps borrowed phones while visiting foreign countries, as long as he brings his SIM
along with him and transfers it between phones.

The entry points into the network are known as base transceiver systems (BTS)
or, more informally, base stations (BS). The BSs are specialized radio modems and
not much more. Rather than putting more intelligence and control functions in the
BSs, the GSM designers added another network element, the base station controller
(BSC). A BSC with the BSs it controls is referred to as a base subsystem (BSS). On the
other side, several BSCs may connect to a mobile switching center (MSC). The MSC
is a big machine, handling at any given time the MSs that are using the BSs and BSCs
connected to the MSC. It can be thought of as a regular digital switch with added
functionality to handle mobile subscribers. For example, the MSC is concerned with
radio resource management for the changing set of MSs it handles (unlike a class 4
wireline telephony switch, where the set of subscribers is fixed except for added or
canceled subscriptions). Like other digital switches, the MSC is a part of the global
signaling system 7 (SS7) network, which uses ISDN protocols.

The added signaling over the SS7 network to handle mobile subscribers is
known as the mobile application part (MAP). MAP signaling involves another two
elements, the home location register (HLR) and visitor location register (VLR). The
HLR is present in every PLMN, and is the database where subscriber information is
stored. Even though some operators operate PLMNs in multiple regions or coun-
tries, each subscriber signs up for service in one region, so one of the PLMN:s is the
bhome PLMN. Each of the other PLMNs become the visited PLMN, with reference
to a particular subscriber, when that subscriber tries to obtain service from it. The
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capability of a subscriber to obtain service from a visited PLMN is known as roam-
ing. The VLR is used to store information on roaming users. The VLR is often inte-
grated with the MSC (we refer to it as an MSC/VLR in such a case). The remaining
two network elements in Figure 3.2 are the authentication center (AuC) and equip-
ment identity register (EIR). The AuC is involved in authenticating MSs, a process
that will be explained in Chapter 8. The EIR is used to support a theft protection
mechanism. It maintains some lists of IMEIs, which can be used to raise a red flag
when a terminal reported stolen is used.

3.2.1.1 Location Management

We now look at the concepts of location management, which is part of the solution
to roaming (it also supports other goals such as power savings). Location manage-
ment is a broad concept that includes registration, including storing parts of the MS
location information in various databases (HLRs and VLRs) in the network, and
the location update and paging procedures. All BSs broadcast their unique cell ID
and location area ID (location areas will be introduced in a couple of paragraphs) to
assist MSs in location management.

Registration is a procedure in which an MS signals with the GSM network indi-
cating where it is located and that it is “on” and wishes to “attach” to the network.
The technical term for registration in GSM is IMSI aitach, and for deregistration is
IMSI detach. Recall that the IMSI uniquely identifies a subscriber. If a subscriber is
not registered (IMSI detached), the network knows not to bother trying to set up a
call to the subscriber. This is a valuable saving of network resources (including
avoiding having to page the subscriber, a subject to be discussed shortly). If a sub-
scriber is registered (IMSI attached), the network knows it is worth trying to set up
an incoming call to the subscriber. Furthermore, the network acquires knowledge of
the location of the user in the process of registration. If a roaming user tries to regis-
ter in a foreign network, the HLR of the user will be queried and the user authenti-
cated, and then the VLR in the foreign network will obtain part of the subscriber
profile and other subscriber-related information (including security related infor-
mation, as will be elaborated on in Chapter 8) from the HLR of the user. The HLR
of the user will also be set up to point to the MSC in the foreign network.

What about location update and paging? The registration described in the pre-
ceding paragraph satisfies the necessary location management, as long as the MS
does not move after it registers. However, we cannot make that assumption. The
MS must be allowed to move, and the network must be updated when it does move.
One possibility is to inform the network whenever the MS decides to use a different
base station to access the network. When there is active communications going on,
this is called handoff to a different base station and is clearly the right thing to do.
When active communications does not exist and the MS is in idle state, the MS
using a different base station is said to be camping. It is not immediately clear if
informing the network is the right thing to do whenever the MS switches from
camping on one base station to camping on another. In fact, the idea behind idle
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state is to save power while the MS is idle. Hence, in idle state, the MS only updates
it location with the network when it crosses boundaries between location areas.
Location areas are groups of multiple base stations, and the MS knows when it has
changed location areas by listening to the base station broadcasts. The use of loca-
tion areas saves power by not requiring the MS to send location updates whenever
it crosses cell boundaries. However, the network now only knows the location of
the MS to the precision of a location area. Hence, when an incoming call arrives, it
needs to search for the MS within the entire location area. This procedure is called
paging. There is an interesting tradeoff between resource utilization for location
updates and for paging. The larger the location areas, the more power savings for
location updates but the more resource utilization for paging, while the smaller the
location areas, the less power savings for location updates but the less resource
utilization for paging.

3.2.1.2 Call Setup Signaling

To illustrate how roaming is supported in call setup signaling, we first explain how a
subscriber would make or receive calls when at home (in the home PLMN). We can
then point out the differences in the roaming case. We use call flow diagrams to
show the signaling. These diagrams show the relevant network elements at the top,
followed by messages sent between them. The vertical lines are to indicate the source
and destination of the messages. If the tail of an arrow is touching a vertical line
beneath a network element, that element is the source of that message, whereas if the
head of an arrow is touching a vertical line beneath a network element, that element
is the destination of that message. The sequence of the messages is starting from the
top, so the horizontal arrows are arranged in time sequence, with the later messages
further down the diagram than earlier messages. In all cases, we designate the calling
party as the caller and the called party as the callee.

When a subscriber in her home network dials a callee, the MSC in the caller’s
home PLMN analyzes the digits and routes it to the appropriate destination, as
shown in Figure 3.3 (you may want to look ahead to the Appendix 5A.1 in Chapter
5 for a brief introduction to signaling in the phone network). The destination may be
in the PSTN, another PLMN, or the same PLMN. The signaling between MSC and
PSTN switches is very similar to that between digital switches in the wireline PSTN.
Except for the two MAP messages (messages 2 and 3), the signaling is basically the
ISDN signaling used in the modern digital PSTN (more details in Chapter §). If the
callee is also a mobile subscriber, then the destination side of the signaling will be as
described next.

When another party (whether wireline or mobile) dials a mobile subscriber, the
call setup signaling gets routed to the home PLMN of the subscriber. It must be
routed to the home PLMN even if the subscriber is roaming, because other networks
do not know whether the subscriber is at home or roaming. In a PLMN with multiple
MSCs, one of them may be configured as the gateway MSC. The gateway MSC in a
PLMN is the entry point into the PLMN for calls destined to one of its subscribers.
The gateway MSC has the responsibility to query the HLR for the subscriber profile
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Figure 3.3 Call initiation from MS at home.

and location information. If the subscriber is in her home PLMN, the gateway MSC
just has to route the call signaling to the appropriate MSC serving the subscriber.
What about when the MS is roaming? When the MS tries to set up a call, the
network that is roamed to will assist with authentication and call setup, based on
the protocols and information exchanged earlier during IMSI attach. Otherwise,
there is little difference from the case when the MS is at home. However, the situa-
tion becomes more interesting when the MS is receiving a call while roaming. In this
case, illustrated in Figure 3.4,* the call setup reaches the gateway MSC, as when the
MS is at home. The gateway MSC will query the HLR, and will find that the MS is
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Figure 3.4 Call delivery to roaming MS.

4. Note that we do not show the rest of the signaling after the initial setup reaches the MS, as it is similar to
what happens in Figure 3.3.
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roaming, as well as in which network it is roaming. These pieces of information are
stored as part of registration and updated by location updates; otherwise, if the MS
has not registered in the foreign network, the network will be unable to locate the
MS. Call setup continues with the next call leg between the gateway MSC and the
appropriate MSC in the foreign network. That MSC will route the call towards the
appropriate BSC and eventually to the MS. Note that this kind of call setup could
result in the voice circuits being much longer than necessary. For example, if the
caller and callee are both in one PLMN, but the callee is merely roaming in that
PLMN and if the callee’s home PLMN is the other side of the globe, the call will still
be routed back to the callee’s home PLMN, causing long and unnecessary call legs.

3.2.2 Wireless Local Area Network (WLAN): 802.11

IEEE 802.11 [4] is part of the 802 group of standards. The 802 group of standards
deals with LANSs. Perhaps the most famous member of this group is 802.3, which is
basically the Ethernet Medium Access Control (MAC). 802.11 specifies a wireless
physical layer (there are three possibilities) and a single MAC layer that works with
all three physical layers. Like 802.3, or 802.5 (token ring), 802.11 is supposed to be
used with an 802.2 logical link control (LLC), as shown in Figure 3.5. The LLC and
MAC are sublayers of the link layer, and together they make up the link layer. A very
important difference between 802.11 and GSM is that GSM is a vertically integrated
system that provides a full range of teleservices and supplementary services, whereas
802.11 provides only relatively low-level physical layer and MAC bearer services.
Machines in an 802.11 WLAN are known as stations. A group of stations that
can (and do) communicate directly with one another (because they are in close
enough proximity) is known as a base service set (BSS). The BSS is the basic building
block of 802.11 WLANSs. As shown in Figure 3.6, 802.11 WLANSs can be used in
either of two basic configurations: ad hoc mode and infrastructure mode. In ad
hoc mode, the BSS is an independent BSS (IBSS) that formed in an ad hoc fashion.
Infrastructure mode, on the other hand, combines two or more BSSs into an
extended service set (ESS) that includes a distribution system (DS), which distributes
packets between all the BSSs in the ESS. More precisely, each of the BSSs in the ESS
accesses the DS through what is called an access point (AP). Each AP is a regular sta-
tion with enhanced capabilities. The APs, DS, and stations using the APs together

Higher layers

802.2 Logical Link Control (LLC)

MAC
protocols 802.3 802.5 e 802.11

Physical
layer

Figure 3.5 802.11 among other IEEE 802 family members.



3.2 Types of Wireless Networks 47

External
network

Figure 3.6 Ad hoc and infrastructure modes of 802.11

make up the ESS. In many cases, a functional element known as a portal acts as a
gateway to external networks.

An important principle of the 802.11 specifications is that the WLAN should
look like an ordinary 802-style LAN to the upper layers. For example, no network-
layer IP routing should be needed to send packets from any station to any other sta-
tion on the same LAN. This applies even for the ESS. The most challenging case is
where the DS itself uses 802.11, and where one station is associated with one AP
and the other station is associated with a different AP, so packets would have to be
sent through the wireless DS. This case is shown in Figure 3.7, where selected header
fields are shown with each segment, to illustrate the use of the address fields and two
critical flags. The 802.11 header can take not just two MAC addresses (source and
destination, as is the case for Ethernet) but up to four. In the case in question, all
four address fields will be used when the packet is traversing the DS between sta-
tions in different BSSs in the same ESS. The four addresses required are the original
source and destination, and the addresses of the two APs involved. The address
fields, and the “To DS” and “From DS” flags, are the information needed to allow
subnetwork routing to occur through both the APs towards the destination MAC
address. The sequence of the addresses in the address fields can be found in the
specifications.

What happens when two or more stations are transmitting at the same time?
Since the medium (air) is common, there may be interference between the transmis-
sions, resulting in poor performance. This is known as the medium access problem.
This problem is not encountered only in wireless, because the Ethernet (IEEE 802.3)
MAC protocol shares the Ethernet wired medium using carrier sense medium access
with collision detection (CSMA/CD). The medium is sensed before transmission,
and transmission happens only if the medium is sensed to be free. However, because
of lags between the start of transmission and when another node can begin to sense
the transmission, the other node might sense a free channel and begin transmission.
In this case, a collision would result but could be detected (hence the “CD?” part of
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Figure 3.7 Example of use of 802.11 address fields.

CSMA/CD). In the case of a wireless medium, though, there are additional chal-
lenges. Although in a wired LAN, every station on a LAN (or LAN segment to be
precise’) can hear the transmissions from every other station on the same LAN, this
is not necessarily true in the wireless case.

Two peculiar situations are illustrated in Figures 3.8 and 3.9. The hidden termi-
nal problem occurs when a station (station A in Figure 3.8) wants to transmit to
another station (station B) but is unable to hear another terminal (station C) trans-
mitting to station B. Hence, carrier sensing prior to transmitting does not reveal the
“hidden terminal” (station C), and station A goes ahead and transmits, resulting in
a collision at station B. In contrast, the exposed terminal problem occurs when sta-
tion A is transmitting to station B just as station C wants to transmit to station D.

5. There may be cases
traffic from one si

t may not blindly forward
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Figure 3.9 The exposed terminal problem.

Based on the topology of the stations, station C would hear station A as it is per-
forming carrier sensing prior to transmission. As a result, station C will not trans-
mit to station D, even though the transmission could have succeeded. Station C in
this case is the exposed terminal. 802.11 uses carrier sense medium access with col-
lision avoidance (CSMA/CA), with a request to send, clear to send (RTS/CTS)
scheme, which handles the hidden terminal and exposed terminal problems, as will
be discussed in Chapter 7.

There are three options for the physical layer of 802.11. Two of these are in the
2.4-GHz unlicensed band, and the other is in the infrared (IR) band (also unli-
censed). The 2.4-GHz physical layer options are a physical layer based on direct
sequence spread spectrum (DSSS) and a physical layer based on frequency hopping
spread spectrum (FHSS). Note that the spectrum etiquette for the 2.4-GHz band
stipulates the use of spread-spectrum technology, and these two options satisfy the
spectrum etiquette. Although the 1S-95 CDMA system also uses DSSS technology,
one difference is that IS-95 uses DSSS for medium access (multiple access) as well,
whereas 802.11 only uses it for noise and interference rejection. 802.11 uses
CSMA/CA for its medium access. One reason for this difference is that IS-95 is a
more centrally controlled system, whereas 802.11 is more distributed. Therefore
IS-95 can and does coordinate the use of spreading codes.

Since the publication of 802.11, the IEEE has continued to publish enhance-
ments to it. Of note are QoS and security enhancements for 802.11 (in 802.11e and
802.11i, respectively). These are necessary in order for 802.11 to be a serious con-
tender as the access technology of choice for wireless Internet telephony. The stan-
dards 802.11e and 802.11i will be discussed in more detail in Chapters 7 and 8,
respectively. Table 3.2 lists members of the 802.11 family of standards.

3.2.3 Wireless Personal Area Network (WPAN): Bluetooth

Bluetooth was named after Harold Blatand, a Danish Viking king (Blatand is
equivalent to Bluetooth) [5]. Blatand united the Danes, just as Bluetooth was
designed to be a ubiquitous short-range radio link that works with all kinds of
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Table 3.2 Members of the 802.11 Family of Standards

Specification Summary

802.11a A high-rate physical layer (up to 54 Mbps) in the 5-GHz unlicensed bands

802.11b A high-rate physical layer (up to 11 Mbps) in the 2.4-GHz unlicensed bands

802.11e Quality-of-service (QoS) enhancements for 802.11

802.11f Inter-Access Point Protocol (IAPP) for enhanced signaling (including mobility signaling)
between access points

802.11g A suite of high-rate physical layers (up to 54 Mbps) in the 2.4-GHz unlicensed bands

802.11i Security enhancements for 802.11

802.11n The latest physical layer under development to deliver the highest data rates yet

devices. The alternative, with dozens or hundreds of different radio protocols for
different short-range applications, is roughly analogous to Denmark without the
unifying efforts of Blatand. For example, Bluetooth radio links can be used to
replace cables, for instance, between a PC and peripherals or between a cell phone
and headset, as shown in Figure 3.10. Bluetooth radio links operate in the 2.4-GHz
unlicensed band (ISM band), using FHSS. The range is very short (about 10 meters),
and the data rates are moderate (up to 723 Kbps).

Networking using Bluetooth is based on the Bluetooth-specific concept of scat-
ternets built upon piconets. A piconet is a collection of Bluetooth devices that are all
synchronized to one of the devices in the piconet, the master. There is only one mas-
ter per piconet, and one to six slaves. Or, more precisely, up to six active slaves are
possible, but there can be other inactive slaves in a “parked” state that are also syn-
chronized to the master. The slaves are all synchronized to the master in the sense of
being synchronized to its clock and hopping sequence. Consequently, there is a Blue-
tooth radio link between each slave and the master.

A piconet is an ad hoc collection of Bluetooth devices in the sense that there is no
need to preconfigure the devices in a piconet to be part of that piconet. In fact, even
being a master or being a slave is just a role that a node takes on in the formation of a
piconet. For example, a node in one piconet could be the master, and then after the

Figure 3.10 Bluetooth as a cable replacement technology.
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piconet dissolves (for example, after the nodes in the piconet have moved out of
range), it could join another piconet as a slave. The dynamic life of a piconet is sim-
ple: It begins when two Bluetooth devices come within range and decide (how this
decision is made we will briefly touch upon later) that they wish to establish a Blue-
tooth link. This decision involves a standard Bluetooth procedure. Thus a piconet is
born, with one of the devices as master and the other as slave. Subsequently, other
devices wishing to join the piconet do so as slaves, up to the limit of six slaves per
piconet. At any time, any of the devices can leave the piconet, up to the point there is
only one slave left and it leaves, whereupon the piconet ceases to exist.

Can a master of a piconet be a master of another piconet? Can a slave of a
piconet be a slave of another piconet (i.e., can a Bluetooth device have two masters)?
Can a master of a piconet be a slave of another piconet? The answers are no, yes, and
yes. Suppose a device is master of one piconet. The slaves in that piconet are synchro-
nized to its clock and hopping frequency. If the master were to become the master of
another piconet, its slaves would also be synchronized to its clock and hopping fre-
quency. In this case, there is no difference between the two piconets, and they are
defined as one piconet. So a device cannot be master of two or more piconets at the
same time. However, a slave of one piconet can be a slave in another piconet, on a
time-sharing basis. Similarly, even a master of one piconet can be a slave in another
piconet at the same time, on a time-sharing basis. Thus, it is possible to form a net-
work with an arbitrarily large number of nodes (not restricted to seven as for a
piconet), where a path can be traced from each node to every other node over Blue-
tooth links. This kind of network, as shown in Figure 3.11, is called a scatternet.

Unlike GSM, which was designed originally for voice, or 802.11 WLAN, which
was designed originally for data, Bluetooth was designed from the ground up with
both data and voice in mind. It supports asynchronous connectionless (ACL) links,
as well as synchronous connection-oriented (SCO) links. ACL links provide connec-
tionless transport for packet-switched data traffic, whereas SCO links provide
connection-oriented transport for circuit-switched voice and video traffic. A Blue-
tooth device can use both types of links simultaneously.

Bluetooth features service-discovery mechanisms that allow Bluetooth devices
to discover what services are supported by other Bluetooth devices. The Service

Piconet Scatternet

‘ Master
O Slave

O Master/slave

Figure 3.11 Bluetooth networking concepts.
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Discovery Protocol (SDP) operates in a client/server fashion. For the purposes of
service discovery, a Bluetooth node that wants to discover what services are pro-
vided by another Bluetooth node acts as an SDP client. A Bluetooth node that wants
to inform other Bluetooth nodes about the services it offers acts as an SDP server.
Any node can be both a client and a server simultaneously. A server can furnish
information about services provided by multiple applications. SDP clients make
requests and SDP servers respond, allowing browsing of the available services as
well as searching for services. SDP is informational only; it does not provide a way of
accessing the services, of controlling access to the services, or advertising the serv-
ices. Furthermore, it does not specify how to choose between competing services or
how to bill for services.

With its short-range wireless link and ad hoc formation of scatternets, Bluetooth
is suitable for a wide range of applications, such as cable replacement for PC acces-
sories, short-range access to a LAN, and cordless headset for a phone. In keeping
with the vision of ad hoc networking of Bluetooth devices, while any Bluetooth
device from any manufacturer can work with any other Bluetooth device from
another manufacturer, certain guidelines are required for the higher layers in addi-
tion to the common Bluetooth lower layers. These guidelines are provided in frame-
works called usage profiles. Bluetooth specifies usage profiles for services including
cordless telephony, intercom, serial cable replacement, headset, dial-up networking,
fax, and file transfer.

3.3 Summary

We switch gears coming to this chapter from the last chapter, going from the Inter-
net to wireless technologies. The wireless communications medium is difficult, so
wireless links are generally less reliable and of lower quality than wired links, but
wireless provides features, such as mobility, that are very attractive. A brief history
of wireless is provided, where we trace the development of cellular mobile systems in
particular, including the cellular concept, frequency reuse, and handoffs. We also
survey the characteristics of 1G, 2G, and 3G systems. However, while cellular
mobile systems are a product of the telephony world, other wireless systems (such as
WLAN:S) are a product of the data-networking world. We introduce these systems as
well, and consider three examples of wireless systems: GSM, 802.11 WLAN, and
Bluetooth. These are examples, respectively, of a wide-area network system, a
local-area network system, and a personal-area network system.

References

[1] Jakes, W. C., Microwave Mobile Communications, 2nd ed., New York: Wiley-IEEE Press,
1994.

[2] Wong, K. D., and T. J. Lim, “Soft Handoffs for CDMA Mobile Systems,” IEEE Personal
Communications Magazine, December 1997.



Appendix 3A Brief Introduction to Aspects of the Wireless Physical Layer 53

[3] Mouly, M., and M.-B. Pautet, The GSM System for Mobile Communications, Palaiseau,
France: Cell & Sys, 1992.

[4] ANSIIEEE Std. 802.11, “Part 11: Wireless LAN Medium Access Control (MAC) and
Physical Layer (PHY) Specifications,” 1999.

[5]1 Bluetooth SIG, “Specification of the Bluetooth System: Wireless Connections Made Easy,”
Version 1.1, June 2003.

[6] Carlson, A. B., Introduction to Communication Systems, 3rd ed., New York: McGraw-
Hill, 1986.

[7]1 Proakis, J. G., Digital Communications, 4th ed., New York: McGraw-Hill, 2000.

[8] Rappaport, T., Wireless Communications: Principles and Practice, 2nd ed., Upper Saddle
River, NJ: Prentice Hall, 2001.

Appendix 3A Brief Introduction to Aspects of the Wireless
Physical Layer

We here present a very brief introduction to selected terminology and aspects of the
wireless physical layer. For more information on physical-layer details, the reader is
encouraged to refer to textbooks like Carlson’s for a general introduction to com-
munication systems, Proakis’ for an introduction to digital communications, and
Rappaport’s for an introduction to wireless communications [6-8].

There are several concepts of bandwidth that may confuse readers not familiar
with wireless terminology. The information bandwidth of a digital signal is the
bandwidth of the signal in the frequency domain, at baseband (i.e., not modulated
by a carrier), as shown in the top left picture in Figure 3A.1. For example, the tradi-
tional telephone signals on telephone wires had a bandwidth of 3 kHz. By funda-
mental information theoretic principles, the information bandwidth is proportional
to the data rate of digital signals; hence, a high bandwidth signal often means a high
data-rate signal. In digital communications, data is encoded in symbols that are
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Figure 3A.1 Bandwidth concepts.
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transmitted at a certain rate (the symbol rate). In wireless communications, multi-
path tends to cause more problems for signals with higher symbol rates.

Wireless signals are normally modulated by a sinusoidal carrier to a carrier fre-
quency. The radio bandwidth is the bandwidth of the resulting signal, measured
around the carrier frequency. As seen in the top right picture in Figure 3A.1, the
radio bandwidth is normally about the same as the information bandwidth, in tradi-
tional modulation schemes. However, in a spread spectrum case (as with CDMA),
shown in the lower right picture, the radio bandwidth is wider than the information
bandwidth, by a factor known as the spreading factor (3 in the example, but usually
larger than 3). Spreading can be achieved in many ways, but in CDMA cellular sys-
tems or the 802.11 DSSS physical layer, it is by “multiplying” the information bit
stream with a high-rate code. The code is chosen with good mathematical proper-
ties, also known as spread-spectrum properties. For example, in a CDMA system,
this allows different users to transmit and receive at the same time with little interfer-
ence to one another. An alternative is chosen in GSM, which uses a more traditional
GMSK modulation without the spread-spectrum properties. In GSM, users are sepa-
rated by time slots, and hence the term TDMA.



_

Mult'ir-nedila over IP

The idea of multimedia communications is very appealing—text, graphics, sound,
and video all combined to enrich the ways in which we communicate and to trans-
form communications from a one-dimensional to a multidimensional experience.
Many believe that multimedia content will drive the continued growth of the
Internet.

Traditionally, voice has been carried on circuit-switched lines. During the past
decade, work on VoIP has grown, for a variety of reasons that will be discussed in
Section 4.1. More recently, interest in multimedia over IP is rapidly rising. With
increasing availability of high-bandwidth links and advances in QoS technologies, a
future is often envisaged in which multimedia telecommunications carried over IP
networks becomes an ordinary way of communicating.

Our concept of multimedia over IP includes the more familiar concept of VoIP
as a special case. Multimedia over IP, as compared to a single media over IP, adds
one other complication—the various media streams need to be synchronized. How-
ever, whether the subject is a single medium like voice or multimedia, we are dealing
with real-time traffic.! Real-time traffic has stringent requirements on the playback
of the voice and video at the receiving side. Even if a stream is broken into segments
(a requirement for transmission in packet form, as is the case for multimedia over
IP), the playing of the voice or video needs to be “smooth.” In other words, the time
relationships between when the segments are played needs to match the time rela-
tionships between when the segments were recorded on the sending side. Therefore,
variance in the time sequencing of consecutive segments of the voice or video stream
(variance, that is, from the time sequencing on the recording side) can be little
tolerated.

Furthermore, real-time traffic can be divided into conversational and streaming
traffic [1]. Conversational traffic, such as voice or video telephony, involves an inter-
active exchange of streaming data. Humans want to perceive the voice and/or video
arriving instantaneously or almost instantaneously in order to carry on a normal con-
versation. Therefore, the end-to-end delay from recording the voice and/or video on

1. Of course, an exception is the case that multimedia content is downloaded for later playback, an example
being the transfer of files containing multimedia content over peer-to-peer file sharing networks, and
another example being the using of FTP to transfer files, some of which may happen to have multimedia
content. For the purposes of this book, however, we are more interested in the cases where real-time
playback of multimedia is in effect.
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4.1

one side to playing it on the other side(s) must be very low. (Studies have one-way
delays of less than 150 ms as best, whereas up to even 400 ms may be tolerable in cer-
tain conditions, such as when people are physically across the globe and psychologi-
cally prepared for small delays [2].) On the other hand, some kinds of streaming
real-time multimedia, such as streaming movies from a video server, do not have as
tight delay constraints as conversational traffic. Since the traffic is mostly one way,
some delay can be tolerated before the multimedia traffic starts playing. However,
once it does begin, the usual constraints for real-time traffic apply. Since our focus in
this book is on conversational traffic, we will not discuss protocols like Real-Time
Streaming Protocol (RTSP), which are applicable for streaming multimedia. Note that
RTSP makes use of Real-Time Protocol (RTP) for stream transport. We do discuss
RTP in this book, but for RTSP you may refer to the RFC for more information [3].

In Chapter 2, we make a distinction between the Internet and other IP-based
networks. Similarly, here we make a distinction between voice over the Internet and
VolIP. The global Internet is an existing network of networks that will provide only
best-effort packet delivery for the foreseeable future. As such, it cannot provide
high-quality transport for VoIP services, much less video over IP services. VoIP, on
the other hand, refers more generally to VoIP-based networks. This includes private
IP-based networks that can be engineered with the desirable QoS because they are
controlled by one organization or a small group of organizations that can agree on
QoS controls. With voice over the Internet, each organization only has control over
a small piece of the entire network. It is virtually impossible to get every organiza-
tion using the Internet to agree on a desired QoS solution and to cooperate in
implementing it.

Motivation

We first present a series of possible reasons for development of multimedia over IP
and VoIP, and then discuss which of these are primary motivations, and which are
secondary.

4.1.1 Efficient Digital Voice Coding

The public switched telephone network (PSTN) previously used only analog trans-
mission of voice. However, the circuits between switches in the PSTN have by now
mostly been replaced with digital circuits, where voice is encoded at 64 Kbps using
pulse code modulation (PCM). Most lines to homes and offices are still analog lines,
although some are also digital, such as integrated services digital network (ISDN)
lines. Of course, 64 Kbps is not a magic number, and digital voice coding schemes
have been created with other rates as well. For example, in GSM, a 13-Kbps voice
coder is used. Interestingly, in GSM, despite the highly efficient 13-Kbps encoding
used, there is a transcoder rate adaptation unit (TRAU) in the radio access network
to convert between this 13/16-Kbps coding and regular 64-Kbps PCM, because the
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circuits between the MSC and other switches use standard 64-Kbps PCM. Trans-
porting multimedia over IP could allow the benefits of efficient voice coding
schemes to be more fully realized.

4.1.2 Support for Different Levels of Quality and Different Media

With the PSTN, there is no room for different levels of voice quality. It is not a triv-
ial matter to add video telephony due to the design of the circuits that support 64-
Kbps PCM voice signals. Higher-rate voice coding schemes could not be easily sup-
ported. Even if a better voice coding scheme to “fit” in the 64-Kbps circuits existed,
it would cause either wasted bandwidth (it might not need all the 64 Kbps) or other
problems in conversion between the A-law PCM used in some parts of the world
and the u-law PCM used elsewhere. (With u-law PCM, switches may assume incor-
rectly that signals are encoded in a certain way, although they may not even use
PCM.) Besides, the PSTN does not accommodate negotiating voice coders, in con-
trast to SIP in the VoIP case (as will be seen in Chapter 5).

4.1.3 Network and Service Integration

In the past, voice telephony was the main form of network traffic. People might
have used voice modems (for data, using the telephone lines for transmissions) to do
data communications. Although not very efficient, that was acceptable in the past.
As data networking, and in particular, IP networking, has grown, there is less and
less need for the PSTN to access networks like the Internet, as various broadband
alternatives have emerged. Looking ahead, the volume of data traffic will dwarf the
volume of PSTN traffic.

Rather than maintaining parallel PSTN and data networks, might it make
sense to integrate them? Given that IP packet-switching technology works very
well for general data traffic, could we integrate more “connection-oriented” voice
and video traffic over IP as well? With integration, tremendous cost savings could
be enjoyed. This is the benefit of network integration. Meanwhile, it might be
easier to provide integrated services like unified messaging, or Web and teleph-
ony integration, using IP rather than a separate network. Innovative integrated
services could be created in such an environment. This is the benefit of service
integration.

4.1.4 Statistical Multiplexing

Consider the traditional phone system and the connection between a residential
phone and the central office. Lines from several homes in a neighborhood may all
be connected to a pole and groups of lines are spliced (consolidated) into larger and
larger bundles moving towards the central office. This system is analogous to a
river, where the river mouth corresponds to the connection to the central office and
the sources of water correspond to the phones. The small streams consolidate into
larger streams that flow into the main river as tributaries. One major difference is
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that in the case of the phone system, not every phone is in use most of the time. At
some stages of consolidation, especially closer to the central office, there is not
enough capacity to handle all or most of the phones being used simultaneously.
Hence, it is possible that if many phones are in use, and a call is to be delivered to, or
originated from, yet another phone in the same region, that call cannot be com-
pleted. Such an uncompleted call is said to be blocked.

Clearly, blocked calls are annoying to their victims, so why is not more capacity
provided? Suppose that the capacity needed to completely prevent blocking is
called full-connection capacity. In this case, there is enough capacity to handle all
the phones in the region in use simultaneously. Making some simple assumptions
about the duration of phone calls and about the interval of idleness between phone
calls, the capacity can be significantly decreased from the full-connection capac-
ity, while maintaining a low probability of call blocking (e.g., 107%). This
is called statistical multiplexing, or the multiplexing of shared resources based
on the statistical reasoning that blocking is rare.VoIP arguably provides much
better statistical multiplexing than circuit-switched voice sessions, because for
circuit-switched sessions, the circuits are tied up even when neither party is
speaking, whereas with VoIP, packets are sent only when there is speech to encode
and send.

4.1.5 Assessment

Network and service integration is the primary motivation for investment in voice
and multimedia over IP. The PSTN is very good for voice, but it is a stand-alone and
monolithic network, and mostly a one-medium network as video telephony has not
taken off. As the volume of data traffic eclipses and then dwarfs the volume of
PSTN traffic, it makes much less sense to maintain two networks just for historical
reasons. Integrating the networks will result in cost savings in the end. Also,
service integration leads to all kinds of exciting possibilities. As the second
important motivation behind network and service integration, I would rank sup-
port for different levels of quality and different media. This would fit in nicely
with the new service possibilities with service integration. Some bandwidth effi-
ciency may be achieved using more efficient voice coding schemes, as well as
through statistical multiplexing, but these efficiencies would be less significant in
the future.

Despite the real and perceived benefits of multimedia over IP, QoS and trans-
port challenges remain. The fact remains that the circuit-switched PSTN provides
good quality voice using dedicated circuits. With multimedia over IP, the best-effort
nature of IP packet delivery is a real concern. If it turns out that acceptable-quality
voice and video cannot be delivered over IP networks, then the potential benefits of
this service do not matter. So we first look at the requirements in Section 4.2, and
then discuss the issues and challenges in providing multimedia over IP in the light of
these requirements (in Section 4.3). Next, we look at how some IP transport proto-
cols might or might not meet the requirements (in Section 4.4).



4.2 Requirements 59

4.2 Requirements

First, we consider the transport requirements for multimedia over IP streams and
the coding requirements. Next, we consider what other network elements may be
required for multimedia over IP. Finally, we examine signaling requirements.

4.2.1 QoS and Transport Requirements

As mentioned at the start of this chapter, two of the biggest challenges to providing
sufficient QoS for multimedia over IP are related to delay: the end-to-end delay
needs to be less than 400 ms, and the delay variance needs to be small as well. The
delay variance is often called the jitter, referring to the small (hopefully!) fluctua-
tions in arrival time of packets at the destination.

Unlike some other kinds of traffic (e.g., file transfer), voice and video traffic can
survive occasional dropped packets. The encoding schemes are designed so that the
occasional dropped packet results in a momentary slight degradation of quality and
not catastrophic loss. For voice or video traffic, because they are real-time, retrans-
mission of dropped or lost packets does not make sense, because by the time the
retransmissions occurs, the arriving packet would be useless. (The stream would
have moved on, so it would not make sense to play the few milliseconds of
voice/video contained in the retransmitted packet.) This is quite different from the
requirements for file transfer, for instance, where large end-to-end delay and
arrival-time jitter can be tolerated as long as all packets eventually arrive at their
destination.

Furthermore, for multimedia, a third requirement is that the streams can be syn-
chronized at the receiver. Otherwise, the human at the receiver would be discon-
certed by streams playing back in an out-of-sync manner. Therefore, the playback
application must be able to synchronize packets from the different streams.

These requirements apply in both wired and wireless networks. However, they
are generally harder to meet in wireless networks, where delay may be higher, and
where higher error rates lead to higher rates of dropped packets, as we will discuss
in Section 4.5.

4.2.2 Coding Requirements

As discussed earlier, even the PSTN has been switching over to digital encoding of
voice, rather than using analog encoding, at least in the backbone of the network
between switches. However, the PSTN is constrained to its 64-Kbps circuits, unless
a massive redesign of the PSTN allows other rates. For multimedia over IP, there is
no artificial 64-Kbps limitation. The question is whether significant bandwidth sav-
ings can be achieved for only modest loss of signal quality. The standard G.711,
used in the PSTN, has a mean opinion score (MOS) of 4.3. The MOS is a scale from
1 (bad) to 5 (excellent) and is used to rate voice coders. We note that the G.729
coder, while scoring only 4.0 on the MOS test, uses only 8 Kbps of coding! The
tradeoff is the added delay, 15 ms in the case of G.729 (it uses 10-ms frames and
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includes a 5-ms look-ahead buffer). In general, the most bandwidth-efficient coding
schemes (like G.729) will need to do frame encoding. Frames typically range from
10 to 30 ms.

4.2.3 Other Network Elements

In many cases, only the two end hosts need to understand VolP protocols and func-
tions; the intermediate nodes in the path of the VoIP traffic need not add special
functions for this support. They may have capabilities that can be used for VoIP sup-
port, such as QoS capabilities, but these are not specifically for VoIP support alone,
unlike the functions in some of the new network elements we will now introduce.
This is a good example of the end-to-end design principle introduced in Chapter 1.
However, there are usage cases where it is helpful for intermediate nodes to perform
special functions specifically to support VoIP applications. Examples of such func-
tions and network elements include mixers, translators, and PSTN gateways.

4.2.3.1 Mixers

Imagine a conference call between two locations, in each of which two or more peo-
ple speak to their colleagues at the other side through a speakerphone, and listen
through the same speakerphone to what their colleagues say. Would you expect a
separate connection to exist between each possible pairing of colleagues at the two
locations? Of course not—the voices of everyone at one site are mixed and carried
on one line to the other side, where the same thing happens in reverse.

Mixers help provide an analogous service in the case of VoIP telephony. Mixers
combine two or more streams into one stream, where ideally the resultant stream is a
superposition of the original streams. Mixing is a powerful concept with the flexibil-
ity to be used in a variety of scenarios. Unlike the speakerphone analogy, there need
not be any notion of geographical proximity of the source streams. Like the speaker-
phone analogy, a mixer may be used to consume network resources more efficiently
(than to transmit streams separately). This may not matter as much for high-
bandwidth users, who can afford to receive several separate streams without a prob-
lem, but could be essential for low-bandwidth users, for example, users accessing the
network through wireless links. If the low bandwidth is a severe problem, the encod-
ing scheme of the output of the mixer could be chosen to optimize bandwidth usage.
Mixers could also take the shape of other creative ideas, such as cleverly combining
video scenes of different individual people to simulate a video scene of a group of

people [1].

4.2.3.2 Translators

One of the usage scenarios of a mixer involves low-bandwidth users. Streams from
other machines can be combined (mixed) into one. Now, imagine again the same
low-bandwidth users, wanting to transmit to other users in the conference. If they
had to transmit separate streams to each of the other users, they would again run
into bandwidth problems. A mixer cannot help in this case, since the issue is not
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mixing multiple streams into one, but to transmit one stream and split it into multi-
ple streams. However, a translator, placed on the other side of the low-bandwidth
link, can help by taking one stream from such a low-bandwidth user and replicating
it to transmit to multiple recipients. This translator usage is a kind of multicasting,
in the sense of being an efficient way of transmitting from one to many. It is a kind
of dual of the mixer going from many streams to one.

In general, though, a translator is not used solely for one-to-many translation. A
translator can also take one input stream and produce one output stream, perhaps
with a different encoding scheme. A useful rule of thumb to differentiate between
mixers and translators is that given multiple input streams, the translator will
process all of them separately, producing one or more output streams correspond-
ing to each input stream, whereas the mixer would mix groups of two or more of the
input streams to produce one output stream per group.

4.2.3.3 Combining Mixers and Translators

In general, there may be cascades of one or more mixers, and one or more transla-
tors, between the communicating end hosts. Figure 4.1 shows an example of
mixers and translators in action. Notice that the symbols used for mixers and for
translators indicate their functions. The various streams (represented by arrows)
are mixed together (come together) in the center, for mixers, and not for transla-
tors. In mixer A, three streams are mixed into one, whereas in mixer B, two streams
are mixed into one. In translator C, there are two input streams, each of which is
translated into an output stream (perhaps to change the encoding scheme or other
parameters). In translator D, we see translation from a multicast address to
unicast streams.

Mixer A

Translator C

Translator D

@ Mixer Translator

Figure 4.1 lllustration of mixers and translators in action.
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4.2.3.4 PSTN Gateways

The traditional PSTN is going to be around for a long time, at least in some parts of
the world. Many people will only be reachable through the PSTN, so being able to
complete calls to the PSTN, or receive calls from it, is a very attractive system
feature.” Various PSTN gateways have been designed for this purpose. The current
leading standards-based approach is the media gateway approach, itself a consolida-
tion of several proposals and currently standardized as H.248 (formerly H.GCP) by
the ITU [4]. In this approach, two gateways are used for PSTN interworking: a
media gateway for converting between signaling on both sides (e.g., between SIP and
ISUP), as well as traffic encoding on both sides, and a signaling gateway for convert-
ing between signaling transport used on the IP side (e.g., SCTP) and signaling trans-
port used on the PSTN side. The two gateways complement each other, one focusing
on signaling and the other on signaling transport. The use of these two gateways,
instead of just one integrated PSTN gateway, allows for more flexibility in deploy-
ment, and is a good example of modular design.

The media gateway itself is often split into a media gateway controller and a
media gateway. The media gateway does the actual media conversion (e.g., between
G.711 on the PSTN side and any of a number of possibilities on the IP side), while
the media gateway controller controls the media gateway using H.248 signaling.
Again, the split between media gateway controllers and media gateways is an
example of modular system design. It allows each component to be upgraded sepa-
rately, and each focuses on what it does and doing it well. Media gateways without
control functions are cheaper, and multiple media gateways can be controlled by
each media gateway controller. The arrangement of these network elements is
shown in Figure 4.2. On the left side is the IP network, where the signaling traffic
(e.g., SIP over UDP) and media streams (e.g., encoded with G.723) are split and go
between the phone and media gateway controller, and between the phone and media

\ 1
Media gateway o
controller Signaling
gateway

|| 1sup/scTp - ISUP/SS7

SS7 network

IP network

-

_____________ ~” Media gateway

Figure 4.2 Interworking with the PSTN.
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gateway, respectively. The signaling protocol conversion between SIP and ISUP sig-
naling is done at the media gateway controller and the transport for the signaling
changes from IP to the SS7 network, as it enters the SS7 network at the signaling
gateway. Meanwhile, the media streams are translated (e.g., between G.723 and
G.711), and changed from IP transport to placement on voice trunks in the PSTN,
at the media gateway. H.248 signaling is used for control between the media gate-
way controller and the media gateway.

4.2.4 Signaling Requirements

Signaling between the two parties is required so that agreement can be reached on
various questions, such as whether a session is desired in the first place and what
kind of traffic it involves (e.g., video or audio and with what coders and decoders).
There is also signaling involving other network elements, such as gateways to the
PSTN when one or both parties are PSTN phones. In the early days of VoIP, the
ITU’s H.323 was the prominent signaling protocol. However, recently the IETF’s
SIP has grown in popularity and is replacing H.323 as the dominant signaling pro-
tocol for controlling VoIP sessions. One reason for this phenomenon is that SIP is
“lightweight,” specializing in session control signaling and doing it well, in the spirit
of the piecewise specification approach mentioned in Chapter 1. Meanwhile H.323
is a broader specification and more cumbersome than SIP. We will discuss SIP and
signaling requirements in detail in Chapter 5.

4.3 Issues and Challenges

Most of the challenges related to multimedia over IP have to do with QoS. Since the
Internet provides only best-effort service, meeting the QoS requirements for multi-
media traffic is a big challenge. Techniques for engineering an IP network for QoS
differentiation can help, as will be discussed further in Chapter 7. With careful
design, the end-to-end delay could be kept below 400 ms (or 300 ms or 250 ms,
depending on the quality desired). Jitter could be handled by some buffering at the
receiver, at the expense of slight increases in end-to-end delay.

High packetization overbead is another challenge. Because VoIP requires low
latency, the transmitter cannot afford the luxury of waiting for many bits to accu-
mulate before sending them together as a large packet. In fact, voice is typically sent
in individual frames that are encoded frame by frame to achieve high compression
efficiency. Each frame is typically 10 ms or 20 ms of speech, with the actual number
of bits per frame depending on the bit rate. As explained in Section 4.2.2, the frame
size and look-ahead buffer size add to the overall delay (10 + 5=15 ms for G.729,
for example). Given the great savings in bandwidth usage, designers generally toler-
ate the delay for one frame. However, waiting for multiple frames to send together
is a problem. Now, if we send frame by frame, the G.729 frame has only 80 bits, for
example. The IP header is at least 20 bytes (160 bits) long, and it gets worse with
IPv6 (40 bytes). Add to that the transport headers (UDP, RTP), and we see that the
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Figure 4.3 Is there an ideal packet size for VolP?

bulk of the packet is header overhead. Figure 4.3 illustrates the dilemma: On the one
hand a heavy pressure is exerted to reduce the end-to-end delay by reducing the
packet size. On the other hand, a heavy pressure push is exerted to increase the
packet size to reduce the high overheads.

One approach to solving the packetization overhead problem is RTP multiplex-
ing. RTP is a transport protocol optimized for real-time traffic [5, 6] (see Section
4.4.3). RTP multiplexing refers to sharing an RTP header between multiple sessions
that are transmitted in the same packet.

Another approach to solving the packetization overhead problem is RTP header
compression. RTP header compression can compress the IP#/UDP/RTP header down
to two to four bytes, from 40 bytes [7]. Its usefulness is limited by the fact that it
works only for the single-link, unicast case. Otherwise, more header information is
needed. Nevertheless, this is useful over a wireless link, where bandwidth is often
scarce. In wireless links where packet loss is a problem, and where very high com-
pression efficiency is required (because of limited bandwidth, for example), robust
header compression may be used as an alternative to RTP header compression [8].
More recently, an enhancement to RFC header compression, Enhanced compressed
RTP, has been developed, which is more robust for links where the delay is high and
where packet loss and reordering may be encountered [9].

Additional issues and challenges related to multimedia over IP in wireless net-
works will be discussed in Section 4.5.

4.4 Transport Protocols

We briefly examine the suitability of traditional transport protocols like TCP and
UDP for real-time multimedia applications, and then discuss at some length a trans-
port protocol, RTP, designed with such applications in mind.

4.41 TCP

TCP is the main transport protocol used in IP networks. However, TCP was
designed for traditional data network applications, like file transfer, with different
transport requirements from multimedia applications, as explained in Section
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4.2.1. For example, TCP uses ACKs so that it can retransmit packets not received
by the receiver. However, for real-time multimedia traffic, this is not useful, since
the application would have moved on to play the most recently received packets by
the time a retransmitted packet arrives, and so would not have use for retransmit-
ted packets.

4.4.2 UDP

Whereas TCP is a complex protocol with several mechanisms to support traditional
applications like file transfer, UDP is a more lightweight protocol that is more suit-
able for real-time multimedia applications. For example, UDP neither detects unre-
ceived packets, nor arranges for them to be retransmitted. However, while not
retransmitting unreceived packets is good for real-time multimedia applications, it
would be helpful to detect them, as well as provide some time-stamping capabilities.
So UDP could be used, if it could be augmented in some ways.

4.43 RTP

RTP was designed from the ground up to carry real-time traffic. Therefore, it has
features that help in providing the QoS needed for multimedia over IP. These fea-
tures include time stamping, the ability to synchronize different streams, and the
ability to support a mixer. The companion protocol, Real-time Control Protocol
(RTCP), is used with RTP to distribute reports on the performance of the real-time
data transport to the participants in the conference.

RTP is typically run over UDP (i.e., RTP packets, including the RTP headers,
are put into UDP packets as the payloads), where RTP uses even port numbers, and
the corresponding RTCP packets use odd port numbers that are one higher than the
port numbers used by RTP. We will first explain how RTP works and then describe
RTCP. RTP over UDP can be thought of as augmenting the UDP header informa-
tion with additional information useful for real-time traffic, and placing these addi-
tional bits of information in the front portion of the UDP payload. What are these
bits of information, and how do they help? We examine the RTP header, shown in
Figure 4.4 and highlight the fields most pertinent to facilitating real-time traffic. In
particular, we will discuss:

* Time stamp;

* Sequence number;

* Synchronization source (SSRC) identifier;
* CSRC identifiers and CSRC count.

We first note that two notions of packet sequencing are needed. In order to
facilitate synchronization of different media, and to facilitate jitter computations
(for jitter monitoring by RTCP and possible correction by the application), highly
accurate time stamping is needed. This is analogous to a postal worker stamping the
date on the stamp on an envelope, where the recipient of the letter will know when
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Figure 4.4 RTP header.

the letter was sent. In the case of RTP time stamping, the time resolution is of course
finer than in the postal analogy, and the value is contained in the timestamp field (an
example of the use of the time stamp will be shown shortly). The second notion of
packet sequencing arises from the observation that it would not necessarily be trivial
for the receiver to figure out if any packets have been lost, by just looking at the time
stamps of the received packets. Hence, a sequence number is also used, where the
sequence number is incremented by one each time an RTP packet is sent. If there is a
break in the consecutive sequence numbers received, a receiver can detect that pack-
ets have been lost. The sequence number also allows a receiver to correctly reorder
packets that have arrived out of sequence.

What if there are multiple streams from different sources? How would the
receiver tell them apart? The SSRC field is used to allow differentiation of packets
associated with different synchronization sources, where a synchronization source
may be, for example, a microphone or camera. Sequence numbers and time stamps
have relevance for packets from the same synchronization source. In other words,
packets from the same synchronization source need to be played back in sync, and the
SSRC together with the time stamps and sequence numbers allows an application to
do so. There may be multiple streams, each with their own SSRC identifier, in one
RTP session, an example being multiple video cameras, each producing a stream.
Furthermore, there can be one or more RTP sessions in a general multimedia session.

The CSRC list is useful only when the stream has gone through a mixer. The
CSRC list is the list of contributing sources, in other words, the SSRCs of the streams
that went into the mixer. The SSRC of the packets coming out of the mixer is the
SSRC of the mixer. Hence, the CSRC list allows receivers to identify the contributing
sources despite the streams having been mixed. An application could then display
the list of speakers.

Why does not RTP do more to guarantee timely delivery? Since it is a transport
protocol and not a lower-layer protocol, the uses of RTP are limited, as with any
other transport protocol. RTP does provide tools (such as time stamps) for an appli-
cation to play media streams properly synchronized with segments in the right
sequence and time order. Further tools for applications to monitor overall perform-
ance are provided by the companion protocol, RTCP. Table 4.1 summarizes what
RTP does and does not do.
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Table 4.1 Summary of Capabilities of RTP
What RTP Does Do What RTP Does Not Do

End-to-end transport Guarantee timely delivery
Provides tools like time stamping, sequence numbers, Deal with resource reservation
SSRC that multimedia applications can use

4.4.3.1 RTCP

RTCP distributes reports on the performance of the real-time data transport pro-
vided by RTP. The reports from receivers can be used by senders to dynamically
adjust their encoders, or for flow and congestion control. Also, a network service
provider might set up a node to receive RTCP packets to monitor the network for
network problems. Such a node, or any other node that receives the various RTCP
feedback reports, could assess the scale of problems. For example, if the quality of
real-time data transport received is very bad only at a couple of nodes clustered
together, but not at other nodes, then the problem may be suspected to be local.
However, if all nodes report roughly the same performance problems, a global
problem is more likely.

RTCP provides for both sender reports (SRs) and receiver reports (RRs). SRs
contain statistics for both transmission and reception. In that case, why are RRs
necessary? RRs are used by nodes that are not active senders. The concept of active
sender in this context applies only to the time interval since a node issued its last
report. If a node has sent RTP packets since then, it issues an SR. Otherwise the
node issues an RR. The other use of RRs is in the case that an active sender is
reporting on packets received from more than 31 sources. The first 31 packets will
be reported in the SR and the rest in one or more additional RRs sent with
the SR. The main difference between the SR and RR packets is that the SR
includes a 20-byte sender information section. This sender information section
details the packet count transmitted by the sender (a running count for as long
as the same SSRC identifier is used). An NTP time stamp is included too, so
that when other receivers send their reports, round-trip propagation can be
estimated.

What information do the RRs contain, and how might they be useful? The
reports are organized by SSRCs. For each SSRC, fraction lost, cumulative number
of packets lost, highest sequence number received, interarrival jitter, the last SR
time stamp received, and the time since that last SR, are sent. The fraction lost is an
estimate of the proportion of packets lost to received packets, during the most
recent reporting period, whereas the cumulative number of packets lost is an
absolute number. A jitter estimate can be computed, as specified in the RTP
specification [5]. The SR time-stamp information will assist the sender in com-
puting round-trip propagation time. Note that the fraction lost and the jitter
estimate provide estimates of network congestion that could be useful to the
application.



68 Multimedia over IP

4.5 Wireless Multimedia over IP

If one or more of the links in the communication path are wireless links, additional
challenges arise. Wireless links have lower bandwidths than wired links, making
schemes for compression of RTP headers more necessary in the wireless case. Wire-
less links generally have higher error rates than wired links. The “raw” error rates
(without error control coding) can be quite high, and even after the application of
forward error correction (FEC) codes, the error rates are still higher than in wired
links. The high error rates have implications on multimedia over IP in several ways.
First, header compression is very important for multimedia over IP applications, as
explained earlier, because of the short packets and large header overheads of
uncompressed headers. However, compressed headers are very sensitive to errors, so
special header compression algorithms should be used. Second, certain voice codecs
perform very poorly, and are therefore less suitable for use, in high-error environ-
ments like wireless links. Special, more robust algorithms like 3G-324M should be
used over wireless links.

While we will discuss QoS in greater detail in Chapter 7, we note here that wire-
less links can add significant amounts of additional delay to the end-to-end delay.
For delay-sensitive applications like conversational voice and video, there is already
a challenge providing satisfactory delay characteristics when the entire network
path is wireline. With wireless links in the path, the challenge is increased. Another
phenomenon in mobile wireless networks is handoffs, as mobile nodes move from
one connection point to another. Handoffs typically result in additional latency,
even if care is taken to avoid packet loss through buffering schemes. Schemes that
buffer packets and retransmit them after the handoff is complete may work well for
regular data traffic, but the latency is a more serious problem for multimedia over
IP. We will see some schemes for reducing handoff latency later in this book.

Another issue is battery power consumption. Wireless devices, being small and
mobile, rely on batteries for power, so it is desirable to minimize power consumption,
and thus to maximize the length of time the device can operate before needing to be
recharged. Traditional cellular phones come with sophisticated power-saving mecha-
nisms. For example, as we saw in Chapter 3, location update and paging concepts
work together to effect power savings. GSM also has a variety of other mechanisms
for power conservation. GPRS similarly has power-saving mechanisms, including the
use of three mobility management states (discussed in Chapter 11). However, 802.11
WLAN does not have the same range of power-saving mechanisms, because it is a
link-layer protocol. Thus, it cannot take advantages of mechanisms, such as the
state-dependent location update frequency in GSM, that make use of cross-layer
interactions. The standard 802.11 has no understanding of the traffic it carries,
whereas GSM can associate the application-level concept of being in a call or not
being in a call to the frequency of location updates as performed in the network layer.
Therefore, in the case of voice over WLAN, vendors must implement their own non-
standard power conservation schemes. In fact, vendors are doing so, although one
could argue that a standardized solution might have been preferable [10].
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4.6 Summary

This chapter and the next focus on technologies that directly support conversational
voice and video applications, which are expected to play an important role in the
future wireless Internet. This chapter deals with transport aspects and RTP in par-
ticular. After discussing the motivations for multimedia over IP, we surveyed the
requirements (e.g., QoS and transport requirements and coding requirements) and
discussed various network elements helpful for delivery of multimedia over IP traf-
fic, such as mixers, translators, and PSTN gateways. We discussed issues and chal-
lenges for transporting multimedia over IP and over wireless links in particular. The
basics of RTP and RTCP were explained.
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Session Initiation Protocol (SIP)

For many Internet applications, two or more hosts form temporary associations for
the exchange of data. For example, FTP associates two hosts for the purpose of file
transfer, in a file transfer session. In a multicast video streaming session, the video
transmission source streams video to multiple recipients using multicasting. In order
to establish the associations and the parameters for data exchange, session initiation
and management mechanisms are needed. SIP is one such session initiation and
management protocol that is general enough to not depend on the type of session it
initiates and manages, or on the underlying transport protocol [1]. It is a text-based
protocol that borrows much of its syntax from HTTP and consists of requests and
responses like HTTP.

SIP, despite its name, is used not just for initiation of sessions but also for man-
agement and termination of sessions. SIP is used for managing a session in the sense
that it can add or drop participants to and from a session, or change parameters
such as media encodings during a session. SIP is especially good for initiation, man-
agement, and termination of real-time multimedia sessions. For some other kinds of
session management protocols, such as file transfer sessions using FTP, only a par-
ticular kind of session is supported. The user can specify some parameters related to
file transfers (binary or ASCII file transfer), and other IP-based systems like DNS are
consulted as needed to locate machines with which a file transfer session is desired.
However, SIP offers much more flexibility. In addition to supporting features for
multiparty sessions, it supports powerful and flexible ways to describe and negoti-
ate session parameters, and also includes powerful location mechanisms to find
machines to invite to sessions.

Despite the fact that SIP is designed as a general-purpose protocol, in this
chapter we focus on its use for real-time multimedia sessions because this is the area
in which most SIP development has occurred, and because this book is about
wireless Internet telecommunications. But first, why bother with a new signaling
protocol when the telephony signaling protocols already exist? Why not just reuse
the telephony signaling protocols and adapt them as necessary for working over an
IP network?

An IP network is different from a telephone network. Not everything that per-
tains to the setting up and handling of circuits in a telephone network has an analog
in VoIP, nor is this necessarily desirable. An example might be telephone network
signaling references to a particular circuit in a trunk (a collection of circuits). Also,
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in a telephone network, the switches handle the call setup and maintenance signaling
between the end users, as well as the voice circuits that are used are between these
same switches. In other words, there is no difference between the signaling path' and
the path that the end-to-end circuit takes. On the other hand, in an IP network, the
path of packets between the two end users is often directly between the two, bypass-
ing the signaling elements in between (see Figure 5.1 for an illustration of how
packet switching has this flexibility). This is because an IP network has at its heart
the IP packet-switching protocols that cause packets to be eventually delivered to
their destination addresses, whereas circuits need to be set up in the telephone net-
work, and the end points of these circuits are switches and phones. Furthermore, the
IP network will only deliver packets between two end points, without guaranteeing
that the packets will take any particular path.

IP networks have more to offer than just the transport of VoIP packets. Popular
services like Web browsing and e-mail are also supported by IP protocols. One pow-
erful reason for creating a new signaling protocol for IP telephony is that it facilitates
the integration of telephony with other IP-based services, sometimes known as CTI.
For example, some links on a shop’s Web page could cause a multimedia phone call
to be made to the customer service department, bringing the customer in more
immediate, real-time contact with a person who could answer specific questions. SIP

Signaling sets up circuit
segments between
signaling elements

Circuit segment (circuit-switched case)
Signaling path
Data path (packet-switched case, e.g., IP)

Signaling sets up no
circuits; data packets go

o \ \'\»\:\‘\,\ directly between endpoints
Ve IP -based RN

> network S
Calling party $.... . w4 Called party
\/

Figure 5.1 Signaling and data traffic need not take the same path in an IP network, unlike in a
circuit-switched telephone network.

Strictly speaking, the signaling between any two switches in the path between two phones actually goes on a
separate SS7 network, whereas the circuit that is set up is carried in a trunk between the two switches. How-
ever, the point is that the pair of switches that are the end points for each and every circuit segment is the
same pair that was involved in signaling for setting up that circuit segment in the first place.
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5.1

was designed as an Internet-style protocol. Although certain session establishment
functions are similar to functions used in the traditional PSTN signaling schemes,
the whole packaging and design makes it very different. From being a text-based
HTTP-like query-response protocol to the modular nature of the protocol design (it
doesn’t try to do everything, but reuses other IP protocols for QoS and real-time
transport), it has the flavor of an IP-based protocol.

Requirements for Session Initiation

5.1.1 Basic Requirements and Characteristics

We begin with an analogy: Suppose there are two countries, country A and country
B (in the following, referred to as A and B for short), which are separated by an
ocean. One day, A decides it would like to trade goods with B, say fruits from A for
vegetables from B. A’s trade minister sends a messenger with a message to B’s trade
minister, to invite B into the proposed new trading relationship with A. There may
be negotiation of terms and conditions. Supposing that B’s trade minister declines,
then the trading relationship is not established. Supposing instead that B’s trade
minister accepts, then the trading relationship is agreed upon. Both sides then set in
motion a process whereby fruits from A are collected and shipped from the port in A
over the ocean to the port in B, and vegetables from B are likewise collected and
shipped from the port in B to the one in A.

This describes, at a basic level, the process of initiation of a trading session
between A and B. The initiation of a telecommunication session is similar. Whether
it is the initiation of a traditional phone conversation session, or a multimedia over
IP session, the basic requirements and characteristics are the same as for initiating a
trading session. Table 5.1 shows the basic requirements and characteristics of ses-
sion initiation, and how it is manifested in different examples of session initiation.

Table 5.1 Basic Requirements and Characteristics

Requirements and

Characteristics Trading Session Traditional Telephone SIP for Voice over IP
One party initiates, Trade minister of A sends Phone A signals to phone Phone A signals with a
inviting the other party ~ a message through a B the invitation through  message to phone B over
messenger to counterpart the phone network the IP network
inB
There may be negotiation The messenger from A Typically the decision is ~ Negotiations of
of terms, conditions, negotiates with his/her either accept or decline parameters takes place,
and/or parameters counterparts in B with no negotiations using SDP information
from invitation
The second party may The messenger is ignored Phone B is not picked up  Phone B is not picked up,
decline or negotiations fail or negotiations fail
The second party may An acceptance message is Phone B is picked up; no  Phone B is picked up; an
accept returned through the further signal is sent to acknowledgment message

messenger phone A is sent to phone A
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5.1.2 Additional Requirements

The analogy can be extended in several ways. How does A’s trade minister locate B
to initiate the session in the first place? This is the problem of locating the other
party to initiate a session. Furthermore, whereas country B would presumably never
change its location, SIP offers convenience to its users, and more challenges to itself,
by supporting location of users even if they move from time to time. Now, suppose
that ocean travel is not free, and that ocean shipping lanes are regulated in some
way. Can the traffic be made to pass through certain checkpoints (perhaps at some
islands in the ocean) along the way for accounting, billing, and other administrative
purposes? The analogous requirements are supported by SIP.

5.2 Fundamentals of SIP

Figure 5.2 shows a simple case of the use of SIP to initiate and terminate a session
between two IP phones (by IP phone, we mean a “phone” that can send and receive
multimedia traffic over IP* and that uses an IP-friendly protocol like SIP for manag-
ing the sessions). The initiating side invites the other side, with an INVITE request
message. Before the person accepts the call (e.g., by picking up the phone), a “180
Ringing” message is sent to indicate that “ringing” (or alerting) is ongoing. This
allows the calling side phone to provide ringback (ringing tones on the calling side to
indicate that the other party is currently being alerted). Note that the 180 Ringing
message is our first example of a provisional response in SIP. Provisional responses
are typically informative messages that do not require an acknowledgment because

IP phone IP phone
INVITE

IRinging
I 200 OK
Ring-back *’

< Media session (e.g., carried by RTP) >

p—
200 OK

Figure 5.2 A basic SIP-managed session.

2. Although perhaps limited, for instance, to voice traffic only.
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it is not essential that the other side receives them. The “180” is the numeric
response code.

When the called side accepts the call, a “200 OK” message is sent back. Unlike
the provisional responses like 180 Ringing, some responses are final responses that
require acknowledgment. The 200 OK message is a final response. The “200” is the
numeric response code. We will explain the difference between provisional and final
responses, and the various response codes in Section 5.3.2. For now, we note that
the 200 OK message responding to the INVITE means all is okay, and the session
initiation is complete. After the calling party receives the 200 OK, it acknowledges
receipt with an ACK message. Note that this exchange of three messages (INVITE,
200 OK, and ACK) is sometimes referred as the three-way handshake of SIP. All the
necessary session initiation information has been exchanged, so the two parties can
begin a multimedia session.

Finally, one party hangs up, and sends a BYE message to the other party. In the
example depicted in Figure 5.2, it so happens that the initiator of the session is also
the one that wants to end it. It could also be that it is the other party that sends the
BYE message. In either case, a 200 OK response is returned by the recipient of the
BYE message to indicate successful compliance with the request.

In going through the preceding example, some or all of the following questions
may come to mind, relating to how SIP handles requirements on functionality:

* How does the initiating party find the other party? Does it have to know the IP
address of the other party? The answer can be found in Sections 5.2.1 and
5.2.2.

* In a telephone call, both phones should have the same basic capabilities to
handle analog voice encoded on copper wire in the band 3 kHz and below.
There is no need to negotiate parameters. With voice and video over IP, each
of which uses a variety of different coders and decoders, the situation is
different. The two parties must have a way to agree on the media and the
coding schemes. Can SIP handle this? How? The answer can be found in
Section 5.2.3.

* In the example shown in Figure 5.2, the SIP signaling is totally end-to-end; in
other words, it goes directly between the two parties. Is this viable in a com-
mercial or even an enterprise setting? In a commercial setting, how can the
“network” keep track of customer usage to bill them accordingly? The answer
can be found in Section 5.2.1, in the proxies that will be introduced, and the
optional Record-Route field in the SIP header.

In order to provide a framework into which to put the occasional mention of
specific SIP headers (as we will do so in discussing various features), we illustrate
an example next. This is how the INVITE message header (of the INVITE message
in Figure 5.2) might look. As mentioned earlier, the header is text-based. Also,
there is a message body (not shown here) that uses SDP to specify session
parameters.
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I NVI TE si p: gandal f@otr.com SIP/ 2.0

Via: SIP/2.0/UDP hobbit. shire.org; branch=zl kj f dsl kg89Ug3
Max- Forwar ds: 70

From Frodo <sip:frodo@hire.org>;tag=5478921342

To: Gandal f <sip: gandal f @i ddl eeart h. or g>

Call -1 D: hl3f432fklj3@obbit.shire.org

CSeq: 1 INVITE

Contact: <sip:frodo@obbit.shire.org>

Subj ect: the ring

Cont ent - Type: application/sdp

Notice the first line contains the method name, in this case, INVITE. The other
lines contain header fields and their values. The meanings and uses of these and
other fields are briefly summarized in Table 5.2. Further details will be provided in
the discussions on SIP functionality in the rest of this chapter. A complete list of
header fields can be found in the SIP specification [1]. More detailed examples of
basic SIP call flows, including the SIP header and message details for each message,
can be found in Johnston et al. [2].

5.2.1 Locating Other SIP Users

In the traditional telephony world, when we call someone, we need to know that
person’s telephone number (not to mention prefixes like country codes and area
codes, or to obtain International Direct Dial services). For IP telephony, do we simi-
larly need to know the IP address of the machine used by the person we wish to call?
No, we don’t! SIP provides a naming scheme that is more human-friendly than IP

addresses. The format is: user@bost.

Table 5.2 Selected SIP Header Fields

Call-ID
Contact

Content-Type

CSeq
From
Max-Forwards

Record-Route
Requires

Route
Subject
To

Via

A unique ID for a call, related to a particular invitation.

This field has several uses. In the context of the INVITE message, it tells the other
party how to directly reach the initiating party in the future.

Describes the content type of the message body, which is typically application/sdp,
indicating that it contains session description parameters in the SDP format (to be
discussed later).

A sequence number that allows ordering of transactions in a dialog.

Contains the initiator of the request.

Like a TTL for SIP forwarding between proxies (proxies will be introduced later in
the chapter).

The use of this field will be introduced later in this chapter.

An optional field that indicates SIP extensions that the user agents (UAs; see Section
5.3) must understand to process the request.

Used to force routing of the request through a set of proxies (to be discussed later).
Subject of the call.

Specifies the recipient of the call.

Shows the path taken so far (if a request goes through multiple proxies, each will
add themselves to the header, by adding a Via header; so there will be multiple Via
headers). This allows all the signaling for a transaction to follow the same path. Will
be discussed later.



5.2 Fundamentals of SIP 77

As can be seen, the SIP naming scheme bears family resemblance to other IP-
style names, such as e-mail addresses (user@host). The “host” portion of the name
is often a domain. Whether it is a domain name or machine name, it is recom-
mended that the name be specified as a fully qualified domain name (FQDN),
although IP addresses are also acceptable. We note that as for e-mail addresses, SIP
includes user names and not just host names. This allows the desired party to be
specified more precisely than just to the level of the machine. In traditional teleph-
ony, in comparison, only the phone number is available. There is no concept of call-
ing a particular user at a phone number, but just a phone number, which really
refers to a phone line (of course, we know how to verbally ask for a particular per-
son when we dial a multiperson residence or office).

It may appear that using a human-friendly naming scheme, while more conven-
ient than numeric IP addresses, does not actually solve the problem of locating the
desired party, but only adds an extra database lookup (to find the IP address corre-
sponding to the host). However, there is a solution. The solution has two main
ideas:

* Two types of SIP network elements assist in delivering an INVITE message
from the sender to the desired recipient. These SIP network elements are the
SIP proxies’ and the redirect servers. A SIP proxy receives an INVITE message
(and possibly other SIP messages as well) and forwards it “nearer” to the des-
tination, perhaps directly to the destination itself, if it knows the correspond-
ing IP address. Since it is doing this on behalf of the initiating party, it is aptly
called a SIP proxy. Meanwhile, a redirect server will not forward SIP messages
as a SIP proxy would. However, it does something just as valuable. It returns a
redirection to another server or proxy that may be more knowledgeable about
finding the user. SIP proxies and redirect servers can be chained (an INVITE
message could go through multiples of each type before arriving at its destina-
tion) in any order and any number of times. The question arises: How do SIP
proxies and redirect servers know where to proxy forward or redirect a given
message? The second idea contains the key.

* SIP relies on the notion of a location service that provides SIP address bindings
for a particular domain. A SIP address binding is a mapping between an
address-of-record URI and one or more contact addresses. By providing
the bindings for a particular domain, we mean that the location service
provides SIP address bindings for anybody in that domain. Table 5.3 shows
an example of bindings available from a location service for the domain
must.edu.my. In this example, we suppose that itd.must.edu.my is a
subdomain of must.edu.my, such as a large department within a university,
and with its own location service for itd.must.edu.my. So we could imagine a

3. SIP proxies are also sometimes called proxy servers. However, we prefer to use the term “SIP proxy,” to
avoid confusion with the SIP UAS concept. On the other hand, a redirect server is properly called a redirect
server in the sense that it is a special case of a UAS.
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Table 5.3 Location Service Mappings Example

“Map From” URI “Map To” URI
dwong@must.edu.my dwong@itd.must.edu.my
temp@must.edu.my temp@mit.edu
somebody@must.edu.my somebody@192.168.1.41

SIP proxy for the must.edu.my domain receiving an INVITE for
sip:dwong@must.edu.my, obtaining the binding from the must.edu.my loca-
tion service, and forwarding the INVITE to the SIP proxy for itd.must.edu.my
as the next link in the chain. The second entry shows a case where the binding
for a user is actually outside the domain. SIP is flexible enough to handle this
kind of binding, allowing forwarding and mobility (to be discussed in more
detail later). The third entry is an instance of when the location service has the
actual IP address of a machine where the user is reachable.

We expand the call flow of Figure 5.2 in Figure 5.3, with the addition of two SIP
proxies. The calling SIP phone in this case does not know the current IP address of
the SIP phone it is calling, since it may know only the name of the other party.
Hence, the calling SIP phone requires help from one or more SIP proxies and redirect
servers. The figure illustrates a case in which the signaling goes through two proxy
servers. For example, the first proxy may be the one handling the domain of the SIP
user being called (e.g., must.edu.my), and the second may be a proxy at another
location where the user is currently located (e.g., mit.edu).

= - - =

SIP proxy SIP proxy
IP phone IP phone
INVITE
INVITE
INVITE
180 ringing
180 ringing  |le—— |
*ﬂ 200 OK Ringing
200 OK
]
:|: 200 OK
Ring-back
ACK
< Media session (e.g., carried by RTP) >
BYE
2000k L
A

Figure 5.3 Using SIP proxies.
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It can be observed that the INVITE message and responses to it all go through
both proxies, but that subsequent messages (from the ACK onwards) bypass the
proxies (shown on the figure by direct straight lines between the two end hosts).
This is because, after the initial INVITE transaction, both SIP phones know the IP
address of the other side, so they do not need to keep signaling through the proxies.
However, sometimes it is desirable that, for administrative purposes, some or all of
the proxies remain in the signaling path throughout the lifetime of the session. SIP
supports this feature as well, using a Record-Route field in the SIP header. Proxies
that want to remain in the signaling path during the session can add themselves to
the Record-Route field in the INVITE message header, and their request will be
honored. The Route field can be used in subsequent transactions to force routing
through those proxies. In commercial settings, this makes proxies a natural place to
collect billing records, and for other aspects of the sessions that the service provider
wishes to control. In Figure 5.3, we have not yet shown the location service. How-
ever, it can be seen later. SIP UAs can also be configured so they will always initiate
sessions through a particular proxy, regardless of whether they know how to con-
tact the other party directly. Such a proxy is called an outbound proxy, and can be
useful for control and administrative purposes.

The next example, shown in Figure 5.4, employs a redirect server. In this exam-
ple, the redirection is to a SIP proxy that forwards the INVITE to the desired desti-
nation. However, redirection could also be directly to the desired destination.
Unlike a proxy, a redirect server does not stay in the path of the signaling (not even
for the rest of the INVITE transaction). Furthermore, it is up to the recipient of the

=5 8

' Redirect server SIP proxy
IP Phone IP Phone
Invite
—onvite |
302 Redirectio
Invite
Invite
—vee
180 ringin
180 ringing R
| ingin
— | 200 OK 9ng
I 200 OK
I
.
Ring-back
ACK
< Media session (e.g., carried by RTP) >
BYE
200 OK
l——

Figure 5.4 Session initiation with redirection.
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redirect response to resend its request to the location provided by the redirection.
Since there are several types of redirects, they are distinguished by response codes.
The 302 Redirect is a “temporary” redirection, as compared to the 301 Redirection
that is “permanent.” Information provided in a permanent redirection should be
cached and used to update local address books. Note that proxies and redirect
servers are just logical roles, which means although they need not be implemented in
separate machines in the network, they are still logically distinct roles even if
implemented on the same machine. A person’s SIP phone may act as a proxy or redi-
rect server when that person wants to enable call forwarding to his or her current
location.

How does a location service know the correct address bindings for all SIP users
in its domain? Information may be entered into a database by a system administra-
tor, or some other provisioning process based on external knowledge may be used.
Another method is to use the SIP registration procedure with the REGISTER mes-
sage, as will be explained in Section 5.2.2.

Another benefit of separating the concepts of user and machines is to facilitate
the feature that allows a person to “move” from machine to machine. This idea of
personal mobility will be explored further in Chapter 6, as well as more general
mobility management solutions that allow machines that move to be contacted at
their new locations for services other than receiving SIP messages.

5.2.2 SIP Registration

SIP registration allows an SIP UA to keep a location service current regarding its loca-
tion. SIP registration requires a SIP registrar. Like the redirect server, the registrar is a
special user agent server (UAS) designed for a particular purpose—the registrar acts

' Registrar Location service Redirect server '

Registering party Calling party

REGISTER
—REGDIER

— (storage) |

INVITE

Quey)
- (esponse) |

302 Redirect

INVITE
| INVITE

Figure 5.5 Registration and location of a SIP UA.
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as a front end to the location service for updating the address bindings. The SIP
proxy can be thought of as a dual of the registrar, as it obtains address bindings from
the location service. Since the registrar and the proxy are merely logical roles, they
could be implemented in one element, which could also have a database with the
location service.

We illustrate the SIP registration procedure with an example, in Figure 5.5. In
the example, we show how a SIP UA registers its presence in a particular location,
and how this allows another SIP UA to find it to invite it to a session. In the call
flow, we show only up to the INVITE reaching the SIP UA, the rest of the call flow
being the regular flow. Also, by the proximity in time of the INVITE arriving at the
proxy soon after the registration data is stored with the location service, we do not
mean to imply that this data must necessarily be queried soon after the registration
data is stored. In fact, registration data is valid for as long as the value specified
in the “Expires” header in the REGISTER message. This may be as long as 136
years.

In the figure, the three logical roles of registrar, location service, and SIP proxy
are drawn separately for illustrative purposes, although they could also be imple-
mented in one machine. The SIP specifications mandate very little about the imple-
mentation of the location service: namely that there must be a registrar for a domain
that can read and write to and from the location service, and a proxy in the same
domain that can read from it. Therefore, we used generic messages to show its inter-
actions with the registrar and proxy.

5.2.3 Session Parameter Negotiation

Most of the information related to session initiation, management, and termina-
tion is contained in the SIP header. The notable exception is the session description
(the types of media and the encodings), which is carried in the body rather than in
the header. Typically, Session Description Protocol (SDP) is used. SDP was origi-
nally designed for announcements of multicast multimedia streaming sessions, but
is general enough to be usable with SIP with minor modifications. In Section 5.4,
we explain SDP further, as well as how SIP uses it to offer session negotiation
capabilities.

5.2.4 SIP for Telephony and PSTN Interworking

Obviously, SIP is not going to “take over the world” of voice telephony right away.
The PSTN will be around for a long time. The value of SIP will be greatly enhanced
if it can interwork with the PSTN so that SIP phones can make calls to PSTN phones
and vice versa. As we discussed in Chapter 1, it is very important to respect the
incumbent (the PSTN in this case), for otherwise the transition to a new technology
is difficult, even if the new technology is otherwise very attractive. Work on such
practical issues has been done in an IETF working group that studies applications of
SIP (the “sipping” working group, with sipping standing for Session Initiation Pro-
posal Investigation) [3, 4].



82 Session Initiation Protocol (SIP)

5.3 Digging Deeper

SIP employs a client-server architecture, where the roles of a client or of a server are
neither permanent nor necessarily played by different network elements. In fact, the
IP phones at the two ends in Figure 5.2 would each most likely be able to play both
client and server roles as needed. They would contain software with SIP UA func-
tionality. A SIP UA has both user agent server (UAS) and user agent client (UAC)
functionality, so it can act as a UAS or as a UAC as necessary. For example, in the
first transaction, where one phone invited the other to the session, the UA in the
inviting party acts as UAC and the UA in the recipient of the INVITE message acts as
a UAS.

Other than the client and server roles that UAs play, SIP also involves proxies
and redirect servers. We note that these are also logical roles and any given network
element is not constrained to assuming just one of these roles. Similarly, the SIP reg-
istrar is also a logical role.

SIP uses only two types of messages, namely, requests and responses. Requests
are messages from clients to servers, and responses are messages from server to cli-
ent. In fact, since SIP was designed to have a very HTTP-like syntax, the SIP requests
and responses borrow much of the syntax of HTTP requests and responses. For
example, the request messages for both protocols start with “Request-Line” and the
response messages with “Status-Line.” Response codes are put on the status line of
both protocols. HTTP has five classes of response codes; SIP has practically the same
five classes (with the same numbering), plus an additional class (the 600 series).
Requests and responses will be discussed in more detail in Sections 5.3.1 and 5.3.2,
respectively.

The reader may have noticed that we have talked about SIP transactions, such as
the INVITE transaction, without defining a transaction. A SIP transaction is an
exchange of messages between a client and a server beginning from the first request
that the client sends and ending with the final response (in contrast to a provisional
response; see Section 5.3.2) that the server sends. In the special case of an INVITE
transaction, the transaction may or may not include the entire three-way handshake.
If the final response to the INVITE is a 200-series response (see Section 5.3.2), the
ACK is considered a separate transaction. Otherwise, the ACK is included in the
same transaction.

How do SIP UAs maintain the concept of a session? For example, after a session
is established, if a BYE message is subsequently sent, how does the recipient of the
BYE message know which session the BYE is intended for? We need another con-
cept, the SIP dialog. A dialog is a temporary peer-to-peer relationship between two
SIP UAs. Its former name (used in earlier stages of the development of SIP) is call leg.
A dialog is identified by a dialog ID, where the dialog ID comprises the Call ID, a
local tag, and a remote tag. The local tag is the tag in the From header field, and the
remote tag is the tag in the To header field. The local and remote tags are reversed at
the other side.
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5.3.1 Requests

SIP requests are sent from a SIP client to a SIP server and are meant to invoke an
operation on the server. Six requests are defined in the base SIP specification,
namely, the six methods REGISTER, INVITE, ACK, CANCEL, BYE, and
OPTIONS. The method relates to the operation that a request message is meant to
invoke on the server. The base methods are the following;:

* REGISTER: as part of registration procedure;

* INVITE: as part of session initiation procedure;

* ACK: as part of session initiation procedure;

* CANCEL: as part of session initiation procedure;
* BYE: as part of session termination procedure;

* OPTIONS: as part of capability querying.

We have seen four of these methods so far, with CANCEL and OPTIONS
remaining.

Traditional telephony uses the notion of hanging up a call. We have seen how
BYE can be sent analogously to terminate a SIP session. However, the notion of
hanging up extends also to the time before the circuits are all established. In the SIP
case, this would be the time before the INVITE transaction is completed. How can
we indicate a desire not to proceed after sending the INVITE but before receiving a
final response to it? The CANCEL method, which can be used to cancel an INVITE
transaction, is the solution. In fact, the CANCEL method can be used by a UAC to
cancel any request previously issued by the UAC, by requesting that the destination
UAS stop processing the previous request and respond to it with an error response.
However, CANCEL is only effective when a final response has not yet been issued
to the previous request. In practice, therefore, CANCEL is most useful to cancel
INVITE transactions, since the UAS may take a long time to issue a final response
(the UAS must wait for the other side to “pick up the phone”). Figure 5.6 shows an
example of the use of the CANCEL message.

Sometimes, having a query mechanism is helpful, to discover capabilities of a
UA or proxy without needing to invite that machine to a session. The PSTN world
has no good analog for this, as the PSTN does not have a range of coders and other
options to choose from. However, in IP telephony, there is a range of coders, sup-
ported methods (beyond the basic six), and extensions. The OPTIONS method
allows for such querying. For example, a UA may want to query another UA or a
proxy on whether it supports certain SIP extensions, rather than waiting to send an
INVITE that requires a certain SIP extension that may not be supported.

5.3.2 Responses

SIP response messages are responses from UA servers to UA clients. They provide
information to the requesting UACs on how the response has been, or is being,
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Figure 5.6 Use of the CANCEL method to cancel an INVITE.

handled. All SIP responses provide a status code and a reason phrase. The status
code is a three-digit integer that has a unique meaning and must be processed by the
UAC. The reason phrase is a more human friendly explanation, and need not be
even processed by the UAC (the UAS need not even follow the recommended word-
ing corresponding to a particular response code; it may choose to put the reason
phrase in another human language, if it thinks that may be more convenient for the
other side). Thus, for example, in the 200 OK response, the response code is 200,
and OK is the reason phrase. In the 180 Ringing response, the response code is 180,
and Ringing is the reason phrase.

All SIP responses fall into six categories. The response code’s first digit indicates
the category of a particular response. The categories of responses are:

* 100 class: Provisional responses, given when a request has been received and is
still being processed, but in the meantime the UAS wishes to let the UAC know
the request has been received. Provisional responses are also known as infor-
mational responses. They are supposed to be sent if the processing in the server
is expected to take over 200 ms to complete. Otherwise, the UAC may unnec-
essarily retransmit its request. 180 Ringing is an example of this class of
response. If while locating the called party, a proxy is consulting a location
service or doing something else that takes time, it could issue a 100 Trying
response to stop retransmissions. In addition to 180 Ringing, the 183 Session
Progress could be used to convey other information related to the call
processing.

* 200 class: Success cases, given when the request is successfully received and
processed. 200 OK is an example of this class of response. It is currently the
only 200 class response defined.
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* 300 class: Redirection, given when the UAC needs to take further action, such
as to send to another address, to complete the request. 302 Temporary Redi-
rect is an example of this class of response.

* 400 class: Client error response, given when the request is invalid or cannot be
satisfied at the server (but not because of a server error), as interpreted by the
server, such as the case of a syntax error. An example of this response class is
the 487 Request Terminated. Given in response to a CANCEL request subse-
quent to an INVITE, it is a case when the INVITE cannot be satisfied, but not
because of a server error. The 400 Bad Request response is given when
there is a syntax error in the request. Responses such as 401 Unauthor-
ized, 403 Forbidden, and 404 Not Found, with which the user may be
familiar from Web browsing (responses to HTTP requests), may also be
returned.

* 500 class: Server error response, given after the server fails to satisfy a request,
although the request appears valid.

* 600 class: Global failure response, meaning that the request cannot be satis-
fied by any server.

5.3.3 More on SIP Proxies

As mentioned earlier, the SIP proxies are network elements that consult a location
service and forward requests. They pass responses back to the UAC that made the
original request. For the duration of a transaction, the proxies involved in forward-
ing the original request will continue to be in the signaling path. The proxies do not
have to remain in the signaling path for subsequent transactions in the dialog, but
they can demand to be in the path, by using the Record-Route header, as explained
earlier. The reader may have wondered how the responses know which proxies
were involved in forwarding the request. Indeed, if the proxies simply forward the
requests untouched, there is no way the UAS at the called party would know which
proxies the request has traversed. Therefore, the proxy adds a Via header to the SIP
header, with itself in the added header.

There are two kinds of SIP proxies, the stateful and the stateless. Stateful prox-
ies keep the transaction state for all incoming requests. They also keep the transac-
tion state for all requests generated by the proxy due to processing the incoming
requests. In contrast, stateless proxies do not keep the transaction state for any
transactions. They merely forward requests along, without making any associations
between the two (since they discard information about packets after they finish
processing and forwarding them).

Forking is a feature where a proxy can “try” multiple locations, perhaps
because it obtains multiple addresses for a SIP UA from a location service. For
example, if an INVITE comes in, a proxy could fork it to several locations with the
hope that at least one is valid and appropriate for the SIP UA being searched for. A
proxy must be stateful in order to support forking.
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5.4 SDP, Parameter, and QoS Negotiations

SIP INVITE messages are typically sent with message bodies that describe various
session-related parameters. SIP does not specify the format of its message bodies.
Typically, these message bodies are formatted according to the SDP, which is funda-
mentally a format for conveying session description information, and information
on real-time multimedia sessions in particular.

5.4.1 SDP Design Philosophy

SDP fits in very nicely with the piecewise, modular approach to the design of
Internet protocols. The designers wisely do not tie it to a specific means of convey-
ance. Hence, SDP can be carried by a variety of protocols for a range of purposes.
For example, it can support the advertising of multimedia conferences on the
multicast backbone (mbone) using the session announcement protocol (SAP [5]). It
can also be carried by e-mail with MIME extensions. Of course, it can be used by
SIP as well.

We could think of SDP as a language for describing real-time multimedia ses-
sions. However, the language can be communicated in various ways, including spo-
ken, hand-written, and printed.

5.4.2 Using SDP with SIP

Interestingly, SDP itself “is not intended to support negotiation of session content or
media encodings” [6]. However, the SIP session initiation model requires these capa-
bilities. One of the attractions of the SIP model is that two parties who know very lit-
tle about each other can negotiate a mutually agreeable set of encodings from the
subset of coders that they have in common.

Since SDP describes session content and media encodings very well, what is
needed to use it to support negotiation of session content and media encodings is
simply a model for offering a description of a desired session from one party (possi-
bly including lists of alternative encodings), and for the other party to answer with
its own description of the desired session. This offer/answer model is usable as the
basis of negotiations. In fact, such an offer/answer model does exist, and is refer-
enced by the SIP RFC as the model to use with SIP [7].

When used with SIP as part of an offer/answer exchange, the SDP message is
contained in the SIP message body, after the header. It is a valid SDP message as
defined in RFC 2327 with a number of minor exceptions that are documented in
RFC 3264 [6, 7]. For example, the initial offer contained in an INVITE message may
look like this:

v=0

o=frodo 1234561234 1234561234 | N | P4 hobbit.shire.org
S=-

c=IN IP4 172.1.22.100

t=0 0
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mFaudi o 7000 RTP/ AVP 0
a=rt pmap: 0 PCMJ 8000

We examine the most significant lines. One line contains the connection infor-
mation, which includes the IP address of the initiating party. For each media line in
the SDP message, the media type (e.g., video or audio), port number, transport pro-
tocol, and media formats are specified. Typically, “RTP/AVP” is specified as the
transport protocol, and then the media type is a profile number selecting from the
profiles specified in RFC 1890 [8]. Note that the offer does not specify the port
numbers of the RTP and RTCP packets it will send, but only at which it desires to
receive packets.

5.5 SIP in Wireless Networks

SIP is not meant to be used only in wired networks—it can also be used in wireless
networks. As such, it includes capabilities to handle mobility management [9], as
will be explained in Chapter 6. It can work together with lower-layer mobility pro-
tocols like Mobile IP or GPRS, an example being the mobility management for IMS
subscribers that we will see in Chapter 12, or SIP can handle mobility management
by itself.

Additionally, bandwidth is a scarcer resource in wireless links than in wired
links. Because they are text-based, SIP messages (including the text-based SDP mes-
sages) may be hundreds to thousands of bytes long. Clearly, text-based messages
can be compressed for purposes of bandwidth efficiency. A general way to compress
application protocol generated messages (e.g., SIP-generated messages) has been
specified, where decompression can be performed by a universal decompressor vir-
tual machine (UDVM) that can decompress messages that have been compressed by
various popular compressors [10]. Using this approach, one way to compress mes-
sages is by using a static dictionary to translate well-known strings appearing in
most SIP and SDP messages into more bandwidth-efficient sequences of bytes. Such
a dictionary has also been specified [11]. Work is in progress on a signaling mecha-
nism to signal when SIP compression is desired, by the use of a new parameter,
“comp=sigcomp” in the SIP header [12].

5.6 Summary

While transport aspects of multimedia traffic over IP are a hot area of research,
another equally important area is the signaling for initiating and maintaining multi-
media sessions. The use of SIP signaling for setting up multimedia sessions is dis-
cussed in this chapter. We discuss the requirements for session initiation and how
SIP meets the requirements. The fundamentals of SIP, including how other users are
located, how and why registration is done, and the negotiation of session
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parameters, are explained. We examine SIP requests, replies, and proxies, and how
SIP is implemented in a client/server manner, including as a text-based protocol.
Since SIP is a text-based protocol, it may need to be compressed for use over
bandwidth-scarce wireless links. References are made to some of the recent work on
SIP compression.
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Appendix 5A Notation

In this chapter, and in this book, we use the following notational conventions.

All SIP messages are spelled out completely in capital letters, whereas provi-
sional responses only have their first letter capitalized. This follows the convention
in the SIP RFC [1].

5A.1 ISUP Signaling

In circuit-switched systems like traditional phone systems, signaling is required to
set up the circuit segments between the switches (the end-to-end circuit is the
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4.

concatenation of the circuit segments). The main standard for signaling in modern*
traditional telephony is SS7. SS7 uses a dedicated network for signaling, separate
from the voice-bearing trunks between the switches. This signaling network is
designed to be highly reliable and robust, with built-in redundancy of both the
nodes and the links.

The SS7 standard includes a multilayered suite of protocols. The session-related
signaling of interest is handled by the ISDN user part (ISUP) protocol [13] that uses
either the underlying message transfer part level 3 (MTP3) or signaling connection
control part (SCCP) for transport. Although the name might appear to imply that
ISUP is only for ISDN calls, ISUP is in practice used for call setup and call tear-down
in the telephone network, whether for ISDN or non-ISDN calls. In particular, it is
used for the setup, management, and tear-down or release of trunk circuits (circuit
segments of the end-to-end circuit) between switches. Since ISUP sets up trunk cir-
cuits between switches, it is not used when the calling and called parties use the same
switch (since there is no interswitch segment in this case).

Figure 5A.1 illustrates the basic ISUP signaling. ISUP signaling is only between
switches, so the ISUP messages (e.g., [AM, ACM) do not extend to the phones on

/Originating switch Terminating switch
Calling party Called party
. %ﬂ IAM
Off-hook, dial > Incoming call
ACM ACM 2
‘_/._
~ — | = Off-hook, answer
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& I ANM
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Figure 5A.1 [ISUP signaling.

There are older telephone switches that use other signaling schemes, some of which are of the in-band type,
i.e., the same lines are used for signaling as for carrying the voice circuits. SS7 uses out-of-band signaling,
where a separate, dedicated network is used for signaling.
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either side. Instead, we indicate related events at the two phones by descriptive text,
such as “Off-hook, dial” to indicate that somebody picks up a phone and dials a
number. The initial address message (IAM) is generated by the closest switch to the
calling party. We call this switch the originating switch. The IAM is analogous to the
SIP INVITE message. It goes through one or more switches to reach the called party.
The rest of the signaling will also go through the same set of switches, as the circuit
connections are established between these switches. After the IAM arrives at the
closest switch to the called party (a switch we will call the destination switch), the
switch returns an address complete message (ACM) to indicate that addressing has
been completed, which means a path has been found to the called party. As the ACM
propagates back to the originating switch, one-way circuit establishments are com-
pleted, so that ring-back can be played from the destination switch to the calling
party. The ring-back is played while the destination switch attempts to alert the
called party. The ACM is analogous to the SIP 180 Ringing message.

When the called party answers the call, the destination switch sends an answer
message (ANM) back to the originating switch. As the ANM propagates through
the switches, the previously setup one-way circuits are modified to allow two-way
traffic. The ANM is analogous to the SIP 200 OK message. Because of reliability
mechanisms in SS7, there is no need for something analogous to a SIP ACK message.

Despite the similarities to the SIP signaling, there are some interesting
differences between the sessions set up by ISUP signaling and those set up by SIP. In
this case, actual voice circuits are set up between the switches, where dedicated
resources are set aside for the 64-Kbps PCM-encoded voice. Also, the voice path will
go through the same switches that the ISUP signaling goes through. With SIP on the
other hand, no actual voice circuits are set up.® Instead, UDP ports on both sides,
session parameters, and media encodings are agreed upon between the two ends,
and packetized voice can flow directly between them.

When we look at QoS for IP networks, we will see that some of the techniques involve resource reservation
(e.g., bandwidth reservation) so that the quality can be somewhat akin to that of actual circuits.
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Wireless is about freedom of movement. Managing the mobility of users is therefore
one of the key technical challenges of wireless IP research. It would seem that a user
should be able obtain some IP services no matter where the user is located. For
example, you would like to be able to take your laptop with you to places other than
where you normally use it, and still be able to obtain some IP services, even if not as
rich a set of services as you might be used to.

One can divide the problem into two parts. First, there is the issue of selecting an
appropriate point of attachment to the network and establishing the link through
that attachment point. Second, after the low-level link has been established, higher-
level services (such as network services like IP routing, transport layer services like
TCP connections, and higher-layer concepts like SIP-based multimedia sessions)
need to be made accessible at the new attachment point. When selecting an appro-
priate point of attachment to the network, various factors are typically considered,
like signal strength of the alternative choices (whether they be base stations of cellu-
lar systems, or access points of WLAN). Many algorithms have been proposed, but
this selection and the link establishment are mostly radio issues below the network
layer and beyond the scope of this book [1, 2], although we have briefly introduced
some of the ideas like soft handoff in Chapter 3. In this chapter, we instead focus
more on the second subproblem, describing protocols such as Mobile IP to make IP
routing work in the presence of mobility. The main ideas include registration of the
location of the mobile node and mechanisms to route traffic to the correct location.
We note, though, that recently cross-layer techniques are being studied, especially in
the context of reducing handoff latency. We discuss these ideas in Section 6.4.

We might expect that switching between network attachment points would
need to involve network-layer protocols. However, in some cases, link-layer proto-
cols can handle some “local mobility” transparently to the higher layers, as we will
discuss in Section 6.2.3. There are cases where existing services are being utilized at
a previous attachment point, and these services need to be smoothly transferred to
the new attachment points. This is the handoff problem, because connectivity and
services need to be carefully and properly handed off between attachment points. In
Section 6.2.1, we will contrast this with the less-challenging (but still interesting and
important) problem of location management, where the network just needs to
ensure the mobile node can be located in order to utilize services, such as to start a
new SIP session.
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6.1 A Network-Level Solution;: Mobile IP

One of the earliest mobility management protocols proposed was a protocol called
Mobile IP. Despite some drawbacks, Mobile IP has stood the test of time and is well
established today. It is a standard feature included in routers and is deployed in
c¢dma2000 networks.

6.1.1 The Problem Addressed

We take postal mail delivery as an analogy. Most people have a home address that
uniquely identifies a location, such as a residence or a post office box. When they
move and obtain a new address in the new location, they would like their mail to
reach them at the new location.

The problem addressed by Mobile IP is similar. Most machines on the Internet
have an IP address that uniquely identifies a location, in the sense of a certain subnet
region of the whole network. When machines move and obtain a new address in the
new location, they would like IP packets addressed to them to reach them at the new
location. We refer to such nodes that move as mobile hosts (MH). Note that Mobile
IP is not specified only for wireless nodes, but can be used by nonwireless nodes too.
For example, a laptop that is brought around to different locations could take
advantage of the services provided by Mobile IP. Nevertheless, Mobile IP is most
useful for wireless nodes.

6.1.2 Mobile IP

We first continue the postal-mail analogy to provide an overview of the Mobile IP
solution. We then revisit Mobile IP in more detail and follow with a qualitative
assessment.

6.1.2.1 Overview by Analogy

Suppose Jane moves from her apartment in New York to a house in Singapore. Peo-
ple who send her mail but who do not know her new address will send the mail to
her New York address. Therefore, Jane sets up mail forwarding with her local post
office in New York to forward her mail to Singapore. Thus, whenever a piece of mail
for Jane arrives at the post office in New York, a postal worker places the unopened
envelope inside another, slightly bigger envelope. The destination address on the
new envelope is the address in Singapore. When the piece of mail arrives at the Sin-
gapore address, Jane’s secretary opens it, takes the original envelope out of the outer
envelope, and hands it to Jane. In the other direction, on the other hand, mail from
Jane to her friends can go directly to them from Singapore without needing to go
through New York.

Mobile IP works in an analogous way; we will overview the Mobile IP! solution
here to highlight its similarities to the postal-mail analogy, and then provide more

1. There s also a version of Mobile IP for IPv6. In this chapter, we discuss the original Mobile IP protocol and
leave Mobile IP for IPv6 to Chapter 9 when we consider IPvé.
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details in Section 6.1.2.2. Suppose an MH moves from its home network to a for-
eign network, as shown in Figure 6.1 (the analogous movement of Jane from New
York to Singapore is shown in Figure 6.2). Other machines, also known as corre-
spondent hosts (CHs), that are sending packets to the MH will direct the packets to
its home network address. So, the MH sets up packet forwarding from its home net-
work to a new address in the foreign network. The process of setting up the packet
forwarding is known as registration. A home agent (HA) in the home network
agrees to intercept packets addressed to the home address of the MH, and to for-
ward such packets to the foreign network. The packets are forwarded by encapsu-
lating them in new packets addressed to the foreign network address (see Figure 6.3
for an example of one such encapsulation scheme, namely, IP-in-IP encapsulation).
When the packet arrives at the foreign network, another mobility agent, a foreign
agent (FA), unencapsulates (unencapsulation is also known as decapsulation) the
original packet and hands it to the MH. In the other direction, packets from the MH
can go directly to CHs without needing to go through the home network of the MH.
This operation of mobile IP is illustrated in Figure 6.4.

Foreign
CH subnet

IP-based network @

Home
Suwé_/v MH

Figure 6.1 Moving to a different network.
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Figure 6.2 Analogy for moving to a different network.



94

Mobility Management

Original packet
gl packe

Header

CH.IP, MH.IP e

New header
HA.IP, MH.COA.IP

Figure 6.3 IP-in-IP encapsulation.

/
/
/
/
IP-based network N //
< {0\ FA <MH.IP, CH.IP>
e —
~ <MH.IP, CH.IP> P ~ \
<~
—— - >
~ -
<CH.IP, MH.IP> MH
Home (O Foreign/visited
subnet | . N network
A
AN
Home = \\
network HA | A

Figure 6.4 The Mobile IP solution, with FA.

6.1.2.2 A More Detailed Look

As discussed in Chapter 2, the Internet uses a hierarchical addressing and routing
scheme, instead of putting specific routing information on each individual valid IP
address in every router (an alternative that is clearly not scalable). The hierarchical
addressing and routing scheme is based on a way of thinking of IP addresses as being
concatenations of a network prefix with a host address, and distribution of chunks
of contiguous IP addresses to organizations, where these IP addresses would have
the same network prefix. This allows the very convenient trick of routing to a net-
work—each router in the Internet backbone need only have one entry in its routing
table for that entire network. All packets addressed to an IP address with that net-
work prefix are then conveniently routed using that one entry. However, this notion
has the unfortunate side effect of tying IP addresses to locations—all packets des-
tined to an IP address will be routed to a particular network, due to the hierarchical
routing scheme. We call this network the home network for the IP address. If that IP
address is the “permanent” address of an MH, we can speak synonymously of the
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home network for that IP address as the home network of the MH as well. We call
that IP address the home address, to differentiate it from any temporary address the
MH may pick up in a foreign network. A foreign network would be any other net-
work an MH could find itself in, that being where packets routed to its home
address would normally not be sent.

The problem that Mobile IP addresses is that of packets arriving at an MH’s
home network while it is roaming, away from its home network in a foreign net-
work. The challenge is how to arrange for these packets to be delivered to the MH in
the foreign network, while constraining the solution to, first, not require changes to
the existing Internet routers and the addressing/routing scheme and, second, not
require changes in the CH. These constraints are very important because otherwise
implementation of the solution would be quite impractical. With the constraints in
place, the solution could be gradually implemented without affecting existing func-
tionality, as has turned out to be the case. Mobile IP can be thought of as an overlay
solution over the existing IP, rather than a redesign or extension of IP that might not
satisfy the two design constraints.

Since the solution could not require changes in CHs, or changes in the existing
Internet addressing/routing scheme, it has to deal with packets for the MH arriving
at its home network regardless of whether the MH is roaming or not. When the MH
is at home, Mobile IP does not interfere. However, when it is roaming somewhere, a
mobility agent in the home network, the HA, intercepts the packets on behalf of the
MH. It may need to use mechanisms like “proxy ARPing,” depending on the physi-
cal- and link-layer technologies used in the home network [3]. This interception of
packets is analogous to a friend picking up your bags from an airport baggage claim
belt when you are unavailable to do it yourself. Otherwise, the packets would be
unclaimed and lost. The next step is to deliver each intercepted packet to the MH at
the foreign network. The HA uses the foreign network address for this purpose, and
the foreign address is known as the care-of address (COA). This address is obtained
through Mobile IP registration (we will discuss registration further in a few para-
graphs). Given the constraints we mentioned, the solution needs to make use of the
existing IP routing scheme to effect this delivery. It might appear that the most con-
venient way to do this is to replace the IP header of the original IP packet with a new
IP header using the HA address as the source address and the COA as the destina-
tion address. However, this solution is problematic because the original IP header is
lost and cannot be completely reconstructed. Therefore, the HA instead could put
the entire original IP packet into a new packet with a new header using the HA
address as the source address and the COA as the destination address. Indeed, this
will work, and is known, not surprisingly, as IP-in-IP encapsulation: the original IP
packet is encapsulated in a new IP packet. Other encapsulation schemes are also
possible, the only requirement being that the original packet can be completely
reconstructed at the destination. Minimal encapsulation adds only a minimal 8 to
12 bytes to the original packet.

The encapsulated packet will be routed to the foreign network by normal IP
routing. There are two possibilities for the COA: It can either be the address of a FA
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in the foreign network, or it can be a colocated COA that the MH has acquired in the
foreign network through other means [e.g., using Dynamic Host Configuration Pro-
tocol (DHCP)]. If the COA is a colocated COA, the MH will perform the unencap-
sulation itself, and the operation of Mobile IP in this case is shown in Figure 6.5
(which can be compared with the case with FAs, as seen already in Figure 6.4). If the
COA is instead the address of an FA, the FA will unencapsulate the packet, remov-
ing the outer header and taking the original, inner packet out. It would then deliver
the packet to the MH. Note that this delivery should be a link-layer delivery, mean-
ing that IP routing cannot be used to deliver the packet, or else the packet would be
routed back to the home network of the MH (since the destination address is the
home address of the MH). Similarly, in the postal-forwarding example, Jane’s secre-
tary should hand the original envelope to Jane in person, rather than dropping it in a
mailbox (here the analogy is somewhat imperfect—in the postal case, the letter
would not be delivered back to New York, because a used stamp is attached).

So we have seen that Mobile IP basically operates by tunneling packets from a
MH’s home network to the foreign network where the MH is currently located; the
HA is the forwarding agent. But how does the forwarding get set up in the first place,
and how is it updated when the MH moves so that the HA can keep forwarding to
the current location of the MH? The answer is the registration process. We first con-
sider the case when FAs are used, as shown in Figure 6.6. When the MH moves into a
new network, it may detect that through a variety of means, including internal mes-
sages from L2, or receiving an agent advertisement message from a new FA (message
2 in the diagram). The MH could also optionally broadcast an agent solicitation mes-
sage (message 1 in the diagram) to hasten the receipt of an agent advertisement mes-
sage. The MH learns the FA IP address through the agent advertisement. It sends a
Mobile IP registration request message to its HA (message 4), relayed through the FA
(message 3). The registration request contains the FA IP address as the COA of the
MH. If all is in order, the HA returns a positive response (messages 5 and 6). Why
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Figure 6.5 The Mobile IP solution, with colocated COA.
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might all not be in order? Perhaps because of an authentication failure (the registra-
tion request contains authentication information from the MH), as elaborated in
Chapter 8. Now, in the case of colocated COAs, as shown in Figure 6.7, the MH first
obtains a COA in the foreign network through some other means, such as through
DHCP. It then registers directly with its HA (messages 2 and 3).

Although we at first focused on the problem of an MH moving from its home
network to a foreign network, Mobile IP is equally applicable in the case of moving
from one foreign network to another. The signaling protocol for the registration is
the same whether the MH was last at its home network or a foreign network. Simi-
larly, the operational details after the registration are the same: Packets are tunneled
to the appropriate foreign network. Of course, there may be some software differ-
ences in the handling of the two cases in the HA and the MH. For example, in the
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Figure 6.6 Mobile IP registration (through FA).
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Figure 6.7 Mobile IP registration (with colocated COA).
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HA, in the former situation it would have to “turn on” packet forwarding for the
MH, creating an entry in an internal table for the binding of its home address to its
COA. In the move between foreign networks, it may be more of a question of updat-
ing the existing entry in that binding table. Nevertheless, the communication proto-
cols for handling the home-to-foreign and foreign-to-foreign moves, as specified by
Mobile IP, are the same in both cases. Hence, typically, and correctly, the two cases
are not distinguished in theoretical discussions of Mobile IP, but are distinguished in
discussions on implementation.

6.1.2.3 Assessment of Mobile IP

The biggest highlight of the Mobile IP solution is that CHs need not be modified to
support mobility. All the functionality to support mobility is in the home network of
the MH (in the HA), in the MH, and possibly in the foreign networks to which it
roams (if FAs are used). Any ordinary Internet host can be a CH. Mobile IP does not
require that a CH have additional functionality to support MH mobility, or that it
needs to be aware even that it is talking to a mobile node. This allows practical,
gradual deployment of Mobile IP; even if at first only a small number of hosts sup-
port Mobile IP, the protocol allows them to communicate with the millions of
unchanged potential CHs out in the network.

In keeping with modular design principles, even in hosts like the MH where
changes in functionality are required, Mobile IP minimizes the impact of mobility on
the transport layer and above. This notion has often been expressed as that Mobile
IP is transparent to higher layers. It is right in the sense that this means the higher
layers do not “see” the mobility because they are only aware of the home address of
the MH and the address of the CH, and not aware of the COA and tunneling that
goes on beneath. However, care should be taken not to stretch the notion of trans-
parency to mean that the upper layers are always completely oblivious to the mobil-
ity handling beneath. In fact, delay-sensitive applications may be impacted by
handoff latency and may need to adjust buffer sizes, as well as other elements, to
deal with it.

Mobile IP can be thought of as an overlay on an IP-based network. It does not
change IP itself, but makes use of normal IP routing mechanisms, with some crafty
fashioning of IP headers, to route packets to the desired locations. This is why all the
intermediate routers can be used without needing to be aware of Mobile IP (one
exception is firewalls, which will be discussed shortly), which is an advantage of
Mobile IP. On the other hand, the overlay design results in some disadvantages.
Since the CH and intermediate routers are unaware of Mobile IP, Mobile IP resorts
to a triangular routing scheme through the HA. Sometimes, this triangular routing
can be very inefficient, for instance, if the MH and CH are very close to each other
while the HA is on the other side of the world.

While the triangular routing can be a very inefficient use of network resources at
times, a more serious problem is handoff latency. Handoff latency refers to the time
it takes to complete a handoff, during which packets can be lost because they are not
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yet routed to the new point of attachment. Many enhancements and modifications
to Mobile IP have been proposed to address this issue, as we will see in this chapter.
Some of these enhancements and modifications help address some of the other
weaknesses of Mobile IP.

These other weaknesses of Mobile IP include:

* A single point of failure: If the HA fails, all the MHs it supports become
unreachable. Since the failure of only a single node can bring such grief, this
node can be described as a “single point of failure,” a term from the literature
of system reliability and robustness.

* Problems with firewall traversal: A firewall in the foreign network may per-
form egress filtering, whereby it drops packets being sent out of the foreign
network with a source address that is not part of the foreign network. Since
packets from the MH are sent with the home address as source address, these
will be dropped.

* Encapsulation overhead: Tunneling from the home to foreign network
involves encapsulation that adds at least 8 to 12 bytes of overhead; this gets
significant as packets get smaller.

* Signaling overbead: Each time an MH moves into a new foreign network, and
also periodically (re-registration), it needs to register with its HA. This over-
head is particularly wasteful if the MH is idle for a long period of time but
moving frequently during that time.

A large body of work deals with the handoff latency problem. This work will be
discussed in Section 6.4. As side effects, signaling and encapsulation overheads are
also reduced by some of the proposed modifications and enhancements to Mobile IP
that would be presented. Meanwhile, an attempt to deal with the triangular routing
problem will be explained in Section 6.1.2.4. Firewall traversal issues can be han-

dled through solutions, such as “reverse tunneling,” that will not be covered in this
book.

6.1.2.4 Route Optimization

To reduce the occurrence of triangular routing, it has been proposed that MHs send
a binding update message to all known CHs whenever handoff occurs [4]. The bind-
ing update will provide CHs with the new COA of the MH. The CHs then have to
option to tunnel packets directly to the foreign network (using the COA), without
needing to go through the home network. Regular Mobile IP registration continues,
so if there are packets from any CHs that do not know the new COA of the MH, the
HA can tunnel them as usual. One example is new CHs wanting to initiate a session,
that have not received a binding update from the MH. Another example is CHs that
do not implement the additional functionality required in CHs for route optimiza-
tion to work. In both these cases, packets will be forwarded by the HA as in tradi-
tional Mobile IP. Route optimization is shown in Figure 6.8.
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Figure 6.8 Mobile IP with route optimization.

The route optimization proposals for Mobile IP have traditionally been accom-
panied by a proposal for a scheme to reduce the number of dropped packets during
handoff. We will discuss this scheme in Section 6.4.6.

6.2 Mobility Concepts
6.2.1 Location Management and Handoffs

One of the earliest distinctions between mobility problems is the distinction between
location management and handoff management. Even back with the first generation
of cellular systems, people noticed that it was one thing to keep track of subscribers
while they were not in a call and another to keep track of subscribers while they were
in a call.

The main reason for keeping track of idle subscribers (subscribers who are not in
a call) is to be able to initiate a call with them, for an incoming call. Tracking a
mobile subscriber can be performed at different levels of precision. As explained in
Chapter 3, it may be better not to keep track of idle subscribers at the level of a cell,
but rather at the level of a location area covering multiple cells, in order to save on
radio resources. To contact these subscribers, for instance, to respond to an incom-
ing call, paging is then required. Compared with handoff, updating of the location is
not highly time critical, because a slight delay in updating of the location may not be
noticeable, given the delay that people expect in call setup.



6.2 Mobility Concepts 101

The handoff management problem involves keeping track of subscribers who
are in an active call, as they move from BS to BS. Compared with location manage-
ment, handoff management requires more careful, timely treatment, because a ses-
sion is active during the handoff, and even small delays can be irritating to the
subscribers.

The distinction between the two situations is not merely academic but is useful
for deriving two sets of requirements for the two situations. In general, location man-
agement is easier, has looser constraints, and consumes fewer resources than handoff
management. Therefore, wherever possible, it is better to perform location manage-
ment than handoff management. However, we need to take care that we do handoff
management rather than location management in situations where it is required, to
avoid unnecessary increases in session interruption times during handoffs.

The reader may, in considering the last few sentences, wonder whether there
really is an issue deciding between location management and handoff management
or if it is not a clear-cut decision, based on whether a session is ongoing. Indeed, for
voice communications, the answer is clear. However, things are not so simple when
data communication is considered. How do we decide when there is an active ses-
sion, so that handoff is needed, and when there is not, so that location management
is needed? We will later discuss how 802.11-based wireless LANs and GPRS handle
this issue.

6.2.2 Types of Mobility

We have seen what Mobile IP does, in Section 6.1.2. Mobile IP is one technique for
handling terminal mobility. By this, we mean that it helps maintain network serv-
ices when terminals move. Terminal mobility can be either of the location manage-
ment or handoff management type. Another type of mobility is personal mobility,
where services are maintained when “persons” move. We can think of person in this
context as the user of a machine, whereas terminal mobility is about terminals mov-
ing, as shown in Figure 6.9. If a person moves from machine to machine and the net-
work keeps track of the movement and can find the person to initiate sessions, we
say that personal mobility is supported.

Personal mobility can be thought of as location management for persons; more
precisely, it is about keeping track of the changes in association of persons with ter-
minals. In a GSM system, for example, the SIM card can be moved from phone to
phone, and the system properly tracks the card’s movement (rather than the
phone’s). This is a personal mobility solution. What about personal mobility in a
handoff situation? Both the terminal and the person move from one AP to another
(or one BS to another). However, this situation is typically considered to be terminal
mobility rather than personal mobility, because the person is associated with the
same terminal before and after the handoff. Personal mobility can be accomplished
by registration of location whenever a person moves, as seen in Figure 6.10, or by
using multiple simultaneous registrations at multiple locations so a person remains
reachable after movement, as seen in Figure 6.11.
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Figure 6.9 Communications is not just between terminals; there are persons and sessions.

person@subnet2.org

o
ﬁ

IP-based
network

- person@subnet1.org

CH
IP-based

network

Registrar person@subnet1.org
and proxy person@subnet2.org

IP-based
network

IP-based
network

Subnet 1

L

Figure 6.11 Personal mobility through registration at multiple locations.

Terminals are used by persons, and the applications used by these people often
work with communication sessions (e.g., analog voice sessions, voice or video over
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IP sessions, and TCP sessions). In addition to terminal mobility and personal mobil-
ity, then, one would expect there to be a notion of session mobility as well. Indeed,
there is, and it has to do with the ability to transfer an ongoing session from one
device (terminal) to another. For example, a subscriber might be using her cell
phone to speak with a friend, and while they are talking she arrives at her office and
wishes to transfer the call to her office phone. With today’s cell phone systems, it
may not be possible to do such a transfer, so what might happen is that she hangs up
and redials her friend from the office phone. However, this should not preclude add-
ing session mobility support in future multimedia over IP communications proto-
cols. We will later see how SIP explicitly incorporates session mobility capabilities,
as shown in Figure 6.12. (The messages shown in the figure are particular to a SIP
handling of session mobility, to be discussed in Section 6.3.1.2.)

Finally, there is the concept of service mobility. It is about experiencing a service
environment similar to the service environment one is used to at home, even while
roaming. The service environment includes the “look and feel” of the user interface,
access to the same sets of services as one can obtain at home, and access to those
services in the same manner as one is used to. This involves more than just rerouting
of packets. Going back to the analogy involving Jane moving from New York to
Singapore, perhaps she finds it hard to immediately adjust to life in another culture,
so she looks for an expatriate community in which to live, a place where there are
grocery stores selling goods she is used to, close to an international school. All this is
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Figure 6.12 Session mobility.
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in addition to arranging for the mail forwarding from the post office in New York.
Service mobility is a similar idea.

It should be noted that terminal mobility, personal mobility, session mobility,
and service mobility are concepts associated with different but related problems.
Solutions such as Mobile IP and SIP mobility may provide one or more of these types
of mobility, and may be applicable for handoff and location management.

6.2.3 Layer 2 Versus Layer 3 Mobility

The next concept we explore is that some aspects of mobility may be handled at the
second layer of the OSI protocol stack (the link layer) and some other aspects may be
handled at the third (the network layer). We call the handling of mobility at the link
layer, Layer 2 mobility (or L2 mobility for short), whereas the handling of mobility
at the network layer we call Layer 3 mobility (L3 mobility). Traditionally, the char-
acteristic function of the link layer is to transmit information across a link (one “net-
work” hop) [5]:

* It detects data corruption;
* It coordinates the use of shared media (typically broadcast medium like Ether-
net LAN, but could be single-user too, such as voice modem dial-up);

* It provides link-layer addressing when multiple nodes are reachable (Ethernet
MAC addressing is a good example).

On the other hand, the network layer enables any pair of nodes in the network
to communicate, even over multiple hops:

* It calculates routes;
* It fragments and reassembles packets;

* It provides some congestion control.

Applying these ideas to mobility management, then, we would expect Layer 2
mobility to address mobility within a LAN and Layer 3 mobility to address all other
mobility. For example, Mobile IP, a Layer 3 solution, would not kick in for mobility
within a LAN, but only when the movement is between different LANs. Examples of
traditional Layer 2 mobility are shown in Figure 6.13. Wireline examples include the
Ethernet LAN, and voice modem dial-up, with a protocol like Point-to-Point Proto-
col (PPP) running over the physical links. Wireless examples include traditional
wireless data services like Mobitex, ARDIS, and cellular digital packet data (CDPD).
As these are low-rate, wide-area wireless data services, they are not suitable for
high-rate wireless data expected by Web surfers and multimedia communications.

However, more recently concepts of L2 mobility have been extended so that sig-
nificant mobility management occurs at L2, transparent to the IP layer, as shown in
Figure 6.14. Mobility management internal to an 802.11 ESS is a great example of
extended L2 mobility, and will be discussed in Section 6.4.3. GPRS is a special
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Figure 6.13 Traditional forms of L2 “last-hop” link.

overlay upon, and extension of, cellular networks to better support packet data
services. It also provides extended L2 mobility support, and will be discussed in
Chapter 11.

6.3 Alternative IP Mobility Schemes

Since IP is a network layer protocol, it may appear natural to handle mobility at the
network layer. Indeed, this is how Mobile IP does it. However, there are alterna-
tives, towards which we now turn our attention. We note that elements of SIP
mobility (to be introduced next) are finding their way into specifications being
developed in 3GPP and 3GPP2 (see Chapter 12 for an example).

Wireline

* Bridged LANs
e Virtual LANs

Figure 6.14 Extended forms of L2 “last-hop” link.
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6.3.1 SIP-Based Mobility

SIP, as discussed in Chapter 5, is used for initiation and management of sessions
such as multimedia-over-IP sessions. SIP can also be used to support mobility man-
agement. It is powerful enough to support not just terminal mobility, but also per-
sonal, session, and service mobility [6]. SIP mobility management can be divided
into presession mobility management and midsession mobility management,
depending upon whether the subscriber is in a SIP-managed session or not.

6.3.1.1 Presession Mobility

Presession mobility (also known as out-of-session mobility) capabilities provided by
SIP include the following:

* Ability to register a SIP user’s presence in his or her current location;
* Ability to register and map one SIP address to several devices (known as
forking);

* Ability to register and map several SIP addresses to one location.

These capabilities allow SIP to support presession terminal mobility, and also
personal mobility and service mobility. Presession terminal mobility occurs when a
terminal moves and obtains a new IP address. SIP registration is used to update the
bindings at the SIP location service (the SIP application in the terminal sends a
REGISTER message to the SIP registrar, so that the binding can include the latest IP
address). Personal mobility can also be handled using SIP registration, since a SIP
REGISTER message can indicate that user@olddomain be registered at user@new-
domain. Thus, bindings of SIP address to SIP address support personal mobility
(since the linking is at the user or personal level), whereas bindings of SIP address to
IP address support terminal mobility (since the linking is to a particular terminal’s IP
address). Another way that personal mobility is supported by SIP is by allowing one
SIP address to be registered to (and thus have multiple bindings to) multiple devices.
Thus, a user can move between devices without needing to register his or her new
location each time.

It is currently less clear how service mobility might be supported by SIP. The
obvious candidate is to enhance the SIP registration procedure to handle service- and
subscription-related parameters.

6.3.1.2 Midsession Mobility

Midsession mobility is closely tied to handoff, especially in the case of midsession
terminal mobility. However, midsession mobility also includes session mobility,
where a session is transferred in midsession from one device to another.

SIP provides the following mechanisms to support midsession mobility:

* Ability to re-INVITE a SIP end-point when there is a change of IP address;
* Ability to transfer a session from one terminal to another by referring it to the
other terminal.
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Handoffs may or may not result in a change of IP address. Examples of no
change of IP address include L2 mobility, such as movement between APs in the
same wireless LAN ESS, and movement between BSs under the same cellular IP
gateway (further details can be found in Section 6.4). If there is an SIP-managed ses-
sion between the MH and a CH, it clearly will not be affected by handoffs where
there is no change of IP address. However, if the IP address changes, the CH needs
to be informed of the new IP address, or it would continue sending packets to the
old IP address. The way a MH would handle this is to send a re-INVITE to each CH
with which it has current SIP-managed sessions. A re-INVITE is basically an
INVITE message that is sent to the CH with the same call identifier as the original
INVITE (thus informing the CH that this corresponds to the earlier session, and is
not a new INVITE for a new session). The new IP address is placed in two locations:
(1) in the Contact field of the re-INVITE, so SIP signaling will go to the new IP
address; and (2) in the SDP portion of the re-INVITE, so that the RTP streams get
redirected to the new IP address as well.

SIP can also provide session mobility, through one of at least two ways of han-
dling session transfer. An ongoing session can be transferred from one device to
another using either third-party call control or the REFER method. The REFER
method is a new SIP method whose use is more elegant than the third-party call con-
trol solution (for session transfer; third-party call control is still a useful concept for
other scenarios). Using the REFER method, imagine Jane is speaking to John
(john@somewhere) and wants to transfer from her mobile phone, where she is
jane@mobile, to her regular phone, where she is jane@notmobile. The first message
sent is a REFER jane@notmobile message from jane@mobile to john@somewhere,
where the “Referred-By” field contains jane@mobile. John@somewhere then sends
a regular INVITE message to jane@notmobile, where the “Referred-By” field
contains jane@mobile.

6.3.2 Transport-Layer Approaches

We have seen how it is more appropriate to handle mobility management on the
global scale at the network layer than at the link layer. But what about higher in the
protocol stack, such as the transport layer? In fact, a number of mobility manage-
ment schemes have been proposed that operate at the transport layer. They share
the following characteristics: (1) session specificity, meaning specific to the context
of a session, such as a TCP session, (2) modifications to existing transport layer pro-
tocols, and (3) implementation that is not wide.

TCP migration and MSOCKS are transport layer approaches to mobility man-
agement that modify TCP to provide handoff support [7, 8]. MSOCKS uses a special
proxy to support mobility. A TCP connection between host A and MH B is really
two TCP connections, one between A and the proxy, and the other between B and
the proxy. The proxy makes the two TCP connections appear to be one connection
between A and B, with a technique called TCP splicing. It requires special software
both on the proxy and on the MH. It intercepts TCP connect() requests from the
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application on B, and exchanges information with the proxy (over a normal TCP
connection between B and the proxy) to support the splicing and the mobility sup-
port. When B moves, the TCP connection between B and the proxy is reconnected.
However, the software on B hides the fact from the application, while the proxy
splices the new connection to the proxy connection to A so that A is unaware of the
mobility. While there are other transport-layer mobility protocols that use proxies,
MSOCKS has some uniquely attractive features. It does not require the CH to be
modified (i.e., the CH can have an ordinary TCP stack). Also, it does not violate the
end-to-end semantics of TCP, because the proxy performs TCP splicing. Thus it
appears like an ordinary TCP connection to the applications on both sides, and they
are unaware of the reconnections when the MH moves and obtains a new IP address.

TCP Migration is a more recently proposed transport layer mobility manage-
ment scheme that does not require proxy support. However, both ends of the TCP
connection need to be slightly modified to support a new TCP Migrate option (alter-
natively, the proposers of TCP migration have suggested that a proxy can be used to
provide for communications with a nonmobile host that does not support the TCP
Migrate option). The proposers of TCP migration consider this an acceptable
requirement, since they follow the end-to-end design principle [9]. When an MH
moves and tries to reconnect with the other host, the TCP Migrate option allows the
logical linking of the old and new connections. An advantage of TCP migration over
schemes like MSOCKS is that the initiation of the connection could come from
either side, not just the MH. Although in many cases, communications would be
client-server based and initiated by the MH, this is not always true, so this is a valu-
able feature. Note that the TCP Migrate option supports handoff and not location
management. In order to allow a potential CH to find an MH to initiate a TCP ses-
sion, there must be a way for the CH to obtain the current address of the MH. Secure
dynamic DNS upgrades have been suggested to solve this location management
problem. Since the use of dynamic DNS is not specific just to TCP migration, but
should be useful for other transport layer schemes as well, we discuss it as a separate
topic in the next section.

Transport-layer schemes provide an interesting alternative approach to mobility
management for IP networks. However, they have not gathered the same kind of
momentum in the industry as Mobile IP-based and SIP-based solutions have gath-
ered. Part of the reason is the drawbacks of these schemes. For example, they only
support TCP sessions, so traffic carried by UDP is not properly handled by these
schemes. Also, if there are many TCP ongoing sessions when an MH moves, each
has to be handled separately. With Mobile IP, on the other hand, the same amount
of signaling is involved regardless of how many TCP sessions are connected.

6.3.3 Dynamic DNS

Versions of TCP modified to support mobility, as described in Section 6.3.2, handle
handoff only and not location management. A complete solution would provide
location management capabilities, so that when MH moves while not currently
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engaged in any TCP session with CH, the location is tracked to enable a later TCP
session initiation with the MH. The natural place to add this capability is DNS.

In fact, dynamic DNS capabilities have been proposed [10], and its use in
location management (as part of the TCP migration solution) has also been sug-
gested [6, 7]. However, there are several issues with dynamic DNS for location man-
agement. First, there should be a way to ensure that potential CHs do indeed query
DNS whenever they want to start a session with the MH, and that they do not some-
times use cached, possibly stale IP addresses. This is indeed done by the great major-
ity of applications, although local caching may still be a problem in some cases.
Second, even if CHs query DNS accordingly, there is an issue with DNS servers
themselves using cached information, and thus providing outdated IP addresses.
Snoeren addresses this issue by proposing that the TTL field for the DNS entry
A-record (i.e., for the IP address) for the MH be set to 0 to prevent caching of poten-
tially outdated IP addresses [7]. Third, security is critical—if a malicious host suc-
cessfully gets the wrong IP address for a target host into DNS, the target host could
be shut out from receiving future communications.

Of course, dynamic DNS by itself is not a complete mobility management solu-
tion either, since it supports only location management and not handoff. No CH
would keep querying a DNS server frequently enough that we could claim that
dynamic DNS supports handoff!

6.4 Micromobility and Fast Handoff

One of the major headaches in using Mobile IP is long handoff latency. Also, the
global update signaling overhead could be a problem as the use of Mobile IP
increases. Among the most prominent solutions, based on reducing the network
latency of updates, are the micromobility schemes. Conceptually, these schemes
break up the roaming regions into micromobility zones (although they may not
actually use the term “micromobility zones”). The key characteristics of micro-
mobility zones are: (1) they are larger than “normal” coverage areas of wireless IP
subnets (for example, a region where there might have been a number of subnets
each covered by a FA, might be replaced by one micromobility zone, as shown in
Figure 6.15), (2) Mobile IP global registration is not needed for movement within
the micromobility zone; only local updates are needed, and (3) Mobile IP global reg-
istration is needed only for movement befween micromobility zones. The idea is
that most of the handoffs of the MH would occur within micromobility zones (with
only a few between micromobility zones). Only local updates would be needed for
these, and not the normal Mobile IP registration (which is global in scope). Hence,
the expected handoff latency would be very low. Global signaling overhead is also
significantly reduced.

We note that because of certain shared characteristics, Layer 2 mobility schemes
often can be thought of as micromobility schemes. However, micromobility
schemes need not be implemented in Layer 2. Hierarchical Mobile IP is a Layer 3
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Figure 6.15 Replacing multiple FAs in multiple subnets with micromobility zone.

approach to micromobility, whereas host-based routing can be implemented in
Layer 2, or in a pseudo-layer 2 manner in Layer 3 (i.e., through manipulating Layer
3 routing tables in a way typical of Layer 2 mobility). The 802.11 WLAN micromo-
bility is purely a Layer 2 scheme. GPRS micromobility is Layer 2 in style, although it
is intriguing in the way it uses IP at multiple layers.

6.4.1 Hierarchical Mobile IP

One way that micromobility could be implemented is with a two-level hierarchy of
foreign agents. For example, in Mobile IP with regional registration [11] (see
Figure 6.16), a regional foreign agent (RFA) replaces each FA, and groups of RFAs
are “under” a gateway foreign agent (GFA). Unlike regular Mobile IP, the HA of
each MH will tunnel packets to the corresponding GFA. The GFA un-encapsulates
the packets and tunnels them to the appropriate RFA. Notice that this arrangement
means that the HA needs only to keep track of the GFA, and need not be informed
when the MH moves between RFAs under the same GFA. As far as the HA is
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Figure 6.16 Regional registration, a hierarchical Mobile IP scheme.
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concerned, it needs only to know how to tunnel the packets to the correct GFA.
Thus, location information is hierarchically distributed, with the HA possessing
coarse-grain information (to the granularity of the GFA) and the GFA possessing
more fine-grain information (to the granularity of the RFA). In contrast, with regu-
lar Mobile IP, the HA itself possesses the fine-grain information, to the granularity
of the FA. The cost of maintaining this information in regular Mobile IP is poten-
tially high handoff latency and high global signaling overhead.

Each Mobile IP registration goes through an RFA and then through a GFA
enroute to the HA. When an MH moves between RFAs that are under the same
GFA, the GFA does not need to inform the HA that the MH has changed its loca-
tion. Only when an MH moves between RFAs that are under different GFAs does
the GFA need to inform the HA that the MH has changed its location. The HA then
behaves as it would in normal Mobile IP when an MH moves between FAs, which
means it stops tunneling to the old FA and begins tunneling to the new.

The two-level hierarchy also can be generalized into a hierarchy with three or
more levels, in a straightforward way.

6.4.2 Host-Based Routing Schemes

Routing schemes can be host-based or group-based. With host-based routing
schemes, as the name implies, forwarding behavior is specified separately for each
host. In group-based routing schemes, forwarding behavior is specified for groups
of hosts and the same treatment is given to any member of a group (regular IP rout-
ing uses such a routing scheme, as explained in Chapter 2). In host-based routing
schemes, nodes route packets according to tables or caches indexed by unique host
identifiers like their IP address. The most prominent host-based micromobility
schemes are cellular IP [12] and HAWAII [13]. The two schemes have many simi-
larities and so we choose to use cellular IP for illustration. Note that despite the
name, cellular IP is not directly related to cellular networks. For more details on
HAWAII, and comparisons between cellular IP and HAWAII, the reader may refer
to [14].

In micromobility zones where cellular IP is used, cellular IP uses forwarding
caches containing forwarding information for individual hosts. The information is
distributed so that each node knows only how to forward to the next node. The ease
and speed with which handoffs are handled (by updating only a subset of the nodes,
as appropriate) are an advantage of cellular IP.

6.4.2.1 Protocol Description

The micromobility zone in cellular IP is also called a cellular IP domain. Each cellu-
lar IP domain consists of a gateway router and other cellular IP nodes. A cellular IP
domain is considered a private network separate from the Internet, having its own
way to forward packets, but it can be interfaced with other networks such as the
Internet. The gateway router is the interface between the cellular IP domain and
external networks like the Internet. An example layout of cellular IP nodes beneath
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a gateway router is shown in Figure 6.17. The cellular IP nodes are arranged in an
inverted tree structure so that each node has only one parent (either another cellular
IP node or the gateway), and may itself be a parent node. Conversely, each node is
one of the child nodes of its parent node. A node’s parent node is one link closer to
the gateway than the node itself (and the parent might itself be the gateway) and the
path from a child node to the gateway always goes through its parent node. Nodes
without children but with wireless interfaces through which they can communicate
directly with MHs are known as base stations. The coverage areas of base stations
are known as cells. It would be expected that cells in a Cellular IP domain cover a
large geographical region, so that micromobility handoffs are more common than
macromobility handoffs.

We can think of there being two directions that packets could travel: upstream
or downstream, upstream being towards the gateway and downstream being away
from the gateway. Cellular IP nodes have upstream interfaces that bring packets
closer to the gateway, and downstream interfaces that take them further from the
gateway. Since every cellular IP node has one parent, it has exactly one upstream
interface and zero or more downstream interfaces. A node can easily discover its
upstream interface by receiving beacon messages sent periodically down by the gate-
way, and recording the interface through which these messages arrive, as the
upstream interface. All the other interfaces are the downstream interfaces.

Now we turn to how packets are forwarded in a cellular IP domain. First, we
consider the upstream direction. Since each node, including each base station,
knows its upstream interface, it is a simple matter for packets from an MH to be for-
warded successively through a base station and then through one or more Cellular IP
nodes towards the gateway. Each node does not know the full path to the gateway,
but only the upstream interface, which is sufficient, since its parent knows how to
forward the packet further upstream. When the gateway router gets the packets sent
upstream, it then puts them out onto the Internet or back down the cellular IP
domain, depending on the destination address.

MIP, SIP, etc.

7\ (macromobility)
Cellular IP
(micromobility)

Gateway

Figure 6.17 Cellular IP domain. “X" is the crossover node for handoff between nodes 1 and 2.
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For the downstream direction, each cellular IP node maintains a set of forward-
ing cache entries. Each entry is an association between an MH (typically, identified
by its IP address) and one of the downstream interfaces, and no MH has more than
one entry in any given forwarding cache. Thus, when a packet arrives at a cellular IP
node from its upstream interface, it searches its forwarding cache for the unique
entry corresponding to the destination MH, and forwards the packet to the appro-
priate interface. Now, how do the cache entries get in the cache in the first place?
When an MH first accesses the network through a particular cellular IP base station,
it sends a route update message to the gateway. This update message gets forwarded
upstream from node to node until it arrives at the gateway. Each of these nodes
along the path from base station to gateway will obtain the IP address of the MH
from the source IP address field of the packet. Nodes can therefore create an entry
for that MH, associating the IP address with the interface through which the update
arrived. Given the frequent changes in point of attachment to the network, the cache
entries have a soft state and need to be periodically refreshed. The cache entries can
be updated by regular data (with the source IP address of the MH, and arriving
through the expected downstream interface). However, since upstream data is not
always being transmitted, a route update would be transmitted by an MH to refresh
the cache entries after a period of no upstream transmissions from that MH.

Figure 6.17 shows an MH (the node at the bottom of the figure) moving from
the cell covered by base station 1 (BS1) to the cell covered by base station labeled
(BS2). The node marked “X” is the crossover node for this handoff; in other words,
“X” is the lowest node that is in the upstream of both of the paths from the two base
stations to the gateway (so in the “worst case,” the crossover node is the gateway).
The MH initiates handoff by sending a route update to the gateway through the new
base station, BS2. As this route update propagates up to the gateway, for each node
below the crossover node, the routing cache may not have any entry for the MH,
and the appropriate entry is added. At the crossover node, the critical switch occurs
as the cache entry for the MH is updated to point towards the interface heading
towards BS2.

6.4.3 802.11 WLAN

Recall from Chapter 3 that 802.11 WLANS can be used as independent base service
sets (IBSSs) or extended service sets (ESSs). In an IBSS where every station is in “ad
hoc mode” and communicates directly with every other station, the concept of
micromobility becomes moot. Either a station is in an IBSS or it is not; there is no
mobility tracking issue within an IBSS. In an ESS (which is more common), on the
other hand, there are a number of APs all connected to a DS. According to the speci-
fications, the ESS is supposed to look like an ordinary IEEE 802-style WLAN to the
higher layers. Thus, even when two MHs are connected to the ESS through two dif-
ferent APs, the APs are supposed to work together such that it looks to the higher
layers like there is a direct LAN-like connection between the two MHs. Further-
more, the ESS needs to handle the movement of one or both of the MHs between
APs while still maintaining this LAN-like connection.
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In the great majority of cases, APs are connected to Ethernet LANS, so the DS is
typically an Ethernet LAN. According to the 802.11 specifications, the DS (includ-
ing the APs) needs to provide five services: association, disassociation, reassociation,
distribution, and integration. A station associates with an AP in order to communi-
cate through that AP; compared with Ethernet, the association procedure is
analogous in some ways to plugging an Ethernet cable into a hub, because it sets up
the basis for communications between the station and that AP. Each station can only
be associated with one AP at a time. Disassociation is the procedure that removes the
current association. Reassociation is for mobility between APs in an ESS. These
three procedures and their related signaling between stations and APs are defined in
802.11. Note that what is specified for reassociation is very minimal, without con-
siderations for how the two APs may cooperate to reduce disruptions in service to
the higher layers. As a result, different vendors of 802.11 equipment have imple-
mented proprietary solutions for “smooth handoffs” that do not lose any packets.
However, interoperability between APs from different vendors remains a problem.
Thus, the 802.11f enhancement to 802.11 attempts to specify certain interactions
between APs known as Interaccess Point Protocol (IAPP), especially for handoffs
(see Figure 6.18).

The other two functions, distribution and integration, are not defined in 802.11.
Integration has to do with wired LANs, which is not an issue when the DS itself uses
Ethernet. As for distribution, the Ethernet distributes all frames in the LAN to all the
APs. It may appear that the APs could simply act as traditional bridges that connect
LAN segments into a LAN, and forward all traffic from one side to the other side
and vice versa. However, given that the Ethernet would often have a higher capacity
than the link between the APs and the stations, simple bridging implies that the
wireless links from each AP would often be congested with traffic not destined to
any of the stations supported by that AP. Therefore, a learning table is a neces-
sity—only traffic intended for stations associated with an AP would be forwarded
by the AP from the wired side to the wireless side. While this is the simplest solution,
other solutions are also possible. These may solve some other problems as well, such
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Figure 6.18 WLAN micromobility between APs within an ESS.
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as differences in maximum frame size between the wired and wireless sides (an
802.11 frame may be larger than an Ethernet frame, and so it may need to be split
into two frames on the wired side [15]).

6.4.4 GPRS

GPRS is used in 3GPP-specified networks. A complex packet-switched core network
infrastructure is used, including IP routing internal to the GPRS core network (but
“underneath” the user’s IP packets), that forms a large L2 mobility-management
scheme so that it is only one IP hop between the mobile station and the gateway
GPRS support node (GGSN). Interestingly, part of this L2 mobility-management
scheme involves tunneling over an IP-based network that is internal to the GPRS net-
work. We will give a fuller description of GPRS and mobility management for GPRS
in Chapter 11.

6.4.5 Other Fast Handoff Approaches

While the micromobility approaches are designed to reduce handoff latency by
reducing the time it takes for updates and registrations to occur, recent fast handoff
work by the IETF attempts to reduce handoff latency by beginning the update and
registration process earlier, and to reduce the effect of handoff latency by forward-
ing packets between the old and new FAs while waiting for the update and registra-
tion to complete. These schemes exploit cross-layer triggering (between L2 and L3).
In fact, there are two such schemes, one being the preregistration handoff technique
and the other the postregistration handoff technique.

In the preregistration handoff technique, the main idea is that the MH starts the
registration process (part of L3 handoff) before the L2 handoff is complete. There
are a number of possible scenarios, one of which is that an FA communicates with
the FAs around it, so it can do a proxy agent advertisement on behalf of a potential
new FA. This proxy advertisement is basically an agent advertisement except that it
is sent on behalf of another FA. It can be triggered by L2 triggers. For instance at the
old FA when the signal strength for the MH-FA link drops below some threshold,
an L2 trigger may result, indicating an impending L2 handoff to the subnet served
by the new FA. Thus, the MH can begin Mobile IP registration with a new FA
through its old FA, rather than first waiting for the L2 handoff to complete, and
thus reducing handoff latency.

We note that cross-layer triggering breaks one of the original design principles
of the Mobile IP design—that it makes no assumptions on L2, in order not to con-
strain Mobile IP to be usable only where certain assumptions on L2 apply. How-
ever, by not making assumptions on L2, Mobile IP cannot take advantage of
cross-layer triggering; in particular, the L3 handoff cannot occur until at least the 1.2
handoff completes and L3 somehow discovers that a L2 handoff has taken place
(e.g., by hearing an agent advertisement from a new FA). Furthermore, without
incorporating the involvement of both old FA and new FA in the handoff, the origi-
nal Mobile IP requires registration with the new FA to be completed before the MH
can resume communications.
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In the recent fast handoff work, the approach to cross-layer triggering is that if
and only if cross-layer triggering is available for a given system, it can be used to
speed up Mobile IP handoffs by starting the L3 handoff before the L2 handoff has
completed. Thus, if a particular network does not support cross-layer triggering, it
can still use Mobile IP, even though it cannot support this fast handoff mechanism.
Thus, backward compatibility is assured.

6.4.6 Reducing the Impact of Handoff Latency

Many enhancements and modifications of Mobile IP have been proposed, to reduce
the amount of handoff latency. Instead of asking how we may reduce the handoff
latency, another angle that has been tried is to invert the question. Given a certain
amount of handoff latency, what can we do to reduce the number of dropped
packets? After all, the fundamental problem with the handoff latency is dropped
packets.

The main answer to the turned-around question is to have a scheme to forward
packets from the old network to the new network, rather than simply dropping and
losing them. Such an idea was first proposed early in the development of Mobile
IP—Dbefore micromobility and fast handoff schemes appeared on the scene. It was
bundled with route optimization, one of the early enhancements to Mobile IP that
has already been introduced in Section 6.1.2.4 [4]. The way the forwarding works is
that a new extension, the previous foreign agent notification extension (PFANE), is
added to the Mobile IP Registration message. The PFANE tells the new FA the
address of the old FA and that the MH wishes the new FA to ask the old FA to for-
ward any packets it may have buffered for the MH.

One issue with such packet-forwarding schemes is that even though they reduce
the fundamental problem of dropped packets, they may introduce a secondary prob-
lem. This is the problem of additional end-to-end latency, or additional time for
packets to get between the CH and the MH. While this may be insignificant when
the old and new foreign networks are close to each other, it may be quite significant
in some cases when the packets have to take a long and circuitous route between the
two networks (even when the two networks are geographically close, the network
topology may be such that a long and circuitous route is unavoidable). Moreover,
even if the old and new foreign networks are close to each other, there can be delays
in packet buffering, and possibly lengthy delays (proportional to handoff latency)
while waiting at the old network for the new network information.

6.5 Summary

This is the first of three chapters covering the big three network-level challenges in
wireless IP networks, namely mobility, QoS, and security. This chapter introduces
the problems associated with mobility, as well as various mobility concepts, such as
handoffs and location management, types of mobility (personal, terminal, session,
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and service), and L2 versus L3 mobility. The text explains our focus on the subprob-
lems having to do with finding a wireless device (e.g., for routing, session initiation)
even though it may move from time to time, whether before or even during sessions.
The Mobile IP protocol is introduced as a well-established solution, and assessed.
Enhancements such as route optimization, micromobility, and fast handoffs are
introduced as ways to correct shortcomings of Mobile IP. Micromobility schemes
discussed include hierarchical Mobile IP, host-based schemes like Cellular IP, and
intrawireless LAN mobility. We discussed SIP-based mobility as an application-
layer alternative to Mobile IP, and TCP migration and MSOCKS as transport-layer
alternatives.
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7.1 Introduction

Computer networking relies on sharing of limited network resources for communi-
cations. If communications resources were unlimited, a direct point-to-point link of
unlimited bandwidth would be possible between any two end-points that wished to
communicate. Clearly, this is not possible in the real world. Therefore, in the real
world, two end-points that wish to communicate, unless they are connected to the
same LAN, need to communicate through a network of links that have the follow-
ing characteristics: (1) the links are shared between traffic from multiple sources to
multiple destinations, (2) the links have limited bandwidth, (3) the links have propa-
gation latency (i.e., time taken for data to traverse the links), and (4) the nodes
directly connected to each link have limited processing power and memory capacity.

How should these limited resources be shared? The easiest way is to treat all
traffic the same, meaning all packets are treated the same, accordingly to loose gen-
eral principles of fairness. Thus, all packets are processed according to the order in
which they arrive, in a first in first out (FIFO) manner. If so many packets arrive at a
node that its buffers are filled, subsequently arriving packets may be dropped. The
Internet, like many other networks, behaves like this.

However, this simple treatment of packets is not sufficient for today’s multi-
service networks, which support a variety of services and applications. The different
applications have different requirements on the communications services provided
by the network. For example, voice and video have very stringent delay and latency
requirements, as already discussed in Chapter 4. File transfer, on the other hand,
does not have the same delay and latency requirements. These kinds of require-
ments, plus others such as “guaranteed” bandwidth requirements, are known as
QoS requirements, and the whole field that is about these requirements and the
ways they are met in networks, is known as QoS. In the context of traffic over IP
networks, Table 7.1 shows some different categories of traffic and their QoS
requirements.

Furthermore, if some customers are willing to pay for premium service, the net-
work should be able to give priority to the traffic from these customers, or guaran-
tee certain amounts of bandwidth (e.g., a certain fraction of the bandwidth of the
links). This concept can be generalized to a requirement to support multiple classes
of service. The requirement for different classes of service need not be related only to
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Table 7.1 Internet Traffic Characteristics

IntServ IntServ 3GPP Examples Constant Rate Low Delay Low  Low Delay
Category [1] ~ Subcategory Category [2] Necessary Necessary  Jitter  Preferred
Tolerant Streaming Audio/video 4 4

Real-Time streaming

Intolerant Conversational IP telephony, 4 4 4

Real-Time teleconferencing

Elastic Interactive Burst Interactive Telnet, HTTP 4

(Non- .

Real-Time) Interactive FTP 4

7.2

Bulk Transfer

Asynchronous Background SMTP
Bulk Transfer

the paying capacity of customers. In an enterprise setting, for example, it could also
make sense to prioritize various traffic based on business needs and requirements.
For example, urgent business videoconferencing traffic could be more important
than casual Web browsing in the same enterprise network. In a military context, a
general’s communications could be given priority over lower-ranking officers’
communications.

A variety of QoS mechanisms can be, and are, implemented in various networks
to support QoS. We will illustrate in the context of IP networks in Section 7.2.

IP QoS: Mechanisms

We now examine schemes for providing QoS in IP networks. Later, in Section 7.4,
we will particularize to wireless IP networks.

7.2.1 Introduction to IP QoS

The existing Internet is largely a best-effort network. No guarantees are provided
that packets will not be lost, that packet propagation times will be constrained, that
packets will travel along a particular path, or that packets will arrive in sequence.
Therefore, it is said that the Internet provides best-effort service, or that it does its
best to move the packets from source to destination. As the Internet has evolved
from a research network used primarily by the scientific and research community to
include significant levels of usage by the general public as well as corporations, many
in the business community are demanding better service quality and have indicated a
willingness to pay for it. Furthermore, as the range of applications using the Internet
increases, there is an increasing difference in the network-level requirements of these
applications. Some general classes of such application traffic requirements are
shown in Table 7.1, from which it can be seen that different network-level treatment
may be required for different types of traffic. Different QoS may be required for dif-
ferent types of traffic.
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The telecommunications industry is developing mechanisms to support service
differentiation by assigning different levels and types of service guarantees to differ-
ent traffic flows, including guaranteed quicker delivery time or higher probability of
availability of desired throughput. The service differentiation requirement is the
fundamental requirement for IP QoS. Because of high network utilization, high lev-
els of service quality cannot be provided to every network user. The IP QoS solution
is predicated on three fundamental requirements:

1. To provide mechanisms to offer different levels of services to different users,
even though some users might get better service than others. Thus, IP QoS is
inherently “unfair.”

2. The service should not usually be completely denied to lower-priority traffic.

3. The mechanisms are efficient, not wasteful of valuable network resources.

Therefore, the current trend on IP QoS is towards controlled and efficient
unfairness.

7.2.2 Scope and Outline

In this chapter, our focus is on the basics of providing QoS, and IP QoS in particu-
lar, and we also consider wireless IP QoS. QoS-related topics that are excluded
from the scope of this chapter include measurement (whether by end-system
users or network operators), pricing and billing models, and security-related
aspects.

Here, we briefly describe some of the common QoS mechanisms in use today.
These mechanisms can be found in routers and other network equipment.
However, it is essential that the QoS mechanisms be coordinated into a coherent
architecture for the provision of QoS. That is the role of QoS frameworks like
integrated services (IntServ) and differentiated services (DiffServ), as discussed in
Section 7.3.

QoS mechanisms include various protocols and procedures that can be used as
building blocks for a network architecture that provides QoS to handle packet
transfers. The descriptions that follow are brief and at a functional, conceptual
level. A description of implementation of token buckets, for example, is out of the
scope of this document.

7.2.3 Requirements

Some of the main requirements that drive the need for various QoS mechanisms
have to address the following;:

* How to reserve network resources for certain flows (Section 7.2.4);
* How to control the admission of traffic into a given network (Section 7.2.5);

* How to control the sequence packets processed by a node, or sent out by a
node, in other words, input or output queuing (Section 7.2.7);
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* How to control the rate of flow of traffic, whether on an aggregated, flow-by-
flow, or class-by-class basis (Section 7.2.8);

* How to monitor compliance of flows to profiles (Section 7.2.9);
* How to control the routing of different flows in the network (Section 7.2.10).

In these networks, decisions need to be made on whether the resource reserva-
tion requests can be satisfied. This is a form of admission control. Admission control
is used, in combination with other QoS mechanisms, to control traffic load in a net-
work. These other mechanisms include flow rate control mechanisms, routing con-
trol/traffic engineering, and others. Admission control ensures that the amount of
traffic allowed to use the network is controlled. Once traffic is admitted to the net-
work, rate control mechanisms, as well as other mechanisms, help to prevent
congestion.

7.2.4 Resource Reservation

Perhaps a natural first step in moving away from a purely best-effort-service Internet
is to provide a way to reserve resources for selected users while still using traditional
IP routing. Resource reservation refers to dynamic arrangements for QoS provision-
ing' that can be made end-to-end over one or more intermediate networks. Usually,
a reservation is specified by a traffic profile, a description of the rate, burst size, and
other features of the reserved traffic. The traffic profile may be used by some of the
flow rate control mechanisms described in Section 7.2.8.

7.2.4.1 Resource Reservation Protocol (RSVP)

RSVP is a signaling protocol that allows resource reservation to be coordinated in a
network [3]. RSVP signaling generally results in resources being reserved in RSVP-
capable routers in the transit path of a traffic flow. Each of these routers maintains a
soft state that needs to be periodically refreshed. RSVP is unidirectional—resources
are reserved in one direction from source to destination only. Traditionally, RSVP
has been very closely tied to the IntServ QoS framework (see Section 7.3).
Resources are reserved using the following procedures (see Figure 7.1). The
source node sends Path messages towards the destination node. This allows a soft-
state path characterization to be set up in each of the RSVP-capable transit nodes
between the two end-points. (In general, whether for RSVP or not, soft state is state
that must be refreshed, whereas hard state does not need to be refreshed.) However,
resources are not actually reserved at this time; they are not even requested at this
time. Instead, it is only when the destination node sends back Resv (reservation
request) messages toward the source (in the same path but in the reverse direction)
that the QoS services are actually requested. This is because RSVP is designed for the
receiver to be responsible for requesting QoS services rather than the sender. So, the

Note that from a broader perspective, the philosophy and time scales of resource allocation in the network
are major differences between the IntServ and DiffServ frameworks (as will be discussed later).
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RSVP-enabled
IP network

)

Source

Receiver

Figure 7.1 RSVP.

forward Path messages are meant to set up in each intermediate router the soft state
information about the path back to the sender and to inform the receiver what kind
of traffic is to be sent so it can make the necessary reservation requests. Note that
the reservation requests can be shared or distinct (i.e., shared between traffic from
more than one sender, or just for traffic from one sender). This is one reason why
RSVP assigns the receiver responsibility for making the reservation requests. The
receiver can figure out best what resources are needed to support the possible com-
bination of traffic from multiple senders, whereas each sender only knows about the
traffic it is sending.

A problem with RSVP is that RSVP messages are special transport layer pack-
ets, like Internet Control Message Protocol (ICMP) packets, that are processor
intensive for core routers. This makes it impractical to support every QoS-enabled
session with RSVP signaling.

7.2.5 Admission Control

Admission control refers to the decision whether to admit a certain flow or aggrega-
tion of flows into a network, in response to a request for resource reservation. It
makes sense for admission control decisions to be made by an entity with an overall
view of network resources. This is the idea behind bandwidth brokers, to be dis-
cussed in Section 7.2.5.1.

We note that mechanisms like token buckets and shapers placed at the edges of
the network can be thought of as a form of soft admission control since they may
just slow down the rate of traffic entering a network, rather than completely deny
access. However, for the purposes of this chapter, we classify such mechanisms
under traffic shaping in Section 7.2.8. The reason is the operational similarity
between such mechanisms and more traditional rate control mechanisms like
queues.

7.2.5.1 Bandwidth Brokers

There are two basic choices for dynamic allocation of bandwidth resources in the
routers in a given network. The first is that each router makes its own decisions,
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perhaps as configured manually or by policy. The second is that a single entity
makes the decisions for the network, taking into account the dynamic conditions in
the network. This entity is often called a bandwidth broker.

By the nature of its functions, it is typical that each domain would have its own
bandwidth broker to control its bandwidth resources. It would be involved in nego-
tiations (perhaps with another domain’s bandwidth broker) for resource allocation
for interdomain traffic, making decisions on, for example, whether or not to admit
resource reservation requests. A functional description of bandwidth brokers in the
context of a DiffServ framework has been proposed for interdomain traffic by
Nichols et al. [4]. Figure 7.2 shows an example of a bandwidth broker providing
admission control services to an administrative domain. In this example, we show
common open policy service (COPS) as the communication protocol between the
bandwidth broker and the edge routers of the network, but other protocols could
also be used, including Simple Network Management Protocol (SNMP). COPS is “a
simple client/server model for supporting policy control over QoS signaling proto-
cols” [5]. It is also a simple query and response protocol for use between a policy
server (such as the bandwidth broker in this case), and a client (the edge router in
this case). Unlike most SNMP implementations that use UDP as their transport pro-
tocol, COPS uses TCP for reliable message exchanges. Note also in Figure 7.2 how
the routers internal to the domain are not involved in the admission control process
(and rightly so, as admission control should be done at the entry points to the
domain).

Database

/Ad ministrator

Bandwidth broker
(e.g., COPS server)

Administrative
domain -~ —

COPS i COPS
> client client

Figure 7.2 A typical bandwidth broker architecture.
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7.2.6 Packet Classification and Marking

Packet classification is the separation of packets into different classes based on some
criteria. For example, the classification may be port-based (the input and/or output
port of the packet), transport protocol-based (e.g., TCP or UDP), application-based
(such as HTTP-based), or address-based (based on the source or destination address
of the packet). It is also possible that out-of-profile packets are reclassified, typically
into a lower priority class. Marking is the setting of bits in the packet header corre-
sponding to the packet class. The bits marked could be the three bits in the Type of
Service (ToS) field and the three bits in the precedence field of the IP header.

Packet classification and marking allows differential treatment of different
packet classes using other, complementary QoS. Packet classification and marking
may be handled by external sources like a customer or other network. When the
packets enter a new network, that network can accept the classification or reclas-
sify. The decision depends on the QoS architecture and policies used.

7.2.7 Queuing Disciplines

Queuing is fundamental to IP QoS schemes because each router has one or more
input queues and one or more output queues that may be where the bulk of “proc-
essing time” is spent. The use of various queuing disciplines can be used to change
such functions as processing times and flow rates. Most of the queuing disciplines
discussed here operate on router output queues, although priority queuing could be
implemented to operate jointly on input/output queues.

7.2.7.1 FIFO Queuing

FIFO queuing is the standard, basic queuing discipline. All packets are treated
equally without preference except that earlier arriving packets leave before later
arriving packets. Advantages of FIFO queuing include:

1. Highly optimized forwarding performance resulting from vyears of
experience by router manufacturers.

2. For lightly loaded networks with sufficient transmission and switching
capacity, queuing is necessary only for smoothing intermittent traffic bursts.
FIFO does this very efficiently.

Disadvantages of FIFO queuing include:

1. For networks that are not lightly loaded, FIFO queuing may result in loss of
packets through discarding when the queues are full.

2. FIFO does not allow certain packets to receive priority/preference over other
packets.

Hence, for lightly loaded networks, FIFO is efficient for smoothing traffic
bursts. However, in cases where the network is more heavily loaded (cases needing
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QoS mechanisms), there should be a way to differentially set the speed of degrada-
tion of various flows when queues start filling up and packets get dropped.

7.2.7.2 Priority Queuing (PQ)

PQ (see Figure 7.3) is a non-FIFO queuing discipline. The router examines the input
queue, takes high-priority packets and places them in the output queue ahead of nor-
mal packets. This effectively reorders packets according to priority. Advantages of
PQ include:

1. The number of priority levels can be set flexibly based on need.
2. The granularity of each class is flexible.

Disadvantages of PQ include:

1. Computational overhead and impact on packet forwarding performance,
especially as the number of priority levels increases.

2. Buffer starvation—lower-priority traffic may be queued for very long
periods, and/or be mostly dropped, when higher-priority traffic volume is
high. Thus, low-priority traffic is effectively denied service. It may be better
to provide reduced levels of service to the low-priority traffic instead, as is
the case for the following queuing schemes.

7.2.7.3 Fair Queuing (FQ), Weighted Fair Queuing (WFQ), and Class-Based
Queuing (CBQ)

Larger traffic flows present more packets to queue inputs. With FIFO queuing, these
flows also comprise a proportionately larger portion of the outputs. Is it unfair for
larger traffic flows to “starve” smaller traffic flows in this way? FQ is based on the
notion that it is. It attempts to balance out traffic-flow volume at the queue output
regardless of flow volume at the input, by using per-flow queues and interleaving
between the queues. Therefore, FQ results in preferential treatment to low-volume
traffic flows. WFQ is a variation and generalization of FQ that weights the outputs

Tt =0
——\ (A~ ) A —}
700 800} €90 900

Figure 7.3 Priority queuing illustrated.
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of the per-flow queues (according to the IP ToS field, for example) as well. Varia-
tions of WFQ include worst-case WFQ), start-time FQ, self-clocked FQ, and hierar-
chical WFQ. CBQ is another member of the FQ family (although attempts have
been made to differentiate it from WFQ, there is no clear distinction between WFQ
and CBQ that everybody agrees upon).

Advantages of WFQ include:

1. It prevents a misbehaving TCP session from consuming a large fraction of
resources at the expense of other flows.

2. The fairness aspect of this type of scheme prevents buffer starvation.
Disadvantages of WFQ include:

1. WFQ is a way to approximate generalized processor sharing (GPS), where
the link sharing between queues is accomplished by scheduling alone.

2. It does not scale well. Computational overhead is high, and forwarding
performance may be affected.

The various queuing disciplines are compared in Table 7.2.

7.2.8 Traffic Shaping

Traffic shaping refers to controlling the rate of traffic passing through a given
router. It is often used at the ingress points of a network as a form of soft admission
control. Leaky bucket traffic shaping constrains the rate to be less than a maximum
value, while token bucket traffic shaping constrains the average rate to be less than a
maximum value.

7.2.8.1 Leaky Bucket

In a typical FIFO queue, as soon as a packet leaves the queue, the next one (if any) is
ready to leave. A leaky bucket (see Figure 7.4) can be thought of as a generalized
FIFO queue by simply adding a fixed time interval between the output of packets
from the queue. It can be pictured as a bucket with holes at the bottom, through

Table 7.2 Comparison of Queuing Disciplines

FIFO Queuing Priority Queuing WFQ/CBQ
Allows flow differentiation No Yes Yes
Avoids buffer starvation Yes No Yes
Favors low-volume flows No Not necessarily Yes

Link bandwidth division No No Yes, good performance
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which water leaks at a fixed rate depending on the size of the holes.” Advantages
include:

1. Itis simple to implement, almost like a FIFO queue, and can take advantage
of the design experience router manufacturers have in FIFO queuing.

2. It works well where FIFO queuing works well, and has a controllable output
rate, whereas FIFO queuing is like a leaky bucket always fixed at maximum
output rate.

Disadvantages include:

1. A leaky bucket is good for restraining traffic leaving a router. However,
existing leaky buckets use a fixed leak rate [6]. Hence, it cannot adapt to
network conditions allowing a higher leak rate.

2. Ttis not as useful in cases where the average rate is of interest, rather than the
maximum rate.

7.2.8.2 Token Bucket

A token bucket is a more flexible traffic shaping mechanism than a leaky bucket,
because it allows traffic bursts over the nominal desired long-term average traffic
rate. It can be pictured (see Figure 7.5) as a bucket into which tokens are added from
a fixed rate source. Whenever a packet from the associated flow is at the head of the

2. The analogy is not perfect: Unlike water leaking from a real bucket, where the rate depends not just on the
size of the hole but also on the depth of water in the bucket, the output rate of leaky buckets for traffic shap-
ing generally does not depend on the queue size.
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Figure 7.5 Token bucket.

queue and ready to be transmitted, it is transmitted only if there are enough tokens
for it. These tokens are then removed from the bucket. If there are not enough
tokens to support a transmission, the queue waits for more tokens to be added until
there are enough. Clearly, the token bucket allows large bursts of traffic to flow
through as fast as the queue will output them, after a period of reduced activity in
which a large number of tokens have accumulated. This is a form of memory and it
allows bursts of traffic to exceed the nominal desired long-term average rate. Key
parameters are token rate, token bucket depth, peak traffic rate (packets per sec-
ond), and the range of expected traffic packet sizes. Advantages of using token
buckets include:

1. It does not artificially restrict flow rates to predetermined levels.
2. Tt allows for more flexibility in shaping variable-rate traffic (is less strict, as
long as the average rate is acceptable).

Disadvantages include that it is not as useful in cases where the maximum rate is
of interest, rather than the average rate.

7.2.9 Policing

There are multiple definitions of policing in the literature, which all have to do with
treatment of packets that are nonconforming (with a profile). According to one defi-
nition, policing refers to the process of dropping packets from a flow that are non-
conforming [7]. This prevents the flow from adversely affecting other traffic
through the node. Another definition includes the possibility that the nonconform-
ing packets are not necessarily always dropped, but marked as nonconforming and
treated differently from conforming packets, for instance, being treated with best-
effort rather than with any guarantee of service. A broader definition of policing
considers the previous two definitions to be somewhat narrow. For example, those
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definitions might be considered “simple policing,” whereas policing in general can
include traffic shaping (which, if successful, does not mean that the nonconforming
packets are lost or marked for poorer treatment) [8].

The kind of token bucket described in Section 7.2.8.2 is sometimes referred to as
a shaping token bucket, in contrast to a policing token bucket [4]. The difference is
what happens when there are no tokens or not enough tokens. In a shaping token
bucket, the packet waits till there are enough tokens for it to pass through. In a polic-
ing token bucket, the packet is immediately dropped, or otherwise policed (e.g.,
reclassified and remarked).

7.2.10 Routing Control and Traffic Engineering

In the existing Internet, different packets of a flow may be routed along different
paths, and packets from different flows are treated equally in routing and forward-
ing decisions, regardless of the QoS requirements. One of the ways to provide QoS
guarantees like bounded delay is to specify the routing and forwarding of packets of
specific flows to meet the QoS criteria. Controlling the routing of traffic in this way
is known as traffic engineering. The basic functional requirements for traffic engi-
neering are [9]:

* Distribution of topology information, to allow nodes to build correct topology
maps and to assist in path selection;

* Path selection, to select a path’ based on some criteria, such as bandwidth,
delay, shortest path;

* Directing traffic along computed paths, using forwarding tables (computed
independently at each node using traditional IP routing protocols or signaled
protocols such as MPLS).

MPLS is a solution for the third requirement, whereas QoS routing (also known
as constraint-based routing) is based on the first two. MPLS is out of the scope of
this book, but we briefly describe QoS routing here.

Most research in QoS routing is based on finding a path for a connection
between two end points. The path should satisfy a set of constraints, such as link or
path constraints, and can be optimized over links or paths for a certain resource
(e.g., maximum bandwidth). The constraints may be bandwidth constraints or delay
constraints, for example (or energy constraints for wireless IP networks). One prob-
lem with QoS routing mechanisms is state maintenance, which is the problem of
what local or global state information should be maintained at each node. The
major problem, though, is that of finding routes through the network, in the pres-
ence of constraints and desired optimizations. Some of the problems are of polyno-
mial complexity, but some are NP-complete.
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7.3 IP QoS Frameworks

The mechanisms discussed in Section 7.2 are often used in combination in net-
works, in order to provide end-to-end QoS, or to enforce some QoS policies in a net-
work domain. Routers typically combine some of these mechanisms, for example as
shown in Figures 7.6 and 7.7.

There should be ways to more systematically coordinate the various QoS
mechanisms used in a network according to some kind of framework to allow end-
to-end provision of QoS for a variety of network traffic, consistent with some idea
of network QoS policy. IntServ and DiffServ are two such frameworks.
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Figure 7.6 Putting it all together; QoS mechanism in a typical access router.
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7.3.1 IntServ

The IntServ framework for QoS was published in 1994 [1], where the name comes
from the fact that it attempts to provide service for different types of nonreal-time
and real-time traffic on the same network. It uses admission control, rate control
mechanisms, and resource reservation mechanisms to deliver QoS. The IntServ
model takes into consideration the following issues:

* QoS requirements for different types of traffic, that can be met by service dif-
ferentiation;
* Resource reservation.

In addition to the main features of IntServ, several other features have been pro-
posed. In cases of link sharing (e.g., between traffic of different protocols), WFQ is
proposed. Packet dropping is also proposed, for example by allowing low-priority
packets to be preempted. Provision for usage feedback (also known as accounting) is
proposed but left up to the implementation, as it is considered a contentious issue.

7.3.1.1  Service Classes

The original IntServ framework [1] did not specify in detail the kinds of service
classes that could be supported by IntServ. More recently, there have been attempts
made to address this deficiency. RFCs have been written on supporting various serv-
ice classes using the IntServ model, for instance, the controlled load service class and
the guaranteed QoS service class [8, 10]. Each class has its own QoS requirements.

The controlled load service class is recommended for jitter-tolerant real-time
applications. The QoS requirement for such traffic is that the network behaves like a
lightly loaded network that uses best-effort delivery, whether or not the network is
in fact lightly loaded. The network behaves like a lightly loaded network at all times
in the sense that the probability of successful delivery is very high and the transit
delay experienced by most packets has little jitter. The way it does this is through
admission control. To send traffic through such a network, reservation requests
must be made, possibly by RSVP. Each network element accepting a request for con-
trolled load service must ensure that it has sufficient bandwidth and packet-
processing resources to handle the requested traffic profile (specified in terms of
TOKEN_BUCKET_TSPEC, which is the collection of key parameters for token
buckets in Section 7.2.8.2). No numerically precise definitions are given for what
sufficient means in this case, except for guidelines on what kind of best-effort service
a lightly loaded network can provide. If the actual traffic in a flow exceeds the
requested profile, the network element can drop packets or use other means to
ensure that other flows are not adversely affected. For example, WFQ may be used,
where the weights are based on the reservations. Also, the RFC specifies how to
police or shape each flow based upon their requested profiles.

The guaranteed QoS service class is for applications with a bandwidth guarantee
and a delay bound that are jitter-intolerant. End-to-end delay depends both on
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queuing delay and transmission delay. The guaranteed QoS service class aims to
control the maximum queuing delay (however, no guarantees are made on trans-
mission delay). Basically, the concept is that given the TOKEN_BUCKET_TSPEC
requested by a flow, a network element can compute the maximum queuing delay.
Hence, guaranteed service can guarantee that if traffic for a specific flow stays in
profile, the maximum queuing time is fixed, and packets will not be discarded due
to queue overflows. Although the maximum queuing delay is guaranteed, many
packets will arrive earlier, and the jitter-intolerant application needs to buffer the
early arriving packets until it is ready to process them. For out-of-profile packets,
policing and reshaping are two alternative treatments. It is recommended that polic-
ing be performed at network edges, and reshaping in the rest of the network. The
RFC specifies how to use a token bucket to reshape the traffic.

7.3.2 DiffServ

The IntServ framework has a major problem in that it is not scalable as the size of a
network grows. Resource-reservation signaling is performed for every flow. The
resource reservations need to be refreshed periodically. Furthermore, core routers in
a network must keep track of the state of every flow that passes through them and
process the RSVP messages. Figure 7.8 shows the IntServ model when there are just
two flows between PCs (on the left) and servers (on the right). Each flow is treated
separately. It is easy to imagine how we could have thousands of such flow lines if
there are thousands of sessions; this shows that IntServ does not scale well for large
networks with many flows.

The DiffServ (or DS) framework is an attempt to address the shortcomings of
IntServ. The main idea is that it is not necessary to make separate resource reserva-
tions for every flow. Instead, there can be a few service classes, and each flow can
belong to one of the classes. This allows grouping of traffic passing through a net-
work element into aggregates, each of which belongs to one class. All traffic in an
aggregate (rather than in each flow) is handled the same way. Furthermore, the
treatment of each service class can be preconfigured in the core routers, based on the
expected levels of traffic of each class, reducing the dynamic changes that occur even
in core routers with IntServ. Additional processing of the packets, such as policing
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Figure 7.8 IntServ, with per-flow reservations and treatment, lacks scalability.
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and shaping, can be performed at the edges, and packets marked according to the
appropriate class of service. The DiffServ philosophy is to keep the forwarding path
simple, push complexity to the network edges as much as possible, and provide a
service that does not make assumptions about the type of traffic using it, while
allowing the dominant Internet traffic model to remain best-effort. Figure 7.9 shows
an example in which all traffic is aggregated into two classes in the core network
where DiffServ is used. Clearly, adding many more flows to the network edges will
not significantly increase the complexity in the core network since the same two
classes would still be used.

The IETF DiffServ working group has provided an architectural framework for
DiffServ. It has redefined the IPv4 header ToS octet as the DS field (in the case of
IPv6, it is the traffic class octet that maps to the DS field). Packets are marked in the
differentiated services code point (DSCP) field of the DiffServ field, the rest of the
DiffServ field being currently unused. The DSCP field is currently six bits. Traffic
aggregates are flows whose packets all have the same DSCP field behavior aggre-
gates. Most of the computationally intensive functions including classifying, mark-
ing, and shaping (in general, traffic conditioning with a variety of QoS mechanisms)
are performed at edge routers of a DS domain. In the interior routers of a DS
domain, packets only have to be classified by their DSCP field into behavior aggre-
gates. The behavior aggregates are treated according to the per-hop behavior (PHB)
associated with their DSCP markings. The PHB is the externally observable for-
warding behavior applied at a DiffServ-compliant router to a DiffServ behavior
aggregate. Together with the processing at the edge routers, the PHBs are used to
provide different services, where a service is the overall treatment of a defined subset
of a customer’s traffic within a DiffServ domain or end-to-end.

PHBs that have been proposed include assured forwarding (AF) and expedited
forwarding (EF) [11, 12]. AF is a means for a service provider DS domain to offer
different levels of forwarding assurances for IP packets received from a customer DS
domain. AF is actually a 12-member PHB group, divided into 4 classes and 3 levels
of drop precedence within each class (more recently, it has been proposed to say that
AF is a type of PHB group with 3 members, and each of the 4 classes is an instance of
the AF type [13]). Each AF class is allocated some forwarding resources (bandwidth
and buffer space) in each DiffServ node. Each class should be configured to receive
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Figure 7.9 DiffServ, with aggregation of traffic (into two classes, in this example).
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the desired bandwidth over both large and small time scales. Meanwhile, EF config-
ures nodes so that a behavior aggregate has a well-defined minimum departure rate
(well defined in the sense of being independent of the intensity of other traffic at the
node). Together with appropriate conditioning of the behavior aggregates at the
boundary routers, the so-called premium service may be provided, using EF.

7.4 QoS in Wireless Networks

In wireless networks, there are a number of issues related to providing QoS. First,
there are the issues associated with all wireless networks regardless of host mobility,
because of the characteristics of the wireless link, including relatively lower band-
width, higher latency, and higher errors than comparable wired links. Second, there
are the additional complications that come with mobility. We illustrate some of the
issues by exploring QoS support in wireless LANs in Section 7.4.1, and then con-
sider the impact of mobility on QoS support in Section 7.4.2.

7.4.1 WLAN QoS Support

In Chapter 3, we introduced WLANSs, and in particular the IEEE 802.11 WLAN:,
popularly known as wi-fi. We mentioned the hidden terminal and exposed terminal
problems in Chapter 3, and that the CSMA/CA medium access scheme is used in
802.11 to handle medium access while taking care of these challenges. We are now
ready to discuss the 802.11 MAC in more detail, including the CSMA/CA scheme.
This is directly relevant to 802.11 QoS, as the 802.11e addendum to 802.11
enhances the original 802.11 MAC to support QoS.

The 802.11 MAC consists of a distributed coordination function (DCF) and a
point coordination function (PCF). The DCF is implemented in all stations and can
be used in both ad hoc and infrastructure modes. The PCF, on the other hand, only
makes sense when there is a point coordinator, namely an access point, and hence it
only is used in infrastructure mode to coordinate the traffic in each BSS within an
ESS. When there is an AP involved, the MAC alternates between contention periods
(CPs) and contention free periods (CFPs), where DCF is used in CPs, and PCF in
CFPs. However, DCF and PCF share the same underlying MAC structure and
mechanisms, with just a few additions for PCF. The same CSMA/CA mechanisms
(physical and virtual carrier sensing, random back-off after busy medium detection,
differential interframe spacing, and positive ACKs) are used in both PCF and DCF,
although the PCF additionally builds upon these mechanisms to seize control of the
medium during CFPs. Since the PCF is built upon the fundamental services provided
by the DCF, we describe the DCF first.

7.41.1 DCF

In CPs, where DCEF is used, a station that does not have a packet to send will still be
continually monitoring the wireless channel, to perform carrier sensing. These
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carrier-sensing mechanisms, as we will see, may allow the station to predict how long
the medium will be busy. Thus, when the station has a packet to send, there are two
cases: the determination that the medium is not busy and the determination that the
medium is busy. In the first case, it waits for a time interval DIFS (DIFS are part of the
interframe spacing scheme that we will consider in Section 7.4.1.2, since it is only
fully utilized with PCF) and then transmits. In the second case, however, it first waits
till the medium is not busy, waits for DIFS, and then waits an additional random
back-off time (to avoid clashing with other stations that might have been silently
waiting at the same time). The random time is drawn from a uniform distribution
between 0 and the collision window size. The collision window doubles after every
collision, until it hits a predefined maximum, and it is reset after a successful trans-
mission (see Figure 7.10). If at this time the station still does not hear any transmis-
sions, it proceeds to transmit (the transmission itself may be preceded by an RTS/CTS
exchange that we will explain shortly). In both cases, if the packet is a directed trans-
mission towards one other station (rather than a broadcast), it waits to receive a posi-
tive ACK from the intended receiver. This sequence of actions helps keep the number
of collisions low while allowing the station to schedule a retransmission in case a col-
lision does occur (in which case it would not receive the positive ACK).

We now examine the carrier-sense mechanisms in more detail. Since there may
in general be hidden terminals (as explained in Chapter 3), it helps to have a good
carrier sense mechanism that can prevent collisions even when there are hidden ter-
minals. Hence, 802.11 defines both physical and virtual carrier-sensing mecha-
nisms, where the virtual carrier-sensing mechanisms make carrier sensing more
robust and help in solving the hidden-terminal problem. The physical carrier—sens-
ing mechanism is analogous to that used in Ethernet, where a station listens to find
out if the medium is idle before transmitting. It is physically layer specific, but all
802.11 physical layers need to provide this service to the MAC layer. It will not
detect hidden terminals, but at least can detect transmissions from other stations
that an 802.11 station can directly hear. The virtual-sensing mechanisms include an
RTS/CTS scheme, as well the Duration ID field in 802.11-directed frames (i.e.,
frames directed to a particular station’s address).

The RTS/CTS mechanism works as follows: Before sending data (assuming that
the physical carrier—sense mechanism does not hear any ongoing transmissions from
other stations), a station A transmits an RTS frame to the intended recipient of the
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Figure 7.10 Binary exponential growth of the random back-off (drawn from uniform
distributions over larger and larger intervals).
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data, B. B transmits back a CTS frame. Now, all other stations within the transmis-
sion range of both A and B know that the transmission medium will be busy, and so
they can avoid colliding with the transmission from A to B. This solves the hidden-
terminal problem, as shown in Figure 7.11 (where C is no longer a hidden terminal
to A, unlike in Figure 3.8). The RTS and CTS frames indicate not only that a trans-
mission is about to occur, but the Duration ID field in these frames indicates how
long the intended data transmission will take. Other stations will treat the RTS/CTS
exchange as a reservation of the medium for the specified duration, and they main-
tain a counter, the network allocation vector (NAV), based on this information. In
addition to reserving the medium for the impending transmission, the RTS/CTS
mechanism also serves as a quick collision detection that checks if the transmission
path is clear. Although RTS/CTS can be useful, it is clearly overhead. Hence, each
station can independently decide whether or not to use it at all, or whether to use it
only for data frames exceeding a certain size.

7.4.1.2 PCF

With DCEF, all stations are equal, in the sense that they all contend for the use of the
medium, without special privileges. While this is fair, a little unfairness is sometimes
desirable, for example, to provide QoS. Thus, when there is an AP, 802.11 provides
for the AP to control the use of the medium through the PCF. In other words, during
the CFPs, the stations no longer contend for the medium, but transmit only as
allowed by the AP. The AP can seize control of the medium because of the differen-
tial interframe-spacing scheme in 802.11. This is the major piece of CSMA/CA that
we did not discuss in Section 7.4.1.1, so we turn our attention to it now.

The standard 802.11 defines four interframe spacings, namely, short interframe
space (SIFS), PCF interframe space (PIFS), DCF interframe space (DIFS), and
extended interframe space (EIFS), from the shortest to the longest. In different

Figure 7.11 RTS/CTS solves the hidden-terminal problem.
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situations, a station needs to wait for the medium to be clear for one of these inter-
frame spacings, before transmitting (and in some cases, it must wait an additional
time interval, based on the independent back-off mechanism). The differences in the
timings of these interframe spacings allow for: (1) better collision avoidance, (2) pri-
ority for MAC control frames, and (3) control of the medium for PCF purposes. In
Section 7.4.1.1, we explain how when the medium is busy when a station wishes to
transmit, it needs to wait for DIFS before waiting for the random back-off to trans-
mit. Actually, to be more precise, if it also turns out that the last transmitted frame
detected was in error, the station waits for EIFS instead, improving collision avoid-
ance. Meanwhile, SIFS, the shortest of the interframe spacings, are used to rightfully
give priority to certain MAC control frames, such as ACK and CTS frames. After
SIES, PIFS are the next shortest time. Thus, an AP can, and does, wait only for PIFS
to transmit a special beacon frame indicating the start of the CFP.

As soon as the other stations receive the beacon frame from the AP at the start of
the CFP, they stop contending for the medium for the duration of the CFP. The dura-
tion, and other parameters, are announced by the point coordinator (the AP), in the
beacon. Instead of contending for the medium, the stations are polled individually
by the point coordinator. The receipt of a poll is an indication to a station that it may
transmit a frame, if it has a frame to transmit. Otherwise, it responds to the poll with
a null frame. It then waits to be polled again, or until the CFP ends, before it can
transmit again. Thus, in controlling the sequence of polling, the point coordinator
controls the use of the medium by the stations, during the CFP.

We now return to the Duration ID field in packets (including RTS/CTS frames).
We have already seen that the Duration ID field is used in RTS/CTS frames to indi-
cate the length of the intended data transmission referred to by the RTS/CTS
exchange. It is also found in regular data frames, where in a contention period it
indicates how long it would take for the frame to be transmitted, followed by an
ACK, and one SIFS interval. This allows other stations to compute their NAV
accordingly. In a CFP, on the other hand, the Duration ID field is essentially unused
(it is set to a fixed constant).

7.4.1.3 802.11e

While the original 802.11 MAC incorporates a priority scheme, with the differential
interframe spacings, it is restricted to giving priority to certain control frames. All
data frames have the same priority. This is unacceptable for certain applications,
including the important case of voice and video over WLAN.

Therefore, IEEE has been working on QoS enhancements to 802.11 that sup-
port differential treatment of data frames and facilitate voice over WLAN. The stan-
dard 802.11e introduces the new coordination functions, the enhanced distributed
coordination function (EDCF) and the hybrid coordination function (HCF), to pro-
vide support for eight traffic classes. The EDCF is designed as an enhancement of the
DCEF built upon the DCF mechanisms, so non-QoS-enabled stations can coexist with
QoS-enabled stations. It introduces traffic class-dependent interframe spacings and
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traffic class-dependent minimum initial collision window sizes. Instead of all traffic
waiting at least DIFS after the medium is sensed free, they wait a new arbitration
interframe space (AIFS), which is shorter for higher-priority traffic and longer for
lower-priority traffic. As with DCF, there is a collision window. However, with
EDCF, the minimum size can differ, depending on the traffic class, so even this
probabilistic component can be skewed in favor of higher-priority traffic.

While the EDCEF is an enhancement of the DCF, the HCF can be thought of as
an enhancement of the PCF. You may wonder if the point coordinator could be a
natural administrator of QoS differentiation, through careful thought to the
sequencing of the polling (e.g., if some stations are known to be in voice over IP ses-
sions, to poll these stations at regular intervals to avoid excessive delay, and so
forth). Indeed, the polling sequencing is not specified in 802.11, so this sounds
promising at first. However, there are several problems that are found upon closer
inspection (and therefore, the HCF is needed to solve these problems). First, the
point coordinator (the AP) does not know what kind of traffic each station wishes
to communicate. Second, the point coordinator does not know the queue lengths in
each station, and moreover there was no standardized separation of traffic into
classes in each station before 802.11e came along and introduced the notion of traf-
fic classes. Third, the CFP has to alternate with the CP, so CFP cannot be in effect
continuously, which may lead to problems for streaming or conversational traffic if
large delays are experienced in the CPs. Fourth, when a station is polled in a CFP, it
has the right to transmit as large a packet as it wishes, up to the 802.11-specified
maximum packet size of 2,304 bytes that applies for any packet passed to the
802.11 MAC, not just responses to polls. It would be useful if the poll could specify
a more limiting maximum packet size allowed.

Indeed, the HCF is provided to exploit the polling capabilities of the point coor-
dinator (called hybrid coordinator, if it uses HCF, but like the point coordinator,
this would generally be in an AP). The standard 802.11e enhances the 802.11 MAC
so that careful polling is a viable means of providing QoS differentiation. The prob-
lems described in the previous paragraph are addressed in 802.11e. With 802.11e,
information on the traffic from each station is provided by the station to the hybrid
coordinator, using the QoS control field that is introduced by 802.11e. This infor-
mation is detailed enough to allow a station to specify the queue size for a specific
traffic class, as well as for the hybrid coordinator to specify a limit to the size of the
packet that may be transmitted in response to the poll. Another advantage of the
hybrid coordinator over the point coordinator is that it can initiate HCF access even
during the CP, which may be useful for streaming or conversational traffic. Thus,
the hybrid coordinator has a number of advantages over the original point coordi-
nator of 802.11, in being used as a tool for providing QoS differentiation.

7.4.2 QoS and Mobility

RSVP was designed with the implicit assumption that hosts do not move and do not
change TP addresses while resources reserved using RSVP are being utilized.
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However, this assumption is no longer valid in IP networks that support mobility.
When Mobile IP is used, packets from an MH come with source IP addresses that
change, as the MH moves from subnet to subnet and uses different COAs. When the
MH changes COA, the resource reservations made with the old COA become dis-
connected from the MH with its new COA (the RSVP-capable routers associate the
reserved resources only with the old COA). Thus, after each move to a new subnet,
new resource reservations need to be made, associated with the new COA. Thus,
there is a disruption of service quality with each handoff, lasting longer than the dis-
ruption in IP connectivity that happens at each handoff, because only after IP con-
nectivity is restored with the new COA can the RSVP signaling begin.

This problem of interworking RSVP and Mobile IP can be quite serious, espe-
cially if handoffs are very frequent. A number of different solutions to this problem
have therefore been proposed. Many of these solutions can be broadly divided into a
few categories: (1) those solutions where RSVP is modified so that it uses a different
unique identifier for a reservation (instead of using the changing IP address), where
the unique identifier may be the home address of the MH, or even a completely new
identifier introduced for this purpose, (2) those solutions where an existing RSVP
reservation can be modified to work with the new IP address, after each handoff; for
example, the resources in the intermediate routers shared by the old and new path
would continue to be reserved and not need to be reserved again, and (3) those solu-
tions where new reservations are prearranged, based on expectations of where the
MH may move, to avoid the long delays in re-establishing RSVP reservations. Solu-
tions based on these, and other approaches, have been suggested [14]. Nevertheless,
there is currently no clear general convergence to a preferred solution in the industry
or in the IETF, although the SEAMOBY working group in the IETF is working on a
generalization of the problem.

We can generalize the problem of interworking RSVP and Mobile IP in the fol-
lowing way: Mobile IP only ensures that during a handoff, while IP connectivity is
restored after a brief interruption. However, the network provides more than just
IP connectivity. Mobile IP does not transfer context state information between the
old and new points of attachment to the network. Context state information is use-
ful for support of features like QoS, as well as authentication, authorization, and
accounting (AAA) and header compression. In the case of RSVP and resource reser-
vation, unfortunately, the resource reservation state information resides in some
routers that may not be mobility-aware. The SEAMOBY working group in the
IETF is involved in solving the more general problem of transferring context state
information during handoff. An experimental context transfer protocol is being
developed [15].

7.5 Summary

As introduced in this chapter, techniques are needed for providing differentiated
QoS because limited resources in networks are shared, and because the network
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needs to be able to treat different classes of traffic differently based on issues includ-
ing different application requirements and different subscriptions. We overview a
number of different mechanisms for IP QoS, including resource reservation (using
RSVP), admission control (e.g., using bandwidth brokers), packet classification and
marking (e.g., using bits in the ToS field of the IP header), queuing (FIFO, priority
queuing, WFQ, and CBQ), traffic shaping (leaky bucket and token bucket), policing
(e.g., policing token bucket), and traffic engineering or QoS routing. We touch upon
the two QoS frameworks for IP networks, the IntServ and DiffServ frameworks that
provide ways to systematically apply QoS mechanisms. Then we explore QoS in
wireless networks, looking at some length at QoS in 802.11, and the interactions of
mobility protocols with QoS mechanisms.
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Security and QoS are two-thirds of a triumvirate, the third part of which is mobility.
They are the major network-level areas of technical challenge that wireless IP must
successfully handle to succeed. Of the triumvirate, security and QoS are more simi-
lar to each other than to mobility. Whereas mobility is for the most part an interest-
ing problem only in the wireless case, security and QoS are among the most
important areas of work and development for IP, whether wired or wireless. In both
cases, there are challenging and interesting problems in the wired side, with addi-
tional challenges when wireless is considered.

One reason why security is so challenging is that it is a negative problem [1]. In
many other problems in the wireless IP world, the objectives are to achieve some-
thing that can be verified with reasonable effort. For example, it is easy to verify that
the objectives of a protocol like Mobile IP are met, when packets get forwarded to
the correct locations of MHs. However, it is difficult to verify that a network is
secure, because we would need to test it against a variety of different attacks. Even
then, vulnerabilities might not be spotted, only to be revealed by yet another type of
attack that the designer has not considered. Furthermore, in many other cases, a
natural feedback mechanism exists when something fails—the user can be expected
to complain. However, if security fails, the person or persons with knowledge of the
failure are typically the attackers, who would often not have an incentive to report
the security failure.

8.1 Introduction

We consider only network security here. Thus, we examine only security issues
related to communicating over a network. This includes security issues related to
communicating over a wired or wireless data link, but not machine security.
Machine security includes proper and careful design of operating system software
and machine hardware to avoid security holes that can be exploited by malicious
users. It also includes physical security, such as keeping machines in secure locked
areas, and proper care of laptops in places like airports where some thieves target
laptops and PDAs. A practical system designed with security in mind would need to
consider machine security and network security, as well as carefully designed
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procedures for the human operators (e.g., to avoid a malicious user stealing an
authorized operator’s key and accessing the system).

8.1.1 Requirements

Imagine two kings at war, allies in a fight against a common enemy. Suppose the two
allied kings are in two different camps. They need to communicate with each other
and with their generals, and security is important because the battle could be lost if
their communications are compromised (e.g., if their enemy manages to read their
messages to each other). In particular, messages sent from one king to another need
to be private and confidential. Hence, the first requirement is the privacy or confi-
dentiality requirement, that somebody who somehow intercepts the messages
should not be able to understand them. However, an interceptor may alter or cor-
rupt the message (this may happen without malicious intent if, for example, the loyal
messenger memorizes the message but inadvertently forgets part of it). A second
requirement, then, is assurance that the message has not been altered—this is known
as the message integrity or data integrity requirement.

What else could the enemy do? In other words, what other attacks could the
enemy launch? The enemy could send a fake message purportedly from one king to
the other. Therefore a way to ensure that message is really from whom it claims to be
(i.e., to authenticate the message) is needed. This is the message authentication
requirement. Whereas message authentication ensures that a message is from whom
it claims to be, user authentication ensures that a node (a user) is who it claims to be
for network access control purposes.

Closely related to authentication is authorization. While authentication is about
identity, authorization is about what that identity is allowed (authorized) to do. For
example, only a king and not a general is allowed to command the use of a secret
weapons cache. If a command to use this cache comes from a general, he is not
authorized to give that command, even if the command can be authenticated as his.
In fact, in the context of network access, authentication, authorization, and
accounting are so often closely tied together, that the term AAA (authentication,
authorization, and accounting) was coined for protocols like RADIUS that facilitate
all three.

Confidentiality, data integrity, and authentication are arguably the big three
issues in network security. Given the limited space in this chapter, we focus on the
big three and briefly discuss other possible network security requirements. Attacks
like the classic man-in-the-middle, spoofing, eavesdropping, jamming, and code-
breaking should fail if the network is carefully designed to provide sufficient confi-
dentiality, data integrity, and authentication. The man-in-the-middle scenario is
where an attacker gets between two communicating entities, say A and B, and to A
pretends to be B, and to B pretends to be A. Spoofing is pretending to be someone the
attacker is not and sending messages as that other entity (so the man-in-the-middle
scenario is a special case of spoofing). Eavesdropping is “listening in” on communi-
cations the attacker is not authorized to listen to. This includes unauthorized
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wiretaps and listening to wireless signals. Jamming is disrupting communications by
introducing interference, such as electromagnetic interference, into the communica-
tions medium.

What are some other requirements? A network should also be required to not
be vulnerable to denial of service (DOS) attacks. A DOS attack is one in which the
attacker starves the target(s) of resources, typically by making many spurious
requests and thus tying up resources to the point that others get starved. The
classic example is where an attacker repeatedly opens TCP connections at a
machine, leaving the connections half-open and thus tying up resources so legiti-
mate TCP connection attempts are denied service. In the wireless case, jamming,
the deliberate introduction of electromagnetic noise to disrupt communications, is
considered a form of DOS attack. The requirement to be unsusceptible to DOS
attacks can also be expressed as a requirement of service availability. The network
protocol designer should also guard against replay aitacks. These are when an
attacker, unable to decipher an eavesdropped message, nevertheless stores the raw
message and later replays it without change. We can express the corresponding
requirement as a requirement on uniqueness—each message is unique and cannot
be replayed. Common security requirements and typical solutions are listed in
Table 8.1.

Table 8.1 Security Requirements
Needed to Protect
Requirements Against These Attacks Solutions
Confidentiality/ Eavesdropping, Encryption schemes to make Message-specific
privacy man-in-the-middle the data unintelligible to attacker requirements

Data integrity

Message
Authentication

Non-repudiation

Uniqueness

User
authentication and
authorization for
access control
Service
availability
Intrusion
detection

Corruption of data

Man-in-the-middle,
spoofing, replay

Denial of responsibility
for contents of message
Replay

Man-in-the-middle,
spoofing, replay

Denial of service (DOS),
jamming

Most attacks to “break in”
to a system leave traces—

intrusion detection is a

“second-line” of defense to

detect suspicious activity

MAC, checksums to guarantee
that the data has not been
corrupted

Authentication schemes to
guarantee the message is from
who it claims to be from

Digital signatures that only one
sender could have used

Time stamping so the message can
be recognized as invalid if replayed
later; unique identifiers that are

never reused (nonces) can also be used

Challenge/response schemes

Various schemes to reduce
resource consumption by attackers

Network- and
node-specific
requirements
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8.1.2 Solutions

In this chapter, we do not have the time to go into the details of the various algo-
rithms and schemes (security mechanisms) that have been invented over the years to
provide security services. Instead, in this section we briefly survey the range of
mechanisms available for confidentiality, data integrity, and message authentica-
tion, and then move on to focus on IP security and wireless security, where we will
see how some of these mechanisms are incorporated into security frameworks to
meet the security needs. You may refer to Stallings for more details on security
mechanisms [2].

To provide privacy and confidentiality, there are many encryption schemes
from which to choose. There are two main classes of encryption schemes: secret key
and public key. Secret key schemes are described as “conventional,” “shared key,”
“shared secret,” and “symmetric,” whereas public key schemes are described as
“public key,” “public/private key,” and “asymmetric.” Secret key schemes were the
only schemes around until the mid-1970s, when public key schemes were first pub-
lished (hence, secret key schemes are “conventional” schemes). Secret key schemes
use secret (private) keys that are shared by sender and receiver, that cannot be
revealed without compromising message privacy. Decryption is symmetric to
encryption in the sense that the reverse of the encryption algorithm is performed,
using the shared key. These fundamentals of secret key encryption are shown in Fig-
ure 8.1. On the other hand, public key schemes are asymmetric in that they use one
key for encryption and another key for decryption. Each node generates a public
and private key pair so that the public key can be made known to anybody without
placing the private key in jeopardy (even with knowledge of the encryption and
decryption algorithms and samples of encrypted text). Then, any other node that
wishes to send a message to, say, node A will use node A’s public key to encrypt the
message. Node A’s private key is needed to decrypt the message. Since only node A
has its private key, the message is kept private. Figure 8.2 illustrates public key
encryption.

To provide confidentiality, there is a wide selection of encryption schemes to
choose from. Examples of private/secret key encryption schemes include data
encryption standard (DES), triple data encryption standard (3DES), international
data encryption algorithm (IDEA), Blowfish, RC4, and RC5. Examples of public

(Optional) Random number

sent with ciphertext

(US| g S|

Plaintext ——» — Ciphertext — > Plaintext

Random number

Secret key Secret key
Figure 8.1 Secret cryptography.
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Figure 8.2 Public-key cryptography.

key encryption schemes include Rivest, Shamir, and Adleman (RSA) and elliptic
curve-based cryptography. Typically, unencrypted text is called plaintext, while
encrypted text is called ciphertext.

As for data integrity and message authentication, many security schemes pro-
vide both of these services together. Many schemes have been proposed, which can
be classified as falling into the class of message authentication codes (MACs) or the
class of hash functions. A MAC! is a cryptographic checksum of a message, where
both the sender and receiver share a secret key. Typically shorter than the original
message itself, the MAC is sent along with the original message. Like ordinary
checksums, the MAC allows the receiver to detect changes in the message (if the
MAC computed at the receiver does not match the MAC in the sent message). Fur-
thermore, unlike with an ordinary checksum, an attacker cannot change the mes-
sage and then alter the MAC to match, without possessing the secret key. Hence,
data integrity is provided. Since only the sender and receiver have the secret key, the
presence of the MAC indicates to the receiver that the message is indeed from the
sender, thus providing message authentication. With hash functions, on the other
hand, the sender and receiver do not need to share a secret key. Given a message, the
hash function produces a hash (of the message) also known as a message digest,
similar in some ways to a MAC in that it is shorter than the original message, but
different in that the sender and receiver do not need to share a secret key. Hash func-
tions are chosen so that it is easy to compute the hash given a message, but not the
other way around (i.e., not given a hash to compute the message), and it is very hard
to find two messages that result in the same hash. The second property is crucial to
ensure that when a message is changed, the hash of the changed message will no
longer match the transmitted hash, and so the change can be detected and data
integrity can be provided. However, because there is no secret key used for comput-
ing the hash, the hash portion of the transmitted message is usually encrypted. Thus,
the combination of encryption and decryption and the hash function provide data
integrity and message authentication.

Examples of MACs include the data authentication algorithm based on DES
and HMAC [3]. Examples of hash functions include MD4, MDS5, and SHA-1.

Unfortunately, the acronym MAC is also used in networking to refer to the medium access control layer of
the protocol stack. In most cases, it should be clear which acronym expansion for MAC to use, based on the
context of usage.
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8.2 IP Security

The Internet provides only best-effort delivery service, just as it provides only inse-
cure packet delivery, with no guarantees that packets are unread and unmodified by
intermediate nodes or that packets are from whom they claim. Certain applications
might be content with insecure packet delivery, such as casual Web browsing for
topics of little or no consequence. However, with the growth of the Internet and
especially of e-commercial and online banking, users increasingly need secure com-
munications for certain kinds of applications, such as those involving financial
transactions.

So there is a need for Internet users, and more generally, users of IP-based net-
works, for secure communications. But first, we must ask ourselves whether it
makes sense at all to put security mechanisms in the network layer, in IP in particu-
lar. We compare putting security mechanisms in the network layer to putting secu-
rity mechanisms in the application layer. At one level, the difference is between
generality and specificity. All traffic is passed down to the network layer, so for
security mechanisms at the network layer, blanket security protection is applied,
whereas security mechanisms at the application layer are specific to particular
applications. Specificity allows the security scheme to be tailored to the particular
application, such as being much more secure for a financial transaction application
than for a social chatting application and probably requiring certain services such
as non-repudiation. However, one of the drawbacks of this kind of specificity is
that every application has to take care to secure its own communications, and this
may be a burden to some applications. Sometimes, such as in a virtual private
network (VPN) scenario (to be discussed soon), all traffic should be encrypted, and
thus it makes much sense to implement VPNs at the IP level. Thus, it is not a
question of which is better, but for what applications, under what circumstances,
it would make more sense using security mechanisms at the network layer or
higher up.

Another consideration is that security mechanisms at the IP layer can encrypt
more of the headers than can security mechanisms at higher layers of the protocol
stack. This is due to how layered networking works. At the source, as a packet is
passed down the protocol stack for processing, a given layer will only see the headers
added by layers above it and will not see lower-layer headers. Application-layer
security mechanisms, on the other hand, would therefore leave all the lower-layer
headers in the clear. Having some headers exposed may make the system vulnerable
to traffic analysis. Traffic analysis of in-the-clear headers can reveal potentially sen-
sitive information to an attacker, information such as network addresses and topol-
ogy and traffic loads from various sources.

8.2.1 The Need for Security

In Chapter 1, while discussing technological advances that will make the next gen-
eration of wireless IP networks possible, we stress the important requirement of
keeping the system at a reasonable cost. Thus, the cost of providing any given set of
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features must always be considered, sometimes leading to tradeoffs and compro-
mises. A VPN is a good example of this. In many situations, organizations like to
have their own private network to conduct their business. Such a network would be
connected only to trusted machines within the organization. Provided that reason-
able care is taken to physically secure the network equipment, including wires, the
organization can be reasonably confident that outsiders cannot see what goes
through the network. Hence, the network is a true private network providing pri-
vacy (in the sense of confidentiality). While this network would serve the purposes
of the organization, it would be much too expensive, especially if the organization is
distributed over many locations far around the world, as shown in Figure 8.3. Using
a public network like the Internet, as shown in Figure 8.4, would be much more cost
effective. However, it would not provide the communications privacy that the
organization needs.
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Figure 8.3 Private network between remote office networks.
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Figure 8.4 Replacing the private network with a public network.



150

Network Security

The solution is to still use the Internet, but to construct a virtual network over it.
This can be done, for example, by placing gateways at each point where the organi-
zation’s network borders the Internet, and privacy can be achieved if traffic is
encrypted between the gateways. Such a network then functions as a VPN, which is
very popular as a cost-effective way to achieve privacy without actually needing to
build a private network. It is shown in Figure 8.5, where the thick curvy lines repre-
sent secure tunnels (such as can be provided by IPsec, as we will see soon) between
the various locations.

We have coined the term wireless link band-aid to refer to the case where a wire-
less link is insecure, or provides very weak security, but the wired portion of the
communications path may be secure enough. For example, the original 802.11,
whose wired equivalent privacy (WEP; see Section 8.3.1) is notoriously breakable.
In such a case, the best long-term solution may be to change the wireless link itself,
as is being done with 802.11i, and in proprietary solutions that vendors have been
deploying in their products in the interim. However, an intermediate solution is to
apply higher-layer security mechanisms to bear upon the problem before 802.11i is
stable and widely deployed. It makes sense for this to be done at the IP layer because
it is closest to the effect of a true link-layer solution without actually being one. All
traffic is protected without the need to modify all the applications, and most forms
of traffic analysis are protected against, since IP layer and higher-layer headers can
be encrypted, unlike the provisions of an application-layer solution. Like a band-aid,
it provides a temporary solution for protection while the long-term solution is devel-
oping (if we think of 802.11i development and deployment as analogous to skin
regrowth). The solution is close to the skin, in the sense of the IP layer being the layer
just above the link layer, and providing much of the protection that a link-layer
scheme could provide. We could extend IP-VPNss to include wireless links, as shown
in Figure 8.6. Table 8.2 summarizes the example applications for IP security dis-
cussed in this section.
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Figure 8.5 Implementing virtual private networking over a public network.
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Figure 8.6 Adding support for wireless and dial-up access to the VPN.

Table 8.2 Example Applications and Needs

Applications Needs

VPN Create a virtual network over a shared IP network like the Internet,
where all traffic must be confidential

Wireless link band-aid Add an “artificial skin” layer of protection for all IP packets going

over a vulnerable wireless link

8.2.2 IPsec

IPsec is a security framework for IP-layer security services in IP networks. IPsec pro-
vides two modes of usage, namely transport mode and tunnel mode. Furthermore,
each of the modes has three submodes, namely authentication header (AH) only,
encrypted security payload (ESP) only, and both AH and ESP. Using ESP provides
confidentiality, where a variety of secret key encryption schemes may be utilized.
Using AH provides message authentication and data integrity.

The difference between transport mode and tunnel mode is that in transport
mode, the encryption and authentication operations are over only the payload, and
not the IP header, whereas in tunnel mode, the entire IP packet is included in the
encryption and authentication operations. In tunnel mode, since the IP header may
be encrypted, and thus no longer usable for routing, a new, unencrypted IP header
is attached. The difference between transport and tunnel modes is shown in
Figure 8.7, where the shading represents the parts of the packet that are encrypted.
Clearly, tunnel mode adds a little more overhead than transport mode does, because
of the use of a new IP header. In the case of usage of IPsec between two end hosts, it
therefore makes sense to use transport mode. Even with tunnel mode, the source
and destination IP addresses of the end hosts are revealed anyway, in this case. In the
case of a VPN scenario, however, if IPsec is used only between two gateways, and
traffic between two end hosts goes through the two gateways along the path
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Figure 8.7 [Psec transport and tunnel modes.

between the two end hosts, then tunnel mode is more appealing. This is because with
tunnel mode in this case, the original IP header is hidden, and only the IP addresses
of the gateways are revealed.

8.3 Security in Wireless Networks

Security does not come for free. It must be provided for, at the cost of such things as
bandwidth, power consumption, and delays. There are trade-offs involved, depend-
ing on the levels of security required for different situations. These trade-offs are bet-
ter understood for wireline networks than wireless networks, given that wireline
networks have been around for longer. When wireless links are involved, constraints
like limited bandwidth, power, and processing capability may mean that the optimal
points in the tradeoff curves change.

In some cases, wireless-specific algorithms and protocols may be beneficial. For
example, wireless transport layer security (WTLS) is a version of transport layer
security (TLS) optimized for the wireless environment, allowing less computation-
ally intensive algorithms to be used at the wireless terminal and lower bandwidth
overhead and faster handshakes, at the cost of a lower level of security [4]. The
introduction of specialized protocols like WTLS for wireless access, however, intro-
duces another challenge. It places a burden on servers unless there is a translation
gateway that shields the servers from having to understand all the specialized proto-
cols. The WAP gateway (see Chapter 10) is an example of one such gateway that has
WTLS/TLS translation among its features [5].

One of the most important features that wireless access enables is mobility. To
support mobility everywhere, the network must augment its routing, QoS, security,
and other features. First, user authentication for network access when a subscriber
accesses the network over a wireless link (even in a home network) is important,
since the terminals are not permanently attached by wire to any given location. Sec-
ond, when the subscriber is roaming, a number of challenges arise: (1) how to work
with mobility protocols to support seamless provisioning of security services while
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roaming and for interadministrative domain mobility, and (2) how to coordinate
between the visited and home network in AAA, as well as providing other security
mechanisms.

8.3.1 WHLAN Security

When 802.11 WLANSs were first designed, it was noted that they should have the
same level of security as typical LANs like Ethernet LANs. Ethernet does not
encrypt traffic, but because Ethernet machines are connected to one another by
cables, it is harder to tap into the LAN than for a WLAN (where an attacker need
not physically connect any hardware to the LAN to eavesdrop). Therefore, the
wired equivalent privacy (WEP) scheme was proposed. WEP is a weak, 40-bit secret
key (symmetric) encryption scheme that was not designed to be super-strong, but to
raise the difficulty of eavesdropping WLAN traffic to an equivalent level as with a
wired LAN. Additionally, an integrity check value (ICV) is computed on the plain-
text and appended to the plaintext before WEP encryption. Figure 8.8 shows WEP
encryption; since it is a symmetric scheme, decryption is straightforward, given the
secret key.

For WEP encryption, the plaintext is bitwise exclusive-ORed (in exclusive-OR
is a binary operation often abbreviated as XOR, where the output is 0 if the two
input bits are the same and 1 otherwise) with the output of the WEP pseudorandom
number generator to produce the ciphertext. Thus, the ciphertext can be decrypted
only if the output of the WEP pseudorandom number generator is known. The idea
is that only the intended receiver would know the two inputs to the WEP pseu-
dorandom number generator that the transmitter uses. These two inputs are a secret
key and initialization vector (IV). How does the receiver know these values? The
802.11 standard assumes, but does not specify, the existence of an external key dis-
tribution mechanism that distributes the secret key to a set of authorized mobile sta-
tions. The IV, on the other hand, is not distributed beforehand. Furthermore, it may
be changed by the transmitter as often as with the transmission of every 802.11
packet. However, the current IV value is always appended in plaintext to every
802.11 packet, so the intended receiver only needs to know the secret key before-
hand. Note that this also means that the other stations to which the same secret key
has been distributed can also decrypt the packets for the receiving station. This is
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Figure 8.8 WEP encryption.
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not necessarily cause for alarm, since WEP is only meant to provide privacy equiva-
lent to that of a WLAN. Furthermore, the set of authorized mobile stations with the
same secret key can be thought of as analogous to stations on an Ethernet LAN,
which can hear all the traffic on the same LAN.

Nevertheless, the various weaknesses of WEP have been highly publicized [6].
As a result, an enhanced version of WEP, sometimes known as WEP2, has been
developed, that uses 104-bit keys instead of 40-bit keys. Meanwhile, the IEEE came
up with 802.11i, for enhancing WLAN security. 802.11i introduces a new security
framework for the 802.11 family that incorporates 802.1x (for integration into the
AAA infrastructure and thus providing network access control for roaming mobile
stations), as well as stronger encryption algorithms. These new encryption algo-
rithms include TKIP and advanced encryption standard (AES). Use of TKIP is meant
to be an interim measure, whereas AES is a longer-term solution. The 802.11i stan-
dard closes many of the holes found with WEP.

Meanwhile, some organizations that are more security-conscious have opted for
network-layer solutions to complement the security mechanisms provided at the
link layer by 802.11. These solutions include the use of IPsec. In a wireless context,
though, there are issues that arise from the use of both IPsec and Mobile IP together,
and these will be discussed in Section 8.3.3.2.

8.3.2 GSM Security

In GSM, as with any other wireless system, user authentication is very important
because users are mobile and often change their points of attachment to the net-
work. The authentication forms the basis for ensuring that only authorized users
obtain service from the network, and only for the services for which they are author-
ized. The other major security service that GSM provides is confidentiality, to pre-
vent attackers from listening to mobile phone conversations. Confidentiality is
mostly provided by encryption, with one significant exception that we will explain.
The authentication and encryption mechanisms used in GSM are not independent.
Instead, the key used for the ciphering (encryption) is computed as part of the
authentication process. So we examine authentication first.

There are two kinds of authentication that are needed. First, because the phones
are small, light, and portable, they can be easily misplaced and fall into the hands of
unauthorized users. Thus, the human user of the phone must be authenticated with
the phone through a password that is typically arranged in conjunction with the
service provider upon signing up for service. More precisely, the authentication is
with the SIM card—if you replace your SIM card in your phone with another, you
need to know the password for the other SIM card. The human user only has access
to all the features of the phone (including making and receiving calls) after successful
authentication with the SIM card. Note that this authentication is only local on the
phone—nothing goes over the air in this process. Thus, a second kind of authentica-
tion is needed, in which the GSM network authenticates the subscriber for service.
More precisely, the GSM network actually authenticates the SIM card in a process
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that does not involve the human user, and that happens multiple times, regularly,
when a mobile phone is on. To those who might wonder why the human user is not
directly authenticated with the network, but indirectly through the SIM, we point
out the analogy of the ubiquitous lock-and-key system used to safeguard most peo-
ple’s houses. The key is analogous to the SIM card, and the lock to the authentica-
tion procedure with the GSM network. The lock authenticates the key, not the
human! Anybody with the right key can open the lock. What is to prevent some-
body from stealing the keys and using them? The person has to know the right house
in which to use the keys. Knowing the right house is like knowing the password in
the user authentication to the SIM card.

Authentication of the SIM by the network is done through a challenge/response
mechanism. The SIM and the authentication center (AuC) in the MS’s home net-
work share a key, K_i, which must never be revealed to third parties. K_i and a ran-
dom number are used by the AuC as input to an algorithm, A3, to generate a value,
signed response (SRES). The network sends the SIM a challenge, namely the ran-
dom number. It expects that only the SIM with K_i can use A3 to generate the cor-
rect SRES for the input pair of K_i and the random number. Thus, the response sent
back to the network is the SRES the SIM computes. The network compares the two
values, and if they match, the SIM is authenticated. GSM authentication is illus-
trated in Figure 8.9 (note that this is a conceptual view of GSM authentication,
because we have been referring to “the network” as a single entity, whereas actually
two network elements are involved; a more complete picture of GSM authentication
is given in Figure 8.10).

Most of the time, user traffic is encrypted for privacy. However, the ciphering
(encryption) can be turned on only after authentication completes. This is because
the key used by GSM encryption, K_c, is computed during authentication.
Therefore, GSM cannot provide privacy for the control signaling that initiates
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authentication. The main concern is that the MH needs to identify itself at this time.
In particular, the network needs to obtain the MH’s IMSI from the MH. The prob-
lem is that sending the IMSI regularly over the air unencrypted opens the door to
theft of the IMSI and other privacy issues. GSM uses an ingenious workaround;
instead of sending the IMSI over the air each time the MH needs to identify itself to
the network, it usually sends what is known as a temporary mobile station identifier
(TMSI). The link between TMSI and IMSI is known by the serving MSC, and GSM
provides for a way to pass this knowledge to the next serving MSC, upon handoff to
a new MSC. Thus, the sending of the IMSI itself over the air in plaintext is
minimized.

What do we mean in the last two paragraphs by “the network”? It could be the
AuC doing all this, but typically it is the serving MSC, so the signaling does not have
to take a long time going between the AuC in the home network to the MS in a
foreign network, when it is roaming. But the AuC cannot reveal the K_i to any
MSC. Thus, the solution is for the AuC to precompute authentication triplets
comprising of (random number, associated SRES computed with that random
number and K_i, resulting K_c), and to send these triplets to the MSC in batches.
Thus the MSC only once in a while would contact the AuC to refresh the triplets.
Figure 8.10 shows the more complete picture of GSM authentication that includes
the authentication triplets.

Finally, we turn to confidentiality in GSM. As we mentioned, K_c is derived dur-
ing authentication. The same two inputs, K_i and the random number, are sent to a
different algorithm (A8, instead of A3) to generate K_c. The encryption scheme used
is a secret key scheme. Two new keys, S1 and S2, are generated for each frame, using
the A5 algorithm. The inputs to A5 are the frame number and K_c, so S1 and S2 will
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change from frame to frame. S1 is used to XOR the traffic from the network to the
MS, while S2 is used to XOR the traffic from the MS to the network.

8.3.3 Security and Mobile IP

Mobile IP provides basic support for authentication, but not confidentiality or data
integrity. This is because authentication is more of a challenge where there is mobil-
ity than in networks without mobility. How does a HA know if the registration mes-
sage it is receiving from a foreign network is really from one of the MHs it serves?
Meanwhile, the need for confidentiality and data integrity are not necessarily
increased in mobility situations. Therefore, confidentiality and data integrity are
presumed to be handled by other IP protocols (as mentioned in earlier chapters, the
IP protocols are modular and designed to be used in concert with other IP proto-
cols). Since Mobile IP does not make assumptions about the security of the wireless
link, it has to assume that transmissions can be heard by attackers (eavesdropping).
Therefore, replay attacks may be possible, and so the authentication schemes must
be protected against replay attacks.

Which entities need to have security associations with each other? At a mini-
mum, the MH and its HA must be able to authenticate each other’s messages. Oth-
erwise, if the HA does not authenticate the registration message from the MH, any
node could claim to be the MH and maliciously register an arbitrary IP address as
the MH’s COA. Similarly, if the registration response from the HA is not authenti-
cated, an attacker could intercept and destroy the MH’s registration message, and
state falsely that the HA has updated its binding for the MH to the latest COA, by
sending an unauthenticated registration reply to the MH. Therefore, Mobile IP
makes it mandatory for both registration messages and registration replies to be
authenticated. This is done by including the mobile-home authentication extension
in the messages. (Mobile IP uses a general method of allowing miscellaneous,
optional information to be attached to Mobile IP messages, while extensions are
self-contained sequences of information, including an extension type code and
length.) The mobile-home authentication extension contains a 4-byte SPI, that,
together with the home IP address of the MH, uniquely identifies an MH-HA secu-
rity association. The default authentication algorithm is HMAC-MDS [3].

Additionally, there may also be security associations between the MH and FA,
and between the FA and HA. Two optional authentication extensions, the mobile-
foreign authentication extension and the foreign-home authentication extension,
are optionally attached to Mobile IP registration messages and replies. These would
only make sense when an FA is used—thus, they are not used when a colocated
COA is being used. Although these two are optional, they must be used when the
MH and FA, or FA and HA, respectively, share a security association. Note that of
the three authentication extensions, the Mobile-Home and Mobile-Foreign
Authentication Extensions (if used) are added by the MH in registration requests,
whereas the Foreign-Home Authentication Extension (if used) is added by the FA in
the registration request, when it forwards the registration message from the MH.
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8.3.3.1 Mobile IP and AAA

We note that the original Mobile IP security model, as just described, assumes that
the MH is able to actually send Mobile IP registration messages, and respond to
them, soon after entering the foreign network. This implies that the foreign network
has given the MH sufficient access to its network to be able to do the registration.
More specifically, if colocated COAs are used, this means the MH is able to obtain
an IP address in the foreign network, and if FAs are used, this means that the FA is
receiving and processing Mobile IP registration messages from the MH.

How valid is this assumption? In many cases, for mobility within an organiza-
tion (more specifically, where the points of attachments used are all part of the same
network administrative domain), it is valid. For example, if the points of attachment
are WLAN APs, all APs and MHs belonging to that organization may use the same
WEP key. However, it turns out that the assumption is not valid in many practical
situations. In many practical situations, an MH may move into areas that are part of
a different network administrative domain than its home network administrative
domain. This may be the case if the MH is part of an organization that is so large
that it wants to have multiple administrative domains (e.g., one per office location or
per business unit), or if the MH simply moves into a network belonging to a different
organization. In these cases, the MH may have trouble obtaining connectivity to
perform Mobile IP registration.

A good analogy offered by Perkins is that the designers of Mobile IP assumed
connectivity would be provided as a courtesy service to visitors, in the same way that
free electricity is provided to visitors to charge their laptops [7]. However, this turns
out not to be the case. I think this connectivity is more like library borrowing privi-
leges—not casually given to visitors! And there are good reasons for treating connec-
tivity like library borrowing privileges rather than for treating it like electricity.
Network resources are a valuable commodity, like library books—use of network
resources may not infrequently affect network performance for other, more legiti-
mate users. This is rarely the case for electricity.

Often, in these cases of movement between administrative domains, the net-
work prevents foreign or unknown terminals from having access. Two main classes
of access control are (1) access control schemes that work at the link layer and (2)
access control schemes that work at the network layer. An example of a link-layer
access control scheme is the use of WEP, where the user has to know the WEP key to
be able to establish a wireless link. Another example is a WLAN authorization
scheme that only allows establishment of link-layer connectivity with an AP if the
MH has a MAC address that is in a database. With these schemes, link-layer access
is denied to unauthorized network outsiders, so an MH would be unable to send any
IP packets, not to mention Mobile IP registration messages. An example of a
network-layer access control scheme, on the other hand, might be to allow wireless
links to be established, but to place an access router behind the wireless link, on the
network side, that controls further access to network resources. The access router
may allow limited access only to an AAA server and not to other network services.
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After the exchanges with the AAA server, the access router then opens up access to
the relevant set of network services as appropriate.

Whether access control is of the link-layer or network-layer variety, the obvious
solution is for AAA servers in the foreign network to communicate with AAA serv-
ers in the home network. This is because the foreign network AAA server probably
does not have information about the MH, while the home network server should
have such information. A typical arrangement is that the operators of the two net-
works have agreed to allow subscribers from each others’ networks to access an
agreed-upon set of services. This set of services may be small, perhaps just basic IP
connectivity with best effort service, or it may also include other services like prefer-
ential queuing services in routers. In any case, the AAA server in the foreign network
communicates with the AAA server in the home network so the AAA server in the
home network can authenticate that the MH is indeed one of the home network’s
subscribers. Furthermore, since subscribers may not all have the same authorization
for services, the server can authorize the MH for the appropriate set of services.
Lastly, accounting can be performed so that network usage can be monitored and
the subscriber billed appropriately.

A common and popular protocol for AAA is remote authentication dial-in user
service (RADIUS) [8]. A more modern protocol for AAA is DIAMETER [9]. What-
ever the AAA protocol used, the next question is how to get it to work with Mobile
IP. The first option that might come to mind is to use AAA first, thus providing
connectivity, and then to do Mobile IP registration, thus providing proper routing
for the home IP address. However, this slows down the handoff process. Already,
with Mobile IP alone, there can be serious handoff latency problems, and adding
the latency from the AAA communications will cause more user unhappiness.
Therefore, the currently in-favor model is to combine the AAA and Mobile IP sig-
naling by piggybacking Mobile IP registration messages on AAA messages, as
shown in Figure 8.11. This helps with latency, because only one round-trip is made
between the two networks, rather than two, in the case that AAA is first completed
before Mobile IP begins. This comparison is illustrated in Figures 8.12 and 8.13.
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Figure 8.11 Mobile IP with AAA.
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Figure 8.13 One round-trip reduces latency impact of AAA.

8.3.3.2 Mobile IP and IPsec

We have seen how the use of Mobile IP may result in problems with the use of RSVP
for QoS purposes, because RSVP was designed with the implicit assumption that the
IP addresses of the end hosts do not change during the time that RSVP is used. Simi-
larly, because an IP destination address is one of the three parameters that identifies
an IPsec security association, we might reasonably expect that the simultaneous use
of Mobile IP and IPsec results in the same kinds of problems. Actually, in many
cases, this may not be an issue, such as when IPsec is not used end to end but between
two fixed gateways, which is the case in many VPN applications. However, in some
applications it may become an issue, such as when one end of the IPsec tunnel is at an
MH, as would be the case in the wireless band-aid application we introduced in
Table 8.2.

Some proposed solutions suggest modifications of IPsec or Mobile IP to make
them work together. For example, it has been suggested that the Mobile IP tunnels
could be modified to be IPsec tunnels bearing either an ESP or AH (or both), instead
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of being IP-in-IP tunnels [10]. Another approach introduces the concept of a wire-
less security gateway that intercepts all packets on the wired side headed for the HA
[11]. Thus, regular IPsec packets are inserted into, and removed from, the Mobile IP
tunnel. Thus, there is dual encapsulation between the HA and FA. The IP addresses
on both sides remain unchanged whether the MH is at home or roaming; in particu-
lar, it is the IP address of the security gateway interface that faces the HA on one
side, and the home IP address of the MH on the other side (since the IPsec tunnel is
outside the Mobile IP tunnel).

8.4 Summary

We look at security in this chapter. After introducing the kinds of security services
typically required for network security (confidentiality, data integrity, message
authentication, nonrepudiation, uniqueness, user authentication, user authoriza-
tion, service availability, and intrusion detection), we briefly introduce the range of
cryptographic algorithms, such as DES, at our disposal. We then consider IP net-
work security in particular, touching upon requirements and briefly introducing
IPsec. More time is spent on security in wireless networks, including WLAN secu-
rity and GSM security. We explore the interactions of Mobile IP with security pro-
tocols like IPsec and AAA protocols.
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IPv6

The version of the Internet Protocol upon which today’s Internet is based is version
4, IPv4. The next version of IP is IPv6 [1]. At a high level, the reasons for IPv6 are
the changing requirements for the Internet and shortcomings in IPv4. These rea-
sons are related in some ways; some IPv4 design choices that were appropriate at
the time they were made are no longer the best choices for today and tomorrow’s
Internet. For example, the IPv4 header checksum is recomputed at each hop,
because of the unreliability of some links in the past. This is a shortcoming for
modern networks with more reliable links, where it is harder to justify the over-
head involved in doing this error check at every hop. We will explore the reasons
and motivations for IPv6 in more detail when we discuss the IPv6 design considera-
tions in Section 9.1.

The basic protocols for IPv6 have been specified from as early as 1998. So one
of the big questions in telecommunications is, when will IPv6 take off? Despite all of
the changing requirements listed above, it is difficult to switch from a working sys-
tem without a simple and compelling reason as a catalyst for change. In the case of
IPv6, this reason is that the IPv4 address space is being depleted. Due to address
depletion, IPv4 will no longer be viable in the near future. Estimates place the end of
IPv4 somewhere in the range of 2008 to 2015 [2]. However, the uptake of IPv6 has
been slow so far.

You may wonder what happened to IPv5. Did somebody miscount? Actually,
there was some work that went into the design of what would have been IPvS. How-
ever, it was an experimental protocol, and it was scrapped. Subsequent work went
into the next version of IP, namely IPv6, and thus IP is going straight from IPv4 to
IPvé6.

9.1 IPv6 Design Considerations

In Chapter 2 we discuss that as the Internet has evolved, so has the way it is used.
Certain requirements have emerged or grown in significance (or can be foreseen to
emerge and grow in significance). For example, with the rise of streaming multime-
dia and other traffic with different QoS requirements, QoS support is becoming
more important. With more and more commercial usage of the Internet and the
growth of wireless IP, good security is becoming increasingly necessary. The growth
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of wireless IP also makes IP mobility support more necessary. The need for good
multicast capabilities is growing with the increase of applications, like multiparty
conferencing, that can make use of it. In the early days, people were happy to get a
network up and working, but today, plug-and-play network configuration is
becoming increasingly appreciated. Meanwhile, in today’s Internet, the benefits of
hierarchical routing (e.g., aggregation, smaller routing tables) are not completely
realized, for example, because of undisciplined allocations of IP addresses in the ear-
lier days. Better hierarchy would be useful.

9.1.1 Shortcomings of IPv4

Perhaps the most serious practical problem with IPv4 is the limitations of its 32-bit
address space. Not all the 2 addresses are available for usage as ordinary addresses
for unicast, since some are special broadcast or multicast addresses. Also, as we see
in Chapter 2, the original way of allocating addresses in chunks of class A, class B,
and class C addresses, meant that a lot of valid addresses were unused and wasted.
Measures like the introduction of CIDR and the increasing popularity of NATs have
helped with address management. However, these temporary solutions alleviate the
symptoms, but do not solve the root problem, as seen in Figure 9.1.

Typically, networks based on IPv4 are manually configured by human system
administrators. Protocols like boot protocol (BOOTP) and DHCP, derived from
BOOTP, help to automate some of the address configuration tasks. However,
DHCP requires a DHCP server, and is not available everywhere. Moreover, in cer-
tain situations, the services of a DHCP server are not available. For example, such a
situation arises when a group of colleagues wishes to set up a temporary ad hoc LAN
(e.g., by Ethernet or WLAN) for communications with one another, perhaps at a
customer site or at a convention. IPv4 does not provide an easy way for them to
automatically configure their laptops for this type of communications.

There are also some shortcomings in the way IPv4 headers are processed. These
are:
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Figure 9.1 Problems with IPV4.
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* Fragmentation and reassembly processing may take place in every hop
between an IPv4 source and destination; this contributes to the processing
effort at IP routers.

* Header checksum is checked at every hop; this contributes to the processing
effort at IP routers.

We will discuss these problems, and the corresponding IPv6 improvements,
when we discuss the IPv6 header.

9.1.2 Other Desirable Features

In the case of IPv6, with the much larger address space and the design to support
many more nodes than with IPv4, scalability becomes especially critical. From more
practical considerations, two other goals in the IPv6 design emerge. First, given the
lessons learned from experiences in IPv4 network administration, and seeing that
the introduction of DHCP in IPv4 is a step in the right direction, enhanced autocon-
figuration features are clearly desirable. This reduces the burden on system adminis-
trators and can also be viewed as a scalability feature since host configuration
becomes more scalable—system administrators can concentrate on the overall net-
work architecture and router configurations. Second, there will not be a simple
switch from IPv4 to IPv6. IPv4 and IPv6 networks will coexist for a long time and
will have to interwork. This principle of the need to respect the incumbent system in
the technology transition problem (as introduced in Chapter 1) is analogous to how
VoIP protocols need to interwork with the PSTN because the PSTN will still be
around for a long time.

9.2 IPv6 Feature Overview

The IPv6 design takes into account all the design considerations mentioned above.
Highlights of IPv6 include:

* IPv6 uses 128-bit addresses, instead of the 32-bit addresses that IPv4 uses [3];
implications of the larger address space are discussed in Section 9.2.1.

* IPv6 features more powerful and flexible autoconfiguration capabilities than
available with IPv4; some of these features (e.g., autoconfiguration of a
link-local address) apply to both hosts and routers, while others apply just to
hosts.

* IPv6 provides better mobility support than IPv4, with supporting features like
autoconfiguration.

* IPv6 provides better QoS support than IPv4, with the addition of a Flow Label
field in the IPv6 header.

* While not an IPv6-only feature, IPsec is expected to be more widely used in
IPv6 networks than IPv4 networks.
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* A revised IP header reflects the design choices made for IPv6; certain fields
from the IPv4 header are no longer necessary, whereas other fields are added
(e.g., Flow Label for QoS support), and others modified.

* Provisions have been made for interworking between IPv4 and IPvé6, to
smoothen the technology transition.

9.2.1 Implications of Larger Address Space

Clearly, IPv6 needs a larger address space than IPv4. However, having so many
more addresses means much more than just being able to have enough addresses for
everyone. From a system design perspective, the change from 32-bit addresses to
128-bit addresses has profound and far-reaching implications because it allows
many more nodes to be on the Internet than with IPv4. Four broad classes of impli-
cations are:

* The header must be streamlined, containing as little extraneous or less-useful
information as possible, because the source and destination addresses are
already going to be 128 bits each.

* It makes it even more important for the design to be scalable, since there could
be many more nodes than with IPv4.

It allows IPv6 to support useful new features such as the autoconfiguration
and hierarchical routing features, by subdividing the huge address space in
simple ways. Some of these features are partially support in IPv4, but the huge
address space allows “wastage” of IP addresses to better support these fea-
tures, in a way that could not be done with IPv4 given its address space con-
straints. For example, a huge chunk of IPv6 addresses is used only for link
local addresses (we will explain this concept shortly). Also, IPv6 supports a
richer addressing scheme (e.g., for multicasting), so broadcast addresses are
not needed.

* It allows every node to have at least one unique global address, so private
addresses and NATs can be done away with; this alleviates all the problems
that we have faced with NATs in IPv4, such as NATSs breaking certain
protocols.

9.2.1.1 The Streamlined IPv6 Header

The IPv6 header is shown alongside the IPv4 header in Figure 9.2. It retains the pro-
tocol version field, where IPv6 headers contain a value of 6 instead of 4. The header
length field is no longer necessary, because the IPv6 header is fixed in length. The
ToS field is replaced by the Traffic Class field, which has a similar purpose. Mean-
while, the identification, flags, and fragment offset fields in IPv4 are no longer
needed in IPv6 because fragmentation is performed at the source (more details in
Section 9.3.1). The Flow Label is new and meant for QoS support. It was added
despite the need to minimize the size of the IPv6 header, because of the increasing
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Figure 9.2 IPv4 and IPv6 headers compared.

importance of QoS support. The Payload Length in IPv6 corresponds to the Total
Length in IPv4, and the Hop Limit in IPv6 corresponds to the TTL in IPv4. The
Header Checksum field from IPv4 has been removed, because links are more reli-
able these days so the packet does not have to be checked for errors (by computing
the checksum) at every hop. The protocol field is used in IPv4 to indicate the proto-
col header that will follow, such as a TCP header. This has been generalized and
replaced by the Next Header field in IPv6, where the next header may be a transport
layer header like TCP, or one of the IPv6 extension headers (see Section 9.3.1 for
more details).

Even with the streamlining of the IPv6 header, it is still longer than the IPv4
header, mostly because of the size of the source and destination IP addresses. The
IPv6 header is 40 bytes long, whereas the IPv4 header is 20 bytes long plus the
length of the options.

9.2.1.2 Scalability

Several facets of scalability are incorporated in the IPv6 design. First, while we
argue that the huge address space increases the need for scalability, the availability
of all these addresses itself is a scalability feature, conversely, because it allows the
network to scale to so many more nodes than an IPv4 network. Second, the more
powerful autoconfiguration features (see Section 9.3.2) contribute to scalabil-
ity by reducing administrator effort per IPv6 host. Third, the reductions in
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header-processing effort (see Section 9.3.1) in IPv6 help scalability. Fourth, as we
will discuss next, more efficient hierarchical routing architecture in the Internet
core with IPv6 (than with IPv4) helps scalability.

9.2.1.3 Hierarchical Routing

A hierarchical routing architecture has been a source of scalability since IPv4. How-
ever, blocks of IP addresses were not efficiently distributed in the past, and classless
addressing arrived when there was already a shortage of addresses. Good practices
of assigning large contiguous blocks to ISPs and requiring sites that wanted IP
addresses to get them as subblocks from ISPs can reduce the size of routing tables in
the Internet core and make hierarchical routing more efficient. However, these hab-
its started to be practiced in today’s Internet relatively late. As a result, the IPv4
Internet is somewhat fragmented, and ISPs typically have to advertise routes to
many relatively smaller chunks of IP addresses.

In IPv6, hierarchical routing is made more efficient, because blocks of addresses
are aggregated more efficiently, and good practices of address assignment should be
followed from the beginning. Blocks of IP addresses are allocated to ISPs in the fol-
lowing way: the largest ISPs, analogous to tier 1 ISPs in the IPv4 world, are desig-
nated as top level aggregators (TLAs) and each assigned a large block of addresses.
TLAs are at the top level of the hierarchy of address assignments. All of a TLA’s cus-
tomers (typically, smaller ISPs) obtain chunks of addresses from within the alloca-
tion of that TLA. The second-level ISPs are designated as next level aggregators
(NLAs). Thus, a TLA should be able to aggregate routes to its NLA customers into a
single address range, so fewer routes need to be passed between TLAs. Similarly,
each NLA divides its block of addresses into smaller blocks for assignment to its cus-
tomers, either very large organizations or smaller ISPs, known as site level aggrega-
tors (SLAs).

9.2.2 Addressing

In order to support some of its new features, IPv6 introduces an addressing concept
that is richer than that of IPv4. Thus, IPv6 introduces the following ideas:

* Scope: This has to do with how widely an address is applicable, as we will see
below (refer also to Figure 9.3).
* Anycast addresses: We will discuss this shortly.

For unicast addresses, there are three address scopes: link-local, site-local, and
global. Link-local addresses are meant for communications on a link only, such as
on a LAN. The same link-local address can be used in multiple LANs simultaneously
without conflict. Routers will not forward packets with a link-local address as either
the source or destination address, or advertise such routes on other interfaces, thus
enforcing proper usage of link-local addresses. Site-local addresses, meanwhile, are
local to sites that could include multiple LANs, such as university or corporate
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Figure 9.3 Address scopes in IPv6.

networks. Global addresses are like the normal IPv4 addresses, having global scope.
The use of link-local and site-local addresses in IPv6 is analogous to the use of pri-
vate addresses in IPv4.

In some cases, IP packets are not necessarily sent to one specific destination, but
to any node that can provide a particular service. For example, a DNS query or a SIP
server query only requires that the query reaches a node that can provide a correct
response. In such cases, multiple servers may be provided, for load-balancing pur-
poses, and they can share an anycast address. Unlike with multicasting, only one
node from the group receives a packet destined to an anycast address. The node that
receives it should be the one closest to the source.

Link-local, site-local, and global unicast addresses, and multicast addresses, are
distinguished by different address prefixes, namely, 1111111010, 1111111011,
001, and 11111111, respectively. Many other prefixes are currently unassigned or
reserved. Interestingly, the global unicast address space (since the prefix is 3 bits
long) is only one-eighth of the total address space of IPv6. However, the address
space is so large that this is not considered a problem. Also, there is no separate pre-
fix for anycast addresses; instead, they are ordinary global unicast addresses (with a
few exceptions). Thus, while we can immediately differentiate link-local from site-
local from global unicast from multicast addresses, there is nothing to differentiate
anycast from global unicast addresses, except in how they are used.

A rich set of multicast addresses is defined in IPv6. One of particular interest to
us here (partly because we will see it being used in neighbor discovery, in Section
9.3.3) is the concept of solicited-node multicast addresses. Any unicast or anycast
address has a corresponding solicited-node multicast address, formed by appending
the well-known 104-bit solicited-node multicast address prefix with the 24 lowest-
order bits of a unicast or anycast address. Since interfaces on multiple nodes in the-
ory could share the same 24 lowest-order bits, multiple unicast addresses map to
each solicited-node multicast address. However, like a hash function, typically each
unicast address on a link maps to a different solicited-node multicast address.
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9.2.3 Coexistence of IPv4 and IPv6

As might be expected, the world will not switch from IPv4 to IPv6 overnight. There
will be a period of technology transition, initially with pockets of IPv6 networks sur-
rounded by a sea of the IPv4 Internet, then gradually a rise in the percentage of the
Internet comprising IPv6 networks, and eventually the establishment of IPv6 as the
dominant Internet protocol. Therefore, IPv4 and IPv6 need to coexist for a while.
Basic approaches to interworking and coexistence of IPv4 and IPv6 include the
following:

* Tunneling of IPv6 packets within IPv4 networks; in other words, IPv6 packets
are encapsulated within IPv4 packets in IPv4 networks. One way to do the
tunneling is to configure point-to-point tunnels for carrying IPv6 packets over
IPv4 networks. However, it is also possible to tunnel IPv6 packets automati-
cally over IPv4 networks if [Pv4 compatible IPv6 addresses are used [4].

* Use of special NATs between IPv4 and IPv6 networks, where the NATs will
handle the needed address translations.

* Isolated IPv6 hosts not connected to an IPv6 router, but if attached to a suit-
able IPv4 network, can use the IPv4 network as a virtual Ethernet, multicast-
ing IPv6 packets to and from other isolated IPv6 hosts [5].

9.3 IPv6 Selected Procedures

In this section, we describe details of how certain key functions are performed in
IPvé6.

9.3.1 Header Processing

The IPv6 header contains a source and a destination address that are each four
times larger than their IPv4 counterparts. One of the debates that occurred in the
design of IPv6 was whether to keep using fixed-length addresses, as in IPv4, and
only to increase the length of the addresses, or to use variable-length addresses.
Variable-length addresses are arguably more scalable, but it was decided that the
extra complexity was not worth the effort. Besides, using 128 bits provides for a
very large address space, with many more addresses than needed for the foreseeable
future.

The long address size was one reason why the rest of the header needed to be
stripped to the bare essentials to avoid using excessively long headers. Many header
features either do not need processing at every hop between source and destination
or are not used in the great majority of cases. These are relegated to extension head-
ers. Extension headers follow the IPv6 header and are typically arranged so they are
easily processed in linear sequence (a router does not need to skip earlier headers to
process later headers). To support optional features for which every hop in the path
needs to be involved in the processing, a Hop-by-Hop Options header is defined (it
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may be used to support RSVP, for example). Otherwise, most of the extension head-
ers do not need hop-by-hop processing, and they include:

* Fragment header—for use by the destination only, for reassembly of frag-
ments;

* Routing header—for source routing; needs to be processed only by the nodes
in the source route;

* Destination Options header—miscellaneous options meant for processing
only by the destination (an exception is when source routing is used, as there
might be another destination options header immediately before the Routing
header, meant for processing by all the nodes in the Routing header);

* Authentication header—IPsec authentication header, for security;
* Encapsulating Security Payload header—also for IPsec.

The upper-layer header (e.g., TCP header) is placed last in the sequence of head-
ers, and it is processed only at the destination. Thus the extension headers are sand-
wiched between the IPv6 header and the upper-layer header. We have seen that the
IPv6 header has a Next Header field indicating the type of the extension header or
upper-layer header immediately following the IPv6 header. Each extension header
begins with a Next Header field that indicates the type of the next header. This
makes it convenient for a router to know when it can safely ignore the rest of the
headers.

In IPv4, every node between the source and destination must be prepared to per-
form fragmentation and reassembly operations. Since each link can have a different
MTU, and no node in the path knows where the links with the shortest MTUs are,
each node must be prepared to perform fragmentation. Similarly, each node must be
prepared to perform reassembly. In IPv6, the design space has changed. Thus, it is
too costly to have every hop be prepared to perform fragmentation and reassembly.
Instead, fragmentation only happens at the source, and reassembly at the destina-
tion. This can be done because a minimum MTU size of 1,280 bytes is imposed in
IPv6. Thus, packets smaller than this will definitely not need to be fragmented (not
fragmented at the IP level, that is, for any link with an MTU less than 1,280 bytes;
responsibility for fragmentation and reassembly over that link is relegated to the
link layer). In order to take advantage of MTUs larger than 1,280 bytes, a path
MTU discovery procedure is also available in which a source can discover the small-
est MTU along a given path.

9.3.2 Address Autoconfiguration

One of the major benefits of IPv6 is the enhanced autoconfiguration, plug-and-play
features it provides, which will relieve the burden on system administrators. There
are two main types of address autoconfiguration: stateless and stateful. Stateless
autoconfiguration is where there is no network server keeping a record of the
address information of the nodes, while stateful autoconfiguration is where there is
such a server, such as the DHCPv6 (DHCP for IPv6) server.
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Stateless autoconfiguration generally occurs in two stages [6]. The first stage is
where the node acquires a link-local address that can be used for communications on
the link only. The second stage is where the node acquires other addresses, such as
site-local and global addresses, for internetwork communications. In cases of an iso-
lated network (e.g., a group of laptops setting up an ad hoc WLAN network at a
conference), stage one is sufficient, and stage two is not completed. Also note that
both hosts and routers follow the same procedure for autoconfiguring a link-local
address on a link, so stage one is common to both hosts and routers, whereas stage
two applies to hosts only (so the system administrator still has to configure the rout-
ers, and should therefore still have work to do!).

In the first stage, a node that first connects to a link can select a link-local
address very conveniently, thanks to the huge address space available in IPv6. Since
MAC addresses are usually unique and built into the hardware of network interface
cards, the node quickly produces a candidate link-local address by concatenating the
well-known 64-bit high-order bits reserved for link-local addresses with a 64-bit
interface identifier. Today, MAC addresses are 48 bits long, so there is a procedure
to pad these to 64 bits for use as an interface identifier that is very likely unique. In
the future, MAC addresses may become 64 bits long, and then they can be used
directly as interface identifiers.

We say that this address is only a candidate link-local address, because the node
should make sure that no other node on the link is using it. The procedure for this
check is known as duplicate address detection. This procedure is part of the neighbor
discovery functions in IPv6 that will be covered in the next section. Briefly, though,
the node sends out a Neighbor Solicitation message with the candidate link-local
address. If it receives a response, a Neighbor Advertisement message from another
node for that link-local address, the address is already in use. In such an unlikely
event, address autoconfiguration cannot proceed, and the node must be manually
configured. Otherwise, the node can safely assign the candidate link-local address to
its interface on the link and be able to communicate with other nodes on the link.

The second stage is only carried out by hosts. The hosts need to figure out if any
routers are on the link, in which case the link is part of a larger network. Discovering
such information is part of neighbor discovery, which will be discussed in greater
detail in the next section. If no routers are discovered, the host should try stateful
autoconfiguration. If routers are present, they provide information to the host in
their router advertisements, such as whether to use stateless or stateful autoconfigu-
ration, and prefix information that hosts can use for generating site-local and global
addresses. Once the relevant information is obtained from router advertisements,
the host can complete the second stage by autoconfiguring site-local and global
addresses. Since these addresses are formed by concatenation of the host’s link iden-
tifier with various prefixes, it is not necessary to test again for uniqueness, as unique-
ness has been tested in stage 1, with the link-local address using the same link
identifier.

As for stateful address autoconfiguration, DHCPv6 has been recently
standardized as one means of carrying it out [7]. To date, no other mechanism has
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been specified. DHCPv6 relies on the host to already have a link-local address
before it interacts with DHCPv6 servers. Unlike in DHCP for IPv4, where the
request message is broadcast, DHCPv6 uses a special multicast address, the
all_DHCP_relay_agents_and_servers address, to which the host sends a request for
stateful autoconfiguration, over UDP. In one of the modes of usage, a suitable
DHCPv6 server responds with a DHCPv6 reply. It provides the host with the
requested addresses, and also with other configuration information like the address
of DNS servers. It is also perfectly legitimate for a node to obtain its addresses
through stateless autoconfiguration, and still contact a DHCPv6 server to obtain
other configuration information about DNS servers.

When would stateless autoconfiguration be preferred to stateful autoconfigura-
tion, and vice versa? Stateless autoconfiguration is preferred when a site cares less
about the exact addresses that hosts use, except that they are routable and unique,
whereas the stateful approach is used when more control is desired. The stateless
approach is more convenient in some ways, because DHCPv6 servers are not
required. As a network size grows, it gradually makes more sense to use stateful
autoconfiguration for more control over address management.

9.3.3 Neighbor Discovery

Neighbor discovery is a cornerstone of the IPv6 design [8]. Neighbor discovery is
not so much a single function as a group of capabilities and functions allow-
ing a node to discover information about a link to which it is attached, as
well as information about neighbors on that link (i.e., other nodes attached
to the same link). Neighbor discovery supports a number of major functions,
including:

* Address autoconfiguration.
* Router discovery: IPv6 allows hosts to find routers on the link to which they
are attached, using this procedure.

* Next-hop determination: This procedure is to decide the next-hop IP address
to reach a particular destination; it may be the IP address of a router or the
destination itself.

* Discovery of other link information: This procedure is to discover important
information about the link, such as the link prefix and parameters like the link
MTU.

* Addpress resolution: It is no longer necessary in IPv6 to have a separate proto-
col for address resolution, such as ARP in IPv4; instead, this capability is part
of neighbor discovery.

* Neighbor unreachability discovery: This procedure is to find out which neigh-
bors are no longer reachable.

* Duplicate address detection: This procedure is to find out if a candidate
address (for use by a node) is already in use by another node.
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Neighbor discovery makes use of router advertisements and router solicitations,
and neighbor advertisements and neighbor solicitations, to accomplish much of the
desired functionality.

IPv6 uses router advertisements from routers to provide the information needed
for router discovery, next-hop determination, and discovery of other link informa-
tion like the link prefix and link MTU. Router advertisements are only sent once
every few minutes, to avoid bandwidth wastage. However, hosts may send out
router solicitations (soliciting for router advertisements) in order to hear router
advertisements sooner. The router discovery and next-hop determination proce-
dures supersede the need for a default gateway, as used in IPv4.

Meanwhile, neighbor solicitations and neighbor advertisements are used for
address resolution and duplicate address detection, and sometimes also for neighbor
unreachability detection. The usages of these versatile messages is shown in Figure
9.4. Neighbor solicitations are sent by nodes that do not know the link-layer address
associated with a particular unicast address (for address resolution), to detect if a
particular unicast address is in use (for duplicate address detection), or to detect if a
neighboring node is still reachable (for neighbor unreachability detection).

For address resolution, without knowledge of a link-layer address to use for the
message, the sending node has to rely on the solicited-node multicast address of the
target node. Since all interfaces must listen for the solicited-node multicast address
corresponding to each associated unicast address it is using, the target node will
receive the solicitation and can respond to the solicitation by unicasting a neighbor
advertisement back, providing its link-layer address.

For duplicate address detection, what is of interest is whether or not anybody
sends a neighbor advertisement in response to the solicitation. A response indicates a
duplicate address, and the lack of a response indicates that the address is not a dupli-
cate. In any case, we see how the neighbor solicitation/advertisement exchange is

Initiator Another node on the link Initiator Target node
= = = =
Solicit (IP address x) - Solicit (IP addr. x, of target node)
’ Adbvertise (IP addr. x, MAC addr.) Advertise (IP addr. x, MAC addr.)
(@ (b)
Initiator Any node with duplicate IP addr.
N NS

| Solicit (my tentative IP addr. x)

LAdvertise (IP addr. x, MAC addr.)

Figure 9.4 Usage of neighbor solicitation/advertisement: (a) prototypical usage; and usage for
(b) address resolution and (c) duplicate address detection.
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more efficient than the ARP used in IPv4. The solicitation is not broadcasted on the
local subnet, but sent to the solicited node multicast address. In the unlikely event
that there are multiple matches to that multicast address, the information in the
neighbor advertisement should nevertheless still be sufficient to provide the correct
link-layer address.

Sometimes, neighboring nodes become unreachable, perhaps because the
neighboring node has failed. Neighbor unreachability discovery is used to detect
such unreachability. It is only used in the context of nodes to which a node is
actively sending packets. If upper-layer protocols can provide hints that the deliver-
ies are being successfully made, the network layer is assured that the node is reach-
able. However, if such hints are unavailable, then the node sends a neighbor
solicitation to the node in question, as a probe. If it receives a neighbor advertise-
ment back from the node, all is well. Otherwise, it has detected that that neighbor is
unreachable.

Neighbor discovery supports address autoconfiguration in a number of ways:

* Router advertisements provide information needed by address autoconfigura-
tion. This includes the link prefix, and routers can also specify if hosts should
use stateful or stateless address autoconfiguration.

* Duplicate address discovery is used during autoconfiguration to ensure that
the autoconfigured address is unique.

9.4 |IPv6 and Wireless

What are the implications of using IPv6 with wireless networks? Compared with
IPv4, the enhanced autoconfiguration features of IPv6 are very useful for wireless
networking. Stateless autoconfiguration, for example, may be very useful in cases
where a group of mobile devices wish to communicate in a makeshift, temporary
manner, perhaps at a temporary gathering like at a conference, a convention, or an
event in a stadium. The autoconfiguration feature is one of the ways that IPv6 pro-
vides better mobility support than IPv4, as we will see in Section 9.4.1.

Unfortunately, as already mentioned, one price that we pay for the larger 128-
bit address space in IPv6 is larger headers. Large headers have the most impact (in
terms of high overhead) on short packets, such as those used for multimedia over IP
(long packets should not be used because they add to the end-to-end latency, as dis-
cussed in Chapter 4). Schemes like RTP multiplexing and header compression
become more crucial in this case.

9.4.1 Mobile IPv6

Mobile IPv6 (MIPv6) is similar to MIPv4, except that it works with IPv6 instead of
IPv4 [9]. Its basic purpose is to enable a roaming mobile host to continue to receive
packets originating from applications in correspondent hosts that address the pack-
ets to the home (permanent) IP address of the mobile host. IPv6 is more friendly
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towards mobile hosts than IPv4, because IPv6 was designed with the importance of
mobility support in mind. Certain functionality is built-in to IPvé6 that supports
MIPv6 (thus, it is sometimes said that mobility support is integrated with IPv6). For
example, MIPv6 enjoys advantages over MIPv4 such as the following:

* IPv6 includes more powerful address autoconfiguration capabilities. There-
fore, each MH should be able to obtain a globally routable address in a foreign
network, alleviating the need for FAs. In IPv4, a MH in many cases has no
means of obtaining an address in a foreign network other than through a FA
(unless, for instance, DHCP is used or it is connecting through GPRS).

* In MIPv6, route optimization is a standard feature, whereas it was a nonstan-
dard option in MIPv4 and not widely supported. All IPv6 hosts are required to
understand binding updates, unlike IPv4 hosts (however, a MH is not required
to send binding updates to all CHs).

* When a CH sends packets directly to the COA of a MH, it does not need to
encapsulate the packets, thus not incurring encapsulation overhead. Instead, a
new routing header for source routing has been defined for this purpose in

IPvé6.

* Rather than using special messages, binding updates can be piggybacked on
ordinary IP packets, through the use of the new mobility header (an IPv6
extension header). By piggybacking, we mean that ordinary IP packets are
sent, but the mobility header is added to these packets to convey MIPv6-
related information.

MIPv6 works as follows (see Figure 9.5): When an MH finds itself in a foreign
network, it will autoconfigure an address in the foreign network. This address will
be suitable for use as its MIPv6 COA. The MH will then register with its HA, by
sending a binding update to the HA, which will return a binding acknowledgement.
The exchange of binding update and binding acknowledgment must use IPsec ESP
for security purposes. The MH may also send binding updates to some or all of the
CHs with which it is communicating. Before sending such binding updates to CHs, it
needs to execute the return routability procedure, for security purposes. The return
routability procedure is illustrated in Figure 9.6 and will be discussed further in Sec-
tion 9.4.2 in conjunction with security issues.

There are two ways that communications between an MH and a CH may occur.
One way is when an MH does not inform the CH about its current COA. Packets
from the CH go to the HA (the HA in MIPv6 is an enhanced IPv6 router in the home
network), and are tunneled to the foreign network, as in IPv4. However, for the
return path, instead of going direct to the CH, packets are reverse tunneled to the
HA, using the COA as the outer source address and the MH’s home address as the
source address in the encapsulated packet. From the home network, the packets are
forwarded to the CH. This solves a variety of firewall-related ingress filtering and
egress filtering problems, at the cost of quadrilateral routing (instead of triangular
routing).
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Figure 9.6 lllustration of return routability.

The other way an MH and a CH communicate is using route optimization; it is
expected that most communications from CHs to MHs will use route optimization
[9]. The MH sends binding updates to CHs whenever it moves to a new foreign net-
work. After receiving a binding update, a CH can send packets to the MH using
source routing, thus eliminating the encapsulation overhead found in MIPv4. As
discussed in Section 9.3.1, source routing works in IPv6 using an IPv6 extension
header known as a routing header. There can be different types of routing headers in
IPv6, to allow for different rules and treatment of routing headers. The prototypical
routing header for general source routing is type 0, whereas a new routing header is
defined for MIPv6, and designated type 2. This allows firewalls to treat these pack-
ets differently from regular source routed packets, if so desired. Also, more stringent
and specialized rules apply to type 2 routing headers. They can only contain one
address, and the node that processes the routing header must verify that the address
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contained in the routing header is indeed its home address. In the other direction, for
packets from the MH to the CH, the MH sends the packets with its COA as the
source address, avoiding firewall-filtering problems that would be encountered if
the home address were used. But how about the home address? It is still included, in
the home address option. This is simply a type of IPv6 destination options extension
header containing the home address.

9.4.2 Security Issues in MIPv6

In the early stages of MIPv6 development, the proposed concept of piggybacking of
binding updates on data traffic packets was trumpeted as one of the highlights of
MIPv6, as eliminating the need for separate packets to be sent just for binding
updates. However, concerns soon arose regarding the need for security for the
binding updates.

As we have seen in Chapter 7, in MIPv4 the MH and its HA must have a security
association so that MIP registration can be authenticated. In MIPv6, IPsec ESP is
used instead, providing more security (not just message authentication, as in MIPv4,
but also data integrity). However, there are unresolved issues regarding the interac-
tion of piggybacking and IPsec. In the case of binding updates sent to CHs for route
optimization, the use of IPsec encounters the same issues, such as interaction of pig-
gybacking and IPsec. However, there are other issues as well. Unlike the case of the
HA, where it can be reasonably assumed that a security association exists between
the MH and HA, it is more difficult to assume that a security association exists
between the MH and every potential CH. The decision was therefore made not to
require the same level of security for binding updates to CHs as to the HA (but the
decision may be revised in the future, as MIPv6 continues to evolve); the result is the
return routability procedure.

The return routability procedure is not a regular cryptographic protocol, but a
procedure meant to limit the threat to a level of security not worse than in the IPv6
Internet. Basically, the idea is to test that both the home address and COA are routa-
ble to the MH (hence the name return routability), and if so, binding updates can be
accepted. The way it works is that the MH initiates the return routability procedure
by sending a home test init and a care-of test init message to the CH, with the source
address being the home address and the COA, respectively (hence, the home test init
is sent via the home agent after reverse tunneling to the home network). The CH
responds by sending two tokens to the MH, one through its home address, in a home
test packet, and the other through its COA (as obtained from the care-of test init
message), in a care-of test packet. Only if the MH receives both binding updates can
it then combine the two tokens to create a binding key. The binding key is the shared
secret used for the MAC to protect the integrity of actual binding updates subse-
quently sent by the MH. The procedure is illustrated in Figure 9.6. The sequence of
messages is numbered, where 1a and 1b are sent at the same time, and then 2a and
2b are sent in response, only after which the binding update (message 3) is sent.
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9.5 Summary

In this chapter we are only able to discuss briefly the security issues related to
MIPv6. MIPv6 and especially its security aspects are still works in progress as of the
time this book is being written. More details on security aspects can be found in
Nikander [10].
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Services and Applications

10.1

Most consumers do not simply appreciate technology for technology’s sake. They
want to know what the technology can do for them. You give them a new gadget
and they ask, “What is this device good for?” Our example family of the future from
Chapter 1, Alice, Bob, Charles, and Diana, would probably represent this type of
consumer. Indeed, although the focus of most of this book is the underlying net-
working technology that enables services and applications to be provided on wire-
less IP networks, it is the services and applications that will drive the commercial
success of the technologies.

As explained in Chapter 1, the focus of this book is on the network layer aspects
(and some link-layer aspects) of wireless Internet telecommunications. Thus, we
only briefly discuss application development and execution environments for wire-
less IP services. Instead, we focus on going from the main coverage of the book—the
network layer—to the closely related topic of middleware to abstract network capa-
bilities and present them to application developers. In particular, among the excit-
ing developments in such middleware is OSA, which is being developed by 3GPP
and the Parlay Group, in Section 10.2. Implementation of these application pro-
gram interfaces (APIs) is beyond our scope in this book, but I hope to convey the
essence of the ideas even to readers who are not programmers. Since OSA is more
focused on the network infrastructure part of the network, more terminal-centric
technologies will be considered in Section 10.3.

IP Connectivity or More?

IP is a very flexible protocol, and the packet-switching and protocol-layering con-
cepts of IP networks are very powerful. As a result, it gives engineers more head-
aches, in terms of choices that can be made, but it also gives more joy when these
choices are well made. In this section, we discuss one of the choices that traditional
wireless network operators face as they move towards greater use of IP in their wire-
less networks.

In recent years, designers of cellular networks such as UMTS have started
embracing the concept of all-IP networks, recognizing the growing importance and
dominance of IP. They began making IP play an increasingly bigger role in provid-
ing transport in the core network portion of cellular networks. In moving in this
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direction, one of the questions they faced was whether they would provide IP con-
nectivity only or provide value-added IP-based services in addition to IP connec-
tivity. In the case of providing IP connectivity only, the network operator sees itself
as a provider of connectivity only, giving users the freedom to do whatever they like
with that connectivity, such as obtaining services from various application service
providers.

To obtain multimedia session management capabilities, the user would need to
find the appropriate software to use from the appropriate source, and perhaps sub-
scribe to SIP server service from dozens of potential vendors. With the flexibility of
choices available, comes the responsibility to make good decisions. While this is the
existing model for Internet users today, there might be many less technically sophis-
ticated users who prefer to buy basic services in addition to IP connectivity, in a
package from the network service provider.

In Chapter 12, we introduce the IP multimedia subsystem of UMTS, which can
be viewed as one way to provide value-added IP-based services to users of the UMTS
wireless network; the services provided would be multimedia session management
services similar to voice session management services provided in systems like GSM,
but the new services would be for multimedia over IP. This might appeal to custom-
ers who just want “a multimedia phone that works,” and do not care about putting
together their own package (which they could do if they were given just IP connec-
tivity alone). We will come back to the IP multimedia subsystem and the value-
added services it provides in Chapter 12, because we develop the discussion in the
context of GSM evolution, and hence need Chapter 11 before we can fully address
this issue.

A second customer for value-added services is not the mobile phone or mobile
device user, but application service providers. The network operator has valuable
information that can be useful for application service providers seeking to sell serv-
ices to mobile users. For example, the network operator has each mobile user’s loca-
tion, which could be useful for location-based services. Also, the operator has each
mobile user’s subscription profile, nonconfidential parts of which could be useful for
application service providers that may wish to provide user-centric advertising, for
example. Furthermore, the network operator has certain capabilities (such as the
ability to initiate and accept multimedia sessions from and to mobile users, such as
provided by the IP multimedia subsystem) that can be useful for application service
providers. Thus, if a network operator can provide access to these network capabili-
ties, perhaps through some form of middleware that controls access and provides
authorization and accounting features, the operator has grown from just providing
IP connectivity to also providing some value-added services. We will see one exam-
ple of such middleware in Section 10.2.

We note that no comparable choice existed in the traditional circuit-switched
phone network. Since it used circuit-switching technology rather than packet
switching, the traditional phone network required connection setup signaling before
communications between two end points could commence. Switches would not
switch any traffic otherwise. Thus, the ability to communicate over that network
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was integrated with the connection setup services in the intermediate switches. Eve-
rything was provided by the network operator. In contrast, for IP in cellular net-
works, the choice was available, and the momentum is currently in the direction of
providing value-added services in addition to IP connectivity.

Middleware—Open Service Access

OSA is an application-enabling platform designed to facilitate the development of
innovative new applications for telecommunications networks by third-party appli-
cation developers [1]. It is desirable to bring in these third-party application devel-
opers because:

1. Network operators are earning declining revenues from merely providing
transport capabilities. Operators need to add value to the bits transported
over their network. One way to do this is to add services and applications
over the network. The main problem with this is that the higher up in the
protocol stack one goes, the harder it is to predict what services and
applications will be financially viable. A solution is to open the network for
third-party applications, where access is controlled by middleware—this is
the OSA solution. The network operator thus controls the service-enabling
platform. No matter which services and applications end up being
successful, the network operator wins, because the network operator has a
piece of the action, through its control of the middleware.

2. Third-party application providers, unlike the network operator, may
specialize in application development. This, along with competition between
multiple third-party providers, would foster rapid development and
deployment of innovative applications.

Moreover, OSA is designed so that the pool of available third-party application
developers will be large, and in principle could be the same as the general pool of
information technology application developers. It does this by abstracting the net-
work capabilities through APIs, so that the developers do not need to have special-
ized knowledge of wireless networks. Whereas the number of programmers with
specialized knowledge of wireless networks may number in the thousands, the gen-
eral pool of information technology application developers is in the millions. Thus,
OSA enables this large pool of application developers to be tapped.

The OSA concept is also known as Parlay [2, 3]. OSA is the name given to the
concept after 3GPP adopted ideas from the Parlay working group. The Parlay
working group is a consortium founded in 1999 that is working on facilitating the
convergence of communications and computing. It noted that the information
technology industry has much experience and many tools for rapid creation of
services and applications. Meanwhile, the environment for service creation in tele-
communications was not as advanced; there were fewer experts, and specialized
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knowledge was needed to create telecommunications services. Thus, the Parlay
working group promoted the notion that the capabilities of telecommunica-
tions networks could be abstracted through APIs, so that service creation for
these networks was separated from the prerequisite of needing the specialized
knowledge.

10.2.1 How OSA Works

OSA can be thought of as the next logical step in the evolution of application-
enabling architectures. Before intelligent network (IN) concepts were introduced
into telecommunication networks, services were built into the hardware of switches.
If a new application (such as toll-free calling) were desired, the switch would need to
be replaced with one that had the additional services. A major innovation of the IN
concepts was the separation of the transport plane from the service plane. If the serv-
ice plane was implemented in software, the same addition of a new application
might merely require a software upgrade. The transport plane, with its switching
fabric, would remain unchanged. Therefore, the implementation of IN concepts
made it much more convenient to create new services, and to rapidly prototype, test,
and build new applications that use these new services.

Notwithstanding the benefits of IN, application development still required a
thorough understanding of protocols and infrastructure. Bugs could potentially
bring down the whole network. Therefore, network operators were very careful in
developing new services and applications using IN. Furthermore it was risky
to let third-party providers run applications over their network. Moreover, for
wireless networks, the desire to support IN services with roaming between
operator networks meant a slow, detailed standards process to ensure proper
interoperability.

Moving beyond IN, there is much recent interest in open APIs for middleware in
telecommunications networks. OSA is one of the results. The underlying network
capabilities are abstracted and accessed through APIs. These APIs are open and well
defined, and thus simpler to access than vendor specifications. These APIs allow
applications to become independent of underlying network technology and vendor-
specific interfaces. The use of APIs also allows controlled, secure, and stable access
to network capabilities without putting the whole network in jeopardy if there are
bugs in the applications. OSA is a good example of layered design principles put into
practice.

There are three main components in the OSA functional architecture (see
Figure 10.1): (1) applications, (2) framework, and (3) service capability servers
(SCSs) providing service capability features (SCFs). Three sets of interfaces are also
specified, namely (1) the framework interfaces between applications and the frame-
work, (2) the network interfaces between applications and the SCSs, and (3) the
internal API between framework and SCSs. The framework controls OSA access by
the applications, facilitates discovery of SCFs by applications, and also has adminis-
trative functions. In addition, SCSs can register SCFs with the framework using the
internal API.
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From the network architecture perspective, there is an OSA gateway between
the servers on which the applications reside, on one hand, and the service capability
servers in the network, on the other hand.

10.3 Wireless Device Service-Enabling Technologies

We now briefly overview what we call wireless device service—enabling technology.
The idea is that wireless devices are small, with limited memory, processing power,
and display screen size, and the wireless link is typically of lower bandwidth, and
with higher latency and higher error rates, than wired links. In the face of these con-
straints, wireless device service—enabling technologies enable wireless devices to
provide services and applications like Web browsing. Given the huge popularity of
Web browsing in the wired world, how can we allow mobile phone users to also
browse the Web? It is reasonable to expect that Web browsing on these devices may
be limited in some ways, but at least the essential capabilities should be feasible. The
WAP forum (now part of the Open Mobile Alliance) was founded to develop a
viable solution [4].

The result was the WAP-enabled phone, which supports a form of limited Web
browsing with a WAP browser. In order to support the network communications of
the WAP browser, the WAP forum defined a special protocol stack, optimized for
the wireless device constraints and the wireless link characteristics. This can be seen
on the left side of Figure 10.2 as the original WAP protocol stack. For example,
wireless TLS (WTLS) is a lightweight version of TLS, as mentioned in Chapter 8.
However, in the more recent WAP 2.0 specifications, WAP moved towards the use
of regular protocols, albeit with wireless profiles. Thus, as seen on the right side of
Figure 10.2, TCP is used, but with a wireless profile, and so it is called WP-TCP.
Both the original and the new stack support the wireless application environment.
The main application supported by the Wireless application environment so far has
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been Web browsing, for which a customized markup language, Wireless Markup
Language (WML), has been specified. WAP uses WML instead of Hypertext
Markup Language (HTML).

How does Web browsing with WAP work? There are many Web servers in the
world today, and they understand HTML. One approach to providing contents for
WAP-enabled phones is to require that as many of these Web servers as possible add
support for WML in addition to HTML. The larger the number of Web servers that
add WML support, the more useful WML becomes, and the more successful WAP
is. However, this approach runs into the technology transition problem. Thus, the
chosen solution was to introduce the concept of WAP gateways that would be
placed in the path between WAP-enabled phones and Web servers, and that would
do the translation between HTML and WML. Thus, immediately, WAP-enabled
phones were able to browse a large selection of translated Web pages even though
the Web sites only provided HTML content. Another benefit of WAP gateways is
that they can also act as SSL/WTLS gateways, using SSL for the communications
segment between the gateway and the Web server and WTLS for the communica-
tions segment between the WAP-enabled phone and the gateway. Moreover, there
need not be a one-to-one relationship between Web servers and WAP gateways—a
typical WAP gateway serves as a general gateway to the World Wide Web of Web
servers. Figure 10.3 illustrates these ideas.

One of the drawbacks of WAP is the need for WAP gateways (or for Web servers
to add support for WML in addition to HTML). Is there another way, one that
allows Web servers to communicate directly with mobile phones without the need to
support another markup language and without the need for servers, while at the
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same time taking into account the limitations of mobile devices? There is such a
solution, and it is used in i-mode. Rather than introducing a new markup language
like WML, i-mode uses compact HTML (¢cMTML), which is roughly a subset of
HTML, without certain features like frames and tables.

10.4 Applications of the Future

For each new device or platform, the killer applications that emerge depend strongly
on the state of the technology contained in the device. For example, in the early days
of 3G system deployment, video telephony emerged as one of the most popular, if
not the most popular, application for the new systems. Compared with 2G systems,
the 3G systems support higher data rates, and thus can support decent quality video
telephony (video telephony on the 2G systems would have to use lower-quality
video and therefore be much less attractive to consumers). The wireless devices are
also changing, with the lines between communications device and computing device
blurring. For example, recent smart phones combine the features of mobile phones
and personal digital assistants (PDAs).

What will applications of the future look like? Making predictions is a
challenging task, since it depends on what the devices and platforms of the future
can support. Nevertheless, it appears reasonable to speculate that some applica-
tions of the future will incorporate emerging concepts like location-based services
and presence.
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10.4.1 Location-Based Services

The concept of location-based services encompasses a broad spectrum of services
with one thing in common: in one form or another, information on the location of a
mobile device makes a difference in the service provided. For example, a location-
based pizza store locator service connects the mobile phone to different pizza stores
depending on where the phone is located. Location-based advertising services pro-
vide a different mix of advertisements depending on the device location, such as
more male-interest advertisements if the phone is in the men’s department of a
department store, and more female-interest advertisement if the phone is in the
women’s department.

Since location information is needed in order to provide location-based services,
the location of devices and users becomes valuable information. Network operators
have control of this information, since they control the network and the elements
and processes for obtaining this information. Thus, network operators can sell loca-
tion information to application service providers. As we have seen in our discussion
on OSA, one of the purposes of the mobility SCF in OSA is to provide user location
information. So, one way that user location information could be sold to service pro-
viders would be through packaging with OSA.

10.4.2 Presence

Many people have used Internet messaging services, such as Yahoo messenger or
AOL messenger or MSN messenger. The user can define a set of other users as bud-
dies, whose online presence can be indicated in the application window. This is a
good example of the concept of presence, which is about the dynamic status of the
user, and can include more than just online status. For example, concepts of rich
presence have been proposed that include more fine-grained information such as ter-
minal capabilities. Some have even suggested that user location should be included
as part of the concept of presence.

Summary

As wireless and IP have been converging, link, network, and transport protocols are
being developed to handle issues such as QoS, security, and mobility. Meanwhile, it
must not be forgotten that these are merely supporting components that allow serv-
ices to be created and delivered to subscribers. The success of the applications and
services in wireless IP networks will ultimately determine the success of wireless IP
networks.

Therefore, in this chapter we offer a glimpse of some of the service-enabling
tools for development of services for wireless IP networks. These include middle-
ware concepts like OSA for bridging the gap between network capabilities and
applications, and wireless device service enabling technologies that allow services
(including Web browsing on small screens) to be supported on limited devices. We
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also briefly introduce concepts like location-based services and presence, which may
be important parts of future applications for wireless IP networks. The coverage in
this chapter is brief, and by no means comprehensive, as the focus of the book is
more on the networking aspects of wireless IP networks. However, I hope it helps to
convey some of the main ideas and encourages you to refer to other sources for more
details.
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Evolution from GSM to UMTS

The popular GSM system is deployed all over the world in more than 197 countries,
having provided cellular mobile services to over 863 million people (as of May
2003), and was estimated to have 1 billion people by 2004 [1, 2]. The primary serv-
ice provided by GSM is mobile voice communications. We have briefly discussed
GSM in Chapter 3. GSM, a 2G system, is evolving to UMTS, a 3G system (the high-
level time line for this evolution is shown in Figure 11.1). UMTS is being designed to
be a multiservice network that supports higher data rates and multiple new and
innovative services (including a variety of data services, not just voice). Of the new
wireless IP systems being developed around the world, it is arguably the one that is
furthest along in its development and with the most momentum. Thus, UMTS has
the potential to be the most widely deployed wireless IP telecommunications system
in the world, within a decade.

In this chapter and Chapter 12, we discuss the evolution of GSM to UMTS to
provide a perspective on the standards development process of a canonical wireless
IP system. Along the way, various relevant issues will be discussed. This chapter is
more on the evolutionary process, whereas the next chapter is focused on the IP
multimedia sub-system that is foundational in providing IP multimedia services in
UMTS. In these two chapters, then, we will see how the pieces fit together in a real
wireless IP system.
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Figure 11.1 Time line for GSM and UMTS development and deployment.
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11.1

From GSM to GPRS

11.1.1 Overview

GSM is not optimized for data traffic. In some ways, this is analogous to how the
normal telephone system (with basic voice facilities, excluding ISDN or DSL) is not
optimized for data traffic. Voice-band modems used over telephone lines have been
tweaked over the years so that they can reach 56 Kbps these days, where they are
hitting fundamental capacity limits. Although it is possible to use GSM for data
traffic, the data rates are low because it is constrained to reuse the GSM time slot
for data in place of voice. On the network side, the traffic is carried on voice trunks
and circuit-switching equipment (like the MSC) that are optimized for voice, not
data. It is expensive, again because it is constrained to reuse the GSM time slot for
data in place of voice. Thus, valuable radio resources are not well utilized, and the
subscriber is charged for the entire time the circuit (the time slot) is reserved for
the subscriber, even if the traffic is bursty and there are stretches of one or
more frames when the time slot is empty. From the user perspective, GSM data
may take too long to connect; the alternative is that it is always on, which
would be a very poor utilization of radio resources and much too expensive to be
practical.

GPRS [3] is an enhanced packet service added to GSM systems. GPRS enhances
GSM in a way loosely analogous to how digital subscriber line (DSL) enhances a
regular phone line so it can provide high-rate data services—in addition to some
changes beneath the network layer, additional network elements are provided to
support the new services. The analogy is loose in that there are many differences
between how DSL and GPRS provide their respective enhancements.

GPRS provides higher data rates by allowing the aggregation of two or more
time slots to be used for the traffic to and from one MS (we tend to think of an MH
as an Internet host, whereas we use MS to refer to something like a GPRS terminal
that can be an Internet host, but is also more than that). Over the air, GPRS utilizes
the radio resources more efficiently by dynamically allocating the time slots for dif-
ferent MSs and maintaining states related to the traffic activity of each MS (the
GPRS mobility management states that we will discuss shortly). Having the GPRS
mobility management states also allows shorter access times on the average,
because terminals can be in standby state ready to quickly switch to ready state
when there are packets to communicate. In the network, on the other hand, GPRS
uses network resources more efficiently by adding a set of network elements that
are parallel to the circuit-switching network elements like the MSC. Packet data
traffic gets routed to and from these network elements, the GPRS support nodes
(GSNs), where they are packet-switched. We thus see that both over the air, and in
the network, statistical multiplexing is exploited for more efficient data traffic
transport. Furthermore, GPRS provides simplified, direct access to packet data net-
works through the GSNs. The GPRS network architecture (simplified) is illustrated
in Figure 11.2.
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Figure 11.2 GPRS network architecture.

11.1.2 More Details

GPRS, as its name suggests, is not just for one kind of packet data, such as IP data.
Rather, it is a generalized packet radio service that can support a variety of data traf-
fic. Originally, GPRS support of IP and X.25 data was defined, but the references to
X.25 support were removed in the year 2000. Nevertheless, GPRS in principle can
support non-IP data protocols, whether X.25 or otherwise. In order to use GPRS
services, an MS must be GPRS-capable. The network makes GPRS services avail-
able to a given MS after it successfully performs a GPRS attach procedure. The
GPRS services are available until a corresponding GPRS detach procedure is per-
formed. The GPRS attach and GPRS detach procedures are similar to the IMSI
attach and IMSI detach used in GSM that were discussed in Chapter 3. A GPRS
attach may be performed some time after an IMSI Attach, for instance, if a sub-
scriber turns on a mobile phone to use GSM services, and only later wishes to use
GPRS services. Alternatively, a joint attachment procedure could be used that
would result in the MS becoming both IMSI-attached and GPRS-attached. This is
illustrated in Figure 11.3.

Because multiple data protocols can be supported, GPRS defines the concept of
Packet Data Protocol (PDP) context. Each PDP context is associated with one and
only one data protocol, such as IP, and includes the related parameters like IP
address and QoS requirements to support an instance (in the MS) of communica-
tions with that data protocol. Each of the data protocols, such as IP and X.235, is a
different PDP type. An MS could simultaneously have multiple PDP contexts active,
each associated with its own data protocol that in general may be the same protocol
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Figure 11.3 Combined GPRS/IMSI attach.

(but different address) as some of the other PDP contexts and different from some of
the others. For example, an MS may have one or more contexts for IP data only, for
X.25 only, or for both IP and X.25. When there are multiple PDP contexts of the
same type, such as IP, each is treated by the external network (e.g., the Internet) as a
different logical IP host with its own IP address and other parameters. Technically,
protocol data units (PDUs) for a particular PDP are referred to as PDP PDUs,
although we may also informally refer to them as user data packets. Before PDP
PDUs may be carried by the GPRS network for a particular PDP type, a suitable PDP
context must be activated. We will discuss the PDP context activation procedure
later, after first introducing a few prerequisite concepts, such as functions of the
GPRS network elements.
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GPRS is designed as an extension to GSM networks, not as a new stand-alone
type of network. Thus, over the air it reuses the GSM channelization scheme (e.g.,
frames with eight time slots). Thus, the same GSM base stations can be used to
simultaneously support both GSM and GPRS services on different channels. How-
ever, a given time slot can only be allocated to provide GSM or GPRS services at any
given time. The time-slot allocation is flexible in that one to all eight time slots in a
frame can be allocated to GPRS services, and this number can change dynamically
on a frame-by-frame basis, based on traffic loads and other considerations. The
allocations for uplink and downlink are done separately, allowing asymmetric traf-
fic loading to be handled efficiently. Unlike time slots allocated to speech, where
each call has its own time-slot allocation, time slots that are allocated to GPRS are
shared between active GPRS users. The configuration of GPRS channels is broad-
casted to MSs on common control channels. GPRS also has features to monitor the
dynamic usage of GPRS time slots for congestion or underutilization, and conges-
tion control procedures to deal with congestion.

In the core network, a set of new packet-switching network elements is intro-
duced, parallel to the circuit-switching core network elements (e.g., the MSCs).
These network elements are called GSNs. In a GSM network that is upgraded to
provide GPRS services as well, the BSs and base station controllers (BSCs) are
shared by GSM and GPRS traffic. GSM and GPRS traffic take different paths
between the BSC and the correspondent host. GSM traffic continues to be routed
through MSCs, whereas GPRS traffic is routed through GSNs. The GSNs form a
network subsystem connected over an internal IP-based network. This internal IP-
based network may have its own private IP address space, and is limited in scope to
only the GPRS network subsystem. It serves mainly a transport function—user data
packets are tunneled between GSNs over this internal IP-based network (we will
return to the tunneling concept), whether they use IP, X.25, or some other data
protocol. That IP is one of the user data protocols supported by GPRS is incidental
to the use of IP within the GPRS network. We will return to this point in
Section 11.1.6.

There are two kinds of GSNs: serving GSNs (SGSNs) and gateway GSNs
(GGSNs). Each SGSN is responsible for keeping track of the location of individual
MSs within its service area (comprising many BSs and BSCs). It also performs secu-
rity functions and access control (more details can be found in Section 11.1.5).
Thus, the SGSNs are analogous to serving MSCs. Meanwhile, the GGSNs are the
interfaces to external packet data networks, such as the Internet, or X.25 networks.
Thus, each GGSN should be the entry point for packets of a particular PDP type
that are routed from an external network of that PDP type through the GPRS net-
work to the MS. Therefore, the address associated with a PDP context should be
routable from the external network to the appropriate GGSN, for instance, for IP
data, and the IP address used by the MS should be routable to the appropriate
GGSN.

The user data is tunneled between the MS and the GGSN, in a manner that is
not apparent to the user except that the time it takes for the packet to traverse the
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GPRS network and get from the MS to the external data network and vice versa.
Note that this does not mean the PDP PDU (the user data packet) is completely
untouched over the entire path between the MS and the GGSN. In fact, functions
like IP header compression do modify the packet, but in a completely reversible way
so no modifications are apparent to the user. Thus the user experiences the GPRS
service as a wireless access service through the GGSN to the access router in the
external IP network.

In order to set up the tunneling to link the MS with the appropriate external net-
work, a suitable PDP context must be activated. This is handled in a procedure
known as PDP context activation. An MS needs to be GPRS attached before it can
proceed with PDP context activation. The PDP context activation procedure is
shown in Figure 11.4. In the event that IPv6 is used, then the procedure is modified
by adding an IPv6 router advertisement (and optional router solicitation) after the
PDP context activation, for address autoconfiguration. The GGSN, as the first-hop
router, plays the part of the IPv6 router on the same link as the MS. The modified
procedure is shown in Figure 11.5 (we omit steps 2, 3, and 5 of Figure 11.4 for
conciseness).

User data is transferred transparently between the MS and the external data net-
works with a method known as encapsulation and tunneling: data packets are
equipped with PS-specific protocol information and transferred between the MS and
the GGSN. This transparent transfer method reduces the requirement for the PLMN
to interpret external data protocols, and it enables easy introduction of additional
interworking protocols in the future.

11.1.3 GPRS and Mobility

A GPRS terminal can be in one of three mobility management states at any given
time. Similarly, the network also maintains a parallel set of states for the MS, as
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Figure 11.4 PDP context activation.
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shown in Figure 11.6. The three states are the idle state, the ready state, and the
standby state. The idle state is when the terminal behaves as if it is “off” with
regards to GPRS—no data can be transmitted to and from the MS in this state, and
there is no GPRS location or routing information for the MS. We must distinguish
between this GPRS idle state and the MS being really turned off. While in the GPRS
idle state, the MS may be actively involved in GSM communications, and even if
not, it continues to perform cell selection and do location updates (as is normal for
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Figure 11.6 GPRS mobility management states.
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an idle GSM phone, as we saw in Chapter 3). On the other hand, when it is really
turned off, it is unreachable.

The ready state and standby state can be thought of as the states in which hand-
off and location management take place, respectively. As we earlier saw in Chapter
6, one of the challenges in mobility management is how to tell when a data session is
active or not, since data traffic, unlike voice traffic, is bursty. For example, for
bursty traffic where the intervals between the gaps are not too large, you would not
want to have the overhead and extra delay of switching from the standby state to the
ready state each time the next burst comes. However, if the bursts are indeed large
enough, it may indeed be worth switching to the standby state in between bursts,
and back to the ready state each time the next burst comes. One might imagine that
GPRS may use a sophisticated monitoring scheme to determine when a data session
is active. Actually, the scheme is very simple—a ready state timer is used, where the
MS “drops” from the ready to the standby state whenever the timer expires. The
timer is reset whenever data is sent from the MS. Thus, the timer expiration implies
lack of data traffic from the MS for the duration of the timer countdown.

Like in GSM, the MS is tracked to the cell level when it is actively communicat-
ing. For GPRS, this is when the MS is in ready state. The standby state meanwhile is a
tradeoff designed to conserve radio resources and save power, while at the same time
allowing communications to resume more easily than if the MS had returned to the
idle state. Either the MS or network may initiate a GPRS detach procedure to move to
the idle state. While in standby state, the MS updates the network with its location
when it moves between routing areas (RAs), rather than between cells. RAs are like
location areas for regular GSM idle mode, where both RAs and location areas com-
prise multiple cells. Thus, movement between RAs (or between location areas) is less
frequent than movement between cells. Additionally, the MS periodically updates the
network on its RA, even when it has been remaining in an RA for a long time. There-
fore, if the MS is out of coverage and so does not send this periodic update, the net-
work will be able to save resources by not paging the MS. At this point, the network
(more specifically, the SGSN involved) has the option of performing an implicit
detach (compared with the GPRS detach, where both MS and SGSN are involved, an
implicit detach happens in the SGSN without the involvement of the MS). This sets
the mobility management context for this MS to idle, in the SGSN, and it can then
remove this context as well as the PDP context for the MS, and thus save resources.

11.1.4 GPRS and QoS

Four traffic classes are defined for GPRS QoS. These are conversational, streaming,
interactive, and background classes, and we have seen them in Chapter 7 (Table 7.1)
[4]. In order to support different QoS profiles on the same MS (e.g., different levels
of QoS for different flows, perhaps each flow with different kinds of traffic and dif-
ferent QoS requirements), GPRS defines the concept of primary and secondary PDP
contexts. If an MS uses only one PDP context, it will be a primary PDP con-
text. Additional secondary PDP contexts can be activated that are associated with a
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primary PDP context, sharing the same IP address and other parameters, except for
the QoS parameters. Each secondary PDP context may have its own set of QoS
parameters. Figure 11.7 illustrates the concept of primary and secondary PDP
contexts as a bundle of pipes. In PDP context activation, the MS requests that a par-
ticular set of QoS parameters be used. However, the SGSN may restrict the QoS
parameters for the PDP context, based on SGSN-related factors like SGSN load and
the MS subscription profile. The SGSN then passes on to the GGSN its recom-
mended set of QoS parameters for the MS. This is referred to as QoS negotiated.
The MS can either accept it or deactivate the PDP context.

How does GPRS treat traffic in different traffic classes differently? Each traffic
class can be mapped to ranges of different QoS parameters, such as transfer delay
(latency), packet error ratio, and whether delivery order is important. A variety of
QoS mechanisms can then be applied to realize the desired QoS. For example, the
link layer of the GPRS protocol stack, the RLC and MAC, supports four radio
priority levels, plus another priority level for signaling. Header compression may be
applied differently for traffic in different traffic classes. Traffic in different
traffic classes may be assigned to different queues in the SGSN. The exact
assignments, scheduling, and other functions are not specified, but are
implementation-dependent. While also not specifying all the lower-layer QoS
mechanisms, the layered UMTS QoS model that has evolved from GPRS is more
structured and powerful, as we will see in Section 11.3.1.

At any time, a subscriber’s HLR may send updated subscriber information to
the SGSN, including possibly changes in the subscribed QoS profile. If necessary,
the SGSN may then initiate a PDP context modification procedure to change the
negotiated QoS.

11.1.5 GPRS and Security

GPRS builds on GSM security, adding additional security features specific to GPRS
features (the security services it provides for packet-domain usage are basically
equivalent to the services GSM provides for circuit-switched services). Thus, the
MSC continues to play a central role, storing authentication triplets and being
involved in the signaling for IMSI attach and location update procedures. However,
it is the SGSN that plays this type of role for GPRS procedures like GPRS attach, RA
updates, and PDP context activation. We consider the example of security functions
in GPRS attach (Figure 11.3) and PDP context activation (Figure 11.4).

During the attachment procedure, we see in Figure 11.3 that step 4 is authenti-
cation. This is the same authentication algorithm used in GSM (Chapter 8), where

Primary PDP context (with IP address)

Secondary
PDP contexts
(different QoS)

Figure 11.7 Primary and secondary PDP contexts.
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the MS needs to return the correct SRES given a random number. However, in
GPRS, since it is the SGSN doing the signaling with the MS, the SGSN (rather than
the MSC) first needs to obtain the authentication information (triplets) from the
HLR. The authentication signaling is shown in Figure 11.8. The authentication
may also be done in step 2 of PDP context activation (Figure 11.4), detailed as
“security functions.”

11.1.6 GPRS and Wireless IP

Where and how does GPRS fit into the wider scheme of things, considering the con-
text of wireless IP technologies in general? It helps to view GPRS as a dual-concept
technology, meaning one that fits into the wider scheme of things in two different
ways. First, GPRS can be viewed as an access technology, like WLAN, that provides
IP connectivity to an IP-based network through an access router (the GGSN, in this
case). Second, it is just as valid to view GPRS as a full-scale wireless IP network in its
own right. The curious dual-view nature of GPRS is a direct consequence of the deci-
sions of the architects of GPRS to include IP as one of the supported packet-data
protocols while at the same time using IP as the basis of the internal packet-
switching network in GPRS.

Moving Towards 3G

The push towards the 3G of mobile wireless systems has been driven by a number of
developments, including the following:

* The growth of multimedia applications that demand more bandwidth than
traditional voice applications. The 2G systems like GSM were designed to
support voice as the main application. As we have already mentioned several
times in this book, wireless IP telecommunication systems will need to

MS | BSS/UTRAN SGSN HLR

1. Send \
authentication info /

1. Send authentication
info ack

<2. Authentication and ciphering request

2. Authentication and ciphering response >

Figure 11.8 GPRS authentication signaling.
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support multimedia applications, not just voice. Some of these applica-
tions need higher data rates than is necessary for telephone-quality voice
transmission.

* Competitive alternative to wired terminal access is desirable. Wireless termi-
nals have traditionally been a step or two behind wired terminals, in terms of
features and capabilities. Wired terminal access provides higher data rates
and, higher and more flexible quality of service, at lower costs than wireless
systems. However, the wireless segment of the telecommunications market
has grown rapidly, because of the great convenience of untethered
communications with mobility support. Still, if wireless starts to lag too far
behind wired, consumers’ perspectives may change. The challenge to wireless
terminal access is to provide comparable (to wired access) data rates and qual-
ity of service at competitive prices, in other words, without charging too much
of a premium for mobility. With DSL and cable modem becoming more wide-
spread, people are getting used to multimedia over IP and expect wireless to
keep up. In short, wireless can remain healthy if it keeps up with wired, albeit
a step or two behind, but may lose out to wired in the long term if it gets ten
steps behind. Thus, wireless needs to evolve to keep “in step” and remain
competitive and attractive.

* In some cases, the 2G systems are near full capacity. Either a redesigned 2G
system or a new 3G system is the answer to provide the supply to meet the
growing demand. It made more sense to go for 3G, given that this driver for
3G is only one of several. One of the reasons the first UMTS network began
service in Japan (Freedom of Mobile Access, FOMA, by NTT DoCoMo) was
the urgency felt there by their running out of capacity for voice traffic.

* There is a powerful trend towards convergence of different systems and wire-
less access technologies. More efficient and cost-effective service can be pro-
vided if there are fewer competing standards providing similar services. The
first and second generations of cellular systems have seen many different sys-
tems. Even the dominant 2G system, GSM, only has about 70% of market
share. This made it hard to roam globally with one’s phone (more on the bene-
fits of global roaming in the next bullet point). One of the original goals of the
ITU for 3G systems was that there would be one global standard used every-
where. If it had succeeded, it would have eased the provisioning of global
roaming. Other benefits include economies of scale in manufacturing.

* Global roaming. Global roaming allows the user to have wireless access (pref-
erably with most of the user’s desired features) anywhere in the world, and not
just at the user’s home location.

The motivations listed here, among others, drove the following requirements:

* High-rate wireless access. To meet the growing demand for wireless services,
which increasingly demand more bandwidth, high-rate wireless access
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capabilities were required. High-rate wireless access was seen as especially
important in the indoor and low-speed environments to enable wireless to be
competitive with wired alternatives. (But this was before the boom in popular-
ity of WLAN—today, many experts see cellular and WLAN systems as com-
plementary, as we will see in Chapter 13, and the perceived importance of
high-rate indoor access for 3G wireless has declined since WLAN is better
suited for that arena.)

* Multirate wireless access radio transmission technologies with flexible service
requirements (quality, symmetry, and delay). In order to serve a variety of
different multimedia applications with varying demands on bandwidth, qual-
ity of service, link symmetry, and delay tolerance, flexibility is essential. This
also helps in integration of different services (e.g., voice and data) into a single
device. Good solutions to the problems of providing cost-effective high quality
of service over radio links are necessary to enable wireless to be competitive
with wired alternatives.

Small, lightweight, and convenient mobile terminals. The main motivation for
this requirement is to be competitive with wired alternatives. The availability
of small, lightweight, and convenient mobile terminals will stimulate demand
in addition to the already high projected demand, and it will be one of the fac-
tors allowing for economies of scale. Economies of scale will make wireless
more competitive.

* Global standardization. This should allow for global roaming.
Additional requirements include the following:

* Some backward compatibility with and accommodation of existing systems.
This would be helpful for the transition period.

* Smooth migration paths to the new systems. This is helpful to ensure accep-
tance and success of 3G systems.

Two main families of 3G systems are being developed. One is the GSM-evolved
UMTS that uses the WCDMA air interface. The other is cdma2000, which is
evolved from Qualcomm’s IS-95 CDMA system. The aim of the ITU to achieve just
one global mobile wireless system has therefore failed. Interestingly, there had
originally been 15 proposals submitted to the ITU in 1998, and these were
eventually consolidated into just these two systems plus a few other radio inter-
faces with marginal market presence. There had been efforts to harmonize the
standardization of UMTS and ¢dma2000, but these ultimately failed to bring
the two together, for both political and technical reasons. From the technical
perspective, both systems can support high data rates and multiple data rates with
flexible service support. The related phones and terminals are not bulkier than 2G
phones.

However, the backward compatibility issues, and the strong desire of operators
for a 3G system that can be reached smoothly through evolution of their existing 2G
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systems, were serious challenges that prevented a single global standard from
emerging. Politically, it was very difficult, because there was one strong group that
insisted on backward compatibility with GSM, whereas there was another strong
group that insisted on backward compatibility with 1S-95 CDMA. The former
group coalesced into the 3G Partnership Project (3GPP) umbrella of standards
organizations working on UMTS, whereas the latter group coalesced into the
3GPP2 umbrella of standards organizations working on cdma2000.

We discuss further the similarities and differences between UMTS and
c¢dma2000 in Section 11.3.4.

UMTS

Release 1999 is the first of what might be called the true 3G mobile systems to be
specified by 3GPP. It includes a completely new air interface, wideband CDMA
(WCDMA), which was designed to use bandwidths of 5§ MHz or more, to support
the higher and variable data rates characteristic of 3G systems [5]. WCDMA was
designed from scratch specifically for UMTS, and it is based on CDMA for the mul-
tiple access technology, rather than TDMA as used in GSM.

There are also changes in the network to support WCDMA and other features
introduced with UMTS, and the network architecture (simplified) is shown in
Figure 11.9. As in GSM, the portion of the network between the MSCs and the MSs
is still arranged hierarchically, but the names of network elements have changed to
reflect the differences from the corresponding GSM network elements. For exam-
ple, the radio network controller (RNC) in UMTS corresponds to the BSC in GSM.
Unlike the BSC, the RNC needs to be able to support soft handoffs (we introduced
the soft handoff concept in Chapter 3). Thus there is a direct connection between
neighboring RNCs to support soft handoff involving node Bs controlled by different
RNCs. The MS is now known as the user equipment (UE), and the corresponding
SIM it contains is the USIM (UMTS SIM). The core network elements like the SGSN
and GGSN (for GPRS) and MSC retain their names, but the prefix “3G” is applied
when there is a need to differentiate them from their GSM counterparts. A summary
of correspondence in naming is shown in Table 11.1.

11.3.1 QoS

UMTS uses a layered QoS architecture, as shown in Figure 11.10 [4]. This
is in keeping with good modular design principles, where each layer provides
QoS-related services to the layer above so the topmost layer can provide end-to-end
QoS services using the underlying network capabilities in a systematic manner.
Within the UMTS network, the end-to-end QoS service layer makes use of the
UMTS bearer service, which is an abstraction built over the radio access bearer serv-
ice in the UTRAN and the core network (CN) bearer service in the core network.
The UMTS bearer service attributes are shown in Table 11.2.
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Figure 11.9 UMTS network architecture.
Table 11.1 Correspondences Between GSM and UMTS Network Elements
GSM UMTS Comments
Base Subsystem (BSS) Radio Network Subsystem (RNS)
Base Transceiver System (BTS) Node B Base station
Base Station Controller (BSC) Radio Network Controller (RNC)
Radio Access Network (RAN) UMTS Terrestrial Radio
Access Network (UTRAN)
Mobile Station (MS) User Equipment (UE)
Subscriber Identity Module (SIM) UMTS Subscriber Identity
Module (USIM)

SGSN 3G-SGSN “3G” prefix can be dropped if
GGSN 3G-GGSN context is clear
MSC 3G-MSC

The control architecture for QoS management for the UMTS bearer service is
shown in Figure 11.11. It shows that translation functions are needed to convert
between signaling for external QoS protocols and the internal service primitives for
UMTS bearer service. There are service manager functions in the mobile terminal
(MT), the UTRAN, and at both edges of the CN, in other words, the border with
the UTRAN and the border with the external networks. These service manager
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Figure 11.10 UMTS QoS architecture.

Table 11.2 UMTS Bearer Service Attributes

Attribute

Description

Traffic class

Maximum bit rate
Maximum SDU size

SDU format information
SDU error ratio

Delivery of erroneous SDUs
Guaranteed bit rate

Delivery order

Residual bit error ratio
Transfer delay

Traffic handling priority

Allocation/retention policy

Conversational, streaming, interactive, and background classes, as with
GPRS/GSM

Maximum average bit rate, in the token bucket sense (i.e., the peak rate can
exceed this, as long as the token rate is maximum bit rate)

Size of token bucket (SDU is service data unit, the packet from the layer
above)

Allowable formats (exact sizes) of SDUs

The desired maximum fraction of lost SDUs

About whether SDUs that are detected to have errors in them should be
delivered or not

Refers to a minimum guaranteed bit rate, especially useful for video
streaming

Takes on the values “yes” if the bearer provides in-sequence SDU delivery,
and “no” otherwise

Used for the error detection and correction algorithms on the wireless link
The maximum delay tolerated (at least 95% of deliveries must fall within
this value)

Used only for the interactive class, this differentiates relative priority of
traffic of that class

If network resources are scarce, traffic with a lower value of this attribute
may not be admitted
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functions are found in the UMTS BS Manager, except for in the UTRAN, where
they are in the RAB Manager. The service manager in each case interacts
with admission and capacity control, the module that keeps track of all the avail-
able resources. Additionally, at the CN edge, there is subscription control that
prevents users from successfully making requests for QoS services for which they
are not subscribed. Clearly, in addition to these control functions, there need to be
QoS mechanisms (as introduced in Chapter 7) in the user plane, so user data pack-
ets are handled appropriately. The arrangement of some of the mechanisms is
shown in Figure 11.12. In the figure we see classifiers, traffic conditioners (Cond.),
and mappers. The mappers work in conjunction with the classifiers by marking
each packet appropriately for the lower-layer bearer, based on the higher-layer
classification.

The QoS parameters also factor into the decisions made on whether to carry
out certain procedures. For example, a QoS profile that specifies a low SDU error
ratio may increase the chances that lossless serving RNS relocation is carried out, in
the event of a serving radio network subsystem (RNS) relocation. What is serving
RNS relocation? After soft handoff is completed between node Bs served by
different RNCs (i.e., in different RNSs), the original RNC continues to be the
anchor RNC even if the serving node B is under a different RNC. This leads to less
efficient routing, and serving RNS relocation allows a switch of RNCs to the more
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Figure 11.12 UMTS bearer service QoS management user plane.

appropriate one. Lossless RNS relocation is an option in RNS relocation that
keeps track of packet sequence numbers so no packets are lost in the relocation
process.

11.3.2 Security

UMTS security provides all the services of GSM security, plus some additional secu-
rity services. In GSM, the network authenticates the MS, but the MS does not
authenticate the network, so the system is vulnerable to fake BSs. Furthermore,
confidentiality is only between the MS and BS in GSM. Communications within the
GSM radio access network and core network are assumed to be secure enough and
are not encrypted (ciphering only applies over the air). In UMTS, on the other hand,
authentication has been extended so that the UE also authenticates the network.
Encryption is also used within the wired portion of the UMTS network, unlike in
GSM.

We can see some of the additional security features by looking at the overall
UMTS security architecture as shown in Figure 11.13 [6]. Four security domains
can be seen in the figure:

1. Network access security—partly found in GSM, but enhanced [including
mutual authentication of UE and Node B, as mentioned, and also providing
a data integrity service using a message authentication code (MAC) called
9], this is to secure underlying access to UMTS services, protecting
especially against attacks over the wireless link.

2. Network domain security—new to UMTS, this secures communications on
the wired portions of the network.

3. User domain security—available in GSM (SIM authentication), UMTS uses
USIM authentication.
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Figure 11.13  UMTS security architecture.

4. Application domain security—new to UMTS, this provides additional
security for specific application domain communications.

Although the network access security is enhanced, it is similar in some ways to
GSM authentication, to make migration from GSM to UMTS systems easier. Thus, a
challenge-response scheme is still used. However, instead of just sending the random
number in the challenge, the network also sends an authentication token for network
authentication by the USIM. Another difference is that instead of obtaining authenti-
cation triplets from the HLR, the MSC or SGSN obtains authentication quintuplets.
Whereas the authentication vector (triplet) in GSM consisted of (1) random number,
(2) XRES, and (3) key to use for ciphering, in UMTS each vector also contains (4) the
authentication token and (5) the key to use for the MAC (for data integrity).

11.3.3 Different Releases

Since the mid-1990s, enhancements to GSM have been specified annually. These
enhancements have been specified in different releases identified by the year of
release, such as Release 1996 and Release 1997. Each release is a complete and con-
sistent set of specifications for a cellular system. Later releases contain enhance-
ments and new features not found in earlier releases. Specification documents
contain the appropriate release number in their title, so there can be no ambiguity
regarding what release a particular specification document is associated with.
Enhancements like GPRS, location services (using a location measurement system),
and intelligent network (see Chapter 10) features in GSM have first appeared in
these releases. Continuing this trend, UMTS has been introduced in a phased
approach, with different versions coming in almost annual releases, starting with
Release 1999.

However, what was to have been Release 2000 turned out to be too much to
handle within a year (there were too many work items), and so the work items were
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split into two groups and designated to appear in two releases rather than one. At
the same time, the naming of releases changed from being identified with a year to
being identified with a sequence number. Thus, the new releases became known as
Release 4 and Release 5. They were completed in March 2001 and June 2002,
respectively. Release 6 is nearing completion as of this writing.

The major features of Release 1999 include:

* New radio access network, UTRAN, featuring WCDMA;
* Enhanced data rates for GSM evolution (EDGE), an alternative to WCDMA
that increases the capacity of GSM time slots;

* Enhanced messaging services, including multimedia messaging service

(MMS);

* Advancements in many aspects of the core network, including the intelligent
network features, security architecture, and GPRS;

* Introduction of OSA.

The major features of Release 4 include:

* More complete support of location services (LCS);

* Changes in UTRAN transport to better support IP;

* Introduction of robust header compression (Chapter 4);
* Improvements in messaging services;

* Bearer-independent circuit-switched domain architecture (allowing the possi-
bility of a common IP transport in the CN, as will be further discussed in
Chapter 12);

* Evolution of OSA.

The major features of Release 5 include:

* Enhancements to LCS;

* Further changes in the UTRAN to allow IP transport as an alternative to ATM
transport (in Release 1999 and Release 4, only ATM transport is allowed);

* Network domain security is introduced in the UMTS CN;

* Introduction of high-speed downlink packet access (HSDPA), a new feature
that provides instantaneous data rates of up to 10 Mbps in the downlink, to
support services like video on demand;

* RNCs are allowed to connect to more than one MSC and more than one
SGSN, the primary benefit being better load balancing between MSCs or
SGSNs;

* Introduction of the IP Multimedia Subsystem (IMS), which will be discussed
in Chapter 12;

* Evolution of OSA;
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* Introduction of wideband adaptive multirate (wideband AMR) codec, which
will provide higher speech quality than traditional GSM codecs provide;

* Enhancements in end-to-end QoS support;

* Improvements in messaging services.

The major features of Release 6 include:

* Addition of MIMO techniques at the physical layer for higher data rates;

* Enhancements to LCS, including enhanced support for anonymity and user
privacy;

* IMS (more on IMS in Chapter 12) phase 2, including policy-based QoS
control, and IMS support for conferencing, messaging, local services, and
emergency calls;

* Support of presence capabilities;

* Multimedia broadcast and multicast services (MBMS);
* Interworking with WLAN;

* Continuing enhancements on OSA;

* Improvements in MMS.

More detailed information can be found on the 3GPP Web site [7].

11.3.4 Comparison with cdma2000 Development

UMTS and ¢cdma2000 are similar in many ways. In order to achieve higher data
rates, both 3G systems use wider radio bandwidths for their channels. It is true that
in the meantime certain recent enhancements to 2G systems have been made so that
they obtain higher performance, such as higher data rates, within their existing
bandwidth. However, the enhancements are limited by constraints arising from the
physics of how much could be squeezed into limited radio bandwidth. Examples of
these enhancements to 2G systems are EDGE for GSM and the 1X version of
cdma2000 for IS-95, where 1X refers to the fact that it uses the same radio band-
width as IS-95, whereas 3X and 5X use three and five times the radio bandwidth of
IS-935, respectively. Also, both systems use similar fundamental techniques for chan-
nelization of the wireless medium, based on direct-sequence spread spectrum.

There is a consensus that wireless cellular systems should move more towards
IP-centric core networks. As designers for both systems looked forward to the need
to eventually provide IP multimedia services using IP-centric control and manage-
ment protocols, they ended up working on solutions that are very similar. Both use
SIP for much of the related signaling. Both introduced new network elements where
various functions, such as keeping track of call state, were clustered, and the group-
ing of these functions in the two systems is quite similar (even if the network ele-
ments do not have the same names). In Chapter 12, we will explore the IMS of
UMTS in more detail.
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However, there are important differences between UMTS and ¢dma2000.
Many of these differences arise from the fact that UMTS is designed with backward
compatibility with GSM in mind, whereas cdma2000 is designed with backward
compatibility with IS-95 in mind. Backward compatibility does not mean that all
equipment (e.g., BSs, handsets) for the new system always works with all equipment
(e.g., BSs, handsets) for the old system. However, it does imply that the old and new
systems have some elements in common. For example, the new system may be
designed such that its clock rate is a multiple of that of the old system. Thus, a dual-
mode phone supporting both systems could use a common clock (as well as other
common elements) and hence be cost-effective. The backward compatibility of
cdma2000 with IS-95 is stronger because both are based on CDMA technology.

On the network side, we see more examples of backward compatibility, as net-
work protocols from the corresponding 2G systems have been evolved, adapted and
enhanced. We notice that in certain cases where some functionality existed in 2G
systems, and it was desired to have similar functionality in the evolved 3G systems,
the solutions chosen by UMTS and ¢cdma2000 differ the most. On the other hand,
where some functionality needed in 3G systems is completely new and does not have
a counterpart in the 2G systems, the solutions chosen by UMTS and ¢dma2000 are
strikingly similar. For example, in the case of packet-data support, some functional-
ity existed in the 2G systems, so UMTS retains GPRS with some modifications,
whereas ¢cdma2000 adopts a more “pure” IP-based solution. Many aspects of
mobility management are handled by GPRS and by Mobile IP, respectively. In the
case of IP multimedia service control and management, on the other hand, the
functionality was lacking in the 2G systems. Thus, both UMTS and ¢dma2000
needed new subsystems of network elements to handle multimedia service control
and management. This resulted in similar solutions.

In the race between UMTS and ¢cdma2000 towards commercial deployment,
the cdma2000 camp has seized the early lead. One reason for this is that there are
more similarities between cdma2000 and IS-95 than between GSM and UMTS, so
one would expect fewer hurdles to overcome. Another major reason is that I1S-95
systems have evolved to two high data rate technologies that still use the original
IS-95 spectral bandwidth, the 1X Evolution-Data Optimized (1XEV-DO) and 1X
EVolution-Data and Voice (1XEV-DV) technologies. Neither 1XEV-DO [also
known as high data rate (HDR)] nor 1XEV-DV is an earlier version of the other, but
they could be thought of as systems resulting from two different evolutionary paths
from IS-95, with some similarities but optimized for different applications (data
only, e.g., for asymmetric Internet browsing and video streaming, in the case of
1XEV-DO, and both data and voice, in the case of 1XEV-DV). Some proclaim that
these qualify as 3G technologies, and that therefore 3G has touched down first with
the cdma2000 camp. Meanwhile, UMTS deployment has been slow, but is also
gaining momentum. The first UMTS system to be commercially deployed was the
Freedom of Mobile Access (FOMA) system by NTT DoCoMo in Japan in 2001.
After some sluggishness in 2002, the rate of deployments picked up in 2003 and
2004.
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11.4 Summary

While the Internet has been adapting to new requirements, including support for
wireless links and mobility, the convergence of wireless and the Internet has a sec-
ond major face. Traditionally circuit-switched, telephony-based cellular systems
are evolving towards more accommodation of packet-switched IP-based communi-
cations; many would say that the evolution will end in the so-called all-IP wireless
network. Even if the end of the evolution is not a “pure” all-IP network, the
changes in cellular systems are still of great interest, and enlightening and pertinent
to the subject of this book. Thus, this chapter surveys the evolution of 2G systems
to 3G, focusing on the evolution from GSM to UMTS. We analyze how GPRS was
added to GSM as an intermediate step, to better support data traffic. We discuss the
drivers for moving towards 3G systems, and then introduce UMTS. Since
¢dma2000 is the other major 3G system, we also compare UMTS with cdma2000.
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The IP Multimedia Subsystem (IMS)

12.1

In Chapter 10, we discuss general trends in the convergence of wireless and IP. We
have seen how, in moving towards all-IP networks, network providers would like to
provide more than just IP connectivity. In versions of UMTS from Release 5
onwards, provision of basic multimedia over IP services will be handled by a new
network subsystem, the IMS [sometimes also known as IP multimedia core network
subsystem (IM CN SS)]. These basic multimedia over IP services include the estab-
lishment, management, and termination of voice, video, and other sessions carried
over IP. Additionally, IMS takes a layered and flexible approach to service provi-
sion, by providing hooks for application servers to offer further services built upon
the basic service capabilities.

This chapter provides a good example of how wireless and IP come together in a
real telecommunications system, to provide basic and advanced telecommunica-
tions services. It ties together elements from all the other chapters in the book so far,
and illustrates some of the system design choices involved in wireless IP telecommu-
nication system design.

Since IMS is a new, evolving subsystem, we base this chapter on the UMTS
Release 5 version of IMS.

Motivations and Requirements

In moving towards an all-IP network, the evolving releases of UMTS continue to
provide voice services. One reason for this is that despite the growth in volume and
diversity of data traffic, voice continues to be important for the foreseeable future
because it supports such a basic and fundamental form of human communication.
Furthermore, the growth and enhancement of a familiar product is less risky than a
complete redefinition of the product—subscribers of mobile systems are more likely
to remain loyal customers if they perceive the new systems to be enhancements of
the ones they are familiar with than if new and different services are available. It is
more desirable to build on the existing customer base than to find a new base from
scratch.

Thus, both voice and data should be supported. To continue to provide voice
services while at the same time adding packet-switching support for data, and IP
connectivity in particular, two approaches could be adopted. First, two separate
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networks could be developed for circuit-switched voice and packet-switched data.
Second, an integrated network could handle both types of traffic. The first approach
is taken with GPRS, where the GSNs form a new core network-subsystem different
from that formed by the MSCs, and parallel to the circuit-switched infrastructure.
However, it is an interim solution that is not so efficient or cost-effective, as two par-
allel networks need to be maintained. In the second approach, the first question to
ask is whether the integrated network should be circuit switched or packet switched.
Both circuit-switched and packet-switched networks can handle both voice and data
(voice over packet-switched networks is explored in Chapter 4). Several factors
point in favor of packet switching, however. As explained in Chapter 4, the bursty
nature of data traffic makes it more efficient to use packet switching for data. Thus,
from a resource utilization perspective, circuit switching it is not acceptable
(although virtual circuits may be okay if efficient resource utilization technologies
are available, as in the case of ATM). Thus, the increasing dominance of data traffic
makes for a volume argument that the network should use the switching technology
best suited for the bulk of the traffic, which is packet switching. Furthermore, the
rise of the Internet makes IP the packet-switching technology of choice, whatever the
underlying transport mechanism, such as IP over ATM or IP over frame relay.

To achieve the all-IP network as an evolution of GSM, three stages of develop-
ment can be identified, which are logical steps towards the all-IP network. These are:

1. Provide IP connectivity for data traffic, with a packet-switching core
network and efficient sharing of GSM time slots for packets over the air
interface.

2. Switch over internal voice traffic transport to the internal IP network,
keeping existing legacy telephony-style control protocols, such as GSM MAP
(as we have seen in Chapter 3, Section 3.2.1).

3. Switch over control (protocols and signaling) to IP-style protocols.

Table 12.1 summarizes the three steps just described and shows when they were
accomplished in the evolution of GSM to UMTS.

Why would there be a need to switch over to IP-style protocols? Because these
are IP-style protocols, they integrate easier and more completely with other IP-style
protocols for such functions as Web browsing and e-mail. Many new services and
applications could be developed as a result. Furthermore, the IP-style protocols do
not need to maintain features of the old protocols that are not relevant to an IP

Table 12.1 Major Steps in Moving Towards the All-IP Network

Step

Accomplished

IP connectivity for data traffic With introduction of GPRS
Switch over internal voice traffic transport to internal IP With UMTS Release 4

network

Switch over control (protocols and signaling) to IP-style ~ Ongoing work in UMTS (started with Release 5)
protocols
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environment. Refer to Chapter 5 for more discussion on these points. Step 3, switch-
ing over to IP-style protocols, requires careful thinking because of the complexity of
the signaling required, which must handle all the QoS, security, and mobility issues
that the old circuit-switched protocols used to handle. While some of the functions
are similar to, and parallel, those found in the circuit-switched case, there are some
differences due to variations between packet-switched and circuit-switched traffic.
UMTS has introduced a whole new network subsystem, the IMS, with new network
elements that use IP-style protocols to provide call control services for multimedia
over IP sessions. We will discuss the architecture of the IMS in Section 12.2.

The first question that one naturally asks is whether it is necessary for the
UMTS network itself to provide these services. Why not just provide IP connec-
tivity and let the users freely use the network? Some may argue that the network
operators should not be providing high-level services, but just network-level serv-
ices like IP connectivity, for the simple reason that it is notoriously hard to predict
what services will be successful and popular among customers (as seen in Chapter
10). The IMS handles this issue in a two-pronged manner. First, the IMS provides
basic services like session establishment (of multimedia over IP sessions) that can be
used both as high-level services by the subscriber (e.g., when a subscriber makes
direct use of session establishment to make a video call), as well as mid-level serv-
ices for composing other high-level services (e.g., when an application makes use of
session establishment capabilities as part of providing high-level services to sub-
scribers). Second, it provides hooks and means for application development using
the services of IMS.

The second question that one naturally asks is what control signaling protocol
to use for the multimedia over IP services. It would need to replace the legacy
telephony-style control signaling protocols, be flexible, and be easy to integrate with
other IP protocols. As we have seen in Chapter 5, SIP meets these requirements, and
so it is the prime candidate to be the control signaling protocol for the multimedia
over IP services that UMTS will provide.

12.1.1 Using SIP

Of course, one could suggest other alternatives to using SIP, such as developing
another signaling protocol from scratch, or modifying something else, such as the
H.323 protocol suite. Developing another signaling protocol from scratch would
set back development efforts by years, as the new protocol is defined, refined, and
tested. Furthermore, it would be unnecessary duplication of effort, since SIP, H.323,
and other protocols already provide some of the desired capabilities. It would make
more sense to modify one of these existing protocols and adapt it to the particular
needs of UMTS for providing multimedia over IP services. In fact, this would be
similar to the approach used in designing GSM MAP—it is an extension to the
well-established SS7 protocols and is carried on SS7 signaling networks between
PLMNs—rather than a completely new protocol. In choosing an appropriate
protocol for control signaling, SIP may be the most suitable candidate, since it is
lightweight (not encumbered with lots of unnecessary features) and flexible.
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Moreover, it is text-based, with semantics that bear a family resemblance to other
IP-style protocols like http (as we had seen in Chapter 5), supporting flexible and
powerful integration of IP-based services.

However, there are some deficiencies of SIP that need to be addressed before it
can be used in a UMTS network environment. More precisely, there were these defi-
ciencies when 3GPP began working on UMTS Release 5. During the course of the
standardizations process, 3GPP delegates suggested a variety of enhancements and
additions to SIP and to the ways it could be used. The major changes have been fed
back into the IETF so that SIP itself has been changing to support some of the fea-
tures required by its use in UMTS.! Examples will be discussed in the exposition in
the text as we proceed in this chapter. These examples include:

* At first, SIP did not provide a way for a proxy to insert itself into the signaling
path to or from a SIP user for the duration of a registration; there was only a
way, using the record-route option, for a proxy to insert itself for the duration
of a session (not the duration of a registration). Thus 3GPP proposed the Path
header to be added to the SIP header, and later this was incorporated into the
official SIP specifications [1].

* Certain sessions require some conditions to be met in order to be successfully
established (see the discussion on QoS requirements in Section 12.1.2, for
instance). For example, end-to-end resource reservation for QoS might need to
be ensured before a session can be successfully initiated. Individuals from
3GPP involved in IMS development were among the developers of SIP exten-
sions to provide for this need. A new SIP method (the UPDATE method) was
developed, and a mechanism was also developed making use of that method to
ensure successful resource reservation before ringing of the phone [2, 3].

* In a SIP signaling flow, there are two kinds of responses, namely final
responses and provisional responses. The official response to a SIP request is a
corresponding final response, but before the final response is sent, one or more
provisional responses may be sent (as explained in Chapter 5). Since these
were originally intended to be informational responses (e.g., before a final
response to an INVITE is sent, provisional responses could be sent indicating
“ringing” is occurring), reliable transmission is not required. Therefore, no
acknowledgement is required for provisional responses. However, in certain
cases where SIP is used in operator networks like UMTS networks, especially
to support PSTN interworking, some provisional responses must be reliably
transmitted, because certain call-state-machine transitions depend upon their
receipt. Thus, SIP was extended to allow acknowledgments for provisional

We may recall the principle from Chapter 1 that things are often used in ways for which they were not
originally designed, and thus the design should be flexible to allow for such adaptations. So far, SIP appears
to be holding up pretty well in the face of various expansions in usage and new requirements in new usage
scenarios.



12.1 Motivations and Requirements 217

responses. This new type of acknowledgment is called a provisional response
acknowledgment (PRACK) [4].

Moreover, in a commercial network like UMTS, there are other considerations
that lead to SIP being used in certain ways in UMTS that may be different from its
use in a hobbyist environment (e.g., end-to-end signaling directly between friends),
but that do not need changes to SIP itself. In other words, SIP is flexible enough to be
used in these ways, even if these are new architectures, in terms of arrangement of
servers and the roles of SIP servers. For example, we look at the call state control
functions (CSCF) in IMS. CSCEF is the UMTS terminology for a SIP server with cer-
tain roles to play in IMS, and there are three kinds of CSCFs used in IMS. The serv-
ing CSCF (S-CSCF) plays the role of the home SIP proxy that knows where the MS
is, since it also doubles as the home SIP registrar for the MS. There can be multiple
S-CSCFs in a network, for load balancing and other purposes. Since a network
operator may wish to hide its network configuration from outsiders, it may not
want SIP messages entering its network to be addressed directly to the S-CSCFs.
Thus, the interrogating CSCF (I-CSCF) is used as the entry point to the network, so
S-CSCFs and the rest of the network can be hidden. While network hiding is an
optional feature, the I-CSCF also has a nonoptional role, to discover the home
S-CSCF of a mobile terminal.

Furthermore, since for many years to come, there will still be phones on tradi-
tional circuit-switched phone networks (the PSTN), it would be necessary for calls
to be made between UMTS subscribers and such PSTN phones. Since different pro-
tocols are used on the two sides, the choices are: (1) to force the use of one of the two
protocols for these intersystem calls or (2) to interwork the two protocols at special
gateways that translate between one protocol and the other (both ways) so a differ-
ent protocol can be used on each side of the gateway. Choice (1) is impractical:
Clearly the PSTN side could not be expected to be revamped to understand SIP just
to support such intersystem calls, so it would be the UMTS network that would be
forced to use telephony-style protocols, meaning it would need to maintain circuit-
switched elements and thus lose one of the main benefits of an integrated packet-
switching network. Thus, choice (2) is the right way to go.

In summary, then, as a result of the decision to use SIP as the session-control
protocol in UMTS for multimedia over IP services, SIP itself was found to lack cer-
tain features needed for its use in UMTS, and some of these changes found their way
back into the SIP specifications and related specifications in the IETF. In addition,
SIP needs to be used in a particular, controlled way, and interworking with the
PSTN needs to exist. In Sections 12.2 and 12.3, we will see how these requirements
are met in the IMS.

12.1.2 Other Requirements

In addition to the requirements directly related to the use of SIP that we just dis-
cussed, other requirements are placed on the IMS by 3GPP.
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12.2

Perhaps the most interesting of these requirements is to use IPv6 in the IMS. Itis a
forward-looking requirement, since IPv4 is still the dominant version of IP in the
world today. Since there is less experience in IPv6 networks among vendors and engi-
neers in general, the decision to mandate IPv6 in IMS may cost a few extra hiccups in
implementation of IMS. However, it may be the right choice in the long run, espe-
cially once IPv6 takes off. UMTS network operators will not have to worry about
when and how to upgrade their IMS domains to IPvé.

Since IMS sessions make use of GPRS transport, the GPRS security features are
used for GPRS network access control, encryption, and other functions. On top of
that, access control mechanisms for the IMS domain subnetwork, such as implemen-
tation by gateways, are required. Since the SGSN and S-CSCEF are different network
elements, the GPRS mechanisms for secure data transfer between MS and SGSN are
insufficient to provide for secure communications between MS and S-CSCF, and
additional schemes are needed for this. Also between the network elements in the
IMS domain, secure communications are needed. Another aspect of security is that
the hooks for allowing third-party access to IMS (to develop applications that build
on the basic capabilities) should provide only for controlled, authenticated access to
the network capabilities. This is not a problem with OSA, since OSA is designed to
support such controlled access.

QoS for IMS sessions is built upon the UMTS-layered QoS framework. In addi-
tion, to allow QoS signaling and session-control signaling to each evolve with mini-
mal impact to the other, the QoS signaling and session-control signaling must be
independent. However, end-to-end QoS negotiation and resource allocation must
occur in conjunction with session establishment (thus, certain sessions could fail to be
set up because of failure to meet their QoS demands). In particular, the calling party
may require certain resources to be allocated successfully before the called party is
alerted. Moreover, since IMS signaling traffic is more important than session traffic,
the network should be able to give preferential treatment to signaling traffic.

Finally, the IMS needs a variety of multimedia-stream processing and handling
capabilities, such as the ability to mix two or more streams for multiparty sessions
and perform transcoding of streams and analysis of streams. Capabilities for
sourcing multimedia streams are also needed, for example, for playing multimedia
announcements.

IMS Architecture

IMS consists of the network elements that provide the SIP-based session control for
the new IP multimedia services that UMTS will support. Before getting into the spe-
cifics of how these network elements are used, we discuss a few overall features of
the IMS architecture.

In Chapter 11, we have seen how the GPRS network was added to GSM, and
then carried over to UMTS as the network evolved. Thus, a packet-switched (PS)
domain was added to the old circuit-switched (CS) domain, where the PS domain
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includes network elements like the SGSNs and GGSNs, whereas the CS domain
includes the MSCs and others. IMS is a third domain added to UMTS. The network
architecture is shown in Figure 12.1. We will discuss the new network elements in
Section 12.2.2.

The IMS security architecture is a layered architecture similar to the more gen-
eral UMTS security architecture seen in Chapter 11, but with the addition of secu-
rity associations between IMS network elements. Thus, it goes over and beyond

GPRS security, as required, by providing for security associations between the MS
and P-CSCF, and MS and S-CSCF.

12.2.1 Relationship with GPRS

IMS is both strongly dependent on GPRS and independent of GPRS. There can be
UMTS networks with only a CS domain, or UMTS networks with only a PS
domain, but not UMTS networks with only IMS. IMS only makes sense in a net-
work with a PS domain, and specifically with GPRS. IMS relies on GPRS to deliver
SIP signaling messages to and from MSs. GPRS gives the appearance of a virtual link
between an MS and a corresponding entry point to IMS, in other words, a P-CSCF.
In addition to the use of GPRS to transport IMS signaling messages between an MS
and the IMS network subsystem, GPRS is also used to transport the IMS multimedia
session traffic. IMS multimedia session traffic is the voice, video, or other data pack-
ets that are part of the sessions established by IMS signaling. Note that there is no
reason for this traffic to flow through the IMS network subsystem, nor is it desirable
to do so—this is the principle of separation of signaling and data paths, which we
first saw in Chapter 5. For example, for a session between an MS and a host on the



220

The IP Multimedia Subsystem (IMS)

Internet, once the session is set up, the session traffic can go directly from the MS
over GPRS to the appropriate GGSN to the Internet.

Having just seen the ways in which IMS is strongly dependent on GPRS, we now
discuss how it is also independent of GPRS. Instead of extending GPRS to include
the new IMS network elements, the 3GPP delegates chose to create a new UMTS
subnetwork for IMS. This was the right choice, in the spirit of modular design prin-
ciples. Although both are IP networks, the GPRS and IMS networks may each have
their own address space. Also, as we have already mentioned, IPv6 is mandatory for
IMS. However, there is no such constraint for GPRS, and thus it is quite likely that
an operator’s network might have an IPv4-based GPRS network next to an IPv6-
based IMS network. Also, IMS does not solely rely on GPRS security mechanisms
but adds mechanisms for security associations between the MS and S-CSCEF.

Note that both IMS signaling traffic and the corresponding multimedia session
traffic are transported by GPRS as user data (using the GPRS user plane protocol
stack). However, in order to satisfy different QoS requirements for signaling and
media traffic, different PDP contexts are used for signaling and media traffic. In fact,
before any IP multimedia services can be provided, a PDP context must be activated
for carrying IMS signaling. Later, when multimedia sessions are established, one or
more new PDP contexts (possibly secondary PDP contexts) would be activated for
these streams, depending on their QoS requirements.

12.2.2 Network Elements

The main network elements in IMS are the CSCFs, the media gateway control func-
tion (MGCF), the media gateway, the multimedia resource function controller, the
multimedia resource function processor, subscription locator function, breakout
gateway control function, application server, signaling gateway function (SGW),
and security gateway. Additionally, there is a network element called the home sub-
scriber server (HSS) that can be thought of as an augmented home location register
(HLR) for circuit-switched services, which is not just an IMS network element, but
also is accessed by circuit-switched domain elements like the MSC. We have already
introduced the three types of CSCFs in Section 12.1.1. We will see in Section 12.3
how they are involved in signaling to meet requirements for registration and call
setup in various scenarios. Other requirements, as discussed in Sections 12.1.1 and
12.1.2, include the following: capabilities to interwork with the PSTN, media mix-
ing and processing capabilities, hooks for higher-level service creation, and security
policy enforcement. We now discuss how the IMS network elements work together
to meet these requirements.

Interworking with the PSTN uses the MGCF, media gateway, breakout gateway
control function, and SGW. For calls between an IMS subscriber and a PSTN sub-
scriber, the voice packets are carried over IP on one side (media streams) and over
voice circuits on the other side, so there must be a point where a conversion takes
place. This point is the media gateway. A variety of codecs may need to be supported
in a media gateway, including other processing capabilities like echo canceling.
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Rather than having the control functions for the media gateway co-located with the
media gateway, they are located separately in the MGCF (Media Gateway Control
Function). You may recall that we have described this kind of separation before, in
Chapter 4. An additional function that is not discussed in Chapter 4 is the breakout
gateway control function. It arises because there could be multiple MGCFs that
could be the point where the call “breaks out” from the UMTS network into the
PSTN. For example, if an IMS subscriber is making an international phone call, it
may be better (perhaps more economical) for the IP media streams to go all the way
to the destination country (or at least, part of the way) before breaking out to the
PSTN, than to break out in the country from where the IMS subscriber is calling.
However, the feasibility of doing so may depend on other factors such as interopera-
tor agreements. Thus, the breakout gateway control function is assigned the task of
selecting an appropriate MGCF where breakouts should occur. It can do this on a
call-by-call basis.

The multimedia resource function controller and multimedia resource function
processor work together to provide a variety of multimedia-stream processing and
handling capabilities, including mixing, sourcing, and transcoding, as mentioned in
Section 12.1.2. Thus, they provide support for multiparty sessions, playing of
announcements, and other such useful features. The division of labor between the
controller and processor is similar to that between media gateway controllers and
media gateways, following the modular model of separating control and processing.
This allows a controller to control multiple processors, and for some independent
upgrades to either element.

IMS Procedures
12.3.1 Registration

In order to be able to provide service to a subscriber, the IMS needs to know how to
reach the user. An S-CSCF assigned to the subscriber in his or her home network,
and a suitable P-CSCF should be assigned in the network currently serving the sub-
scriber. Note that even though the MS may be IMSI-attached and GPRS-attached,
the MS location would be known only in the CS and PS domains. The IMS does not
know where the MS is, and the MS is not yet set up to use IMS services. So why does
not, for example, the GGSN inform the IMS domain when an MS becomes GPRS-
attached? First, the GGSN does not have all the relevant IMS-related information
on the MS, and second, the MS may wish to use only GPRS services and not IMS
services. It would seem best if the MS itself handles the process of setting itself up for
IMS services, and indeed, this is the approach taken. Registration is the IMS proce-
dure to meet these requirements. Before registration can be carried out, GPRS
attach, PDP context activation, and P-CSCF discovery need to occur, since it builds
on these functions, as shown in Figure 12.2.

IMS registration is basically a SIP registration by the MS (and the basic, simpli-
fied idea is shown in Figure 12.3), although there are some interesting aspects to the
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way it is done. The P-CSCF ensures that it is in the signaling path for SIP signaling to
and from the MS for the duration of the registration, so it can handle matters like
resource allocation during session initiation. The P-CSCF puts itself into the
signaling path by using the Path header in the SIP REGISTER message (recall that
the Path header was not originally in SIP, but was later added to meet requirements
such as this usage in IMS). Another feature is that the SIP registrar is dynamically
chosen by the I-CSCF in conjunction with the HSS. In particular, the S-CSCF acts as
a SIP registrar, but there is no fixed assignment of S-CSCF to IMS subscribers. This
allows features like load balancing to be provided.

The registration process is as follows: the MS sends a SIP REGISTER to the
P-CSCF (it would have discovered the P-CSCF through one of several ways, includ-
ing having obtained the information during PDP context activation). The P-CSCF
discovers the I-CSCF (the entry point to the subscriber’s home network) by examin-
ing the information in the REGISTER message, and forwards the message there.
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The I-CSCF queries the HSS for information like S-CSCF capabilities and current
loading of candidate S-CSCFs, to decide which S-CSCF to dynamically assign to
the MS. The REGISTER message is then forwarded to this S-CSCF, which acts as a
SIP registrar, storing the relevant information. The S-CSCF also communicates
with the HSS to confirm that it is serving the MS and to obtain pertinent subscriber
profile information. This communication with the HSS does not use SIP but
some other protocol. The S-CSCF then responds to the MS with a SIP 200 OK
message.

Before registration, the P-CSCF in the subscriber’s serving network has no
knowledge of the subscriber (not the MS address, or its user IDs, or how to reach its
home network), no S-CSCEF is assigned to serve the subscriber, and the subscriber’s
home network IMS does not know how to contact the subscriber. All this is taken
care of during registration. Thus, after registration, the P-CSCF knows the MS
address, its user IDs, and how to reach its home network. An S-CSCF is assigned to
the user that knows the user IDs and IP address, some subscriber profile informa-
tion, and how to reach the P-CSCF, and the HSS knows which S-CSCF is assigned
to the user.

12.3.2 Basic Wireless-to-Wireless Call

We now describe the IMS session initiation procedure. You may like to bear in mind
the traditional GSM call setup signaling (as described in Chapter 3), as well as the
traditional SIP session initiation signaling (as described in Chapter 5). You will find
similarities with both. IMS session initiation uses SIP, but in a particular way, taking
into account specifics of the wireless environment (where one or both parties could
be roaming instead of at home), interworking with the PSTN, operator issues, and
interoperator issues. We have already discussed some of these requirements in Sec-
tion 12.1.1 and we now see an illustration of how the requirements are met in the
session-initiation procedure.

We begin with a basic wireless-to-wireless call where both parties are IMS sub-
scribers and both are in their respective home networks. On both sides, the signal-
ing from the MS goes through their respective P-CSCFs and arrives at their
respective S-CSCFs. The portion of the signaling between the two S-CSCFs is
shown in Figure 12.4. There is an optional I-CSCF in the signaling path in the fig-
ure. This is for the case that the originating and terminating operators are different
and the originating network wishes to hide its topology from the other network
[thus, the I-CSCF serves as a topology hiding interworking gateway (THIG)]. In the
cases that the same operator is serving both MSs, or that they are different and the
originating network does not hide its topology from the other network, that
[-CSCF is not used.

We note that the signaling flow is similar to a regular SIP signaling flow with
some peculiarities. The presence of the service-control boxes in the flow acknowl-
edge the fact that either operator may invoke certain service logic (e.g., to play an
announcement) at certain points in the signaling flow. The location query and
response between I-CSCF and HSS may remind you of the use of a SIP redirect
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Figure 12.4 Signaling flow for basic session initiation.

server, and in fact the HSS does act as a redirect server to help the I-CSCF locate the
S-CSCEF of the called party. Then, as you did not see in Chapter 5, there are a number
of exchanges (offer response, response confirmation, confirmation acknowledg-
ment, reservation confirmation, and reservation confirmation). This is the negotia-
tion of preconditions (QoS) stage that happens before ringing, as we mentioned
earlier. The SIP UPDATE message could be used for reservation confirmation.
Finally, ringing occurs, followed by pickup on the called-party side.
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12.3.3 Changes for Roaming Caller or Roaming Called Party

Now, suppose that either the caller or the called party, or both, are roaming. What
difference does this make to the session initiation signaling? First we consider the
case that only the caller is roaming but the called party is in its home network. Then
we consider the case that only the called party is roaming but the caller is in its home
network. Finally, we consider the case that both sides are roaming.

If only the caller is roaming, the signaling flow is very similar to the home-to-
home case we saw in Section 12.3.2. However, the P-CSCF of the caller would be in
a roaming network, not in the home network. So, there would need to be a mecha-
nism to map user identities to the well-known address of the appropriate I-CSCF of
the caller in the associated home networks. From the I-CSCF onwards, the signaling
is the same as in the case that the caller is in its home network. However, the S-CSCF
may use different criteria for allowing the session to be initiated than in the case
when the subscriber is at home. For example, while the S-CSCF may allow subscrib-
ers in their home network to originate sessions most of the time (with only a few
exceptions, such as when the subscriber is using prepaid service and has a very low
balance), other criteria may apply in roaming situations. Note that the roaming net-
work may wish to hide its network topology from other operators, and so it may
optionally pass the signaling from the P-CSCF through an outgoing I-CSCF on the
way to the [-CSCF of the caller’s home network.

If, instead, the called party is roaming, the difference comes in the portion of sig-
naling between the S-CSCF of the called party and the P-CSCF of the called party.
The S-CSCF would need to locate the P-CSCF in the appropriate roaming network,
using the latest registration information from the called MS. As in the case of the
roaming subscriber originating a session, in this case certain factors may factor into
the decision of the S-CSCEF to allow the signaling to proceed to the P-CSCF and the
roaming MS; these factors may be different from the case in which the MS is not
roaming. Assuming the S-CSCF decides to let the session origination proceed, the
SIP INVITE message will go to the appropriate P-CSCF in the roamed-to network.
Again, if the home network wishes to hide its topology, the signaling will go out
through an I-CSCF in the home network. Similarly, if the roaming network wishes
to hide its topology, it will add its own I-CSCF in the signaling path.

In the event that both the calling and called parties are roaming, it is straightfor-
ward simply to combine the two sets of modifications that we have just discussed,
since each just affects one side of the signaling. Thus, there could be up to four net-
works involved: the home and roaming networks of the caller, and the home and
roaming networks of the called party. If all these networks wish to hide their topol-
ogy, there could be six I-CSCFs involved, including two from each home network.

12.3.4 Changes for Wired Caller or Wired Called Party

If the caller is using a phone on the PSTN, and the called party is a UMTS sub-
scriber, signaling will be routed to an MGCF in the home network of the called
party. Once the signaling reaches the MGCEF, it is translated to the relevant SIP sig-
naling, from the ISUP signaling used in the PSTN, as shown in Figure 12.5.
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Figure 12.5 PSTN origination.

If it is the called party that is in the PSTN (Figure 12.6), then the BGCF in the
home network of the calling party is responsible for locating the breakout point to
the PSTN. Thus, it can decide to do the breakout in the same network, whereupon it
would forward the signaling to the MGCEF in the same network, or it can decide to
do the breakout in another network, whereupon it would forward the signaling to a
BGCEF in the other network, to forward to an MGCEF in that other network.
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Figure 12.6 Signaling flow for PSTN termination.

12.4 Summary

We see in Chapter 11 that UMTS is not just one system, but comes in different
releases, the later releases building upon the earlier releases to incorporate more
enhancements and features. While IP transport was added to UMTS in earlier
releases, a major addition in UMTS release 5 was the IMS. IMS allows IP-style
session and call-control signaling (with SIP) to be used in UMTS, and we explore its
basic features in this chapter. UMTS with IMS forms an interesting case study of a
real wireless Internet system, and thus in Chapter 11 and this chapter, we see how
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QoS, security, mobility, session control, and other functions are handled in a
complete system.
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13.1

What Is 4G?

Technology keeps progressing. Perhaps in 10 to 20 years from now, today’s 3G
mobile systems will be perceived as using old technology, unable to provide the serv-
ices needed by new and upcoming applications. Such perceptions drove the move
from 2G to 3G systems and from 1G to 2G systems before that. There are many dif-
ferent views of what the fourth generation (4G) of mobile systems should look like.
There are some characteristics that are common to many of these visions, including
the following:

* Order-of-magnitude bandwidth increases. 4G systems probably will have
data rates higher than those of 3G systems, by an order of magnitude or more.
Since 3G systems in theory can provide data rates up to the order of 2 Mbps,
and proposed incremental improvements go up to 10 Mbps, 4G bandwidth
may need to provide tens of Mbps or hundreds of Mbps. However, there is a
lot of debate about the need for such kind of bandwidth on wireless systems.
Proponents of such data rates could point to similar increases in the memory
storage required for PCs. Memory requirements always go up, and similarly,
communications bandwidth requirements always go up. That new applica-
tions will need higher data rates is an evolutionary force that cannot be
stopped. The new multimedia applications will demand high data rates. On
the other hand, conservative skeptics claim that the costs of providing the
additional bandwidth will not justify moving in that direction. Most of the
time, when one is mobile (and that is when wireless is most important), one
does not need full-motion, full-screen video.

* New terminals. Terminals will need to be multimode. One move in this direc-
tion is the current work on WLAN and 3G integration. Customers do not
appreciate having to carry many communications devices, so an integrated
device that connects through many access networks would be very attractive.
Other ideas for 4G terminals include virtual reality terminals or other new
user interfaces. Traditional user interfaces like keyboards and keypad may be
less convenient than user interfaces relying on some combination of voice,
movement (e.g., head turning or movement of other body parts for virtual
reality terminals that might use a “goggle” type of terminal worn over the
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eyes), or other data. Furthermore, recent developments in wireless sensor net-
working suggest that many future terminals may be sensors or embedded
devices that do not interact directly with humans, and so may not require
human user interfaces (this will be discussed further in Section 13.4).

Access-independent converged 1P-centric network. The 4G network will have
an IP-based core that is accessed in multiple ways, as seen in Figure 13.1. Serv-
ices will be access-independent, but will adapt to the particular characteristics
of the access networks such as bandwidth and latency. The converged IP-
centric network will provide global roaming and smooth handoffs between
different access technologies. Thus, the WLAN and 3G integration work that
is in progress can be seen as one step in this direction. Security issues would
need to be carefully handled, but with the emergence of the AAA infrastruc-
ture and related technologies, IP is being evolved to handle the challenges.

New services and service-enabling platforms. The 4G network will see a range
of new multimedia services that will take advantage of the increased band-
width available. Service negotiation would also be improved for 4G, and sub-
scribers would be able to quickly purchase new services as desired, over the
air. The rise of service-enabling platforms for the new network will help third-
party application service providers to offer many new services. The initial
stages of work in service-enabling platforms like Parlay and open service
access (OSA) is already taking place, as discussed in Chapter 10. However, we
expect that these platforms would only come into maturity for 4G. Further-
more, we may expect also to see increased levels of service integration, as men-
tioned in Chapter 1.

Meanwhile, mobility, QoS, and security support would be foundational compo-

nents that are already being incorporated in 3G systems, but that may be enhanced
in 4G systems.

\
IP core @
Fixed
broadband

Figure 13.1 One conception of the future integrated network.
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13.3

Technology is rapidly progressing to enable some of the ideas mentioned above for
4G. A number of radio-transmission technologies have recently emerged that may
be able to provide higher data rates and other features useful for 4G systems. These
technologies are the subject of intense research, and they include orthogonal fre-
quency division multiplexing (OFDM), multiple-input multiple-output (MIMO),
and ultra-wideband (UWB). These will be introduced in Section 13.3.3.

Another area where technology is progressing is software radio (also known as
software-defined radio). As multimode radios become increasingly necessary, it
makes more and more sense to implement parts of the radio in software, because the
cost of separate hardware radios for each kind of wireless technology becomes pro-
hibitive. Advances in signal processing algorithm design, digital signal processors,
and other enabling technologies are making software radio more attractive and fea-
sible. In 4G, the concept of cognitive radio may also be explored. Cognitive radios
are software radios that are “smart” in being able to avoid interference, as well as
other in other functions. The term was coined by Joe Mittola, one of the pioneers of
software radio.

In the network, IPv6 (Chapter 9) is slowly gaining momentum, and
work continues on service-enabling platforms. Meanwhile, software technologies
are evolving to handle more sophisticated applications in distributed environ-
ments, and where there may be power and memory constraints, such as in mobile
devices.

A Complete Redesign or an Evolution?

3G systems like UMTS and cdma2000 are currently under development, with a few
early deployments already in operation. Will 4G systems evolve from these 3G sys-
tems? We consider four schools of thought: (a) yes, 4G systems will evolve from
these 3G systems, just as 3G systems evolved from 2G systems earlier, (b) no, 4G
systems will evolve from 802.11 WLAN instead of from 3G systems, (c) no, 4G sys-
tems will be derived not from 3G systems or 802.11 WLAN, but from a different
and newer wireless system, and (d) yes and no—4G systems will incorporate a vari-
ety of radio-access technologies, possibly including evolutions of the 3G radio inter-
faces, 802.11 WLAN, and other technologies.

We will discuss these four schools of thought in the sequence (b), (a), (c), and
(d), in the following subsections. We discuss school (b) before school (a) because the
view that 4G systems will be evolutions of today’s 3G systems [school (a)], is in a
sense the default path, barring any disruptions. After discussing school (b), where
802.11 WLAN is positioned as a powerful disruptive technology that could form
the basis for 4G systems, we will be in a better position to examine the default path
of school (a), having just seen a plausible alternative. The defense of school (a) will
at that time be more interesting, thought-provoking, and fun!
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13.3.1 The 4G Revolution Based on 802.11 WLAN

With its high data rates, inexpensive hardware, and deployment cost, and its use of
cheap unlicensed spectrum, WLAN-based technology appears to have its cake and
eat it too! Compared to 3G systems, WLAN provides order-of-magnitude-higher
data rates, and costs much less to deploy. Furthermore, it is being proven in the mar-
ketplace as well. The rapid growth of the 802.11 WLAN market has been surprising
to some, who expected it to fail or occupy niche markets at best, just like all previous
attempts at WLANSs had.

What made the difference? A good design and a workable system architecture
certainly helped. However, I believe that three factors in 802.11’s favor made all the
difference in the world. The factors are standardization, placement in the IEEE 802
family, and good timing. Whereas previous WLAN systems were based on proprie-
tary technologies and incompatible with one another, standardization of 802.11
allowed the devices to be produced by a number of different vendors, with fewer
incompatibility problems. This allowed the number of devices to reach a critical
mass and take on the catchy popular name wi-fi, further fueling public interest. Fur-
thermore, 802.11 was not only standardized, it was standardized as part of the IEEE
802 family, which includes famous members like Ethernet (IEEE 802.3) and which
shares a common logical link control (LLC) (802.2) over the MAC layer. This
helped in the development of software drivers to work with 802.11 equipment,
which could conveniently provide a similar interface to higher-layer software as
802.3 drivers. Given the large installed base of software designed to work over Eth-
ernet, this was a real advantage. Another way of looking at it is that 802.11 did not
come from nowhere and become an instant success—rather, it builds on existing
technology (albeit with extensive modifications to support mobility and characteris-
tics of MHs like the need to consume very little power). One could say that 802.11
evolved from Ethernet concepts, analogous to UMTS evolving from GSM. In fact,
one of the informal names for 802.11 is wireless Ethernet. Finally, good timing was
also a factor. The Internet had reached the stage where many people used it
frequently and were eager to experience a mobile extension to their desktop
experience.

13.3.2 The 4G Evolution Based on Improvements to 3G

It may appear that 3G systems are dinosaurs heavy with legacy-system support
(backward compatibility) that adopt a network model not well suited for data
traffic. The data rates provided are not very high compared with 802.11-based
systems.

So, what do 3G systems have going for them? They are designed and built after
years of experience in designing and building cellular systems from 2G systems; such
experience can be carried over and adapted for the 3G systems. Even though there
are significant differences between 2G and 3G systems, each of these systems is
incredibly complex, with many layers of interactions between many different com-
ponents. These systems handle mobility management, security features, and QoS, as
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well as network management, and provide many features, all in a well-integrated
manner. On the other hand, 802.11-based systems, although growing rapidly in
popularity, are still going through growing pains, plagued with problems handling
security, QoS, and other features. Two main reasons for this are: (a) there is less
experience with 802.11-based systems, since they are much newer and (b) coming as
it does from the data world rather than the telephony world, 802.11 follows one
characteristic of data networks in being traditionally less integrated than telephony
networks (cellular systems came from the telephony world).

One may argue that these growing pains are only a phase, and that when we get
over them, 802.11-based systems will be ready to serve as the foundation for 4G
systems. However, cellular systems like 3G systems provide wide-area coverage,
with cells that can be a few miles in diameter. The standard 802.11 WLAN is more
appropriate for hotspot coverage than for blanket coverage of a city-sized area. By
hotspot coverage, we mean coverage of areas (hotspots) where there is a high den-
sity of users, such as in airports, train stations, and hotels. The design of 802.11, like
that of any other complex system involving many parameters and complex interac-
tions between components, cannot be easily scaled to provide wide-area coverage.
The use of unlicensed spectrum places severe constraints on the transmission capa-
bilities of the system, for reasons including the need to be spread-spectrum based
and transmission-power limitations. The CSMA/CA approach to medium access is
based on local-area coverage, having similarities to the Ethernet MAC that is also
designed for local-area coverage. For wider-area coverage, it becomes more efficient
to handle medium access by dividing the wireless medium into channels and allocat-
ing the channels to nodes as appropriate.

13.3.3 The 4G Revolution Based on New Wireless Technologies

Some people would point out that both the cellular systems and the 802.11 WLAN
systems have major shortcomings. The 4G systems would need to support high-
data-rate data communications over wide areas. Cellular systems (including 3G cel-
lular systems) do provide wide-area coverage but they support relatively low data
rates by Internet standards given the explosion of broadband wired access in recent
years. Furthermore, all the backward compatibility worked into the design of cellu-
lar systems has resulted in systems that have much baggage and are not well opti-
mized for data. On the other hand, 802.11 WLAN can provide high data rates but is
limited in range, partially because it is after all designed as a LAN technology,
meant for a local area. The LAN-like MAC protocol bears some resemblance to the
Ethernet MAC protocol.

One candidate for a 4G wireless technology is IEEE 802.16 wireless metropoli-
tan area network (WMAN), popularly known as wi-max [1]. The standard 802.16
has some of the benefits of 802.11, such as being designed from the ground up to
support data, unlike cellular systems that were designed for voice only at first and
then later, in a sense, retrofitted to support data. However, 802.16 is not a LAN
technology. The MAC is based on time slots, rather than a variation of a
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carrier-sensing MAC. Therefore, its operational range is further than that of 802.11
WLAN.

Furthermore, to provide higher data rates, MIMO technology and other smart-
antenna technologies have emerged in recent years to exploit spatial diversity.
Hence, just by adding antennas to both sides of the wireless link, the rate can be
increased, without a corresponding increase in total transmit power or in band-
width. This assumes a rich scattering environment, proper antenna placing, and
other factors. However, the window is open for a leap in the bandwidth efficiency of
radio links. We expect that MIMO would start to appear in the later versions of 3G
systems (already, MIMO techniques are being considered in 3GPP standards meet-
ings for Release 6), and be more mature and fully utilized in 4G systems.

Another candidate for a 4G wireless technology is orthogonal frequency divi-
sion multiplexing (OFDM). OFDM is a way of transmitting signals on N parallel
subcarriers, each at a slightly different carrier frequency (hence, the frequency divi-
sion multiplexing in the name; orthogonality allows the signals on the different sub-
carriers to be separated for reception at the receiver). Central to the signal processing
in OFDM is the use of the fast Fourier transform (FFT) and inverse FFT (IFFT) to
demultiplex and multiplex the data in the receiver and transmitter, respectively.
OFDM can reduce the harmful effects of multipath because the symbol rate on each
subcarrier can be 1/N of the symbol rate on an equivalent single-carrier system.
OFDM has proven to be a versatile technique in a variety of wireless communica-
tions systems. These include the widely deployed digital audio broadcast (DAB) and
digital video broadcast (DVB) systems, and the 802.11a physical layer for wireless
LAN:s.

A company called Flarion has applied OFDM to a new wireless system for high
data rate voice and data communications [2]. They call the technology Flash
OFDM, and they claim it is suitable to be the basis of the next wireless personal
communications systems, since some of the technology problems with OFDM (like
the peak-to-average ratio problem) have been recently solved, allowing the features
of OFDM to shine. On the other hand, behind the Flash OFDM air interface, an
all-IP network would be operating, optimized for data, but also handling voice by
treating voice as “simply a persistent low-bit-rate form of interactive data” [3]. This
system is being considered in the IEEE 802.20 standards group.

Yet another candidate for a 4G wireless technology is UWB technology. Ultra-
wideband (UWB) technology can be thought of as an extreme case of spread-
spectrum technology with many proposed applications in communications. Its char-
acteristics include:

1. Large bandwidths. The transmission bandwidths employed by UWB systems
is usually much larger than the transmission bandwidths of typical
spread-spectrum systems, being on the order of gigahertz rather than
megahertz. Even the wideband CDMA mobile systems being proposed as 3G
cellular systems have transmission bandwidths in the order of 5, 10, or
20 MHz.
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2. Large fractional bandwidths. UWB systems tend to have relatively larger
fractional bandwidths than traditional communications systems. This
concept is explained below.

UWAB systems are commonly defined in terms of fractional bandwidth. Specifi-
cally, a particular radiation is considered ultra-wideband if it satisfies:

(fu_f/) >1 (13.1)

(f, +1)2 " 4

where f, and f, are the upper and lower frequencies (where the spectrum is 3 dB
down or 20 dB down from the peak value, or between which 90% or 99% of the
energy is contained, for example), and f, > f,. This rule of thumb is also known as
the “25% rule” [4]. In contrast, even proposed wideband CDMA mobile systems
will operate with fractional bandwidths on the order of 1%.

One key idea is that rather than try to avoid interfering with (or being interfered
by) other radios, by using just a slice of spectrum (whether licensed or unlicensed),
UWB uses a large chunk of the whole radio spectrum, on the order of GHz. What
about interference? UWB exploits its large bandwidth to have very high interference
rejection performance. Also, the UWB signal is spread out so thinly over its large
bandwidth that the interference to other radios is negligible. Another key idea is that
a carrier may not be required, meaning that UWB may be transmitted at baseband,
allowing savings in power and complexity by eliminating many traditional radio
components.

Since UWB usage fits into neither the traditional licensed nor unlicensed spec-
trum usage, regulatory agencies have been struggling to decide how to best regulate
UWAB usage. Currently, the FCC in the United States allows UWB communications
provided they meet certain emissions criteria. Generally, these limits are the “Part
15” limits imposed on unintentional radiators, with additional notches in sensitive
bands to protect systems like global positioning system (GPS). The original drivers
of the regulatory process were companies pushing UWB using nanosecond pulses
and pulse-position modulations. However, since these rulings have been made,
alternative UWB schemes using OFDM and CDMA have also been proposed (see,
for example, the Multi-Band OFDM Alliance’s proposal) [5].

13.3.4 The 4G Evolution and Revolution Based on Heterogeneous Network
Integration

Cellular networks provide wide-area coverage at high mobility and support moder-
ate data rates. However, these rates are insufficient for many multimedia applica-
tions. WLANSs support higher data rates, but cover smaller areas and support
limited mobility. The complementary characteristics of 3G networks and WLANs
have raised much interest in the integration of 3G and WLAN [6]. We can conceive
of a multimode terminal that can access either WLANSs or cellular networks,
depending on what coverage is available where the terminal is located (and perhaps
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the user may be given the choice of which network to use, where applicable). How-
ever, this approach requires separate subscriptions to each network. Furthermore,
even if the subscription and billing issues can be solved using AAA (which is indeed
one level of integration of WLAN and cellular networks), seamless mobility between
the two networks would not be supported unless additional integration features are
added. In fact, 3GPP has defined six levels of integration between WLAN and cellu-
lar networks.

Integration of WLAN and cellular networks can be handled in different ways. A
popular way of classifying these alternative network architectures is to divide them
into three classes, namely, tight coupling, loose coupling, and no coupling. Since the
definitions of these terms are still evolving, we provide our definition of the terms.
When networks are coupled, we mean that they appear as one network, from the
network layer and above of the protocol stack. One network is a master network
and another a slave network, and the integrated network appears like a network of
the type of the master network. Signaling and data from the network layer and
above are what would be used for a typical deployment of the master network. The
slave network provides link-layer transport between the mobile host and an inter-
working gateway network element that hides the fact that the slave network is used
on the other side of the gateway. Typically, the gateway network element emulates
one of the master network elements.

With tight coupling, all data and network-layer-and-above signaling traffic
going to and from the slave network pass through the master network. With loose
coupling, some network-layer-and-above signaling traffic going to and from the
slave network may pass through the master network—however, the data traffic need
not pass through the master network. The main motivation for tight coupling is to
facilitate, as much as possible, reuse of the protocols of the master network from the
network layer and above. One drawback of tight coupling, however, is that the mas-
ter network may turn out to be a bottleneck for data traffic, for example, if the mas-
ter network is a UMTS network and the slave network is an 802.11 network. Loose
coupling attempts to address the problem of tight coupling, since data traffic can
bypass the master network. However, it may require additional security gateway
and firewall features in the network.

The no-coupling approach, on the other hand, treats the two networks as peers.
There is no attempt at vertical integration of the two networks. However, inter-
working is assisted by the use of an AAA infrastructure.

The subscriber only needs a single subscription. For the master/slave architec-
tures, the subscription is with the UMTS network and will enable the subscriber to
use WLAN access without requiring an additional subscription. For the no-coupling
(peer network) architecture, the subscription may be with either.

A Transformation of Wireless IP Devices

The field of wireless-sensor networking has been explosively developing in recent
years. Wireless sensors found a place in the February 2003 edition of Technology
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Review as one of the 10 “emerging technologies that will change the world” [7].
While much attention has been focused on networking of computers and mobile
phones (via the Internet, as well as other protocols) over the last 20 years, recent
forecasts indicate that future networks will be dominated by small and embedded
devices. While the typical device on the Internet today is some form of PC (e.g.,
desktop or laptop) or mobile phone, the typical device on the Internet tomorrow
would be a sensor or other small device, perhaps embedded in an appliance. Net-
worked sensors are an increasingly important segment of the small- and embedded-
devices arena. It is predicted that there will be 2.5 billion devices on the Internet by
2006, mostly mobile phones and terminals, and that there will be 60 trillion wireless
sensors by 2010 [8, 9].

Researchers have begun exploring wireless-sensor networking in depth over
the past couple of years. Research is active in many areas, including modulation
schemes (e.g., is UWB good for sensor networks, or is something more traditional
better?), design of power-efficient hardware, suitable MAC protocols that are
energy efficient, routing protocols (e.g., power efficient, datacentric, and per-
haps attribute-based addressing and location awareness), data aggregation, novel
data dissemination algorithms, and application-layer query and dissemination
protocols.

Thus, 4G networks may see an interesting paradigm shift from 3G
networks—where each 3G end-user device (the same applying for 2G and 1G
phones too) is usually associated with one human user, the typical 4G device
may not have that kind of attachment. This has interesting implications. For
example, GUI design will be less of an issue for devices that do not interface
directly with humans. In a smart-home network with dozens or hundreds of net-
worked devices, perhaps only a few might need to have GUIs for interaction with
humans.

Summary and Conclusions

The future continues to look bright, and new wireless and Internet technologies
continue to be developed at a fast pace. In this chapter, we look ahead, particularly
at what might be the next generation of wireless systems. While there are many
visions of what 4G entails, some elements common to many of these visions are
order-of-magnitude bandwidth increases, new terminals, access-independent con-
verged IP networks, and new services and service-enabling platforms. We examine
some of the technologies that might play a part in 4G systems, including MIMO,
UWB, and OFDM for the physical layer, software radio, and IPv6. We consider four
scenarios for 4G: based on evolution from 3G systems, evolution from wireless
LAN systems, integration of different technologies like 3G and wireless LANs, and
a new technology.

Regardless of the shape that the next generation of wireless systems takes, there
is generally a consensus that IP will play a big role in the network.
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