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Chapter 1 ¢ Introduction to VolP Security

Introduction

The business of securing our private data is becoming more important and more rel-
evant each day. The benefits of electronic communication come with proportionate
risks. Critical business systems can be and are compromised regularly, and are used
for illegal purposes. There are many instances of this: Seisint (Lexis-Nexis research),
Choicepoint, Bank of America, PayMaxx, DSW Shoe Warehouses, Ameriprise, and
T-Mobile are all recent examples.

m  Seisint (Lexis-Nexis research) was hacked, potentially compromising names,
addresses, and social security and driver’s license information relating to
310,000 people.

m  Choicepoint, one of the nation’s largest information aggregators, allowed
criminals to buy the private identity and credit information of more than
150,000 customer accounts. Besides the harm done to Choicepoint’s repu-
tation, in late January, 2006, Choicepoint was fined $15 million by the FTC
for this breach. This figure does not include the millions of dollars spent by
Choicepoint on the cleanup of this debacle. This settlement makes it clear
that the FTC is increasingly willing to escalate security-related enforcement
actions.

WARNING

Victims of personal data security breaches are showing their displeasure by ter-
minating relationships with the companies that maintained their data,
according to a new national survey sponsored by global law firm White & Case.
The independent survey of nearly 10,000 adults, conducted by the respected
privacy research organization Ponemon Institute, reveals that nearly 20 percent
of respondents say they have terminated a relationship with a company after
being notified of a security breach.

“Companies lose customers when a breach occurs. Of the people we sur-
veyed who received notifications, 19 percent said that they have ended their
relationship with the company after they learned that their personal informa-
tion had been compromised due to security breach. A whopping 40 percent say
that they are thinking about terminating their relationship,” said Larry
Ponemon, founder and head of the Ponemon Institute.
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®  Bank of America announced that it had “lost” tapes containing information
on over 1.2 million federal employee credit cards, exposing the individuals
involved and the government to fraud and misuse.

®  PayMaxx Inc., a Tennessee payroll management company, suffered a security
lapse that may have exposed financial data on as many as 100,000 workers.

® DSW Shoe Warehouses revealed that credit card data from about 100 of its
stores had been stolen from a company computer over the past three
months.

®m A hacker even attacked T-Mobile, the cellular telephone network used by
actress Paris Hilton, and stole the information stored on Hilton’s phone,
including private phone numbers of many other celebrities.

These are just a few examples from one month in 2005. Everyone “knows” that
information security is important, but what types of damage are we talking about?
Certainly, Paris Hilton’s phone book is not critical information (except, perhaps to
her). Table 1.1 lists the types of losses resulting from attacks on data networks.

Table 1.1 Losses Resulting from Attacks on Data Networks

Direct Losses Indirect Losses

Economic theft Loss of sales

Theft of trade secrets Loss of competitive advantage

Theft of digital assets Brand damage

Theft of consumer data Loss of goodwill

Theft of computing resources Failure to meet contract obligations
Productivity loss due to data Noncompliance with privacy regulations
corruption

Productivity loss due to spam Officer liability

Recovery expenses Reparations

The aforementioned bullet points are based on data network examples. VoIP
networks simply haven’t existed long enough to provide many real-world examples
of information breaches. But they will.

The practice of information security has become more complex than ever. By
Gartner’s estimates, one in five companies has a wireless LAN that the CIO doesn’t
know about, and 60 percent of WLANs don’t have their basic security functions
enabled. Organizations that interconnect with partners are beginning to take into
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account the security environment of those partners. For the unprepared, security
breaches and lapses are beginning to attract lawsuits. “It’s going to be the next
asbestos,” predicts one observer.

The daily challenges a business faces—new staft, less staft, more networked appli-
cations, more business partner connections, and an even more hostile Internet envi-
ronment—should not be allowed to create more opportunities for intruders. The fact
is, all aspects of commerce are perilous, and professional security administrators
realize that no significant gain is possible without accepting significant risk. The goal
is to intelligently, and economically, balance these risks.

This book is based on the premise that in order to secure VoIP systems and
applications, you must first understand them. In addition, efficient and economical
deployment of security controls requires that you understand those controls, their
limitations, and their interactions with one another and other components that con-
stitute the VoIP and supporting infrastructure.

The Switch Leaves the Basement

Telephone networks were designed for voice transmission. Data networks were not.
Recently—within the last three to five years—PBX functionality has moved logi-
cally (and even physically) from the closet or fenced room in the basement into the
data networking space, both from physical connectivity and management stand-
points. Additionally, the components of the converged infrastructure (gateways, gate-
keepers, media servers, IP PBXes, etc.) are no longer esoteric variants of VxWorks,
Oryx-Pecos, or other proprietary UNIXs, whose operating systems are not well
enough known or distributed to be common hacking targets; but instead run on
well-known, commonly exploited Windows and Linux OSes. SS7, which hardly any
data networking people understand, is slowly being replaced by SIGTRAN (which
is basically SS7 over IP), H.323 (which no one understands ©), and SIP (which is
many things to many people), running over TCP/IP networks. By the way, hackers
understand TCP/IP.

Most people, if they even think about it, consider the traditional public switched
telephone network (PSTN) secure. On the PSTN the eavesdropper requires physical
access to the telephone line or switch and an appropriate hardware bugging device.
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NoTEe

“Whenever a telephone line is tapped, the privacy of the persons at both ends
of the line is invaded, and all conversations between them upon any subject,
and although proper, confidential, and privileged, may be overheard. Moreover,
the tapping of one man’s telephone line involves the tapping of the telephone
of every other person whom he may call, or who may call him. As a means of
espionage, writs of assistance and general warrants are but puny instruments of
tyranny and oppression when compared with wire tapping.”

—Justice Louis Brandeis, Olmstead v. United States, 1928.

Toll fraud occurs more frequently than most people realize (one source estimates
damages at $4 billion per year) primarily due to improperly configured remote
access policies (DISA—Direct Inward System Access) and voicemail; however, strong
authentication codes and passwords, active call detail record accounting, and physical
security controls reduce the risk of damage due to toll fraud to reasonable levels.
Although it is theoretically possible to “hack” SS7, only sophisticated techniques and
direct access to the signaling channel make this possible.

Unlike most standards in data networking—for example, TCP/IP has been rela-
tively stable for more than 20 years now—there is a high degree of inconsistency in
support and implementation of VoIP-related standards, due in part to the rapid evo-
lution in the standards themselves, and due in part to vendors attempting to lock in
customers to nonstandard protocol implementations. The consequence of this is that,
in some cases, immature (vulnerable) applications reach the market. Vendors are
oftentimes only familiar with their specific application’s protocol implementation,
and when designing a security solution, aren’t always concerned about interoper-
ability. This is actually quite ironic because these same vendors tout standards to
foster interoperability.

An additional difference between VoIP and more common protocols is that both
major VoIP protocols separate signaling and media on difterent channels. These
channels run over dynamic IP address/port combinations. This has significant secu-
rity implications that will be detailed later in this book. If you combine this fact
(separate signaling and data channels) with the reality that users naturally expect to
be able to simply make both inbound and outbound calls, then you should begin to
realize that VoIP is more challenging to secure technically than common protocols
that initiate with outbound client requests.

VoIP is difficult to firewall. Additionally, since IP addressing information is cas-
caded within the signaling stream of H.323 and within SIP control packets, encryption
of these streams—an obvious security measure—wreaks havoc with NAT implementa-
tions. IPv4 was not invented with real-time communications and NAT in mind.
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In addition to the vulnerabilities and difficulties that we have summarized, con-
verged networks offer an array of new vectors for traditional exploits and malware.
This is due in part to the unique performance requirements of the voice fraction of
converged networks, and in part to the fact that more intelligence (particularly in
the case of SIP) 1s moved from the guarded center to the edge of the network.
Increased network points of access equals increased network complexity—and com-
plexity is the bane of security engineers. In addition, SIP may become particularly
attractive as hacking target, due to its HTTP based underpinnings, and the ease with
which ASCII encoded packets can be manipulated.

Are these new problems? Not really. Information systems have long been at
some risk from malicious actions or inadvertent user errors, and from natural and
man-made disasters. In recent years, systems have become more susceptible to these
threats because computers have become more interconnected and, thus, more inter-
dependent, and these systems have become accessible to a larger number of individ-
uals. In addition, the number of individuals with computer skills is increasing, more
automated tools are available, and intrusion, or hacking, techniques are becoming
more widely known via the Internet and other media.

Converged VoIP and data networks inherit all the security weaknesses of the IP
protocol—including spoofing, snifting, denial of service attacks, replay attacks, and
message integrity attacks. All the legacy application servers that serve as adjuncts in
converged networks (DNS, SNMP, TFTP, etc.) will also be targets of attack as they
have been on data networks. Viruses and worms will become a real threat to the
entire telecommunication infrastructure.

Hacking will converge as well.

Unfortunately, even though the overwhelming majority of VoIP calls will occur
uneventfully between two or more trusted individuals—in much the same way that
most data sessions take place securely today—the public will focus on extraordinary
examples of “the call that went bad.” Our challenge is to restrict these incidents to
the best of our abilities.

What Is VolP?

Although VoIP, IP Telephony, and Converged Networks all have slightly difterent
definitions, they often are used interchangeably. In this book, we will do the same.
When using any of these terms, we are talking about the structures and processes
that result from design and implementation of a common networking infrastructure
that accommodates data, voice, and multimedia communications. Today, it is all about
voice. There are plenty of examples of streaming video, but the enthusiasm today is
to replace circuit-switched voice with packet-switched voice within the enterprise
and at home across broadband connections.
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Why is this happening now? IP telephony adoption is ramping up dramatically
for a number of reasons: traditional PBXs and related telco equipment that was
upgraded as organizations prepared for Y2K is beginning to reach end-of-life; IP
switches are cheaper and potentially offer more features than traditional PBXs; data
system administrators and their networks have become more mature, and thus, can
support the quality of service that VoIP services require; and VoIP technology (par-
ticularly the products) have gotten better. VoIP is attractive to organizations and to
broadband end-users as they attempt to derive more value from an infrastructure
that is already paid for.

VolP Benefits

What does converging voice and data on the same physical infrastructure promise?
First, we may actually lower costs after all, due to the economies of supporting one
network instead of two. Organizations also will save money on toll bypass, intralata
regional toll (also known as local toll) charges, and all the “extra” services that POTS
providers currently bill for.

Tools & Traps...

VolIP Saves Me $$$%

Because of my work on the FIFA World Cup, | spend a part of each month in
Europe, primarily in Germany. My cell phone bill averaged about $450.00 US per
month—mostly talking with individuals in the United States—for the first few
months | was working here. Now | use either a headset and softphone or a USB
IP phone and connect over wireless to a U.S.-based IP-PSTN gateway provider. My
cell phone bill has decreased by more than 90 percent and expense reporting of
my telephone charges is not as painful as in the past. If you are a road warrior,
and you incur significant long-distance toll charges, then there is no excuse for
not switching to some type of VolP-based communications.

VoIP, from a management and maintenance point of view, is less expensive than
two separate telecommunications infrastructures. Implementation can be expensive
and painful, but is repaid in the form of lower operating costs and easier administra-
tion. The pace and quality of IP application development is increasing in step with
VoIP adoption. Features that were unavailable on traditional systems, such as “click-
to-talk” with presence awareness, can rapidly be modified and deployed. Even voice
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encryption, which in the past was limited to select organizations, can now be used
by anyone in a VoIP environment.

An often overlooked benefit of converging data and voice is that organizational
directories often are updated and consolidated as part of the VoIP deployment pro-
cess. This not only enables economies in and of itself but also makes features such as
Push Directories possible. Push is the capability of an application using the WML
protocol to send content to the telephone. IP transforms the everyday telephone
into an applications-enabled appliance. The addition of push enables phone displays
and/or audio to support a variety of applications (Web browsing, time reporting,
emergency alerts, travel reservations, account code entry, announcements, branding
via screensaver, inventory lookups, scheduling, etc.).

NoTEe

Presence: Oftentimes, when discussing VolIP, the term “presence” is thrown
around. What is presence? Presence is a system for determining whether or not
an individual is available to communicate. In its simplest form, presence has
nothing to do with location. In traditional telephony, presence can be deter-
mined to some extent by the status of the remote handset after a call is
attempted. If the remote handset fails to go off-hook after eight to 10 rings,
then the callee is probably not present. A busy tone indicates that the callee is
probably present but unavailable. A better example of presence is instant mes-
saging (IM). Instant messaging brought presence—the ability to tell when
others are available to chat—to the masses. The next logical step was to incor-
porate location information into the context of presence. Presence as a source
of users’ state information has been maturing over the past few years. In the
enterprise the notion of presence is broader. Presence can refer to the type of
position a person has (for example, management or call center operator), their
physical and organizational location, and a constellation of other personal infor-
mation.

Convergence should simplify telecommunications management. For example, a
single management station or cluster can be used to monitor both data and voice
components and performance via SNMP. As mentioned earlier in this chapter, direc-
tory management will be simplified as well.
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VolIP Protocols

Two major VoIP and multimedia suites dominate today: SIP and H.323. Others (like
H.248) exist, and we will discuss some of them in this book, but these are the two
major players. For simplicity, I will define SIP and H.323 as signaling protocols.
However, whereas H.323 explicitly defines lower level signaling protocols, SIP is
really more of an application-layer control framework. The SIP Request line and
header field define the character of the call in terms of services, addresses, and pro-
tocol features.

Voice media transport is almost always handled by RTP and RTCP, although
SCTP (Stream Control Transmission Protocol) has also been proposed and ratified by
the IETF (and is used for the IP version of SS7, known as SIGTR AN). The transport
of voice over IP also requires a large number of supporting protocols that are used to
ensure quality of service, provide name resolution, allow firmware and software
upgrades, synchronize network clocks, efficiently route calls, monitor performance, and
allow firewall traversal. We talk about these and others in more detail in Chapter 8.

SIP is a signaling protocol for Internet conferencing, telephony, presence, events
notification, and instant messaging. SIP is an IETF-ratified response-request protocol
whose message flow closely resembles that of HTTP. SIP is a framework in that its
sole purpose is to establish sessions. It doesn’t focus on other call details. SIP mes-
sages are ASCII encoded. A number of open source SIP stacks exist.

H.323, on the other hand, is an ITU protocol suite similar in philosophy to SS7.
The H.323 standard provides a foundation for audio, video, and data communica-
tions across IP-based networks, including the Internet. The H.323 protocols are
compiled using ASN.1 PER. PER (Packed Encoding Rules)—a subset of BER—is a
compact binary encoding that is used on limited-bandwidth networks. Also, unlike
SIP, H.323 explicitly defines almost every aspect of call flow. The only open source
H.323 stack I am aware of is the OpenH323 suite.

Both protocol suites rely upon supplementary protocols in order to provide
ancillary services. Both protocols utilize TCP and UDP, and both open a minimum
of five ports per VoIP session (Call signaling, two RTP, and two RTCP.) Both proto-
cols offer comparable features, but they are not directly interoperable. Carriers tend
to prefer H323 because the methods defined by H.323 make translation from ISDN
or SS7 signaling to VoIP more straightforward than for SIP. SIP, on the other hand, is
text-based, works better with IM, and typically is implemented on less expensive
hardware. H.323 has been the market leader, but SIP rapidly is displacing H.323.

In Table 1.2, many of the more recent protocols that you will find in a VoIP envi-
ronment are listed. We will talk about these and others in more detail in Chapters 8

and 13.
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Table 1.2 VolP-Related Protocols

Acronym Support VolP Protocol

RTSP Real Time Streaming Protocol for media play-out control
RSVP Resource Reservation Protocol

STUN Simple Traversal of UDP through NAT

TURN Traversal Using Relay NAT

ICE Interactive Connectivity Establishment

SDP Session Discovery Protocol

TLS Transport Layer Security

VoIP Isn't Just Another Data Protocol

I[P Telephony utilizes the Internet architecture, similar to any other data application.

However—particularly from a security administrator’s point-of-view—VolIP is dif-

ferent. There are three significant reasons for this:

Voice conversations can be initiated from outside the firewall. Most client-
driven protocols initiate requests from inside the firewall. Figure 1.1 shows
the basic message flow of a typical Web browsing, e-mail, or SSH session.

The real-time nature of VolP—get there a second too late, and the packet
is worthless.

Separation of data and signaling. Sessions, particularly unknown inbound
sessions, that define addressing information for the data (media) channel in
a discrete signaling channel do not interact well with NAT and encryption.
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Figure 1.1 Normal Message Flow

INTERNAL
@\
REQUEST ‘ T
!
EXTERNAL
RESPONSE

In Figure 1.1, a request is initiated by a client on the internal side of the firewall
to a server daemon residing on a host external to the firewall. Firewalls that are
capable of stateful inspection will monitor the connection and open inbound ports if
that port is associated with an established session. Application Layer Gateways (ALGs)
will behave in a similar manner, proxying outbound and inbound connections for
the requesting internal host. For the firewall administrator and the user, the session
completes normally, and is as secure as the firewall’s permissions allow.

In Figure 1.2, the request-response topology is different from the message flow
shown in Figure 1.1. In this figure, an external host (IP Phone, PC softphone, etc.)
attempts to place a call to an internal host. Since no session is established, stateful
inspection or ALG firewalls will not allow this connection to complete. We talk
about this in much more detail in Chapter 13.
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Figure 1.2 Inbound VoIP Message Flow
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There are other differences. VoIP’s sensitivity to adverse network conditions is
different enough quantitatively from that of most types of data traffic that the differ-
ence is qualitative. Real-time applications, including VoIP, place requirements on the
network infrastructure that go far beyond the needs of simple best-eftort IP trans-
port. Each VoIP packet represents about 20 ms of voice on average. A single lost
packet may not be noticeable, but the loss of multiple packets is interpreted by the
user as bad voice quality. The simple math indicates that even a short IP telephone
call represents the transport of large numbers of packets. Network latency;, jitter
(interpacket latency variation), and packet loss critically aftect the perceived quality
of voice communications. If VoIP is going to work, then the network has to perform
well—period.

Network engineers are accustomed to data network outages. Users, for the most
part, don'’t suffer outages well, but they tolerate them. Users will not be as forgiving
with their phone service. Even though cellular telephones seem to have the extraor-
dinary characteristic of dropping connections at the least appropriate or convenient
time, enterprise IP telephony users expect their phones to work all the time.
Availability 1s a key VoIP performance metric.
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Security Issues in Converged Networks

Convergence creates a new set of security concerns, as evidenced by the following
comment by Winn Schwartau in Network World’s November 14, 2005 edition:

The communications world is moving toward VolP but does not
have the security expertise it needs in-house to meet the real-world
stress it will encounter.

In a traditional PSTN network, the PBX or switch encompasses virtually all the
intelligence in the system. It is responsible for basic call management including:

m  Establishing connections (circuits) between the telephone sets of two or
more users

B Maintaining such connections as long as the users require them

®  Providing information for management and billing purposes.

Additionally, the PBX usually supports dozens or hundreds of ancillary call func-
tions such as call transfer, call forwarding, voicemail, and so on.

The contemporary IP PBX functions in a similar fashion, although more func-
tionality and intelligence is distributed to the endpoints depending upon the under-
lying protocols and architecture.

NoTE

Confidentiality, Integrity, and Availability: A simple but widely applicable
security model is the CIA triad—standing for Confidentiality, Integrity, and
Availability—three key principles that should be guaranteed in any kind of
secure system. This principle is applicable across the whole security spectrum.
Confidentiality refers to mechanisms that ensure that only authorized individ-
uals may access secure information. Cryptography and Encryption are examples
of methods used to ensure confidentiality of data. Integrity means that informa-
tion is unchanged as it moves between endpoints. Availability characterizes the
operational state of the network, and usually is expressed as “nines,” or the
number of nines on both sides of the decimal point (i.e., 99.999% reliability
equals ”5 nines”). It is critical to ensure that information is readily accessible to
the authorized sender and receiver at all times. The Availability component of
this triad is particularly important when securing converged networks.

www.syngress.com
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One of the first security issues voiced by organizations implementing VoIP is the
issue of the confidentiality of voice conversations. Unlike traditional telephone net-
works, which are circuit switched and relatively difficult to tap, voice traftic on con-
verged networks is packet switched and vulnerable to interception with the same
techniques used to sniff other traffic on a LAN or WAN. Even an unsophisticated
attacker can intercept and decode voice conversations.

Tools & Traps...

VolIP Call Sniffers

VOIPong is a SIP, H.323, SCCP sniffer utility that can be used to detect and capture
VolP calls. With the appropriate tools, VOIPong can dump the conversation to a
separate wave file. The unfortunately named vomit (Voice over Misconfigured
Interenet Telephones) is an unrelated precursor to VOIPong that can translate tcp-
dump files of Cisco IP telephone sessions. Other tools exist such as VolPcrack, but
these are not in the public domain.

Although this concern is real, in my view, it is not the most important security
threat VoIP faces. Denial of Service (DoS) attacks, whether they are intentional or
unintended, are the most difticult VoIP-related threat to defend against. Amplitude
Research (www.amplituderesearch.com) reported in 2005 that:

Companies had their share of network security problems. Virus and
worm attacks led the list of intrusions as 63 percent of companies
reported that they've had such problems. Trojan attacks occurred at
58 percent of companies. Backdoor viruses hit 45 percent of com-
panies, while 35 percent say they suffered attacks from viruses or
worms that were introduced internally.

Viruses and worms account for more security-related financial damage than all
other security threats combined. The network traffic generated by these agents as
they replicate and seek out other hosts to infect has been shown to wreck havoc
with even relatively well-secured data networks. Although these data were derived
from reports on data networks, VoIP networks, by their nature, are exquisitely sensi-
tive to these types of attacks and should be expected to be affected similarly.
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Security administrators can ensure confidentiality using one or several familiar
tools. Conversations can be encrypted between endpoints or indirectly by tunneling
conversations over VPNs. A PKI or certificate infrastructure, when implemented
correctly, guarantees the identities of the two parties involved in a conversation and
validates message integrity. But how does this same administrator guarantee avail-
ability when the network is under assault from the next incarnation of the Slammer
worm? The answer, as it turns out, is that through careful planning and judicious use
of networked controls, the physically converged network can be logically separated
into compartments much like the bulkheads in a submarine, so that damage to one
network compartment is limited to only that compartment. Data network problems
can be segregated from the VoIP network and vice versa. We will talk about this
approach in much more detail later in the book.

VoIP Threats

There are a number of ways to classify threats. The most comprehensive list of VoIP
threats is maintained by VOIPSA at www.voipsa.com/Activities/taxonomy.php. The
threat taxonomy is an excellent introduction to related terminology as well as the
technical and social security issues surrounding VoIP. Rather than repeat their results,
I’ve listed VoIP-specific threats based upon a simplified classification: VoIP Data and
Service Disruption and VoIP Data and Service Theft. Table 1.3 lists those threats.
Some of the more critical threats are explained in more detail in Chapter 9.

Table 1.3 VolP-Specific Threats

Type of Risk Threats

VoIP Data and VolP Control Packet Flood
Service Disruption

VolIP Call Data Flood

TCP/UDP/ICMP Packet Flood

VolIP Implementation DoS Exploit
OS/Protocol Implementation DoS Exploit
VolIP Protocol DoS Exploit

Wireless DoS Attack

Network Service DoS Attacks

VolIP Application Dos Attacks

VolP Endpoint PIN Change

VolIP Packet Replay

Continued
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Table 1.3 continued VolP-Specific Threats

Type of Risk Threats

VolIP Packet Injection
VolP Packet Modification
QoS Modification

VLAN Modification

VolP Data and VolIP Social Engineering
Service Theft Rogue VolIP Device Connection

ARP Cache Poisoning

VolIP Call Hijacking
Network Eavesdropping
VolIP Application Data Theft
Address Spoofing

VolIP Call Eavesdropping
VolIP Control Eavesdropping
VolP Toll Fraud

VolIP Voicemail Hacks

A New Security Model

Access to network services is now more important than ever. The growing avail-
ability and maturity of Web services combined with advanced directory integration
makes it easier to integrate information systems between business partners.
Companies are moving their applications out from behind the firewall and onto the
edges of their networks, where they can participate in dynamic, Internet-based trans-
actions with customers and business partners. The network perimeter is becoming
impossible to define as Intranets, extranets, business partner connections, VPN
(Virtual Private Networks), and other RAS (Remote Access Services) services blur
the definition of a trusted internal user; and critical corporate data may be located
on handhelds, laptops, phones—anywhere.

VoIP distributes applications and services throughout the network. In a VoIP
environment, IP phones (obviously) are distributed throughout the infrastructure as
well. These devices incorporate microcontrollers and digital signal processors in order
to perform voice compression and decompression, line and acoustic echo cancella-
tion, DTMF (Dual Tone, Multi-Frequency—Tone Dial) detection, and network
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management and signaling. IP phones are smart, and depending upon the vendor, IP
phones act as clients for a number of network protocols. This means that the number
of network ingress/egress points will increase, and that processor cycles and
memory—intelligence—are shifted to the logical edge of the network. This is a
reversal of the traditional security model, where critical data is centralized, bounded,
and protected.

This means that from a strategic viewpoint, converged networks, regardless of
whether they are based upon H.323, SIP, or some other protocol, require a new way
of thinking about information security (see Figure 1.3).

Figure 1.3 The New Security Paradigm

Old Paradigm
Trust internal users
Authenticate external users (perhaps)
Firewall internal data and users

New Paradigm
Trust no one
Authenticate everyone
Protect important data wherever it is!

“Trust no one” is an obvious bit of overstatement since every functioning system
has to trust someone at some point or it won’t work at all. A more concise (but not
as catchy) axiom might be: “Don’t assume you can trust anyone.” The point here is
this—Any system administrator, user, or device must be authenticated and autho-

rized, regardless of its location, before it is able to access any network resources.
Period.

www.syngress.com
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Summary

We have all heard “Consultant-speak.” Many of us practice it as well. I have done my
best in this book to stay away from empty, jargon-laden speech, but I am sure that it
creeps in at times. Here is my favorite example:

Consultant-speak: VoIP Security is dependent on management of
Process.

What this really means: Processes define how individuals perform their
duties within an organization. For securing VoIP networks, the processes
include proactive ones such as formulation of security policies, identity ver-
ification management, hardening of operating systems, firewall deployment
and configuration, system backup procedures, and penetration testing; and
reactive processes such as log analyses, network monitoring, forensics, and
incident response. If a process doesn’t exist (e.g., if a task is performed in an
ad hoc fashion), then one should be created. The security policies, pro-
cesses, and standard operating procedures (SOPs) that have already proven
successful in securing your data networks need to reused and extended. The
ones that don’t work should be discarded.

Organizations that deploy or plan to deploy VoIP networks will have to work
harder at security than before. Security will cost more and it will require better trained
administrators. We are getting to the point in networking where naive system adminis-
tration is not just bad practice, it may also be criminal. Regulations such as Sarbanes-
Oxley (SOX), GLBA, and CALEA in the United States, as well as DPEC in Europe,
have been interpreted to mean that privacy violations will be treated as a criminal acts.
In Chapter 15, VoIP-related regulatory compliance is discussed in detail.

[’ve said earlier that the purpose of converging voice and data is to save money
by running both types of traffic over the same physical infrastructure and to expand
the spectrum of applications that can run over this infrastructure. In this architecture,
packetized voice is subject to the same networking and security issues that exist on
data-only networks. It seems to me that as organizations transition to this contempo-
rary architecture there exists an unvocalized assumption: Users who have come to
expect and accept short outages and sometimes erratic data network performance
will not accept this same type of performance when it comes to voice communica-
tions. Perhaps this is true, or perhaps not. Cellular telephony come to mind here.

Traditional telephone systems have an excellent track record for reliability, and
most people never question whether they will receive a dial tone when they pick up
the receiver on their handsets. Contrast this with the reliability of most traditional IP
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networks. These same people who would never question the reliability of their tele-
phone systems are accustomed to IP network outages and outages of systems that
connect to the IP network. In a converged network, the loss of availability of the
underlying IP network or the loss of availability of the IP telephony equipment
(call management and adjunct servers) means the loss of availability of the telephone
system.

Many organizations have reasonably well-secured logical perimeters (in so far as
they can define those perimeters); however, their overall security environment offers
no real defense in depth. Ideally, an enterprise network should ofter multiple layers
of defense—an intruder who manages to bypass one layer should then be confronted
with additional layers, thereby denying the intruder quick access. On most of these
networks, an unauthorized user who manages to bypass the logical (and/or physical)
perimeter security controls has essentially unlimited access to all of internal assets on
the internal IP network.

Authorized users are also assumed trustworthy; they have essentially unlimited
access to all assets on the network as well. The lack of network-level security con-
trols on the internal IP network exacerbates the risk of either malicious or accidental
network activity, including propagation of worms and viruses.

Most people associate security attacks with the image of the lone hacker, a
highly intelligent and motivated individual who attempts to penetrate an organiza-
tion’s IT infrastructure using a public network such as the Internet. Although remote
unauthorized users do pose some risk to an organization’s IT assets, the most signifi-
cant [T-related risk to most enterprise organizations is potential financial loss due to
direct or collateral damage from a worm or virus.

This point cannot be emphasized enough. The introduction of VoIP into an
organization’s IP network exacerbates the potential financial losses from a virus or
worm outbreak.

The key to securing these networks—as we will see throughout this book—
is to:

Communicate and enforce security policies.

Practice rigorous physical security.

Verify user identities.

Actively monitor logs, firewalls, and IDSes (Intrusion Detection Systems).
Logically segregate data and voice traffic.

Harden operating systems.

Ny ke b=

Encrypt whenever and wherever you can.
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Solutions Fast Track

The Switch Leaves the Basement

4]

4]

4]

Converged networks offer an array of new vectors for traditional exploits
and malware.

VolIP is difficult to firewall primarily because of media stream requirements
and embedded IP address information.

Converged VoIP and data networks inherit all the security weaknesses of
the IP protocol.

What Is VoIP?

4]

&

VoIP results from implementation of a common networking infrastructure
to carry data and voice traffic over TCP/IP.

Two major VoIP and multimedia suites dominate today: SIP and H.323.

SIP is a signaling protocol for Internet conferencing, telephony, presence,
events notification, and instant messaging.

H.323 provides a foundation for audio, video, and data communications
across IP-based networks.

VoIP Isn’t Just Another Data Protocol

4}

4]

4]

The major differences between voice sessions and most types of common
data sessions are that data and signaling channels are separate, sessions are
often initiated from outside the firewall, and packet loss is unacceptable.

Real-time applications, including VoIP, are extremely sensitive to network
transport conditions, including delay, jitter, and packet loss.

Availability 1s a key VoIP performance metric.

Security Issues in VoIP Networks

4}

Denial of Service (DoS) attacks are the most critical threat to VoIP
networks.
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M Physically shared VoIP and data networks can be logically separated for
greater security.

M VoIP threats are a superset of data threats.

A New Security Model

M Any system administrator, user, or device must be authenticated and
authorized, regardless of its location, before it is able to access any network
resources.

=

IP phones are intelligent, network-aware devices.

&

The traditional “Walled City” approach to information security is reversed
for converged networks, where intelligence is moved to the edge.

Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q: Does VoIP work over an 802.11b/g wireless connection?

A: Yes, in fact many vendors are in the process of rolling out WiFi VoIP
(VoWLAN—Voice over Wireless LAN) telephones.

Q: The “normal” phones we use havé a bunch of features like hold, call for-
warding, and the ability to select one of three lines to use to call/answer. I'd
like the IP phone to be able to"do the same kind.of thing—is this possible?

A: Yes, IP phones and softphonés have as. many and oftentimes more features
than traditional telephones.

Q: Is eavesdropping possible on a switched data network?

A: Yes. Many ARP spoofing tools allow an attacker to hijack sessions and cap-
ture them.

www.syngress.com
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Q: Can I use my IP phone to call someone on the PSTN?

A: Not directly, but if your call goes through a gateway, then it is possible. Most
organizations who implement VoIP provide gateways, and there are free gate-
ways available.

Q: I'm using Skype. lisn’t this VoIP?

A: Yes. Skype runs over IP. Most people view Skype as a peer-to-peer protocol
rather than a VoIP protocol.

Q: Can I really save money if [ switch to VoIP?

A: It depends on your requirements. I save significant money, and most
organizations claim this as well.
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Introduction: What
Are We Trying to Accomplish?

In this chapter we look into how the Asterisk PBX (Private Branch Exchange) plays
an important role in our day-to-day lives of communication. We review some key
functionality of Asterisk PBX systems and how they are being used to benefit our
communication. We review some older PBX function technologies, such as analog
and digital, as well as the new integrated VoIP-enabled functions. We review the
benefits that [P-enabled PBX may have and its key difterences from traditional voice
technology.

In addition to providing an overview of the Asterisk PBX and examining the
critical role of the PBX in our daily communications, we review the key functions
of PBX systems and the multiple ways the PBX contributes to modern information
exchange. The goal of this chapter is to offer solid instruction on the Asterisk PBX
and underscore its significance.

Understanding the function and process of the PBX is essential to securing it
successfully. After reading this chapter, you should be able to understand the Asterisk
PBX system and its place of functionality in today’s communication environment.

What Functions
Does a Typical PBX Perform?

One of the main functions and benefits of a PBX is to reduce the number of local
loops required from the PSTN central office switch. Further PBX core functions
include maintain the routing information for the customer’s telephone lines and to
route calls accordingly. As its name delineates, PBX is used primarily as a private
device owned by a solitary enterprise. The PBX system is positioned at the cus-
tomer’s rather than the telephone company’s site.
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NoTE

Do not confuse PBX routing with data routing protocols such as RIP, EIGRP, BGP,
and such. PBX routes are sets of static or dynamic rules, which define routes
based on Least Cost (LC). LC rules generally are decided by the destination of
the number and the time of day it is dialed in order to determine the best call
path with the lowest per minute charge.

The functions of the PBX have evolved since its introduction. Through a process
similar to Darwin’s theory of natural selection, only those functions that have proven
to be the strongest and most adaptable still exist and define PBX as it is currently
understood. One of the many reasons for the endurance of PBX is its ability to adapt
to both emerging markets and the ever-changing needs of the consumer. It has sur-
vived its manual switchboard installations in 1896 through its analog days of the 1970s
and remains relevant today as a partner to the new integrated VoIP technology.

The PBX has undergone four distinct stages of progression. The first stage was
introduced in 1896 when manual switchboard PBX was installed. Operators
switched calls manually by plugging wires into the PBX in order to route and con-
nect calls. The second stage has been termed the analog stage. PBX has used analog
signaling technology for communications between the PBX trunks and end-systems.
The third stage arrived around 1976 when digital signaling was introduced as the
newest communication method. The digital stage was accompanied by improvements
such as increased PBX functionality and better overall system performance. The final
and fourth and still evolving stage entered the picture in 1999 when the PBX began
using the Internet Protocol (IP) for its signaling communication methods. Internet
Protocol is the most common protocol used to transfer data in local area networks
(LAN) and wide area networks (WAN) such as the Internet.

NoTE

In the early 1980s, Digital PBX was designed to provide all the data and voice
networking in the industry. PBX was the multipurpose device through which all
phones and computers were connected. Keeping in mind that in the 1980s the
fastest modem capability was 9.6 Kbps and 10 Mbps and that Ethernet was yet
to be created, so-called high-speed PBX data modules were introduced with
rates of up to 57.6 Kbps. This new speed with digital signaling technology
allowed PBX systems to interconnect computer systems at higher speeds, and
introduced new advances in WAN connectivity with superior performance and
flexibility of packet routing over fixed WAN circuits compared to circuit-switched
alternatives. It appeared that Digital PBX had great potential and promise for its
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time in connecting local computers. This promise to use PBX as a hub for local
computers, however, was short-lived as PBX was unable to compete after the
introduction of Ethernet and cheap 10 Mbps capable hubs.

It is important to note that the three technologies described in the preceding
paragraph are all used today and will be used for many years to come. Significant
differences exist between analog and digital technologies. Although analog tech-
nology is relatively simple and inexpensive, it fails to offer some of the complex
functions of digital.

Compare the functions of your work phone to the one in your home. At home
you might have speed dial, a mute button, and redial, versus at work where you have
a button for voicemail that lights up when you have new messages and buttons for
transferring calls, conferencing (to connect up to four other people), operator emer-
gency, on-hold that plays music, and other functions.

Digital signaling offers increase of sophistication in the methods used for trans-
porting audio signal (media) across time and space. Analog signaling takes video or
voice and converts it into electronic impulses. Digital signaling takes video or voice
and converts it into binary format of Os and 1s. Binary format takes less line resource
than electronic impulses in analog signaling. By using this increased complexity of
signaling in digital lines, more functions can be passed down to end-users from the
PBX system.

The third and final stage of PBX evolution, known as VoIP, produced increased
user capability. An IP-enabled PBX system taps into WAN/LAN networks, allowing
them to communicate with IP-enabled devices all over the world. Our phone sys-
tems are no longer restrained to the cable distance and bandwidth limitations of tra-
ditional PBX connectivity. IP-PBX systems truly deliver on-demand remote
workplace functionality, where your phone number is attached to your devices’
dynamically changing IP addresses anywhere in the world. We will concentrate on
describing VoIP-enabled PBX and comparing them to traditional digital PBX sys-
tems later in this chapter, and review details in Chapter 3.

Many new commercial and open source PBX systems have emerged with this
new IP-based stage. One such IP-enabled PBX called the Asterisk™ has introduced
this VoIP technology and graciously ofters its services to the community free of
charge. We will be reviewing some of Asterisk™ functionality within this chapter.

Asterisk is software running a PBX system that is freely available to anyone
under GNU General Public License (GPL). Asterisk can be installed and run on a
variety of different operating system (OS) platforms, such as Linux, BSD, and Mac
OS X. Some of Asterisk’s features include Call conferencing, Call monitoring, Call
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forwarding, Call parking, Call routing, Caller ID, Caller ID blocking, Calling cards,
E911, IVR, Music on hold, Voicemail, and many more. It supports codecs such as
ADPCM, G.711, G.723, G.726, G.729, GSM, Speex, and others. Protocols supported
include TAX, H.323, SIP, MGCP, and SCCP. Its support for traditional telephony
interoperability includes E&M, FXS, FXO, Loopstart, Groundstart, DTME and
others. To find out more about Asterisk™ open source PBX visit its Web site at
www.asterisk.org.

PBX Administration

Programs used for management of calls, and overall functionality of the PBX system,
allows administrators to keep the PBX system healthy and running. Management
interfaces handle calls by adding and deleting new extensions, updating routing
plans, enabling Call parking feature, monitoring conference calls, and much more.
User-friendly administration programs for complex PBX systems allow better overall
support.

Asterisk Gateway Interface

Asterisk Gateway Interface (AGI) allows developers from all programming back-
grounds to create custom interfaces between Asterisk’s dial plan and outside pro-
grams. Developers choose their own programming languages such as Perl, Pascal, C,
and PHP to manage the PBX system and its connected users. Unlike in proprietary
PBX systems such as Nortel, Avaya, or Cisco, this AGI functionality in Asterisk’s
open-sourced PBX system invites users who want to write their own custom-built
telephony management applications. For further information on AGI and available
applications visit www.voip-info.org and search for AGIL.

Asterisk Manager API

Asterisk provides application programming interface (API) for its PBX system to fur-
ther manage overall performance and add feature functionality. Unlike the AGI, the
API is used to control functionality of a PBX system from remote external application
over a TCP/IP socket. API allows external programs to monitor call activity, build
remote extensions, and perform basic call controls such as hanging up channels and
transferring calls. Access to this socket API functionality is managed with the
manager.conf file inside the /efc/asterisk/ directory. Figure 2.1 displays an example of the
manager.conf file configured to allow sockets on TCP port 5038. As with every adminis-
trative application, the firewall should restrict access to administration ports. Further
administrative restrictions to the administration port can be applied with deny and
permit syntax lines defined in the manager.conf file as shown in Figure 2.1.
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Figure 2.1 manager.conf Configuration File

£~ Asterisk - PBX -10] x|
[root2asterisk]l asterisk]H# cat manager.conf ;I

; Asterisk Call Management support

[generall]

enabled = vyes
port = 5038
bindaddr = 0.0.0.0

[admin]

secret = amplll

deny=0.0.0.0/0.0.0.0
permit=127.0.0.1/255.255.255.0

read = system,call log,verbose ,command,agent ;user
write = system,call , loyg,verhose , comnand, agent ,user

Ll

#iinclude manager custom.conft

Dial Plans

Dial plans are key to the routing function of PBX systems; they control how
incoming and outgoing calls should be processed within the PBX. Dial plans consist
of a set of programmed rules defined by the administrator that directs PBX on how
to handle a specific call and its functions. When a call comes into the PBX system
from the analog line, digital line, or VoIP, the system determines its proper destina-
tion based on extension number and dial plan properties.

Figure 2.2 illustrates the following example of a dial plan’s function. When an
employee with a 55xx extension inside the headquarters network dials a 7551 exten-
sion to reach one of his associates in the remote branch office A, his first stop will be
PBX 1. PBX 1 receives this call and immediately looks up its Dial Plan procedures.
PBX 1 looks up directions on how to handle calls going into 7551 destination and
torwards it accordingly. PBX 2 will receive this call and go through a process similar
to that of PBX 1. It will look up its Dialer Plan, recognize the destination 7551 as
one of its own, and start the signaling/forwarding according to its final telephone
equipment destination. In this scenario, a dialer plan was used in both PBX systems
1 and 2 to determine the proper procedure for incoming and outgoing calls.

Dialer plans could combine multiple call procedures. What happens when a user
tries to dial 8551 extension in Branch B from the headquarters? Which path will the
call most likely take? Again as explained in the previous paragraph, PBX 1 will look
up its dialer plan upon receiving this call and search for 8551 destination procedures.
It is likely that there will be multiple defined procedures for this destination in PBX
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1. A dial plan in this example could be configured to forward this specific voice call
via the IP-Internet as VoIP or it can forward this voice call through a Public
Switched Telephone Network (PSTN). Decision on forwarding a call over VoIP
versus PSTN could be made based on the time of day or based on call capacity.
During peak hours the dial plan procedures could indicate to forward this call using
VoIP data links in order to save the company money on the local telephone charges
that this call would cost. During off-hours when calls might be free of charge from
the telephone company, the business could choose to implement a procedure in their
dial plan to forward the call over PSTN. Further dial plan decisions could be made
based on priority of multiple defined paths. The dial plan can place priority on mul-
tiple paths so that multiple paths can coexist, and when trunks for the preferred path
are full or otherwise unavailable, the calls can be sent on another path via another
trunk group.

Figure 2.2 Dial Plan Effect

Headquarters

Branch A

8551 8552

Numbering Plans

Dial plans use the numbers entered by users to identify commands and perform
functions. The three most basic numbering plans that exist are the International
Numbering Plan (E.164), Country Numbering Plans, and Private Numbering Plans.
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The E.164 International Numbering Plan allows telephone companies to route
calls across national borders. Standards developed by The International
Telecommunications Union—Telecommunication Standardization Committee
(ITU-T) must be closely followed and are accepted globally in the PSTN network
to achieve interoperability between systems. Figure 2.3 presents the format of
ITU-T recommended telephone numbers. Country Code (CC) represents one to
three digits of the country, National Destination Code (NDC) specifies the num-
bering area within the country, and Subscriber Number (SN) defines the locally
assigned number within the area.

NotEe

Article E.164, which replaced E.163 in 1997, is an ITU-T statute that establishes
the international numbering plan used by public telecommunications. For more
information on ITU and its standards visit the www.itu.int Web site.

Figure 2.3 ITU-T Format for International Dial Plan over PSTN

(c NDC SN

Country Numbering Plans allows telephone companies to route calls nationally.
North America follows the North American Numbering Plan (NANP), which is
shared with other North American countries. Figure 2.4 represents the format of
NANP. The first three digits represent the area code within United States. Note that
the first number N can be any number between 2 and 9. The next three digits rep-
resent location within an area code, and the last four digits is the actual number of
the end-user.

Figure 2.4 NANP Format for Dial Plan

NPA - NXX - XXXX
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Private Numbering Plans are used by organizations that create and use their own
dial plans, which is typical of PBX systems and networks made up of such systems.
Figure 2.2 is an example of a private dial plan being used on PBX systems. In Figure
2.2, employees use a four-digit number plan to reach associates in a different geo-
graphical location rather then using the NANP nine-digit numbering plan. PBX
systems use their own private dialing plans, which will be our primary focus in this
section. A private dial plan differs from the public PSTN network in that it is a
homogeneous design maintained by private businesses.

Interconnecting an organization’s branches privately, rather than using public
telephone systems, allows the organization to simplify its telephone numbering plan
and overall communication between members of the organization.

Choosing a Numbering
Scale for Your Private Numbering Plan

One of the first steps in designing a numbering plan for your organization is to
decide how many numbers you will need for your extensions in order to satisfy your
overall phone environment. It is essential to keep your numbering plan user friendly.
No one wants to dial a nine-digit number just to reach someone sitting in the row
next to him or her.

When choosing your organization’s numbering scale, three factors must be con-
sidered in order to accommodate future growth:

= Number of sites and their growth potential
= Number of employees at each site and their growth potential

= DID ranges in use at each site and potential conflicts

[t is very important to anticipate future expansion when scaling your numbering
plan. Your dial plan should be designed to satisty the needs of your company for a
minimum of five to10 years. By reserving enough digits for future site extensions
and possible new business acquisitions, you will reduce the likelihood that you will
be required to renumber your entire environment in upcoming years. For example, if
your company has over 90 sites with 60 employees at each site it would not make
sense to pick a four-digit numbering plan. A four-digit numbering plan in this sce-
nario does not have any room for growth in site extensions and will require renum-
bering in the near future. Take care to assign enough digits to your employees’ site
extensions. If your sites have 60 or less employees and you are certain that they will
not exceed 500 employees in five years, it is safe to assign a three-digit employee
extension plan per site. Feature numbers such as “0” are reserved for the company
operator and will need to be accounted for in your overall dial plan.
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Assigning Dialer Plan: A Case Study

Corporation XYZ has tasked you with designing a dialer plan for its private tele-
phone system. Corporation XYZ currently employs about 4200 employees (see
Figure 2.5).Your first task is to estimate current and future site growth and any
increase in the number of employees over next five to 10 years.

Figure 2.5 Corporation XYZ's Current Environment

Headquarters

Branch A
Ay

1,200
Employees

B Remote
Home-Offices

50
Employees 2,500 Employees

Corporation XYZ plans to increase its overall work force in the next 10 years.
Corporation XYZ’s major work force increase will be targeted at remote home-
office employees, to which it plans to add 1400 new employees. Currently, 2500
employees work remotely. The company plans to add 700 at its headquarters. Branch
A will increase by 450 employees and Branch B will increase by 10 to 20 new
employees. Corporation XYZ further plans to open five to eight new branch offices
similar to Branch B in the next 10 years, hosting up to 70 employees in each.

NoTE

Remember to include restricted numbers when building your private dial plan.
Restricted numbers are common numbers used by your organization to reach
services such as Voicemail, Operator, Emergency, Call Parking, Conferencing, and
others. You must account for these extensions in your private dialer plan.
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A five-digit dial plan assignment for Corporation XYZ provides for current and
tuture growth. It will allow Corporation XYZ to double its work force and open
new branch office space without having to renumber, reroute, or add a new num-
bering plan for the next 10 years. Table 2.1 outlines the new dialing plan.
Remember that you will also need to put aside common numbers for operator,
voice-mail, emergency, and such, which are not reflected in Table 2.1.

A good dial plan starts out with at least 90 percent sparse numbers on day one
to accommodate growth. Anything less than five digits in this case is just asking for
trouble where in few years the entire phone system may need to be renumbered.

Remote users will be required to use one of the PBX systems connected to an
IP-network in order to interconnect with the company’s internal phone system.
Extensions will be routed to their IP addresses where IP-phones are connected.
Since remote users in this case must be part of the headquarters or branch oftice
PBX system and most likely will share the same DID number with local connected
user extensions, you may just choose to expend the local PBX number extension
plan rather than assigning a new number range unique just to remote users.

Table 2.1 Corporation XYZ's Number Scale

Corporate Location Extension

Headquarters 1-xxxx to 1-9999
Remote Users 2-xxxx to 2-9999
Branch A 3-0xxx to 3-0999
Branch B 3-1xxx to 3-1999
Future Branch Use 3-2xxx to 8-9999

Extensions Based on DID

It is popular among organizations to configure dial plan extension assignments based
on Direct Inward Dialing numbers (DID). DID numbers are assigned by telephone
companies. For example, if the DID number for a company employee is 303-555-
1212, the user’s extension configured in the dialer plan on the local PBX system
would be 1212.The extension matches the DID number. Extensions based on DID
numbering allow for user-friendly dial plans.
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Dialing Plan and Asterisk PBX

The heart of Asterisk’s dial plan is sourced from the extensions.conf configuration file
that resides in /etc/asterisk directory by default. Asterisk’s extensions configuration file
defines what needs to done when an end-user signals the PBX. The extensions con-
figuration file defines the rules for when music-on-hold is played, when to record
phone conversations and at what extension, what happens when a user presses * 78
(DND feature), what a caller must do in order to call an outside number (e.g., press
9 before calling), and many more PBX functions initiated by callers.

The extensions configuration file comprises four main parts: contexts, id-exten-
sions, priorities, and application-commands. The id-extensions part represents extensions, a
number digit that is triggered by being dialed. Each of these extensions consists of
steps and priorities, which start from 1. Each priority includes an application-command
that triggers a specific application, such as answering the call or hanging up. Context
is used to group a number of extensions into one entity. The extensions configura-
tion file in Asterisk consists of line codes that represent extensions, priorities, and
applications that are triggered by priorities.

Figure 2.6 displays part of an extensions.conf tile and a set of instructions that the
PBX system takes when the end-user dials * 78. By default in Asterisk PBX the * 78
extension is used for the DND feature. Details on the DND feature will be
explained later in this changer. The first line, [app-dnd], represents the context that
groups this extension together in dialing plan. The second line, exten
=>* 78 1, Answer, represents id-extension as * 78, priority as 1, and application-command
as Answer. In this case when someone dials * 78 the first thing that will happen
according to this set of instructions is the PBX will answer the call. The last line of
this example, which has the highest priority, 7, of this context will hang up the call.

The extensions file in the Asterisk PBX system is the heart of the dial plan. It
determines what to do when a user triggers the system by dialing a digit. There are
many features and application syntaxes available for the Asterisk dial plan configura-
tion file. Search the www.voip-info.org Web site using “dial plan” as the keyword
string to find endless information on how to build and use the Asterisk dial plan.
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Figure 2.6 extensions.conf File and * 78 Extension

& Asterisk - PBX =10l x|
[app-dna] |
exten => *78,1 Answer

exten => *78,2 Wait(l)

exten => *78,3 Macro{user-callerid)

exten => *78,4,DBEput{DHD /S {CALLERIDHNUM}=YES})
exten => *78,5 ,Playback{do-not-disturh)
exten => *78,6 ,Playback{activated)

exten => *78,7 Macro{hangupcall)

Ll

Billing

The billing feature allows you to properly bill and collect money (or cross-charge)
for the use of your PBX system and its telephone services. Billing accounting allows
you to bill based on the number called and the amount of service time. In addition,

billing accounting allows the customer to know not only the amount that is owed
but the big-three variables (who, where, and how-long) of each service call made.

Billing Accounting with Asterisk PBX System

By default Asterisk PBX generates a Call Detail Record (CDR) for each call and is
configured to store call details into a Comma Separated Values (CSV) file. This file is
located in the /var/log/asterisk/cdr-csv directory on the Asterisk PBX system. The
CDR accounting file name is Master.csv. Table 2.2 lists fields stored in the CDR
filename.

Table 2.2 Billing Fields and Functions Recorded

Field Function

Accouncode Manually assigned account code tag per extension or
channel (string 20 chars)

Src Caller ID number (string 80 char)

Dst Destination number (string 80 char)

Cdcontext Destination context (string 80 char)

Clid Caller ID with text (80 char)

Channel Channel used (80 char)

Dstchannel Destination channel if appropriate (80 char)

Lastapp Last application if appropriate (80 char)

Lastdata Last application data (arguments) (80 char)

Continued
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Table 2.2 continued Billing Fields and Functions Recorded

Field Function

Start Start of phone call (date/time)

Answer Answer of phone call (date/time)

End End of phone call (date/time)

Duration Duration of phone call from dial to hang-up in seconds
(integer)

Billsec Duration of phone call from answer to hang-up in sec-
onds (integer)

Disposition What happened to the call dialed (e.g., busy, failed,
answered)

Amaflags What flags to use (e.g., billing, ignore) specified on per-
channel basis

User field User-defined field (255 chars)

Uniqueid Unique channel identifier (32 chars)

Figure 2.7 displays a sample Master.csv file in Microsoft Excel using some of the

CDR values that were defined in the previous table. You can modify the format of
the CDR file and its fields to fit your needs. With this file in hand, you can query
for a specific extension and the relative phone services records. You can find out

who is spending the most time on the phone by looking up source and duration

fields. Further you can find out which number is called most often by querying the

destination fields. Accounting information in the Master.csv file allows you to create

invoices for paying subscribers.
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Figure 2.7 Modified Master.csv File and Its CDR Records

E2 Microsoft Excel - Master-2006-File.csv =10 x|

@ Fle  Edt Yiew Format  Tools Data  Window Help Type a P -8 X

Dl <~ % B 2 -0 - BJIUEESE=EE$E  _-d-A- 2

Ha2 - fo

A B c D E F ¢ 5

75 |Date / Time Channel Source Clid Destination  Disposition  Duration —
76| 2/4/2006 22:59 SIP/2000-acdd 2000 “Softphonet” <2000>  *78 ANSWERED 4
77| 2/4/2006 22:59 SIP/2000-2170 2000 "Softphonet” <2000> =79 ANSWERED 5
78| 2/4/2006 23:01 SIP/2000-dc31 2000 “device” <2000> “78 ANSWERED 1
| 79|  2/6/2006 4:30 SIP/2001-5a3e 2001 3035552001 18005551212 ANSWERED 7
| 80 | 2/6/2006 4:31 SIP/2001 496a 2001 3035552001 18005551212 HO ANSWER 10
a1 2/6/2006 4:31 SIP/2001.b883 2001 3035552001 15165551212 ANSWERED 118
82| 2/4/2006 23:24 SIP/200098c7 2000 "Softphone1” <2000>  *79 ANSWERED 4
83| 2/4/2006 23:44 SIP2001-e21e 2001 "Softphone2” <2001> 3001 NO ANSWER 16
84| 2/4/2006 23:46 SIP3001-5d0b 3001 "device” <3001> 700 ANSWERED 7
| 85| 2/M4/2006 23:45 SIP/30013b2b 3001 "device” <3001> 700 ANSWERED 123

86|  2/4/72006 23:44 SIP/2001.d010 2001 “Softphone2™ <2001 3001 ANSWERED 143
87 | 2/4/2006 23:46 SIP/200008da 2000 “device" <2000> 701 ANSWERED 9
-] 2/6/2006 4:30 SIP/2001-5a3e 2001 3035552001 17205551212 ANSWERED 7
B9 2/6/2006 4:31 SIP/2001-496a 2001 3035552001 15165551212 NO ANSWER 10
|90 | 2/6/2006 4:31 SIP/22001.-b683 2001 3035552001 18005551212 ANSWERED 18

Ell 2/6/2006 5:02 SIP/3001.216 3001 “device” <3001> 700 ANSWERED 3 =

W 4 » w)\Master-2006-File (K1) -

Ready 4

CSV file formats can be easily converted and imported into common databases.
Many billing applications can then interconnect with these databases and create pre-
paid and postpaid billing solutions. Some supported CDR storage methods and

databases include:

= Asterisk CDR records to text file with comma separated values
= Asterisk CDR records to SQLite database

= Asterisk CDR records to PostgreSQL database
= Asterisk CDR records to unixODBC supported databases
= Asterisk CDR records to MySQL
= Asterisk CDR records to Sybase

For further information on Asterisk PBX and its billing CDR conversions visit
www.voip-info.org/wiki/view/Asterisk+billing.

Prepaid and Postpaid Billing

Prepaid billing solutions require the end-user to pay prior to using PBX phone ser-
vices. Prepaid billing is commonly used by VoIP service providers: the user pays one
monthly fee for unlimited calling prior to making calls. Additional services such as
calling cards or conferences utilize prepaid billing. In the prepaid billing model the
PBX must access the user’s funds before a call is made and be able to disconnect a
call when funds run out. Some prepaid billing solutions are Personal Identification
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Number (PIN) based, requiring users to enter a PIN prior to making calls. PIN-
based solutions are best compared to calling cards. Other prepaid solutions may make
use of Automatic Number Identification (ANI) to identify callers. ANI is passed and
carried from your phone to the PBX, which servers as an identifier. In prepaid solu-
tion scenarios, the caller must be identified and have sufficient funds prior to making
a call.

Post-paid billing solutions bill users periodically after they use phone services.
PBX accounting records such as Asterisk’s CSV file can be imported into a database
and queried for billing records. Sample billing database queries can be based on
accounting codes, or source or destination phone numbers.

Tools & Traps...

Asterisk PBX Open Source Billing Solutions

Users can choose several types of Asterisk PBX open source billing solutions,
including the following:

A2Billing http://voip-info.org/wiki/view/A2Billing
AstBill http://astbill.com/

MCC www.paskambink.lt/mcc/

Trabas www.trabas.com/opensource/

Freeside www.sisd.com/freeside/

Visit www.voip-info.org/wiki/view/Asterisk+billing for more commercial and
open source billing solutions.

Routing

After looking up its dial plan for a specific call handling instruction, PBX must route
calls to their desired destination. Routing the call allows the voice network to com-

municate with its peers and desired destinations. Calls can be routed based on lowest
cost path, time of day, disaster recovery, and other criteria.
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Time-of-Day Routing

Time-of-day routing influences call routing by using a time variable. Have you ever
called a support line after business hours and ended up talking to someone in a dif-
ferent country? Your call was routed based on the time of day. This solution often is
used by multiple call support centers in difterent geographic locations. For example, a
company with support hours from 8 A.M. to 8 M. EST with two call centers, one in
New York and one in California, may chose to start routing morning calls to its New
York facility due to the time being three hours earlier in California. As the time
changes, additional coverage can be offered by distributing calls to the west facility.

Day-of-Week Routing

Day-of-week routing influences call routing by the date variable. This routing func-
tionality can be used for call centers that may alternate between 12-hour shift sched-
ules. During designated holiday dates, calls can be routed to different countries that
may not have same date holidays.

Source Number Routing

Source number routing influences call routing by source phone variable. This solu-
tion is best used with 800 number services or when a company has a central contact
number. To reduce expenses, you would choose to route calls to the closest possible
destination, keeping calls local when possible, in order to save on toll charges.You
may also prefer for your customers to speak with a local call center rather than a call
center out of state (or vice versa since some in-state toll rates exceed interstate rates).

Cost-Savings Routing

As the name implies, cost-savings routing selects the least expensive call path. A
desired solution is defined as using your data VoIP networks to route all your
interoftice voice calls, thereby avoiding any telephone company toll charges. Cost
savings 1s one of the biggest advantages in VoIP technology.

Disaster Routing

Having multiple routing paths for your voice traffic allows for quick disaster
recovery. In VoIP networks where one of your data connections used for voice to
the local Internet provider fails, it automatically will be recovered by a secondary
backup data connection to a different Internet provider, or you may chose to reroute
traftic to your phone company over traditional phone lines. VoIP provides redun-
dancy by automatically routing calls to a different destination when links fail.
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Disaster routing recovery takes place not only when your data connectivity or phone
connectivity goes down, but also when one of your PBX systems that decided to
retire a bit early; calls must be rerouted through a different PBX or to a different call
center altogether.

Call rerouting can be further initiated by the capacity of trunk lines to assure
maximum voice quality. When one link is congested, rather than continuing to send
calls down the congested link and decreasing the overall quality of new and existing
connections, calls are sent to a new trunk with free available resource. Asterisk PBX
system has the ability to limit outgoing calls per trunk to avoid possible congestion.

Skill-Based Routing

Skill-based routing allows the caller to be routed to the best support representative
based on the skills required. Prior to talking with a support representative, the caller
is prompted with a series of questions that are compared against the skill sets of mul-
tiple representatives. The caller will be routed to the best matching skill set agent to
achieve the best possible support experience.

DUND:1 Routing Protocol

Distributed Universal Number Discovery (DUNDI) is a peer-to-peer protocol used
to dynamically discover how to reach users throughout the VoIP network. Asterisk
PBX uses DUNDI protocol for scalability and redundancy among its peer PBX sys-
tems. Its advantage over ENUM protocol is that it is fully distributed without cen-
tralized authority. DUNDI is a proprietary protocol developed by Digium, submitted
as an Internet Draft to the Internet Engineering Task Force (IETF).

According to the Internet Draft submitted in 2004, DUNDI supports overlaying
multiple dial plans between PBX systems defined by private context. DUNDI also
supports sharing of E.164 numbers between PBX systems and its route base. E.164
number route context in Asterisk’s PBX is defined by “e164” and is reserved only
for members agreeing to the General Peering Agreement (GPA). For more informa-
tion on DUNDI visit the www.dundi.info Web site.

Other Functions

PBX systems offer other functions besides call routing, billing, dial plans, and call
management. Some of their other functions include music on hold, conferencing,
voicemail system, IVR system, call parking, and many more. In the following topics
we will review a few of these functions and look at how they are configured on
PBX.
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Music on Hold

The music on hold feature provides music to a party waiting for its connection to be
established. Music on hold can be triggered to play during call transfers, while
waiting in queue for the next available representative, when a call is parked, or when
the receiving party simply needs to mute the conversation. Playing music informs
the waiting party that the connection is still established and prompts them to con-
tinue to wait.

There are several sources for music to interconnect into PBX systems. Some
interconnected music sources that PBX systems can utilize include, but are not lim-
ited to, AM/FM connected radios, Television music channels, and MP3 music files.

Call Parking

Call Parking allows you to place (park) a call in a designated extension area where it
can be retrieved later from the same or a difterent extension. This feature often is
used in stores, where the operator may announce over a loudspeaker for an
employee to dial extension XYZ in order to retrieve an incoming waiting call that is
currently parked. Call parking helps the operator to keep the line clear by transfer-
ring callers to parked extensions. Music on hold usually is played for callers waiting
in a parked extension area. An optional call parking feature called the call parking
time wait interval can be configured. Time wait interval prevents parked users from
waiting indefinitely. When the time wait interval for a parked user is reached, PBX
will rering the original number dialed. Call parking allows mobility for employees
and avoids unnecessary call back charges.

Call Parking with Asterisk PBX

Configured parked zones are simple extensions that are used to hold calls. Parking a
caller in the designated extension is performed by transferring the call to the
preestablished extension. Prior to parking a call, the end-user must know the desig-
nated parking extension.

Asterisk PBX uses the features.conf file to configure its Call parking feature. Three
important variables in the configuration file include parkext, parkpos, and
parkingtime.

= parkext represents the extension the end-user must dial in order to park
a call.
= parkpos represents the extension range that PBX will use to park calls.

= Parkingtime represents the time wait interval before a call is transferred back
to its original party.
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Figure 2.8 displays Asterisk’s features.conf file. In this particular example the desig-
nated extension that end-user must know in order to park calls is 700. When end-
user transfers a call to parking extension 700, the PBX system will automatically
park the call in any of the 701 to 720 available extensions defined by the parkpos
variable in the features.conf configuration file. Figure 2.9 displays an Asterisk PBX
debug log window of an actual call being parked into a 701 phone extension. The
PBX system will announce the parking extension it has picked to the end-user and
the caller.

Figure 2.8 Asterisk features.conf Call Parking

o Asterisk - PBX e 10| =|
[root@asteriskl asterisk]# cat features.cont ;I
; Sample Parking configuration

B

[generall]

parkext => 700 ; What ext. to dial to park

parkpos => T701-720 ; What extensions to park calls on

context => parkedcalls ; Which context parked calls are in J
parkingtime => 60 ; Humber of seconds a call can be parked
for {(defaunlt is 45 seconds) LI

Figure 2.9 Asterisk features.conf Call Parking in Action
- Asterisk - PBX = =10 x|

-- Started music on hold, class 'default', on channel 'SIP/2000-9f6a’ ;I
-- Executing Park("S5IPf3001-4e78", "") in new stack
== Parked SIP/3001-4e78 on 701. Will timeout back to extension [from-internal]
%, 1 in 60 seconds
-— Added extension '701' priority 1 to parkedcalls
asteriskl*CLI>

Ll

NoTEe

Do not forget to restart or reload your Asterisk PBX after making changes to
your features.conf file in order for the changes to take effect.

Call Pickup

The call pickup feature gives you the ability to retrieve and answer an incoming call
directed at your phone using a difterent nearby phone station. This feature can be

www.syngress.com




Asterisk Configuration and Features ¢« Chapter 2

used in a scenario where you might be working in a nearby office and hear your
phone ring. Call pickup allows you to use the nearest phone in the remote office
and pull the incoming call from your phone station into the phone you picked up
nearby. Group call pickup and direct call pickup are two features of call pickup.
Group call pickup allows you to pull in an incoming call from a phone configured
to be part of your call pickup group by simply picking up a phone. Direct call
pickup allows you to pull in an incoming call by picking up a remote phone station
and dialing your extension along with the pickup number.

Call Recording

Call recording provides the ability for a PBX to record call conversations. Call
recording can be configured as a systemwide feature or be based on a specific exten-
sion group. Call recordings can start recording a conversation from start to finish or
allow the operator to control the time by pressing a feature button (number) during
the call to initiate and stop recording.

NoTE

Some jurisdictions do not allow monitoring of phone calls. Different jurisdic-
tions may apply different laws and monitoring procedures. Some jurisdictions
require for both parties to know that the call is being recorded. Make sure you
consult your lawyer before implementing this recording feature.

Conferencing

Conferencing allows for more than two parties to participate in a call and enables all
parties involved to hear each other at the same time. Typically the end-user’s phone
is able to conference up to four other parties using the conference feature button.
Avaya PBX system capability can be configured with up to six party conferences
from a single phone extension. The Asterisks PBX system uses the meetmecount()
function to limit the number of available conference parties per phone and is
defined by the capability of the system. For large-scale call-in meetings, designated
conference numbers can be used to interconnect more parties than allowed by a
single user’s phone.
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Conferencing with Asterisk PBX

Asterisk PBX makes use of its MeetMe() function to provide conferencing ability.
Asterisk PBX function has the capacity to create password-protected conferences,
conference administration options, dynamic and static conferences, and much more.

Tip

As a prerequisite to using the MeetMe() function, the Zaptel application must
be installed and configured with Asterisk.

Configuring conferences in Asterisk requires editing of the meetme.conf and exten-
sions.conf tiles. To illustrate this process, we will set up a simple conference room
using extension 1001.The initial step is to edit the meetme.conf file, as noted in Figure
2.10.The first variable in the meetme.conf file represents our extension for the confer-
ence, the second optional variable is the pass code (11111) that the caller must enter
in order to access the conference, and the third variable is the conference adminis-
trator pass code (232323). Once inside the conference, administrators have additional
options, such as disconnecting users and muting the conference. Figure 2.11 repre-
sents the extensions.conf configuration. The top line directs the call to transfer to the
(conf,1) line when a user dials extension 1001.The (conf,1) line starts the confer-
ence by initiating the MeetMe() function. Figure 2.12 shows a caller with extension
2001 calling into conference 1001 and initiating the MeetMe() function of the PBX.

Figure 2.10 Conferencing—meetme.conf Sample

o Asterisk - PBX == -10] x|
; Thig is meetme.conf file ;I
; Usage conf => confnumber[,userpin] [, adminpin]

conf => 1001,11111,232323 ZI

Figure 2.11 Conferencing—extensions.conf Sample

f* Asterisk - PBX o 10l x|
exten => 1001,1,Goto{conf,1} |
exten => conf,l1 Meetme{1001|sM) j
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Figure 2.12 Conferencing—PBX Initiating MeetMe() Conference Function

o Asterisk - PBX 1Ol x|
—— Executing Goto("SIPf2001-700f", "conf|]l") in new stack ;I
—— Goto {(from-internal  conf 1)
-- Executing MeetMe("SIP/2001-700£", "1001|sM") in new stack
== Parsing 'Jetcfasterisk/meetme.conft': Found
== Parsing '/fetcfasterisk/meetme additional.conf': Found
—-- Created MeetMe conference 1023 for conference '1001'
-- Playing 'conf-getpin' {language 'en'}
-- Playing 'conf-onlyperson' {language 'en'})
-- Started music on hold, class 'default', on channel 'SIPf2001-700f'
asteriskl1+*CLI>>

Ll

Additional options, including recording the conference in audio format, regu-
lating the number of participants, and permitting only one speaker can be config-
ured. Figure 2.13 shows Asterisk’s PBX Command Line Interface (CLI) and some of
the meetme command functions available to PBX administrators. To access
Asterisk’s CLI, type the asterisk —r command within the root shell account. For a
complete list of available options, visit www.voip-info.com and search for the
MeetMe() feature.

Figure 2.13 Conferencing—PBX and CLI Options for Asterisk
i~ Asterisk - PBX (=]

asteriskl*CLI> help meetme ;I
Usage: meetme {un)lock|{un)jmute|kick|list <confno> <usernumber:
asteriskl*CLI> meetme list 1001

User #: 01 2001 device Channel: SIP/2001-eddb {unmonitored)
User #: 02 2001 device Channel: SIPf2001-05ac {unmonitored)
User #: 03 2000 device Channel: SIP/2000-1ff8 {Admin} {unmonitored)
User #: 04 3001 device Channel: SIPf3001-cdcl {unmonitored)

4 users in that conference.
asteriskl*CLI> meetme kick 1001 4
asteriskl*CLI> meetme list 1001

User #: 01 2001 device Channel: SIP/2001-ed4db {unmonitored)
User #: 02 2001 device Channel: SIP/2001-035ac {unmonitored)
User #: 03 2000 device Channel: SIPf2000-1ff8 (Admin) (u.rmwnitored)J
3 users in that conference. ;I

Direct Inward System Access

Direct Inward System Access (DISA) connects callers using outside phone lines to
the PBX system. Callers obtain an internal dial tone as though they are connected to
the inside telephone system. This feature might be used by an employee who is out
of the office and needs to dial a long distance business number from his personal
phone without having to pay for it himself. The caller in this scenario would dial the
number allocated for the PBX DISA feature and use the PBX system as a hop to
place his long distance call.
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Take proper security measures when configuring the DISA feature. Pass-code
authentication needs to be configured and provided by the outside caller in order to
get a dial tone from the PBX system. This feature should be monitored closely by
accounting reports to ensure that it is not being abused. In the interest of main-
taining accountability and satisfying audits, it is important to assign and periodically
change per-user codes for the DISA feature.

Unattended Transfer (or Blind Transfer)

Blind transfer exists when an end-receiver forwards a call to a different extension
and hangs up without verifying that the new destination party is available. This fea-
ture is most likely to be used by an employee who has received a call by mistake.
The employee then advises the caller of the error and transfers him to the correct
extension.

Attended Transfer (or Consultative Transter)

Compared to unattended transfer (blind transter), an employee using attended
transfer speaks to or notifies the receiving party before transferring the call to them.
An example where attended transfer might be used is when a receptionist checks to
see if a party is available before connecting a call.

Consultation Hold

Consultation hold is defined by placing an active call on hold so that a second call
may be answered. This feature allows you to place a person on hold and consult with
a different party without hanging up the original call. You may switch between calls
as needed. Music on hold can be implemented with this feature to keep the caller
notified of the line’s activity.

No Answer Call Forwarding

No answer call forwarding allows calls to be forwarded to another destination, such
as a different extension or voicemail, when the called party is not answering. The
amount of time that it takes for a call to be forwarded can be implemented based on
seconds or number of ring tones.

Busy Call Forwarding

Busy call forwarding allows calls to be forwarded when the called party is otherwise
occupied. The called party could be handling another call or have initiated the Do
Not Disturb (DND) feature.
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Do Not Disturb (DND)

The Do Not Disturb (DND) feature gives the end-system user the ability to ignore
incoming calls. The user activates the DND feature from her phone. DND functions
can be implemented in Ringer Off, Ringer Mute, Busy Mode, and Mixed Mode.

= Ringer Off/Ringer Mute The call rings the extension without signaling
the ringer. The ringer is muted at the caller extension.

=  Busy Mode The phone extension acts as if it is off the hook. A busy
signal 1s sent to the PBX system from the end-user’s phone.

=  Mixed Mode Allows the phone extension to act in Ringer Oft/Busy
Mode when standard calls come in. When priority calls come in, this mode
allows the caller to overwrite the DND feature and initiate normal ringing
of the phone.

NoTE

In Asterisk PBX default configuration, dialing * 78 signals the PBX system to turn
on the Do Not Disturb feature, and dialing * 79 disables it.

Figure 2.14 shows the Asterisk PBX DND feature in the debug window. This
feature is being initiated when the user dials * 78. This PBX debug window shows
extension 2000 initiating a database update change to enable the DND feature with
DBput: family=DND, key=2000, value=YES command. Figure 2.15 shows similar
debug output from the Asterisk PBX, except this time user dialed * 79 to disable
DND feature. The command DBdel: family=DND, key=2000 from the debug menu
deletes the DND for extension 2000.

Figure 2.14 Asterisk DND Feature Enabled

- Asterisk - PBY = [=] S|
-- Executing DBput("SIPF/2000-bcd2", "DHD/2000=YES") in new stack ;I
—— DBput: family=DHD, key=2000, value=YES
-- Executing Playback({"SIPf2000-bcd2", "do-not-disturh") in new stack
-- Playing 'do-not-disturbh' {language 'en')
-- Executing Playback("SIPf2000-bcd2", "activated") in new stack
-— Playing 'activated' {(language 'en') _I
asteriskl1*CLI> =]
—|
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Figure 2.15 Asterisk DND Feature Disabled

o Asterisk - PBX
-— DBdel: family=DHD, key=2000
-— Playing 'do-not-disturbh' {language 'en')

-- Playing 'de-activated' {language 'en'}
asterisk1*CLI:-

-— Executing DBdel("SIPf2000-98c7", "DHD/2000"}) in new stack
-- Executing Plavback("SIP/2000-98c7", "do-not-disturh") in new stack

-- Executing Playvback("SIP/2000-98c7", "de-activated") in new stack

=10l x|

L L

Three-Way Calling

Three-way calling, similar to conference calling, allows you to add a third party to

your existing call. All three parties can hear each other at the same time.

Find-Me

The Find-Me PBX feature calls multiple outgoing destinations at the same time or

in series of order at a time. The Find-Me feature allows the end-user to program

multiple numbers into the PBX system so that he can be reached when he is away

from his primary phone. The PBX system is configured to ring all programmed

numbers at the same time. Figure 2.16 illustrates this technology by routing one

inbound call to multiple destinations. This technology allows the end-user mobility

and increases productivity. Routing a single incoming call to multiple destinations

ensures that calls are not missed.

Figure 2.16 Find-Me Feature

inbound call autbound call

Q< VolP )

outbound call \ nternet /...

— T
to cell phone o u

outbound call to
remote office

Main
Office
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Tip

Make sure that the caller is directed to the proper voicemail system if none of
the outgoing find-me destinations pick up the phone. You do not want the
voicemail of the cell phone or the answering machine at home to pick up when
the caller is dialing your corporate number. Measures such as limiting the
number of rings per second on find-me destinations must be kept in mind to
allow the main corporate voicemail system to record the missed call.

Call-Waiting Indication

The call-waiting indicator signals the end-user’s station that a second incoming call
is in progress. This indicator can also notify the end-user’s station of a new voicemail.
Some of the visual call indicator signals include a flashing light on the phone or
flashing message box on video-enabled phones. An example of an audio call indi-
cator is a periodic special ring heard by the end-user while a call is in progress that
notifies the user that a second call is waiting. PBX signaling of a call indication must
be supported by the end-phone station. A call indicator signals an end-user’s station
in order to inform of a specific message.

Voice Mail and Asterisk PBX

As the name implies, the voice-mail feature provides capability for callers to leave
messages when the called party is unavailable. Asterisk PBX supports a local voice-
mail (VM) system that offers many options, including password protection, system
greetings, e-mail notifications, and VM forwarding.

Asterisk’s voicemail.conf serves as the main VM configuration file that defines
voice-mail boxes and their options. This voice-mail configuration file is, by default,
located in the /etc/asterisk directory. The syntax for creating a voice-mail box inside
voicemail.conf file is as follows:

mai | box_num =>
voi cemai | _passwor d, user _nane, enui | _addr ess, pager _enuni | _addr ess, opti on(s)

mailbox_num defines the number of the mailbox extension

voicemail_password defines the user’s password to access VM options and
retrieve voice messages

email_address defines the e-mail address where the new VM notifications
can be sent, including the audio of the VM
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pager_address defines the e-mail address where notifications of a new VM
can be sent

options define additional available VM options that the user can set
Figure 2.17 displays an example of a mailbox configuration in the voicemail.conf
file. In this example, mailbox 2001 and 3001 for Softphone2 and Softphone3 were

created. Mailbox 2001 was configured with password 123456 and the e-mail address
of vitest2(@vmtest.com.

Figure 2.17 Configuring voicemail.conf Configuration File

o Asterisk - PBX -10] x|
[rootRasteriskl ~]# cat voicemail.conf ;I
[general]

#include vm _general.inc

#include vm _email.inc

[default]

2001 => 123456 ,Softphone2 ,ymtest2@vmtest.com

3001 => 112233 ,SoftPhone3 ,ymtest3@vmtest.com EI

Now that we have configured mailboxes 2001 for Softphone2 and 3001 for
Softphone3 users, we must configure our dial plan to allow callers the option of
leaving voice mail for these two extensions. To add voice-mail capability in our dial
plan, we need to edit our extensions.conf file with the VoiceMail() function to exten-
sions 2001 and 3001. Figure 2.18 displays part of the extensions.conf file and needed
configuration. The argument inside the VoiceMail() function refers to the
mailbox_num@context, which in this case is 2001@default for Softphone2 and
3001@default for Softphone3.

Figure 2.18 Configuring extensions.conf with VoiceMail() function

& Asterisk - PBY =] 1|
exten => 2001,1 Macro{exten-vm,62001,2001) ;I
exten => 2001,2 VoiceMail{2001@default})

exten =3> 2001,hint,SIP/2001

exten => 3001,1 Macro{exten-vm,3001,3001)

exten => 3001 ,2 VoiceMail{3001@default)

exten => 3001 ,hint ,SIP/3001 EI

Now that we have created our password protected mailboxes and modified our
dial plan to allow callers to leave messages, we must designate an extension number
that local users can dial to gain access to and retrieve their voice messages. We
accomplish this task by adding the VoiceMailMain() function to our dial plan and
assigning the extension * 98 that we have picked for our case study. The line added
to the extensions.conf file will look like this: exten => * 98,3, VoiceMailMain(default).
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Now callers can leave VM and end-users can retrieve them by dialing * 98 and
their mailbox number. Figure 2.19 shows the log file from Asterisk PBX of an actual
call in progress where the caller is leaving a VM for extension 3001. Notice that the
VM is saved as wav and wav49 format audio file under the /var/spool/asterisk /voice-

mail/default/3001/INBOX/ directory.

Figure 2.19 VoiceMail() in Action

= Asterisk - PBX 4 g
-- Executing VoiceMail("SIP/2001-8cca®, "u3001") in new stack ﬂ
-- Playing 'vm-theperson’ {language 'en'})

-- Playing 'digits/3' (language 'en'})

-- Playing 'digits/0' (language 'en'})

~= Playing 'digitsf0' {language 'en'})

—-- Playing 'digitsf1' {(language 'en'}

== Playing 'vm-isunavail' {(language 'en'})

—- Playing ‘vm-intro' (language 'en')

== Playing 'beep' {(language "'en')

—- Recording the message

-- x=0, open writing: [fvar/spoolfasterisk/voicemail/default/3001/IHB0X/msg0002 format: wavd9, O0x85ba37s

-- ®=1, open writing: fvarfspoolfasteriskfvoicemailfdefault/3001/INB0X/meg0002 format: wav, 0x85he35s =
-- User hung up |

How Is VolIP Different
from Private Telephone Networks?

VoIP technology brings many new capabilities to today’s modern communications.

The biggest difference between VoIP and traditional private telephone company net-
works is the transport protocol. Internet Protocol, which we identify as the transport
protocol that we use for services such as viewing Web sites, playing online games,
and sharing music, now is being used to carry our voice. VoIP is truly a revolu-
tionary communication technology with rich new functionality that is being
accepted by communities around the world.

Circuit-Switched and
Packet-Routed Networks Compared

Packet-routed networks (such as IP networks) are designed to move data. Data is
moved from source IP address to destination IP address in packets. Data from the
source is dynamically broken down and encapsulated into packets before it is sent to
its destination. Once the packets reach the desired destination, they are reassembled
into their original data format. The Internet is constructed mainly based on packet
routed technology, although many WAN links remain connected to circuit-switched
networks such as Asynchronous Transfer Mode (ATM).

Circuit-switched networks (like the PSTN) are designed to move voice or data.
Telephone networks that carry your traditional phone calls are circuit based. A
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point-to-point dedicated static connection in a circuit switched network is required
prior to sending voice or data signals across multiple switches inside PSTN. Once a
point-to-point static channel is allocated and nailed up in the circuit switched net-

work, it will belong only to that one voice call and no other network traffic.

Packet-routed and switch networks both carry data, video, and voice. Packet-
routed networks carry voice on top of IP. By breaking the voice, data, or video into
small packets inside a packet-routed network, each packet can travel throughout the
network across multiple independent paths and later be reassembled at its final desti-
nation. In circuit-switched networks voice and data travel across statically nailed-up
paths. Both circuit and packet networks have the ability to carry difterent traftic
across a network. The benefit of a packet-routed network is its dynamic approach
and ability to self-recover with failed link paths because packets do not have stati-
cally allocated paths. On the other hand, the benefit of a circuit switched network is
its dedicated predefined path, which assures quality for that session by not sharing
with other resources.

Resource Reservation Protocol (RSVP) runs over IP and is used in packet-
routed networks. RSVP is a type of QoS that signals across a packet network and
allocates resources prior to making a voice call. RSVP applies circuit-switching prin-
ciples to packet-routed networks but even the best RSVP guarantee cannot match
the timeslot reservation guarantee inherent in circuit switched networks where a
statically defined path is used by only one resource.

What Functionality
Is Gained, Degraded, or
Enhanced on VolP Networks?

With every introduction of a new technology come original and improved features
as well as untested problems. Several key differences in functionality are gained, lost,
and enhanced between IP-enabled voice networks and traditional PSTN networks.

Gained Functionality

Two of the biggest advantages of VoIP technology are reduced costs and increased
mobility.

Cost Savings

VoIP saves you money. VoIP reduces or in most cases eliminates your company’s toll
charges and government imposed taxes on your telephone companies that must be

www.syngress.com



Asterisk Configuration and Features ¢« Chapter 2

paid with the use of traditional voice network. By using your existing data network
lines, which in most cases are underutilized by just carrying data for your voice
traftic, you eliminate most of your toll charges. Further, you eliminate expensive
hardware maintenance and the cable wiring charges of traditional phone equipment
by consolidating your data and voice networks.

Mobility
VoIP allows greater mobility. Routing your DID number to a dynamic IP address

allows you to take your phone number anywhere where you go. All your office phone
functionality, such as local extension calling, is transferred with your movement.

Wiring and Scalability

Traditional phones in your office require direct connection into the PBX system and
separate port allocation. With VoIP-enabled phones and PBX, you can plug into the
same data-jack port as your desktop-PC and begin communicating with your PBX
system. By using an already existing data port, you eliminate the need for extra
phone ports and increase scalability with inexpensive LAN switches.

Open Standards

Open standards and multivendor interoperability that exists in VoIP compared with
traditional proprietary phone companies’ technology allows businesses and service
providers to purchase hardware and phone services from multiple vendors without
being dependent on one platform, one company. Open standards allows technology
to grow and be developed by the community at large, leading to better functionality
in the overall product.

Rich-Media Conferencing

Rich-media conferencing combines voice, video, and data. By combining the three
together, participants can share presentation documents and observe each other’s facial
expressions, thus increasing productivity and the contribution of each participant.

Combined Functionality at Contact Centers

IP-based contact center solutions allow operators to support multiple integrated
ways of communication over a single physical connection. Inbound and outbound
calls can be integrated with live chat, web collaboration, and other applications,
increasing an agent’s productivity and caller support over single data line.
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Degraded Functionality

With emerging technologies come new potential issues, which can be resolved only
over time by trial and error. VoIP introduces potential degraded functionality for voice
quality. The most important functionality in voice is the voice itself. It is important to
hear the other party on the other end loud and clear. By using a single network for
combined video, data, and voice communication, your core voice quality may be
degraded by competing resources. Unlike in traditional PSTN circuit-switched net-
works, where dedicated channels are opened for each voice call, VoIP packet-routed
network shares its channel resources between multiple applications.

Coder-Decoder codec is used to digitize analog voice. Codec has many different
selections. Some codecs are highly rated such as the G.711 at 64Kbps for their
speech quality but pay for higher bandwidth usage. Other codecs such as G.729 at
8Kbps offer equally good speech quality at less bandwidth usage but require higher
processing power. Different codec samplers are used to encode signals into a more
efficient form of transmission and are key components for the quality of voice.

Quality of Service (QoS) is a major issue in VoIP networks. When using a pub-
licly available network such as the Internet to transfer calls, it is not easy to guarantee
QoS. Three major concerns to consider when using the Internet for voice calls and

QoS are:

= Latency Delay for packet delivery, accepted latency for voice in IP net-
works is less than 150ms (one way)

= Jitter Variations in delay of voice packet delivered

= Packet Loss Packets are dropped, most likely due to congestion in net-
work

There is very little chance when you experience latency over the Internet
greater than 150ms unless your own private links are saturated or you are trying to
route overseas internationally or by satellite. Service level agreements (SLAs) can be
negotiated with service providers to ensure your latency, jitter, or packet loss does
not adversely affect your company’s voice calling.

911

Emergency 911 service has been built for traditional circuit switched networks and
does not integrate well with VoIP providers. VoIP providers implement E911
(Enhanced 911) that routes 911 calls over a user data link to PSTN 911 service.
FCC has mandated E911 for VoIP providers, but carriers are still struggling with
implementation and interconnection agreements. We discuss E911 service and its
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details later in Chapter 15. If your data link is down, you will lose connectivity to
your 911 operator. Many VoIP service providers have agreements that each user
must sign prior to the initiation of service. Many traditional phones will still allow
you to call 911 even though your service has been disconnected. It is a good idea to
keep an old phone line around connected to PSTN for 911 service in case an emer-
gency occurs while your data link is down.

Enhanced Functionality

VoIP can provide redundancy to traditional PSTN networks. A company can have
all its calls routed using a cost-effective VoIP solution and still have the ability to
reroute calls over the PSTN during emergencies when the data network might
be down.

Security for IP-enabled networks is both enhanced and in some cases degraded
by VoIP. Making calls via VoIP allows you to encrypt each phone call, preventing
eavesdropping, unlike over PSTN where calls are usually made in the clear. On the
other hand, end-user phones and telephone equipment is now IP-enabled, which
allows connectivity and attacks to come over the Internet if not protected. Viruses
now have a way of connecting and potentially affecting your phone systems.
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Summary

A private branch exchange (PBX) plays an important role in our day-to-day lives of
communication since its first installation back in 1896 as a manual switchboard, and
as today’s VoIP-enabled system. One of the main functions and benefits of a PBX is
to reduce the number of local loops required from the PSTN central office switch
and maintain the routing information for customer’ telephone extensions.

Asterisk is software running a PBX system that is freely available to anyone
under the GNU General Public License (GPL). Asterisk provides all the function-
ality of VoIP and traditional telephony that any commercial PBX system would.
Asterisk’s features include conferencing, IVR, voice mail, call parking, billing solu-
tions, and much more.

VoIP calls are transferred over packet-routed networks such as the Internet
versus traditional circuit switched networks like the PSTN. Routing voice over
Internet eliminates toll charges imposed by the telephone company and its PSTN
network, which saves you money. Although routing voice over the Internet can
increase cost savings, quality of voice could be degraded as calls share resources with
other user applications.

VoIP and Asterisk PBX system are both entrepreneurs of today’s technology that
will keep evolving with each day. Just as with data communication over PCs, cost
effective voice communication around the world will change the way we live and
communicate.

Solutions Fast Track

What Functions Does a Typical PBX Perform?

M A PBX’s main functionality is to maintain call routing information and
direct calls to proper destinations using dial plan and call routing
applications.

M The Asterisk PBX system is an open source project that supports much of
the functionality of proprietary PBX systems.

M Find-me, Conferencing, Do Not Disturb (DND), Parking calls, Music on
hold, Call recording, and Interactive Voice Response (IVR) are some of
Asterisk’s supported features.
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M Asterisk’s call accounting is recorded into CSV file, which can be imported
into multiple database systems such as MySQL or Sybase to interact with
billing solutions.

Voice Mail and Asterisk PBX

M Voice mail is part of PBX functionality that allows callers to leave voice
messages for a missed called party.

M Toicemail.conf file sets up mailboxes and assigns passwords in the Asterisk
PBX system.

M Asterisk PBX supports e-mail notification of new voice mails, including
attaching the entire audio record inside the e-mail.

How Is VoIP Difterent
from Private Telephone Networks?

M VoIP makes the use of existing data networks such as the Internet to route
voice packets.

M VoIP runs over a packet-routed network compared to PSTN’s circuit-
switched network.

M Circuit-switched PSTN network defines a statically allocated channel prior
to sending voice over it. Channels stay up for the duration of the call and
are not shared with other calls.

M RSVP is a type of QoS that signals across packet networks and allocates
resources prior to making a voice call. RSVP.

What Functionality Is Gained,
Degraded, or Enhanced on VoIP Networks?

M VoIP saves money by running voice over packet networks to avoid toll
charges.

Q|

VoIP enables rich multimedia conferencing.

M VoIP can face QoS challenges over the Internet.

=~

VoIP QoS is affected by jitter. Difterences in packet latency create jitter.
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Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q: Which codec should I use?

A: Different codecs exist, some with higher speach quality, others with higher
processing delay and some with higher bandwidth requirements. Each net-
work environment is different and should consider all three variables of
codec prior to use.

: What 1s the maximum tolerable latency in VoIP packets?

: Up to 150 ms one-way delay in VoIP packet is tolerable.

: Is a VoIP call more secure than a traditioanl PSTN call?

>0 > O

: VoIP calls allow for<easy encryption of your call from source to destination.
PSTN calls, although sent over private switches, arétunencrypted and could
be intercepted.

: How do you prevent jitter on VoIP networks?

> 0

. Jitter is variation delay of voice packets that can beunitigated by prioritizing
time sensitive voice packets over data packets using QoS functions. Jitter
cannot be eliminated without overprovisioning.

Q: In VoIP, will I lose 911 call functionality when I lose my data Internet con-
nectivity?

A: Yes, you will not be able to dial 911 when using VoIP as it requires connec-
tivity to your network provider to route the 911 call.

pPv27
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Introduction

Even after the introduction of VoIP, business telephony equipment has remained
focused on two areas: (1) reducing the cost of Public Switched Telephone Network
(PSTN) connectivity overall and (2) adding business communications feature-func-
tionality. Since the first private branch exchange (PBX) was introduced in 1879,
business customers have sought cost savings by reducing the number of physical lines
or trunks that interconnect with the PSTN. Because most calls in a large organiza-
tion remain within it, cost and security benefits accrue immediately by placing a
telephone switch inside the organization. And with the introduction of digital
switching nearly a century later, a new wave of feature-functionality became pos-
sible. For the first time in history, the enterprise telephony capabilities would surpass
that offered directly by PSTN carriers. In some respects, the latest developments in
VoIP are an extension of this pattern.

NoTEe

The basic architecture of the PBX over the past 100 years has evolved similarly
to that of the PSTN and its switches overall. If you're interested in that evolution
and how it has influenced today’s PBX designs, you may want to read Chapter 4
before reading this chapter. Otherwise, consider this chapter to be a discussion
of PBX architecture during the past decade and the interaction between the
digital PBX and its VolP equivalents.

From a security perspective, it’s important to distinguish between several dif-
terent architecture models for business and consumer telephony. On the low end,
Key Telephone Systems (KTS) for up to 50 users provide a very basic means of
sharing outside lines and using dedicated “intercom” lines to talk between stations,
but don’t provide actual switching services or advanced features (though the latest
generation of such systems has blurred that distinction). The traditional PBX is likely
to have an Ethernet interface for administration even if it does not support VoIP, and
[P-enabled (or hybrid) PBX systems can support VoIP interfaces in addition to classic
analog or digital stations and trunks. [P-PBX systems dispense with most analog or
digital support entirely and focus exclusively on VoIP. In addition, Centrex, IP
Centrex, and Hosted IP-telephony services are carrier-based alternatives that provide
many of the same switching features as an on-site PBX system but place the
switching equipment back into the carrier’s infrastructure. Each of these alternatives
has a difterent security profile and may interface with VoIP solutions at different
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levels, so let’s review the critical differences between them and how they may affect
your security strategy.

Traditional PBX Systems

Business telephony in large organizations has revolved around the private branch
exchange (PBX) for over a century, and given that length of time, it’s easy to see
why VoIP often is positioned as a modern alternative to the PBX. However, this
comparison is the wrong one to make, as the PBX concept itself is transport-neutral.
It would be just as wrong to say “analog vs. PBX” or “digital vs. PSTN,” so let’s
make sure we’ve got this basic principle down first. A PBX—or PABX internation-
ally (the “A” stands for “Automated”) is a communications switch that (1) replaces
PSTN switching functionality for a set of associated extensions, (2) provides access
trunks to carriers for routing PSTN calls, and (3) may provide additional communi-
cations feature-functionality based on configuration settings and equipment capabili-
ties (see Figure 3.1).

Figure 3.1 A Basic PBX Diagram*
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* All PBX systems provide PSTN-like switching services between endpoints and
adjuncts, the PSTN, and other private PBX switches (and associated private net-
works). Only a few of the possible adjunct systems are mentioned here. An ACD is
an Automatic Call Distribution server (for use in call centers to direct calls to groups
of agents), and an IVR is an Interactive Voice Response server (also commonly used
in call centers to let callers use touch tones and voice prompts to select services).
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So a PBX could be all IP or all analog or anything in the middle as long as it
switches calls between extensions and the PSTN as needed. In the end you will find
that despite the marketing hype, most VoIP systems are just PBX systems with dif-
ferent combinations of support for IP lines and trunks. In some cases, the call control
part of the system is split out from the gateway that handles the non-IP electrical
interfaces. Or it’s pushed out to a service provider. But the basic switching concept is
preserved somewhere across the system as a whole. Regardless, understanding basic
PBX terminology will help you understand the underlying architecture of the VoIP
systems you may encounter, so let’s start there.

PBX Lines

In telephony, a line (or station line) connects endpoint equipment (digital terminals,
analog phones, fax machines, modems, or even an IP phone through an IP network)
to the PBX (or central oftfice) for switching. An analog line is the private equivalent
of a local loop or loop transmission facility.

NoTEe

A PBX is more likely than your phone company to support ground start phones
and trunks on analog interfaces. Your phone at home seizes control of the line
by using loop start, which involves shorting the two ends of the line together to
activate the circuit. Ground start sends one of the leads to ground (typically
ring) to seize the line, which is much less likely to cause glare (a condition that
arises when both sides on a line or trunk simultaneously seize control of the
line).

Typically, a PBX supports analog lines (and trunks) through a line card with 8,
12, 16, 24, or more lines per card, which are then wired to a patch panel for inter-
connection through a structured cabling system to the analog phone or device. Most
of the security concerns around analog lines center on how well protected the
equipment and cabling systems are from eavesdropping and tampering. Ground start
loops will make theft of service less likely because a special phone is required, but
otherwise the same basic rules for protecting a PSTN line from tampering apply.

Of course, line is also a generic term that may apply to power lines providing
electricity to homes and businesses. But when we talk about an analog telephone
line, we are talking specifically about the two wires involved: the tip (the first wire in
a pair of phone wires, connected to the + side of the battery at the central office or
PBX; it is named tip because it was the at the tip of an operator’s plug) and the ring
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(connected to the — side of the switch battery and named because it was connected
to the slip ring around the jack). Any equipment that works with Plain Old
Telephone Service (POTS) lines will work with a PBX analog line configured for
loop start. From a PBX, an analog line will nearly always be 2-wire although 4-wire
lines with Earth & Magnet (E&M, sometimes also called Ear and Mouth) interfaces
are supported from the same card for analog trunks.

Tip

If you've ever taken a peek behind the phone jacks that litter the walls of your
home, you are likely to see two (or three) pairs of wires, one Green/Red, the
next Yellow /Black, then White/Blue, but for our purposes only the first pair is
important. The Green wire, referred to as the Tip, is the positively charged ter-
minal. The Red terminal, the Ring, is the neutral, which completes the circuit,
enabling electrical signals to flow freely. Note that newer homes may use a
more recent color scheme that is also used for Ethernet cabling. The first pair is
White/Blue, then White/Orange, then White/Green and finally White/Brown. This
scheme is what you're most likely to see in structured cabling systems within
buildings

Analog PBX systems supported only analog lines, but with the introduction of
digital switching, a new class of line was developed: the digital line. In most PBX
systems, a proprietary format for digital line signaling (and media) was created that
requires the use of digital phones manufactured by that vendor. Some vendors, how-
ever, also support Integrated Services Digital Network (ISDN) standard phones
directly (or through the PSTN) via the ITU-standardized ISDN BRI. Most propri-
etary digital formats use a 2-wire system with 8-wire plugs and jacks, although some
are 4-wire systems. ISDN uses a 2-wire system from the CO switch, but is 8-wire to
the interface used by a phone terminal, so the actual number of wires used will
depend on several factors (such as whether the phone has a built-in NT-1 interface).
Also, many proprietary switch features will not be supported on ISDN phones, par-
ticularly when the phone is manufactured by a different vendor. And even within a
vendor product line, you may discover that newer features are supported only on
newer phones or phone firmware. In any case, digital lines for proprietary digital ter-
minals typically are supported by digital line cards with 8, 12, 16, 24, or more lines
per card, and ISDN lines for ISDN phones are supported by either ISDN trunk
cards or special ISDN BRI line cards, which may come in several flavors depending

on the ISDN BRI type.
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In the case of the modern hybrid PBX or IP-PBX, there is an equivalent con-
cept for IP lines to IP phones, but unlike analog or digital lines the IP line isn’t nec-
essarily tied down to a single electrical interface on the PBX. In fact, the PBX can
use multiple Ethernet ports to support an IP line, and IP phones can fail over to
multiple IP-enabled PBX systems. The first IP line support built into most PBX sys-
tems leveraged the H.323 suite of protocols or proprietary protocols like Cisco
“skinny,” but almost all new development on PBX systems today uses Session
Initiation Protocol (SIP). The bottom line is that the concept of an IP line exists in
virtually every VoIP system out there, and understanding how the line concept is
expressed in a specific VoIP system will give you an important handle with which to
analyze its architecture and security.

This flexibility and versatility is a huge advantage to VoIP, but it does come at a
price. Because the phones are now sharing infrastructure and bandwidth with other
devices (and perhaps the entire data network), quality-of-service (QoS) guarantees
for packet loss, latency (how long each packet takes to arrive from the phone to the
PBX), and jitter (variability of latency across packets in a stream) now become the
responsibility of the party providing the network infrastructure. Additional vectors
for Denial-of-Service attacks on IP lines (either to the phone or the PBX) and
Man-In-The-Middle (MITM) attacks must be considered. In my experience, the
resulting loss of accountability from a single organization or vendor to multiple enti-
ties rarely is included in planning (or ROI calculations) for VoIP deployments.

PBX Trunks

A trunk is a special kind of line that connects two telephone switches. If one of the
two switches is the PBX, the other could be a local or long-distance switch for
PSTN access, in which case we would call these local trunks or long-distance
trunks, respectively (though it’s worth pointing out that even if you don’t have dedi-
cated long-distance trunks you likely are able to get long distance services through
local trunks). On the other hand, if the other end of the trunk is another privately
owned PBX, we would call these private trunks or tie lines, even if they happen to
be routed through the PSTN (since the telephone numbers they can reach can only
be dialed from within the private network). There are also trunks that can act like
both types through the use of Centrex or something called a Virtual Private
Network (VPN—but it’s not the remote access VPN you may be familiar with from
the data world—this VPN 1is created by a carrier to let you keep a private dial plan
across many sites on the same trunks that you use for regular PSTN access).

Some say trunks are so named because in the old days, Ma Bell saw fit to use
thick, lead-covered cables to connect the switches. These cables resembled an ele-
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phant’s trunk. Others claim the word’s origin is derived from the way the local loop
network resembles the branches of a tree, with the trunks having similarity to...
well, a tree trunk. Regardless, trunks are the main lines of the communications
system, and the only case where a trunk is not connecting to a switch is when an
adjunct server is involved (like a voice messaging server, an Automatic Call
Distribution (ACD) server, an Interactive Voice Response (IVR) system, or similar
system). In some cases, these servers may use station emulation instead of trunking,
so you’ll need to verify what actually is being used.

Trunks can be analog, digital, or VoIP-based, just like station lines. Analog trunks
can be as simple as a regular 2-wire POTS line to the local CO switch, or a 4-wire
analog E&M trunk that provides improved signaling response (less glare).
Channelized digital T1 trunks come in two main flavors. The first and oldest type of
T1 can have 24 channels of 64 kilobit per second voice with robbed-bit signaling
(signaling bits are stolen from the voice stream in a way that’s not noticeable to the
ear). This type of T1 sends much less signaling data but cannot be used with 64 kbps
switched data because of the robbed bits used for signaling, but can pass 56 kbps
switched data. ISDN T1 trunks have 23 channels of voice (bearer, or B channels) and
a separate 64 kbps channel for signaling (the data, or D channel) that can support
ISDN User Part (ISUP) messages, including Automatic Number Identification,
which allows calling and called number information to be sent (although it can be
spoofed; this is discussed in Chapter 4). In Europe and internationally, the E1 is the
typical digital interface, with an ISDN BRI carrying 30 bearer channels (30B+D) as
opposed to the 23 channels supported by ISDN over T1 (23B+D).

VoIP trunks also come in various flavors, including H.323, SIP, and proprietary
protocols like Inter-Asterisk eXchange (IAX). In some cases, IP-enabled PBX sys-
tems also use gateway control protocols with VoIP trunks, such as Simple Gateway
Control Protocol (SGCP), H.248/Megaco/Media Gateway Control Protocol
(MGCP), Skinny Gateway Control Protocol. One of the difficult problems with
VoIP trunks, however, is feature transparency between vendors. ISUP/Q.931 or its
private line equivalent (QSIG) has the most complete feature interworking capa-
bility, and standards for mapping these onto H.323 and SIP exist, but these are not
evenly supported by PBX vendors at this point. Robust, reliable interworking
between difterent PBX vendors over VoIP is not easy to find today (and is still a
challenge over private tie lines).

PBX Features

PBX systems provide a plethora of features typically offered by a telephone provider,
such as call waiting, three-way calling, conference calling, voicemail, additional call
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appearances, and many other routing features. Some vendors count 600 or more sep-
arate features among their capabilities, far more than is offered by any carrier on a
central office switch as subscriber services. But often overlooked in this list are those
used for access control. The PBX is effectively the firewall to the PSTN and because
voice access has per-minute and geographic costs associated with each call, this
aspect of PBX capability should be a critical consideration for product selection,
configuration, and ongoing operations. Yet at the same time, the data security com-
munity is rarely concerned with this characteristic because it’s not a ppure data secu-
rity issue, yet even in a VoIP system there will be PSTN connectivity; why gamble
with this?

Say a company has 200 employees, each with a phone on their desk.
Without a PBX, each employee would require their own pair of copper wires from
the CO, each with their own phone number that routes to their desk. However, it’s a
safe bet that not all 200 employees will be on the phone all the time, and it’s likely
that most of those calls will be to other employees. This is where a PBX really pays
off. A business or campus will need many fewer lines from the Local Exchange
Carrier (LEC); in the previous example, the company might require only 40 outside
lines, routing those calls onto the PSTN trunk lines as necessary on a per call basis.
They also could rent 200 Direct Inward Dial (DID) numbers from the LEC, which
terminate though those trunk lines. The PBX will then route the inbound call based
upon which DID number was dialed to reach it.

Tools & Traps...

Asterisk: The Open-Source PBX

PBX servers were notoriously expensive to justify when an organization wasn't
ready for a major capital outlay, plus they tended to rely on closed or proprietary
architecture, which made PBX systems more expensive than they might otherwise
have been. Then along came Asterisk, from the mind of Mark Spencer. Asterisk is
an open-source PBX software package that runs on many operating systems,
including Linux, BSD, Mac, and even Windows. Asterisk requires very little in the
way of hardware, with old Pentium 100MHz boxes with 64MB of RAM still ample
enough to power a small business. Aside from the relatively low hardware horse-
power requirements, Asterisk doesn’t necessarily need any additional hardware,
aside form what's already in your computer. Utilizing the popular Session
Initiation Protocol (SIP) and the Inter-Asterisk Exchange Protocol (IAX), two

Continued
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increasingly ubiquitous VolP technologies, Asterisk can make and take calls com-
pletely over the Internet or operate with special hardware like PCI T1/E1 cards for
PSTN connectivity. Users may purchase DIDs from the VolP provider to dial in to
their PBX from their normal phones, or they may dial in using a special software
phone. We discuss softphones later in this chapter.

The appeal of a PBX system is obvious to not only businesses and campuses but
also attackers, who have taken an increased interest in them as well, since most PBX
systems can support trunk-to-trunk transfer (i.e., dial-out again from the PBX after
coming in on another line). PBX security often is overlooked by enterprises until a big
phone bill arrives, and oftentimes the hackers have no challenge at all when settings
are never changed from the manufacturer’s default. Try a Google search for “default
password” and a PBX vendor and you’ll see just how easy this information can be to
obtain. It is important to note that because PBX vendors typically have provided
detailed instructions on how to secure the PBX, the remaining security responsibility
lies completely on the operator of the PBX system, and any toll charges that may be
obtained by fraud are left to be paid by the PBX owner. Attackers who have compro-
mised a PBX system may set up their own private conference room, a “party-line”
where they may hang out and exchange illicit information on your dime.

Other features can be a double-edged sword as well. Many PBX systems also
provide a call-monitoring feature for managers to supervise their agents (or to record
calls). You know those recordings that go, “Your call may be monitored for quality
assurance and training purposes”? Well, if you’re not careful, they might also be
monitored for humorous or larcenous purposes. And it may not be just calls to your
call center that get monitored; if your monitoring system wasn’t properly designed
or an intruder gets access to PBX administration at a high enough level, any call can
be monitored.

The bottom line when it comes to PBX features is that you need to read the
associated security recommendations carefully. Some vendors have assembled detailed
security guides for addressing toll fraud and feature access that are well over 100
pages, and you would be wise to find out what kind of documentation exists. And
don’t forget to back up your PBX regularly so that you don’t lose the security policy
you create! More critically, if a VoIP vendor does not have these kinds of capabilities,
you would be wise to find out what can be done to reduce exposure to toll fraud. In
some cases, the lack of feature-functionality in many VoIP solutions is a blessing
because it reduces the opportunities for security-aftfecting misconfiguration. Yet at
best this is a temporary benefit since VoIP solutions are becoming more sophisti-
cated each and every year.
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Notes from the Underground...

Toll Fraud

Attackers have discovered a myriad of ways to make all the long distance calls
they want from your PBX system, leaving you with the hefty collect-call charges.
Here are a few:

® Even with good security elsewhere, a caller can ask to transfer to
extension to 9011 on a system where dialing 9 goes to an outside
line and 011 is the international direct dial access code. Make sure
your employees (particularly those that answer many external calls)
know about this ruse and consider using your PBX's trace feature to
track down the source of such calls (you can even have the call trans-
ferred to your security department as part of the trace feature).

m Attackers can read the same manuals online that your systems
administrators can, and the smart ones will figure out how to get
around the obvious restrictions. For instance, if trunk access codes
aren't restricted, it really won't matter how well you‘ve locked out
other dial restrictions. And just because you don’t use your local
trunks for long distance doesn’t mean an attacker won't.

m  Adding support for IP softphones or WiFi phones to a PBX means
that a softphone or wireless phone could be used by a remote
attacker who can get onto your IP network (by wire or wireless) for
toll fraud or other nefarious purposes. In this case, defense of your IP
network overall is what will minimize exposure to the PBX, but it's
important that the PBX not weaken overall IP security (by allowing
WEP-based security on wireless networks shared by voice and data,
for instance).

PBX Adjunct Servers

Most PBX systems have an adjunct server or two, providing voice messaging or call
center functionality that isn’t part of the core PBX switching capabilities. The larger
and more complex a network gets, the more demanding traffic becomes to the

underlying hardware. Given the modularity of voice networks, we can off load some
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of this functionality to other hardware that can be set to handle a specific task, rather
than attempt to do everything itself. Of course, this also complicates the overall secu-
rity model, so make sure you know how this offloading impacts security.

Voice Messaging

It’s hard to remember that voicemail was once a completely optional capability for
PBX systems, but it’s still implemented as a separate server by most vendors using
analog, digital, or IP trunks to integrate with the PBX. Some settings on that voice
messaging server can open the door to fraud and abuse, so be sure to follow manu-
facturer recommendations for security—especially when it comes to changing
default administrator passwords! Are mailboxes using strong enough PINs? Are old
mailboxes closed down? Make sure you can answer these questions.

Notes from the Underground...

Voice Messaging: Swiss Army Knife for Hackers?

Voice messaging is not without its share of security considerations, though. Many
vendors ship voice mail systems with default passwords installed, which some
users opt to never change. These passwords are often as simple as the number
of the voice mailbox itself, or a simple string of numbers like 12345. Hackers love
it when it's this easy to get in. But that’s only the beginning when it comes to
security attacks you may need to protect against within your voice messaging sys-
tems. Here are a few other scenarios:

® When attachers gain control over a compromised PBX system that
supports DID and voice-mail, they might change the outbound
greeting to something like “Hello? Yes, yes, that's fine.” Or just “Yes
(pause) yes (pause) yes...” They then call that number collect and the
operator hears what appears to be someone more than willing to
accept charges! Some PBX and voice-mail systems send a special
tone when a line is forwarded to voice-mail that may discourage this
tactic since a savvy operator would recognize the tone. Does your
organization know what’s happening with old or unused mailboxes?

®m  Another security issue can arise when mobile phone providers offer
voicemail to their subscribers, but don’t require a password to access
messages when the voicemail server receives the subscriber ANI (indi-
cating that subscriber is calling from the mobile phone associated
with that extension). But by offering their users the “convenience” of

Continued
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quick access to their messages, these carriers may be opening the
door to eavesdropping through ANI spoofing (which is discussed in
more detail in Chapter 4) unless they have other means of verifying
the origin of a given call.

B Eavesdropping on potentially confidential messages is certainly a
threat, but an attacker may potentially hijack phone calls intended
for a victim as well. This can be done by changing their outbound
message greeting to say “Hi, this is Corey. Please call me at my new
number at...” and leave a number that they control, performing a
man-in-the-middle attack on the intended recipient.

®m Another successful social engineering technique involves leaving
messages within a voicemail system requesting passwords (for
“testing” or “administrative purposes”) on another internal exten-
sion, lulling the victim into believing that the attacker is a legitimate
employee at the target company.

B The latest voice-messaging systems can be used to read e-mail using
text-to-speech. Attackers know that a PIN for the voice messaging
system is easy to guess, and this may be the easiest way for them to
get to an e-mail system.

® And don’t forget toll fraud that can happen through out-dial capa-
bilities on voicemail systems. Consider turning off this feature if it
isn't needed in your organization. Associated risks can also be miti-
gated through carefully crafted PBX dial policy.

Interactive Voice Response Servers

Perhaps you first ran into an IVR when you noticed an incorrect charge on your
phone bill, and you decide to speak with a customer service representative to clear
things up. But when you dial the toll-free number on the bill, youre greeted with a
labyrinth of options allegedly to help you self-navigate to the appropriate agent. This
maze of menus is brought to you through an Interactive Voice Response (IVR)
system. An IVR is a series of recorded greetings and logic flows that provide a caller
with a way to route through the phone system as a means of convenience. Personal
feelings about speaking with a recorded voice aside, IVRs are actually a pretty clever
way of providing a caller with speedy call placement, taking much of the burden
away from agents or operators.

Today’s latest-generation IVR systems are built on Voice XML interpreters, and
may have sophisticated development environments. IVR security is a largely unex-
plored topic since each IVR system is like a unique application, but we occasionally
hear about poorly written IVR applications that are insecure or not sufficiently robust.
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Wireless PBX Solutions

Several solutions for adding wireless extensions to PBX systems have been commer-
cialized. Most PBX vendors have implemented proprietary 900 MHz-band solutions
in the United States as well as the 1900 MHz Digital Enhanced Cordless
Telecommunications (DECT) ETSI standard in Europe, which has driven
widespread adoptions of vendor-neutral wireless there. More recently, a number of
WiFi solutions have become available, as well as combination WiFi/GSM solutions
that let a single device work with both Cellular and Enterprise PBX infrastructure.
See the warnings about WEP later in this chapter.

Other PBX Solutions

Two other PBX solutions with security considerations bear some discussion: Call
Detail Recording (CDR) systems and Voice Firewalls. CDR systems enable every
call on a2 PBX to be recorded after it is complete using a standardized format. This
allows special reporting software to analyze this data for forensic or diagnostic pur-
poses. It is worth noting, however, that a CDR system will not allow you to stop a
fraudulent call still in progress. For this, you would need a voice firewall such as that
sold by SecureLogix. Such a firewall allows you to see current calls in real-time,
apply policy based on type of call (voice, fax, or data), and set notifications, authenti-
cation requirements, or other policy based on rules very similar to those you might
set for data traffic on a data firewall.

PBX Alternatives

Long before the appearance of VoIP, nonswitched alternatives to the PBX have been
available. For systems of less than 50 users, Key Telephone Systems (KTS) share outside
lines directly and have dedicated intercom lines to talk between stations. Current gen-
eration key systems are more PBX-like than ever, so it may be hard to find that dis-
tinction anymore. But older key systems won'’t support advanced switching features
like trunk-to-trunk transfer that can lead to toll fraud. Still, so-called hybrid key sys-
tems should be treated like a regular PBX when it comes to security.

Centrex, IP Centrex, and Hosted IP-telephony services are carrier-based PBX
alternatives that provide a private dial plan plus the more popular switching features
that an on-site PBX system might. However, the switching equipment stays in the
carrier’s infrastructure and is managed by the carrier. This is a mixed blessing since
it’s likely to reduce the overall functionality and access policy tailoring available to
you if your organization uses such a service, but it does mean that the carrier shoul-
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ders a larger share of the responsibility for any toll fraud that may result (and conse-
quently won’t provide high-risk services like trunk-to-trunk dialing without extra
security measures).

More recently, the appearance of IP telephony has provided an opportunity for
some manufacturers like Avaya to rearchitect their overall PBX approach and separate
the functionality once provided in a single device into multiple devices. In particular,
call control and signaling can be separated from media processing and gateway services;
this approach makes possible an architecture where a few call control servers can pro-
vide redundant services across an entire organization with media gateways located in
every geographic location that contains their physical presence. We’ll treat this
approach along with other similar VoIP architectures in the next section.

VoIP Telephony and Infrastructure

With the introduction of VoIP came a new architectural flexibility that in theory
can completely distribute PBX functionality across an entire infrastructure. We’ll
review those concepts in this section and discuss examples of this in action, but keep
in mind that few VoIP solutions take full advantage of every aspect described here
(and it wouldn’t surprise me to discover that none of them did, but today’s VoIP
market is moving so fast that it’s difficult if not impossible to prove that kind of neg-
ative). Regardless, these concepts each have significant security implications.

Media Servers

The term media server is totally overloaded in the VoIP world (and even more so
within the IT industry as a whole). If we restrict ourselves to VoIP-related defini-
tions only, a server so named still could be any of the following:

B Interactive voice response (IVR) server or media slave, possibly running
VoiceXML or MRCP

®  Signaling Media Server (Media Gateway Controller) to handle call control
in Voice/VoIP network

m  Call distribution (ACD) for receiving and distributing calls in a contact
center

®m  Conferencing Media Server for voice, video, and other applications
B Text-to-speech server (TTS) for listening to e-mail, for instance
®  Automated voice-to-e-mail response system

®m  Voice or video applications server
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B Streaming content server

m  Fax-on-demand server

Sure, some of these are similar and can roughly be grouped together, but at best
you’ll get this down to semi-overlapping groups that center on two general areas:
interactive media services and call or resource control. The point here is that in the
VoIP world, we haven’t standardized architectures and naming conventions yet so we
are left with technically vague terms like media server, media gateway, and the worst
offender, softswitch (a marketing term we will not spend more time on in this chapter
except to note that it was intended to conjure up the image of a class 5 switch being
displaced by a software blob that runs these media servers and media gateways but
has become so overloaded that it has completely lost any technical meaning it once
may have enjoyed).

Interactive Media Service: Media Servers

On the other hand, there is another kind of media server that actually contains DSP
resources that it uses to process speech or video (and perhaps one or more additional
form of media). These may be involved with generating and receiving DTMF tones,
executing the logic of an IVR system, converting text-to-speech or handling
streaming or document content in response to speech or DTMF input. Or it may
orchestrate multiway call traftic, conference calls, handle translation between codecs,
or even fax processing. Media servers of this class may provide VoiceXML interpre-
tation for interactive, dynamic voice applications.

Call or Resource Control: Media Servers

This class of media server is responsible for managing communications resources at a
higher level, such as handling call control while managing media gateways that have
DSP and other gateway resources for the actual media manipulation. Most Media
Servers support VoIP protocols but are likely also to support others as well, such as
digital voice or video trunks, or even analog voice through media gateways.
Examples of this kind of media server include call control servers from PBX vendors
that control separate gateways, voice processing servers that manage and redirect DSP
resources located elsewhere, and call distribution systems that manage off-board call
handling resources such as switches and IVR systems.

The H.323 Gatekeeper

This gatekeeper is the manager of one or more gateways, and is responsible for pro-
viding address translation (alias to IP address) and access control to VoIP terminals
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and gateways. A gatekeeper acts as the central authority for other gateways, allowing
an administrator to quickly and authoritatively roll out changes across a voice net-
work. Gatekeepers limit the number of calls at a given time on a network by imple-
menting control over a proxy. A gatekeeper works something like this: A user wants
to make a call to another user at a different physical location, and his phone registers
with a local gateway. The gateway then passes on his call information to the gate-
keeper, which acts as a central hub to other gateways and users. The gatekeeper then
passes call setup information to the gatekeeper at the other office, which in turn
hands it to the appropriate destination gateway, and finally to the desktop of the
called party. Many call control media servers include an H.323 gatekeeper.

Registration Servers

In a traditional PSTN or PBX switching system, where each user is at a fixed loca-
tion, usually tied in place by copper wires, routing calls is (relatively speaking)
simple. So-called find-me/follow-me services on PSTN or PBX switches can add
PSTN mobility. Forwarding or extension-to-cellular features can increase this sense
of mobility, but all these solutions require active user programming or rely on fixed
forwarding algorithms and are rooted in the PSTN.

But with VoIP, a user can be geographically located virtually anywhere on the
planet (as long as minimum QoS conditions are present). A registration server acts as
a point of connection for mobile users. Johnny can log in to the registration server
from his hotel room in Amsterdam with an unknown IP address and the registration
server will let the gateways know where to route his traftic. That way, Johnny can
keep the same phone number no matter where he is physically located. A similar
example can be seen with instant messaging networks. A user can log in using his
screen name from home and be reachable to the same users as if he had logged in
from work. In the H.323 world, registration is a function of a gatekeeper; however,
this can be a separate function in the SIP realm.

Redirect Servers

A SIP redirect server acts as the traffic light at the VoIP intersection. Very much like
a web page with a redirect tag built in, a redirect server will inform a client if the
destination the caller is trying to reach had changed. Armed with the updated infor-
mation from the redirect server, the client will then rerequest the call using the new
destination information. This takes some of the load oft proxy servers and improves
call routing robustness. In this way, a call can quickly be diverted from a proxy, rather
than require the proxy to complete the connection itself.
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Media Gateways

A gateway is a device that translates between protocols in general by providing logic
and translation between otherwise incompatible interfaces. A voice or media gateway
in particular tends to translate between PSTN (trunking) protocols and interfaces
and local line protocols and interfaces (though that’s not universally true). In addi-
tion, the potential protocols and interfaces that a voice gateway now might support
include Ethernet and VoIP protocols as well. The voice gateway could have H.323
phones on one side and an ISDN trunk on the other (both digital) or a VoIP phone
on one side and an analog loop to the carrier, or even VoIP on both sides (say,
H.323 to the station and SIP trunking to the carrier). The point is that there are lit-
erally hundreds of different equipment classes that all fall under the voice gateway
moniker and thousands of classes that fall under gateway to begin with.

One class of VoIP media gateway connects traditional analog or digital phone
equipment or networks to VoIP equipment or networks. A simple home-user imple-
mentation of a VoIP gateway like this is an ATA, or Analog Telephone Adaptor. At a
minimum a VoIP media gateway will have both a phone interface (analog or digital)
and an Ethernet interface. For an ATA, a regular analog phone is connected to the
adaptor, which then translates the signal to digital and passes it back over the
Ethernet. Of course, media gateways can get much more complex than this. PBX
vendors have split out the line-card cabinet portion of their product and recast it as a
media gateway, with the gateway under the control of a media server. IP routing
companies have added analog and digital voice/video interfaces to routers and recast
them as media gateways. And in many respects these products do contain overlapping
functionality even though they may not be equivalent.

Firewalls and Application-Layer Gateways

Within a firewall, special code for handling specific protocols (like ftp, which uses
separate control and data paths just like VoIP) provides the logic required for the IP
address filtering and translation that must take place for the protocol to pass safely
through the firewall. One name for this is the Application Layer Gateway (ALG).
Each protocol that passes embedded IP addresses or that operates with separate data
(or media) and control streams will require ALG code to successfully pass through a
deep-packet-inspection and filtering device. Due to the constantly changing nature
of VoIP protocols, ALGs provided by firewall vendors are constantly playing a game
of catch-up. And tests of real-time performance under load for ALG solutions may
reveal that QoS standards cannot be met with a given ALG solution. This can cause
VoIP systems to fail under load across the perimeter and has forced consideration of
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Application Proxies

A Proxy server acts as a translator for transactions or calls of different types. If
Johnny’s phone speaks IAX and Jen’s phone speaks only SIP, the proxy sits between
them and translates the message as necessary. Even if both sides speak the same pro-
tocol, be it HTTP or SIP, there are security or NAT or other boundaries that call
for either a proxy or packet manipulation in an Application Layer Gateway (ALG)
within a firewall. The benefit of an application proxy is that it can be designed
specifically for a protocol (or even a manufacturer’s implementation of a protocol).
In addition to allowing boundary traversal, a proxy can also be used as a means of
access control, ensuring that a user has the rights to place a call before allowing it to
proceed. And the best proxies can even guard against malformed packets and certain
types of DoS attacks. Depending on the complexity of your call requirements, a
proxy may be integrated into a PBX or Media Server, or it may be an entirely dif-
ferent piece of hardware.

Endpoints (User Agents)

In a phone system, an endpoint on the network was known as a terminal, reflecting
the fact that it was a slave to the switch or call-control server. But today’s endpoints
may possess much more intelligence, thus in the SIP world the term User Agent is
preferred. This could be a hardware IP telephone, a softphone, or any other device or
service capable of originating or terminating a communication session directly or as
a proxy for the end user.

Softphones

With the advent of VoIP technology, users are able to break free of classical physical
restrictions of communication, namely the special-purpose telephone terminal. A soft-
phone is a piece of software that handles voice traffic through a computer using a stan-
dard computer speaker and microphone (or improved audio equipment that is
connected through an audio or multimedia card). Softphones can emulate the look
and feel of a traditional phone, using the familiar key layout of a traditional phone and
often even emulating the DTMF sounds you hear when you dial a call. Or it may
look more like an instant messaging (IM) client, and act like audio chat added to IM.

In fact, a softphone doesn’t even need a computer microphone or speaker: my
favorite doesn’t need to send media through the computer at all in telecommuter
mode—it just uses H.323 signaling to tell my media server which PSTN number (or
extension) to dial for sending and receiving the audio. This lets me turn any phone
into a fully featured clone of my work extension without regard to QoS available to
me on my Internet connection.
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Because a soft phone resides on a PC, the principle of logically separating voice
and data networks is defeated as the PC must reside in both domains. You will need
to consider this trade-off as you design appropriate security policy for your VoIP
network, although the long-term trends favor voice-data integration, so at best
maintaining physical separation can be only a temporary strategy.

Consumer softphones have exploded over the past few years and nothing is
hotter than Skype in that space. Skype is the brainchild of the people who brought
us the Kazaa file sharing framework. Utilizing peer-to-peer technology and an
encrypted signaling and media channel, Skype has proven to be both easy to set up
and use securely by end users, while simultaneously being a thorn in the side of net-
work administrators. Because it aggressively jumps past firewalls to create call traffic,
it is considered to be a threat by many enterprise security groups.

One of Skype’s major enhancements over instant-messaging-based voice is its
superb codec, which is actually better than that used within traditional telephone
infrastructure. This provides superior call quality when contacting other Skype users.
Another major benefit of Skype is the ability to reach any phone in the PSTN by
way of SkypeOut gateways. With its PSTN gateway, Skype has become an attractive
alternative for small overseas call centers and other Internet businesses.

Are You Owned?

Consumer Softphone Gotchas

Many consumer-oriented softphones contain advertising software that “phones
home” with private user information. Several popular softphones (such as X-Lite)
store credentials unencrypted in the Window's registry even after uninstallation
of the program. Softphones require that PC-based firewalls open a number of
high UDP ports as part of the media stream transaction. Additionally, any special
permissions that the VolP application has within the host-based firewall rule set
will apply to all applications on that desktop (e.g., peer-to-peer software may use
SIP for bypassing security policy prohibitions).

Also consider that malware affecting any other application software on the
PC can also interfere with voice communications. The flip-side is also true—mal-
ware that affects the VolP software will affect all other applications on the PC and
the data services available to that PC (a separate VolP phone would not require
access to file services, databases, etc.).
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IM Clients

Instant messaging is perhaps the dominant means of real-time communication on
the Internet today. IM’s roots can be traced back to the Internet Relay Chat (IRC)
networks, which introduced the chat room concept but did not track online pres-
ence and never reached the popularity of IM. Just as IM is the next logical step from
IR C, voice chat is the next leap from text-based chat. Most of today’s most popular
IM clients have included voice functionality, including AOL’s Instant Messenger,
Yahoo! Messenger, and MSN Messenger. Skype took the opposite approach and cre-
ated a chat client that focuses on voice as the star and text chat as an afterthought.
Even Google jumped aboard the IM bandwagon, releasing Google Talk. Let’s take a
look at these clients to see what makes them similar, and what makes them different.

AIM, AOLs IM service, surely wasn’t the first on the scene, but it has the largest
base of users. Initially AIM was limited to users of the AOL Internet service, but
eventually it was opened up to the Internet as a whole. With the addition of a pro-
prietary voice capability in late 1999, AOL was a VoIP pioneer of sorts. (although
voice chat was first available through Mirablis’s ICQ).Yahoo! Chat jumped aboard
the voice bandwagon soon after, and Google’s more recent client has included voice
from the beginning. In 2005, Yahoo announced interoperability with Google and
MSN (who also has a voice chat plug-in for messenger that is also used with its Live
Communication Server product). In addition, Microsoft’s popular Outlook e-mail
client (and entire Office suite in the case of LCS) can be linked to Microsoft
Messenger. Also worth mentioning is the Lotus Domino IM client that competes
with Microsoft LCS in the enterprise instant messaging (and presence) space, as well
as Jabber, which can be used to tie together both public and private IM services
using the XMPP protocol.

Google Talk is the newest comer to the IM game. Though Google Talk is still in
its infancy, it stands to succeed due largely to a philosophical stand point, embracing
open standards over proprietary voice chat. Google Talk aims to connect many dif-
ferent voice networks over a series of peering arrangements, allowing users to mini-
mize their need to run several IM clients. Like Skype, Google seeks to bridge
traditional phone calls with Internet telephony, promising to federate with SIP net-
works that provide access to an ordinary telephone dial tone. Google recently
released a library called libjingle to programmers, allowing them to hack new func-
tionality into Google Talk. It will be interesting to see where Google takes Google
Talk in the future.
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Video Clients

Most of us can probably think back and recall seeing episodes of The Jetsons when
we were younger. Or pictures of the AT&T PicturePhone from the 1964 World’s
Fair. Movies have all but promised these devices to be a staple of every day life in
the future. And for decades, the video conference has been pushed by enterprises
seeking to save money on travel (though investments in video conferencing equip-
ment tend to sit around gathering dust). Live video on the Internet has its adherents,
and today we see yet another wave of marketing aimed at the business use of video.
So, will video finally take oft around VoIP just like audio, or is there something dif-
terent going on here?

The video phone has been tomorrow’s next big technology for 50 years but the
issue has been more sociological than technological. Certainly, popular instant mes-
saging clients have included video chat capabilities for some time now, although
each client typically supports only video between other users of the same client or
messaging network. And although it always gives me a kick to see someone else
announcing that they’ve solved the gap with technology, the point is well taken that
video is here to stay in VoIP systems—even if it doesn’t get as much use as VoIP.

The latest on the video bandwagon is the Skype 2.0 release. At only 15 frames
per second and 40 to 75 kbps upload and download, Skype Video works well on a
standard home DSL line or better. Other popular IM clients with video include
Microsoft’s Messenger and Yahoo Instant Messenger. AIM now offers video as well.

H.323-based IP videoconferencing systems have been available in hardware and
software from many sources for almost a decade at this point, so there’s no shortage
of vendors in this space. And SIP video phones are available from many of these
same vendors and from startup companies in the SIP space.

Wireless VoIP Clients

Over the past few years, an explosion of wireless VoIP solutions has hit the market-
place. Most of these solutions are immature and if broadly deployed can completely
overrun the available bandwidth on 802.11b (or g) networks that were not engineered
for high-density voice, even with QoS prioritization. And although 802.11a networks
can handle higher wireless VoIP densities, they present other backward-compatibility
issues of their own. And we haven’t even gotten to the security issues yet! Still, the
promise of WiFi VoIP is tantalizing, and most enterprises that have deployed VoIP
solutions seem to have experimented with it. The idea of a combined cellphone/WiFi
phone (and maybe PDA too) seems just too compelling to ignore, even if power con-
sumption issues sideline keep the concept sidelined in the short term.
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IP Switches and Routers

Although their position is defined by a standard data network rather than VoIP, a
router’s purpose in life is to connect two or more IP subnetworks at layer 3. An IP
switch performs a similar function at layer 2. Routers and switches operate on the
network and data-link layers, respectively, investigating the IP address or MAC
address for each packet to determine its final destination and then forwarding that
packet to its recipient. For VoIP, the biggest consideration at these levels are QoS
markings and treatment such as DiffServ and RSVP, which should be supported by
this infrastructure in a way that allows legitimate voice packets through with high
priority and shuts out malicious packets, particularly those aimed at causing DoS
attacks. This may be easier said than done in some cases. If an attacker can inject
QoS-marked packets into your network, will your QoS scheme create a DoS condi-
tion for both voice and data?

Wireless Infrastructure

Wireless access points and associated infrastructure are similarly considered an exten-
sion of the data network. However, the increasing use of VoIP clients within this
infrastructure creates several unique security considerations (particularly DoS given
that wireless is a shared medium). In addition, wireless VoIP devices in the market-
place have lagged in implementation of the most current wireless encryption recom-
mendations. All this should be taken into consideration in the design and operation
of wireless VoIP.

Wireless Encryption: WEP

When wireless networking was first designed, its primary focus was ease of imple-
mentation, and certainly not security. As any security expert will tell you, it’s
extremely difficult to secure a system after the fact. WEP, the Wired Equivalent
Privacy encryption scheme, initially was targeted at preventing theft-of-service and
eavesdropping attacks. WEP comes in two major varieties, standard 64-bit and 128-
bit encryption. 256-bit and 512-bit implementations exist, but they are not nearly as
supported by most vendors. 64-bit WEP uses a 24-bit initialization vector that is
added to the 40-bit key itself; combined, they form an RC4 key. 128-bit WEP uses a
104-bit key, added to the 24 bit initialization vector. 128-bit WEP was implemented
by vendors once a U.S. government restriction limiting cryptographic technology
was lifted.

In August of 2001, Fluhrer, Mantin, and Shamir released a paper dissecting crypto-
graphic weaknesses in WEP’s RC4 algorithm. They had discovered that WEP’s 24-bit
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initialization vectors were not long enough, and repetition in the cipher text existed
on busy networks. These so-called weak [Vs leaked information about the private key.
An attacker monitoring encrypted traffic long enough was able to recreate the private
key, provided enough packets were gathered. Access Point Vendors responded by
releasing hardware that filtered out the weak IVs.

However, in 2004 a hacker named Korek released a new statistical-analysis attack
on WEP, which led the way to a whole new series of tools. These new wireless
weapons broke WEP using merely IVs, and no longer just IVs were considered
weak. On a 64-bit WEP encrypted network, an attacker need gather only around
100,000 IVs to crack in (although more certainly increases the chance of penetra-
tion) and only 500,000 to 700,000 for 128-bit WEP. On a home network, it can
take days, even weeks to see enough traffic to make cracking the key possible.
However, clever attackers discovered a way to stimulate network traffic by replaying
encrypted network level packets at the target. By mimicking legitimate network
traftic, the target network would respond over and over, causing a flood of network
traffic and creating IVs at an accelerated rate. With this new attack, a 128-bit WEP
network can be broken in as little as 10 minutes.

Wireless Encryption: WPA2

WPA, WiFi Protected Access, was created to address overwhelming concerns with
WEP’s inadequacy. WPA uses RC4; however, it uses a 128-bit key appended to a 48-
bit initialization vector. This longer key defeats the key recovery attacks made popular
against WEP using the Temporal Key Integrity Protocol (TKIP), which changes keys
mid-session, on the fly. Additionally, the Message Integrity Code (MIC) includes a
frame counter in the packet, which prevents the replay attacks that cripple WEP.

WPA2 was the child of the IEEE group, their certified form of 802.11i. RC4
was replaced by the favorable AES encryption scheme, which is still considered
secure. WPA’s MIC is replaced by CCMP, the Counter Mode with Cipher Block
Chaining Message Authentication Code Protocol. CCMP checks to see if the MIC
sum has been altered, and if it has, will not allow the message through.

Perhaps the most beneficial attribute of WPA2 is its ease of implementation. In
most cases, hardware vendors needed only reflash the firmware of their Access Points
to allow for WPA2 compatibility.

Although considerably stronger than its older brother, WEP, WPA2 is not without
guilt. WPA2 encrypted traffic is still susceptible to dictionary attacks since WPA2 uses
a hashing algorithm that can be reproduced. Joshua Wright released a tool called
coWPAtty, which is a brute-force cracking tool that takes a list of dictionary words
and encrypts them using WPA2s algorithms, one at a time. The encrypted value of
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each word then is compared against the encrypted value of captured traffic, and if the
right password is found, POOF! The packet becomes intelligible.

Although brute-force cracking is not guaranteed to yield results, it leverages a
weakness found in almost all security mechanisms—the user. If a user chooses a pass-
word that is not strong enough, or uses semipredictable modifications (the use of the
number 3 instead of “e”), the network will fall. It is recommended that users install a
pass-phrase instead of a traditional password. A pass-phrase longer than eight charac-
ters, which includes nonalphanumeric characters, is much less likely to be discovered
by brute-forcing methods. And never, ever, use a dictionary word as a password, as
these will often be discovered within minutes using freely available software from the
Internet.

When implementing wireless VoIP, always use WPA2 or use an alternative means
for protecting the VoIP stream (i.e., media and signaling encryption or IPSEC tun-
neling). Given the speed with which WEP can be cracked, it’s almost pointless to use
it since it adds encryption latency and creates a false sense of security.

Authentication: 802.1x

802.1x is an authentication (and to a lesser extent, authorization) protocol, whereas
WEP/WPA are encryption protocols. And although 802.1x can be used on wired
networks as well, it is most common today on wireless networks. It acts as an added
layer of protection for existing wireless security implementations like WEP or WPA2
by requiring additional authentication to join a network beyond the shared secret
associated with the encryption key.

802.1x works by forcing users (or devices) to identify themselves before their
traffic is ever allowed onto the network. This happens through the use of the
Extensible Authentication Protocol (EAP) framework. EAP orchestrates password
negotiation and challenge-response tokens, coordinating the user with the authenti-
cation server. 802.1x sticks the EAP traffic inside of Ethernet, instead of over PPP, a
much older authentication protocol used all over the Internet. Keep in mind that
there are a lot of different EAP methods available, so when you are comparing
vendor support for 802.1x in infrastructure and VoIP devices you need to pay careful
attention to the specific methods supported.

As soon as the access point, called an authenticator, detects that the link is active, it
sends an EAP Request Identity packet to the user requesting access, known as the
supplicant. The user then responds with an EAP Response Identity packet, which the
authenticator passes to the authentication server, who grants or denies access (see
Figure 3.2).
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Think of the supplicant as the guy trying to get into “Club WLAN,” who asks
the guy at the door if he’s on the list. The authenticator then flags down the bouncer
(authentication server) to see if he’s “on the list.” If he is, the bouncer lets him in to
party with the rest of the party-packets. If not, it’s to the curb he goes!

Figure 3.2 A Basic 802.1x Implementation for a Wireless Network*

Anthenticator _ . Authentication e
TWLAN Access Point Sorver —
Hirelass LAN
/

EADITS Server

[

—_— Supplicant

* If this were a wired 802.1x solution, the supplicant would be connected directly
to the authenticator (typically a LAN switch).

Because of its moderately complex nature, 802.1x is not as quick to catch on
with home users. The involvement of an authentication server (such as a RADIUS
server) puts this technology just out of reach for most. However, 802.1x is ideal for
businesses and public hot spots looking for more security than WEP or WPA2 alone
provide.

Power-Supply Infrastructure

Often overlooked as part of the infrastructure required for secure VoIP is how power
issues will be addressed. PBX and PSTN phones run on a common battery system
that provides availability for free in the face of a power outage, but VoIP phones and
the infrastructure that powers them must be carefully designed to meet equivalent
requirements.
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Power-over-Ethernet (IEEE 802.3af)

Like the name implies, Power-over-Ethernet (POE) eliminates the need to run a
separate power supply to common networking appliances. POE works by injecting
power using a switch or special power injector that pushes Direct Current (DC)
voltage into the CAT5 cable. POE can be used directly with devices specifically
designed for POE or with other DC-powered devices with a converter installed.
This converter, called a picker or a tap, diverts the extra voltage from the CAT5
cable and redirects it to a regular power jack.

The major advantage of POE is that it allows greater flexibility in installing net-
working equipment. Access points can be set up in remote locations that normally
would be limited to its proximity to a power outlet. It’s often easier to route cat5
cable outdoors (on an antenna or in a tree, for instance) when only network cable is
required. POE is also very popular with supplementary low-power devices, such as
IP telephones and webcams, even computers!

POE is regulated by the IEEE 802.3af standard. This standard dictates the device
must provide 48 volts of direct current, split over two pairs of a four-pair cable. The
maximum current is limited at 350 mA and a maximum load of 16.8 watts. Several
vendors have created proprietary (prestandard) implementations of POE, however in
most cases newer equipment from these vendors is now available that is compliant
with the IEEE standard (although at least one of these vendors now advertises an
ability for the client to request a lower or higher amount of current through a pro-
prietary process of negotiation above and beyond specifications within the standard).

To properly address VoIP phone availability concerns using POE, be sure that
the power injector, network equipment, and voice servers (and gateways) can all
operate on battery power for a sufficient length of time, and consider use of a gener-
ator when appropriate.

POE in action is pretty simple. The power source checks to see if the device on
the other end of the wire is capable of receiving POE. If it 1s, the source then checks
to see on which pairs of wires the device will accept power. If the device is capable,
it will operate in one of two modes, A or B. In mode A, power is sent one way over
pins 1 and 2, and is received over pins 3 and 6. In mode B, power is sent over pins 4
and 5 and is received over pins 7 and 8. Although only one mode will be used at a
time, a device must be able to use both A or B to be IEEE 802.3af compliant.

UPS

No availability strategy can be considered complete without appropriate use of
Uninterruptible Power Supply (UPS) technology. Mission critical equipment such as
PBX systems and servers need to be protected from unscheduled power outages and
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other electrical maladies. Because of the sensitive nature of electronic equipment,
safeguards need to be put in place to ensure the safety of this equipment. A UPS
protects against several availability threats:

®  Power surges When the power on the line is greater than it should be,
the UPS acts as a bufter, ensuring that no more power reaches the machine
than is supposed to. If a power surge were to occur without a UPS inline,
sensitive electronics literally could be zapped out of life.

m  Partial loss of power A brownout occurs when the power on the line is
less than is required to run an appliance. In many cases a brown out is con-
sidered to be more dangerous than a total power failure, as electrical cir-
cuitry 1s very sensitive to power requirements.

m  Complete loss of power A blackout occurs when power is completely
lost to an area. This is very common during natural disasters, where severe
weather may topple the electrical infrastructure of an area. Gas or battery
powered UPS systems allow for equipment to continue functioning for a
set period of time after the lights have gone out. This is ideal for finicky
gear that needs to be completely shut down before going dark, lest system
integrity be compromised.

In a call-center environment, downtime to the phone system can be fatal to
business. With a properly implemented disaster recovery plan including a network of
UPS devices, the phones can continue to work when standard computer systems
might not be able to. This may mean the difference between success and doom for
some companies.

Energy and Heat Budget Considerations

Given the heat and energy crisis being faced in many data centers due to the rapid
increase in equipment densities (without a corresponding decrease in energy effi-
ciency), planning for VoIP availability must include consideration for heat and power
capacities in the room where VoIP servers and gateways will be housed. Don’t omit
this step only to discover after you've deployed that you have no power or cooling
headroom for the additional equipment!
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Summary

VoIP hardware infrastructure reflects the hybridization of two worlds that are
colliding:

B A specialized voice infrastructure based on the PBX and central office cir-
cuit-switching paradigm

®m A general-purpose data infrastructure based on large-scale proliferation of
software-based communication solutions running over packet data networks

In order to address VoIP security, a detailed knowledge of both models is essen-
tial. As more people and organizations deploy VoIP solutions, securing that infras-
tructure will become more crucial than ever before. Security must be considered
from the design phase in every component.

Solutions Fast Track

Traditional PBX Systems

M Know the PBX architecture model: PSTN over trunks to PBX (or
gateway) to lines connecting stations and other devices. VoIP solutions may
not be as far away from this architecture as you think and you need to
understand the architecture to assess risk.

M Features are the value-add for a PBX; the way your organization uses them
will either add risks or mitigate risks. Know your features.

M Change the default settings. Most PBX or adjunct systems that are
compromised are exploited by weak or default passwords

M Make backups! Keeping up-to-date backups of your phone system are just
as important as it is on your computer network.

M Audit your security! PBX systems often are overlooked when security is
considered, especially if it’s not in the budget. That can change quickly after
a weekend of toll fraud that can create a bill of $100K or more in
international long-distance charges.
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PBX Alternatives

]

Key Telephone Systems, Centrex, IP Centrex, and Host IP solutions are
alternatives to PBX systems that send more of the switching intelligence
offsite.

These alternatives can simplify deployment and security considerations but
at the cost of flexibility and overall capability.

VoIP Telephony and Infrastructure

]

Huge differences exist between media servers and media gateways from
different vendors. Know what class of device your organization plans to
deploy so you can help develop an appropriate risk profile and mitigation
plan.

Boundary traversal for VoIP will require special attention and can be
handled through proxies or application-layer gateways within firewalls.

Enable WPA2 security on wireless access points and VoIP devices and
consider 802.1x authentication. These devices will not have encryption or
authentication turned on by default and you will need to set up supporting
infrastructure.

Make sure you’ve got enough raw power, cooling, and UPS systems in
place to safe guard mission-critical systems. Don’t forget that availability is a
security concern!
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Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q:
A:

How is a PBX different from a switch in a telephone central office?

In many ways, the two switches serve the same basic function, but with dif-
fernt target customers. PBX systems are usually smaller-scale systems with
more enterprise-specific feature functionality, and tend to interconnect a
larger percentage of digital and IP phones than a PSTN switch would.

: Do I need an analog PBX to use an analog phone or trunk? Or a digital

PBX to use a digitalphonejor trunk?

: No, a digital PBX or VoIP gateway can handle analog lines and trunks just

fine. These signals are converted go digital signals before bing switched on a
digital PBX’s Time Division Multiplexing (TDM) bus or Gateway VolP
media stream. A digital phone/does require a digital PBX, but digital trunks
can be split out on a channel'bank for an analog switch if the signaling also is
converted to an analog format.

: Where do the names “ring” and “tip” come from? What do they mean?

. In the old days of telephones, operators connected ealls using quarter-inch

phone plugs (the same plugs that later were used with stereo headphones
before the mini-phone plug became commonplace). The tip of the plug was
the positive side of the circuit. The ring (or slip-ring) was a conductive circle
around the plug above the tip and was the negative side of the ciruit.
Sometimes another conductor was present on the plug after the ring—this
was called the sleeve.
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What does “codec” mean, and what common codecs should I consider using?
Is any kind of codec more secure than another?

Codec i1s short for COder/DECoder (and in more modern usage,
COmpressor-DECompressor—though the first PCM codec was not com-
pressed). In audio, a codec like the name implies, compresses audio before
transmitting it, and decompresses the received audio. This helps pack more
traftfic in the same bandwidth. G.711 is standard PCM encoding, G.721 uses
Adaptive Differential PCM (ADPCM) to cut the bandwidth required in half,
and G.729 can compress a 64 kbps speech channeld down to 8 kbps, but
with significant loss of quality (and it won’t work for fax or data connec-
tions). In general, your choice of codec will not affect the security of your
VoIP system one way or the other.

: Why do regular firewalls have so many problems with VoIP traffic?

: There are several reasons for this. First, VOIP packets have three characteristics

that make traversal more difficult: separate signaling streams from media
streams, broad ranges of port numbers for media, and embedded IP addresses.
Second, VoIP standards are always changing and firewall vendors have a hard
time keeping up. Finally, VoIP packets are real-time by nature and firewalls
aren’t friendly to real-time packets under load.

: What is a WEP 1initialization vector and how is it used? Why is it not enough

to protect me?

: WEP is a stream cipher, which uses a value known as an initialization vector

to ensure every signal is a unique signal, despite being encrypted by the same
key. WEP’s fatal flaw 1s that its IVs are too short, and duplication occurs

: Can I use WPA2 with any access point?

: Most access points, but not all, now support WPA2 encryption. To be sure,

consult the manual that came with your router (or they can usually be down-
loaded from the manufacturer’ site) and look up the encryption they sup-
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port. Some routers can be upgraded by uploading a special firmware to the
device. Check the manufacturer’s Web site, just to be sure.

: Can I run my own RADIUS server?
: RADIUS, which stands for Remote Authentication Dial in User Service, has

many free implementations for Linux and other operating systems. For a typ-
ical list of commercial and open source options, visit the VoIP-Info wiki at
www.voip-info.org/wiki-Radius+Servers.

: What are some of the security concerns involved with using the popular

instant messaging clients?

: The same vulnerabilities that exist on the desktop are found in IM clients.

This includes man-in-the-middle attacks, keylogging, and even audio capture
and reconstruction with freely available tools on the Internet. And just as
we’ve seen in the operating system world, the more widespread an IM client
becomes, the more attractive a target it is to the hacking community.
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Introduction

In 1876, Alexander Graham Bell patented the telephone and envisioned telephony’s
eventual triumph over the dominant communications network of his day: the tele-
graph network. Over the past decade, similar pronouncements have been made
about VoIP and the Public Switched Telephone Network (PSTN) as IP-based com-
munication becomes more pervasive. In both cases, the overall prediction has proven
correct, even if the path for each was far more gradual and the result more inte-
grated than originally anticipated. Case in point: Western Union (as a unit of First
Data Corp.) did not discontinue its telegram service in the United States until
January 27, 2006, even as numerous phone-to-telegram and web-to-telegram gate-
ways continue to operate in conjunction with telegraph, cable, telex, and radio mes-
saging networks worldwide.

With that in mind, it’s essential to include the PSTIN and its associated risks
when examining VoIP security. Don’t forget that today’s Internet hacking commu-
nity can trace its roots directly to the “phone phreak” subculture of the 1970s that
first broadly exposed and exploited weaknesses in switch signaling protocols. Ever
since automated long-distance switches were introduced by AT&T in the 1950s,
people have been trying to figure out ways to bypass the toll services and get voice
services for free. And the first known instances of eavesdropping by phone predate
even the Bell System itself. The PSTN has evolved considerably in recent years, but
the addition of VoIP services also has created new and novel vulnerabilities for both
data and voice.

PSTN: What Is It,
and How Does It Work?

Today, the PSTN is the most broadly interconnected communications system in the
world, and is likely to remain so for at least another decade or more. For voice, it has
no equal. VoIP services like Skype have banked on this fact; their business model
depends on a steady flow of PSTN interconnect charges. But the PSTN provides
FAX, data, telex, video, and hundreds of other multimedia services as well. And for
many decades, the PSTN has enjoyed a universal numbering scheme called E.164.
When you see a number that begins with “+” and a country code, you are seeing an
E.164 number. In most of the world, connectivity to the PSTN is considered as
essential as electricity or running water. Even the Internet itself depends on the
PSTN to deliver dedicated access circuits as well as dial-up.

In the early days following Bell’s invention, wired communications at its most
advanced meant two (or more) devices sharing a single iron wire, whether you were

www.syngress.com



PSTN Architecture * Chapter 4

using a telegraph or telephone. A grounded wire to earth completed the circuit run-
ning between phones, each with its own battery to generate the current necessary to
transmit. [t was noisy and lines couldn’t run very far, and it would be many decades
before it could truly be called a global network, much less a national one.

To fully define today’s PSTN, we’ll need to focus on several areas in turn. First,
the physical “cable plant” required for signal distribution, from twisted-pair copper
and coaxial electric to the latest fiber-optic cabling. Second, its signal transmission
models, combining analog and digital signal processing and transmission over elec-
trical, optical, and radio interfaces. This directly affects the kinds of content it can
carry. Third, the increasing sophistication of associated signaling (control) protocols
and “intelligent network” design introduced with the Integrated Services Digital
Network (ISDN). And finally, its associated operational and regulatory infrastructure
on international, national, state, and local levels.

PSTN: Qutside Plant

The original premise behind the telephone exchange or Central Office (CO) was to
run only one wire or set of wires into each house and have a centrally located
facility for switching connections via operator (or automated equipment). Even
though new homes today may see six or more wire pairs, plus a coaxial cable for
broadband cable television, the basic principle remains the same: each line to the
customer forms a loop that passes through to the CO.

The collection of cabling and facilities that support all local loops outside the
CO (or “wire center”) is known as the “loop distribution plant” and is owned by the
Local Exchange Carrier (LEC). It starts out from the CO in a large underground
cable vault with primary feeder cable (F1) to reach out over copper (or fiber) to the
Serving Area Interface (SAI) for that area (look for a large grey or green box with
doors mounted on a concrete pedestal in most areas of the United States). F1 cable
is typically 600 to 2000 or more pairs and usually must be buried because of its
weight (although fiber-optic F1 cable can be aerial if needed). It often is armored or
pressurized and generally is enclosed in a concrete trench all the way to the CO,
with manholes or other access points at least every 750 feet to allow for installation
of repeaters (for digital trunks like the T1), loading coils, and other necessary equip-
ment. In most of the world, the LEC is able to keep F1 and SAI fairly secure
through physical locks, alarms, and so on.

At the SAI F1 feeds are cross-connected to secondary feeder cable (F2) that
goes out over copper underground to pedestal boxes where the distribution cable is
split out or on poles to aerial drop splitters. Subscriber drop wires are then cross-
connected to the F2 at that point. In rural areas, even lower-level cable facilities (F3,
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F4, F5) may exist before a drop wire is terminated. A box is installed where the drop
wire is terminated outside the subscriber’s premises and this box is considered the
demarcation point for the LEC. All wiring from there to the CO is the responsibility
of the LEC, and from there to the phone devices themselves is the subscriber’s
responsibility (or that of the landlord). Physical security of that inside wiring—par-
ticularly in shared facilities—can be an issue in some cases. And F2 or lower feeds
and pedestals are not well secured in general (and present the biggest opportunity to
an eavesdropper).

Where growth or other planning challenges have exhausted the supply of F1 or
F2 pairs, it’s sometimes necessary for the LEC to install Remote Terminal (RT)
equipment (sometimes called “pair gain” systems) that can multiplex multiple local
loops on to a digital T-carrier (using Time-Division Multiplexing (TDM) over a 4-
wire copper or pair of fiber-optic cables), or via older Frequency-Division
Multiplexing (FDM) systems. RT units generally are locked and alarmed, however.
And it is much more difficult to eavesdrop on a digital trunk (such as a T-carrier) or
FDM system because of the costly equipment required. Figure 4.1 shows a diagram
of a central office equipped with outside distribution plant (ODP).

Figure 4.1 The Central Office with ODP*

Subscriber
F2 [ ] — Local Loops
T ET [ ] ]
[ 1 L
[ ]

* This classic example assumes no fiber is in use to these SAIs within the CO (see
SONET example in Figure 4.2).

In addition to the loop distribution plant, the LEC will have outside plant for
trunking between central offices, and the LEC and other Inter-exchange Carriers
(IXCs) will have outside plant for long distance connections between COs and
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other switching centers such as toll centers. And the LEC or other Competitive
Local Exchange Carriers (CLECs) may run fiber for SONET (or SDH) rings (see
Figure 4.2).

Figure 4.2 A Modern SONET Ring Example

fco

ET
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The diagram in Figure 4.2 shows that by using path diversity for fiber-optic
routes along with SONET rings with Add-Drop Multiplexers, several self-healing
SONET rings provide F1 and some F2 subscriber loop feeds as well as trunking
between two central offices. Large business customers can also connect to this
SONET ring for high-capacity voice and data services if they are located close
enough to the buried fiber.

PSTN: Signal Transmission

In the old days, the path an analog voice signal took from your phone to the CO
switch (or switchboard) was simple. With the appropriate cross-connects, each local
loop was half of the analog circuit required for a phone conversation, and the switch
(or operator) simply connected you with a calling or called party that represented
the other half of that circuit. Although loading coils might have been used to reduce
signal attenuation on the circuit, no amplification or signal processing was used.

Since Bell’s original invention, several improvements had been added. Common
battery from the CO with a separate return path instead of the earth eliminated the
need for a battery in each phone and made the phone less noisy. Ringing was
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accomplished through magnetos, first added to the phones themselves and later
pulled in to the CO and standardized as 90 Volts of Alternating Current (AC)—all
other phone/PSTN functions on the line use Direct Current (DC). And eventually,
automated electromechanical switching eliminated much of the need for an operator
within the PSTN.

Still, analog transmission and switching had their limits. Until 1915, it wasn’t
possible to go much further than 1,500 miles on an analog long-distance circuit. And
even when that limit was broken thanks to the vacuum-tube amplifier, these long-
distance calls were very noisy. Radio telephony overseas and to ships further
expanded the reach of analog telephony in 1927. And Frequency Division
Multiplexing techniques were developed in the late 1930s that allowed many calls to
pass over a single voice circuit by using frequency shifting techniques equivalent to
those used by FM radio. Each 4 kHz band of voice conversation would be shifted up
or down to a specific slot, allowing many calls to be carried simultaneously over a
single coaxial cable or radio interface. By the 1950s, 79% of the inner-city CO
trunks in the United States were using FDM. But even the microwave systems in use
since the 1950s were analog systems.

T1 Transmission: Digital Time Division Multiplexing

Even though Alec Reeves of Britain had developed Pulse Code Modulation (PCM)
techniques in 1937 for digitizing audio signals, and Bell labs had invented the tran-
sistor in 1948, which was required for the large-scale implementation of digital tech-
niques, it would take more than a decade to make digital transmission a reality (and
longer still before the advent of digital switching could make the full signal path dig-
ital outside the local loop). 1963 brought the introduction of the T1 or Transmission
One digital carrier using revolutionary signal manipulation techniques that would
forever change telephony.

Unlike all previous carriers, the T1 started in an all-digital format, meaning that
it was structured as a series of bits (193 per frame to be exact, 8 bits per channel, 24
channels, plus the framing bit—moving at the rate of 8,000 frames, or 1,544
Megabits per second) that by design could be completely regenerated again without
data loss over long distances (see Figures 4.3 and 4.4).This provides a 64-kilobit-per-
second digital bitstream for each of the 24 channels, using Time Division
Multiplexing (TDM).
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Figure 4.3 A T1 Frame*
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Figure 4.4 Time Division Multiplexing
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TDM as introduced in the T1 is the multiplexing workhorse of the telecommu-
nications world and will be the base multiplexing environment for the rest of our
discussion of the PSTN.Yet for the T'1 to be successful, it is just as important to have
a foolproof way of converting an analog signal to digital bits that would make or
break the new form of digital transmission. This is the job of a codec. Although
today in the era of digital media we take for granted the engineering required to
create the first effective PCM codec—now commonly known as G.711—it was no
small feat in its day. Yet, even today as debate rages over what codec is best to use for
VoIP, G.711 is still considered the “toll quality” standard that others must beat, and is
especially good at preserving modem and FAX signals that low-bandwidth codecs

can break.
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Although we’'re not going to do a deep dive on digital/analog conversion here,
it is worth pointing out that slight differences between U.S. and European stan-
dards will mean that some conversion needs to take place even within a stan-
dard G.711-encoded channel in order for that channel to move from a T1 to an
E1 or vice versa. Specifically, slight differences in PCM encoding algorithm (u-
law vs. A-law) may require conversion when voice or VoIP streams cross interna-
tional boundaries. Of course, on a data circuit, that conversion is not going to
happen automatically (if it did, it would scramble the data). But it can cause
problems across a VolP if you're not careful.

Similarly, when using a T1 circuit for data, it's important to make sure the
circuit is properly configured since some signaling modes can use what’s called
“robbed-bit” signaling, which is fine for circuit-based voice but will corrupt data
running on it. For this reason, only 56K of the 64K channel could be used for
data on early data circuits. Today, clear channel data can be provisioned that
uses a full 64K channel.

Back to the codec issue, however. It's worth pointing out that very complex
trade-offs exist in codec selection and they’re not as simple as quality vs. band-
width. Some codecs require much more processing, others work poorly with
modems, faxes, and other nonvoice applications (particularly low bandwidth
codecs: it's not hard to imagine the problems inherent with sending a 56 Kbps
modem signal through a 4Kbps voice-optimized codec. Even the best compres-
sion algorithms would struggle to represent that much information in so few
bits, not to mention the inherent distortion present in D/A-A/D conversion.

Starting with the introduction of the T1, timing became an important considera-
tion for the PSTN. Digital circuits like the T1 must be plesiochronous, meaning that
their bit rate must vary only within a fairly limited range or other problems can be
created within the PSTN. In comparison, analog circuits are completely asyn-
chronous. This requirement has forced a hierarchy of master clocks to be incorpo-
rated into its infrastructure.

With the advent of SONET, a fully synchronous solution to the timing problem
has arrived, along with massive bandwidth that can be further enhanced with
Wavelength Division Multiplexing (WDM-—basically the use of different colored
light on a single optical fiber to increase capacity). Pointers and bit-stufting in
SONET and SDH are used to minimize the impact of clock drift between digital
circuits, though the advent of VoIP has created some challenges because VoIP is
asynchronous. VoIP is also a packet technology (since it runs on packet networks), so
it is subject to variations in latency and jitter and packet loss that are simply not sig-
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nificant issues in circuit networks because timeslots are guaranteed. On the other
hand, the PSTN’s circuit network is far less efficient overall than any packet network
because of the excess capacity it reserves.

As T1 and other digital trunks were deployed in the PSTN, digitized voice ser-
vices in 64Kbps increments, each called a Digital Signal 0 (DS0) —became the basic
switchable unit of the PSTN. A single DSO0 is a 64Kbps channel equivalent to an
analog line converted to digital via G.711. With the advent of TDM-based digital
switching, the DSOs were aggregated by digital access and cross-connect systems
(DACS) for transport or presentation to the switch via DS1 (1.5 Mbps) or DS3 (45
Mbps) interfaces. These digital switches communicate over T'1 and other digital
trunks to access and toll tandem switches, sending calls across the telephone network
to destination switches. The DSO voice channels are then split back out to their orig-
inal 64Kbps state and converted back to analog signals sent onward to the destina-
tion local loop.

In fact, there is now a full hierarchy to the T carrier system in North American
and the E carrier system in Europe (as well as the more recent SONET/SDH
optical carrier system). Aggregation of voice and data channels at many levels can
take place, and knowing how these systems can interact is essential. Table 4.1 roughly
defines the capacity and equivalency of the various North American, Japanese, and
European digital signal hierarchies in a single chart. I've never been able to find this
information in one place, so I created a single chart to cover the whole range of
PSTN transport solutions in use today.
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Table 4.1 Digital Signal Hierarchy (North America and Europe)

Speed |Maxbdk| SONET North Europe Equivalency
Mbps |Channels America
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8.448 124 E2 VC-22 4 El
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In Table 4.1, dark bands are for the circuits most commonly provisioned for
business customers. Bolded items are used most commonly in wide area networks
overall. Note: Although SONET and SDH are directly equivalent to each other, the
process of mapping between them and their T or E-carrier counterparts requires the
use of SONET Virtual Tributaries (VTs) and Virtual Tributary Groups (VI Gs) or
SDH Virtual Containers (VCs).

As you can see from Table 4.1, 24 DSO channels make up a T1 circuit, 28 T'1 cir-
cuits make up a T3 or OC-1 link, and so forth. An OC-12 link can support up to
7936 DSO channels if it’s broken out into E4 circuits or 8064 if it’s broken out by T3
circuits through a DACS or Add Drop Multiplexer (ADM). 10 Gigabit Ethernet can
run over an OC-192 SONET ring, and so on. These mappings are essential to
understanding capacities for Internet access circuits as well when sizing for VoIP,
since upper limits on Speed (left column) cannot be physically exceeded (note that
actual throughput will be at least 10% lower because of overhead).

Perhaps you have ordered and provisioned a voice or data T1 for your company
or clients. Have you ever thought why only one voice T1 is needed for a company
of 100 employees with a PBX, knowing that only 24 channels can be used at any
one time? The answer is that not everyone will be on the phone, receiving a fax, or
otherwise using an available channel at once. Normally you can count on a six-to-
ten ratio when calculating how many DSOs are needed. Those in the sales and ser-
vice industry may go as low as four-to-one because they are on the phone more and
need higher channel availability. Even with VoIP, sizing access circuits is important,
since there are hard limits on the amount of data that can be pushed through that
circuit network, even if the number of channels isn’t so important. Less bandwidth
might be required if G.729 was used in place of G.711, but more would be required
if the link also supported Internet access, especially if Quality of Service (QoS) limi-
tations weren't set up on the corresponding routers.

In Figure 4.5 we see that the DACS can be used to combine a wide variety of
digital signal inputs and present them through a single interface to the next hop,
which might be a switch, SONET multiplexing equipment, enterprise routing
equipment, or something else. Keep in mind that although both voice and data
traffic of any flavor can run over SONET, timing requirements won't allow some-
thing like a T1 to run over something asynchronous like Gigabit Ethernet.

101

www.syngress.com



102 Chapter 4 * PSTN Architecture

Figure 4.5 DACS Channel Aggregation
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T1 links in particular have a lot of nuances not discussed here in detail, from dif-
ferent framing and superframing formats like D4 and Extended Super Frame
(ESF) to special line coding like Bipolar 8 Zero Substitution (B8ZS) used to
ensure byte synchronization without losing data or bandwidth.

Other framing considerations come into play for different digital carriers
such as E1, T2, T3, STS-1, STM-2, and so on. There are excellent books on the
topic for those that need more details, but in general none of these formatting
issues require any security consideration.

PSTN: Switching and Signaling

As the PSTN’s global reach and capabilities become more extensive, signaling
became the most significant security concern within the PSTN. In its early days, sig-
naling was no more complicated than taking the phone off-hook to let an operator
know you wanted to make a call. Dialing gradually became more automatic, first for
operators, then later for subscribers. Today’s direct-dial networks, VoIP gateways, and
myriad protocols only serve to increase the complexities and risks when it comes to
signaling.
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Notes from the Underground...

Blueboxing and the Original Phone Phreaks

Named for the color of the first one found in 1961, blueboxing was the name
given to the first automated toll fraud technique to be employed by U.S. “phone
phreaks.” Author Ron Rosenbaum gave critical mass to the budding movement in
October 1971 through a sensational article in Esquire magazine that attracted the
attention other hobbyists, including Steve Wozniak and Steve Jobs (who for a
short time produced and sold a blue box of their own before moving on to found
Apple Computer). Prior to that point, independent phreaks who would later form
the Internet hacking community consisted of a handful of disconnected hobbyists
that had independently stumbled onto the fact that sending a 2600 Hertz tone
down a long-distance trunk of that era (i.e., one using in-band ITU-T 5 signaling)
would terminate the call, then seize a trunk for reuse once the tone was removed,
allowing free long-distance calling and more. Ironically, the movement might
never have started save for a tiny whistle included in boxes of Cap’n Crunch cereal
during the 1960s that could reproduce a perfect 2600 Hertz tone.

Starring in the Esquire article were John Draper (known as “Cap’n Crunch”
and technical mentor to Steve Wozniak and hundreds of other phreakers), Joe
Engressia (a.k.a. “Joybubbles,” the most prominent of a group of blind
phreakers—and one who could whistle a 2600 Hertz tone thanks to perfect
pitch), and Mark Bernay (another pseudonym for “The Midnight Skulker,” a tire-
less missionary of phreaking who spread the word to hundreds along the West
coast but has never been publicly identified to this day). Within a few years, the
community had amassed an enormous knowledge of the phone network and
gathered regularly over voice conferences to share that knowledge.
Furthergrowth and sophistication followed the advent of the personal computer,
the modem-based Bulletin-Board Service (BBS), dedicated hack/phreak magazines
like 2600 and Phrack, and annual conferences like DefCon, each founded in the
early 1980s by the phreaking community.

At its height, the phreaking community had developed dozens of special-
ized electronic gizmos designed to defeat PSTN billing or security mechanisms.
Here are the most commonly used “colored boxes’ of that era:

®m Black Box—applies extra voltage to the line to enable free incoming
calls (billing equipment thinks the phone was never answered,
though it does look to the CO like someone was ringing the line for
a long time).

Continued
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B Beige Box—Lineman’s handset for eavesdropping and all blueboxing
functionality.

B Blue Box—2600 Hz tone generator with full Multi-Frequency Code
(MFC) generator to generate dialing strings used by an operator.
MFC is like Dual Tone Multi-Frequency (DTMF, a.k.a. “Touch-Tones")
but uses different frequencies and includes several keys (codes) not
available to DTMF.

B Red Box—Generates tones corresponding to those used by AT&T's
Automated Coin Toll System (ACTS) payphones that send specific
tones used when a coin is accepted (still works in many areas).

B Gold Box—Placed across two phone lines to allow call out on the
other line when one is dialed (makes tracing more difficult).

Among the most notorious phreakers was Kevin Poulsen, who in 1990
decided that he wanted the Porsche 944 S2 being given away by KIIS-FM in Los
Angeles to the 102" caller on a particular Friday. Taking control of the radio sta-
tion’s 25 trunks through Pacific Bell’s maintenance system, he blocked out all
calls but his own (a stunt he’s suspected of repeating to block calls into the
Unsolved Mysteries tip line after he was profiled for other cybercrimes, though in
the end it wasn’t enough to prevent his arrest). Kevin apparently became the first
person banned by the U.S. Government from using the Internet (a sentence also
imposed on notorious hacker Kevin Mitnick, who was skilled in PSTN manipula-
tion as well).

Today the in-band Channel Associated Signaling (CAS) analog switching
equipment loved by phreakers has been replaced by digital switching with out-of-
band Common Channel Interface Signaling (CCIS) in most of the world, and a given
instance of toll fraud is more likely to occur by other means (typically through an
enterprise PBX or voicemail system) and with less risk to the perpetrator.

Electromechanical automated switching equipment first appeared in 1891 fol-
lowing Almon Strowger’s patented Step by Step (SXS) system, although Bell System
resistance to it would postpone its adoption for decades. The classic rotary dial phone
was another Strowger invention that was finally adopted by the Bell System in 1919
along with SXS switches. Yet it would take until 1938 for Western Electric (the
equipment R&D arm of the Bell system) to develop a superior automatic switching
system, namely the crossbar switch. And not until the 1950s did Bell Labs embark on
a computer-controlled switch project, but the 101 ESS PBX that resulted in 1963
was only partially digital. Also introduced that year was the T'1 circuit and Touch
Tones, the Dual-Tone Multi-Frequency (DTMF) dialing scheme that is still with us
today. Despite the fact that switching itself was analog, digital T1 circuits quickly
replaced analog backbone toll circuits and most analog CO interconnect trunks. By
1965 Bell had released the first central office switch with computerized stored pro-
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gram control, the 1ESS that oftered new features like speed dialing and call for-
warding. Yet the 1ESS was still an analog switch at its core. Thanks to T1 “robbed
bit” signaling, however, all signaling was out of band, at least from the phone
phreaker’s perspective.

Insiders suggest that AT&T was prepared to postpone true digital switching until
the 1990s, but Northern Telecom changed their plans with the DMS-10 all-digital
switch, introduced in the late 1970s. The need for an all-digital AT&T alternative
drove development of the 5ESS and accelerated implementation of ISDN. Today, the
most common Class 5 (central office) switches in North America are the Nortel
DMS-100 and Lucent 5ESS, running I'TU-T Signaling System Number 7 (SS7)
with full ISDN support.

The Class 5 switch is the first point where we can find the full suite of tele-
phone services being handled in one place as part of the Intelligent Network model.
A typical Class 5 can handle operator services, call waiting, long distance, ISDN, and
other data services. The Class 5 will have tables that are queried for every service and
will send the appropriate request to the right place. For instance, when you pick up
the phone in your house to make a long distance phone call, the Class 5 switch
detects the line is open and provides a timeslot in the switch for your call (this is
when you hear the dial tone), then based on the buttons pushed (dialed) the switch
will send the call either to the local carrier or to the long distance provider. If you
dial a long distance call from a provider who is not your local provider, the switch
will deliver the request to the closest switch that handles calls for that particular car-
rier. Class 5 switches act on demand (i.e., they set up, sustain, and tear down connec-
tions as needed). This helps to reduce the amount of traffic over the lines when not
needed, thus expanding the overall capacity of the system. These switches are a real
workhorse for telephone companies (LECs, CLECs, and even IXCs, though they can
use a Class 4 switch in most cases). A Class 5 switch can handle thousands of con-
nections per minute.

The Intelligent Network (IIN),
Private Integrated Services, ISDN, and QSIG

The model drawn up in the 1980s and 1990s for advanced network functionality is
called the Intelligent Network (IN). Services such as 8XX-number lookups as well
as Calling Cards, Private Integrated Services Network (PISNs), and many other
advanced services are all made possible through SS7, ISDN, and IN capabilities.
PISNs are geographically disparate networks that are connected via leased lines that
allow for enhanced services such as multivendor PBX deployments, Voice VPNs
(don’t get these confused with data VPN, they are a true private network for voice,
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just like that provided by a PBX), and even certain kinds of VoIP. A Private
Integrated service Network Exchange (PINX) lives within a PISN. Another applica-
tion is integration with the QSIG protocol, which allows PBX products from other
vendors be able to be used transparently to integrate all voice networks.

QSIG (a Q.931 ISDN extension) as a protocol has been around since the early
to mid 1990s. We will talk about ISDN in the next section, but QSIG can be used
to integrate systems even without ISDN. QSIG also leverages DPNSS, which was
developed prior to when the final QSIG protocol was agreed upon. Not used much
in U.S. networks, DPNSS had much of its life in the United Kingdom. Modern net-
works are using QSIG as the means to interconnect voice channels between PBXs
while preserving critical information about caller and call state in the process.

ISDN is a common-channel signaling (CCS) solution that works with media or
data traveling down one pair of wires while signaling control is handled over
another. Remembering back to our earlier discussions of the channels of 64 kbps in
size, a typical ISDN will hold 23 bearer (B) channels that carry voice and data and
one data (D) channel that carries signaling information. All channels are 64kbps, so
we have 24, 64-kbps channels totaling 1536 Mbps, or equivalent to a T1 and 30 B
channels plus a D channel on an E-1, but in each case we lose one channel for sig-
naling. Not only was distance from the central office a new issue with ISDN trunks,
but the customer also had to implement new equipment. This Customer Premise
Equipment (CPE) required ISDN terminators in order to access the network. Today
the use of ISDN in the provisioning and delivery of broadband Internet access via
DSL and cable services keep pricing competitive and affordable. Besides its use in
the DSL services, ISDN still has an active share in providing redundant and emer-
gency data network access to critical servers and services when higher speed lines or
primary access has been disrupted.

Over the last 100 years, signaling has moved from operator-assisted modes to
loop and disconnect modes, from single frequency to multifrequency signaling, and
now to common channel signaling using the ISDN signaling channel.

ITU-T Signaling System Number 7 (SS7)

SS7 (or C7) is an ITU-T (formerly CCITT) standard that defines how equipment
in the PSTN digitally exchange data regarding call setup and routing. Other ITU-T
signaling systems are still in use throughout the world, particularly:

m  [TU-T 4, Channel-Associated Signaling (CAS) with a 2VF (voice fre-
quency) code in the voice band and a 2040/2400 Hz supervisory tone
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m  JTU-T 5 CAS with 2VF and a 2400/2600 Hz supervisory tone, plus inter-
register codes with Multi-Frequency (MF) tones

m  [TU-T [5] R2 is a revision of ITU-T 5 but uses different frequencies

What sets SS7 apart above all is the fact that it is Common Channel Signaling
(CCS), not CAS like its predecessors. Throughout the telecommunications industry
the SS7 can be used for call session setup, management and tear down, call for-
warding, caller identification information, toll free, LNP, and other service as imple-
mented by carriers. Information passed through SS7 networks are communicated
completely out of band meaning that signaling and media do not travel down the
same path. The SS7 was loosely designed around the OSI 7-layer model. Figure 4.6
illustrates their basic similarities.

Message Transfer Parts 1, 2, and 3 (M'TP)

MTP level 1 is much the same as the Physical layer (1) of the OSI. Here the elec-
trical and physical characteristics of the digital signaling are addressed. The physical
interfaces defined here are those such as our previously discussed DSO and T1. MTP
level 2 aligns with the Data Link layer of the OSI. MTP level 2 takes care of making
sure transmissions are accurate from end to end, just like the Data Link layer issues
such as flow control and error checking are handled in the MTP level 2 area. MTP
level 3 aligns itself with the Network layer of the OSI. MTP level 3 reroutes calls
away from failed links and controls signaling when congestion is present.

Telephone User Part (TUP)

This is an analog system component. Prior to digital signaling the TUP was used to
set up and tear down calls. Today most countries are using the ISDN User Part
(ISUP) to handle this requirement.

ISDN User Part (ISUP)

Most countries are using ISUP to handle basic call components. ISUP works by
defining the protocols used to manage calls between calling and called parties.

Automatic Number Identification (ANI), or—when it’s passed on to a sub-
scriber, known as Calling Party Identification Presentation (CLIP)—caller ID is
passed to the PSTN (or back again) through ISDN trunks and displays the calling
party’s telephone number at the called party’s telephone set during the ring cycle.
ANI is used for all Custom Local Area Signaling Services (CLASS) such as custom
ringing, selective call forwarding, call blocking, and so on.
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Notes from the Underground...

ANI Spoofing Services: Think
You Can Trust Caller ID?...Think Again!

A number of services aimed at private investigators, collections agencies, or law
enforcement have sprung up since 2000 to provide pay-per-call ANI spoofing.
The service works like this: After setting up payment, you choose the 10-digit ANI
you want Caller ID to show (the LEC will typically add the business or individual
associated with the ANI number), plus the target number you want to call, then
the service calls you and initiates the spoofed ANI call to the target number
you've selected. Your target thinks you're Pizza Hut calling back, or their mother,
or whoever you're spoofing and you've just fooled them into picking up.

What you may not know is that this can be done from any PBX with ISDN
trunks that can support ANI. Most LECs have no way of validating the ANI you
present to them and happily pass that information along via CallerID, whether it's
accurate or not. Note that this is different from the “Caller ID spoofing” that can
be done after a caller picks up on some CallerID equipment (fun with friends, but
not very useful if the caller decides not to answer). Effectively, ANI spoofing “poi-
sons the well” from which Caller ID gets its data.

Some carriers have suggested that they will crack down on this practice, but
since no comprehensive DID ownership database is kept across all LECs and CLECs
there is no current method to verify an ANl in real-time when it’s been presented.

Signaling Connection Control Part (SCCP)

The SCCP is used mainly for translating 800, calling card, and mobile telephone
numbers into a set single point destination code.

Transaction Capabilities Applications Part (TCAP)

TCAP supports the passing and exchange of data within noncircuit-related commu-
nications. An example of noncircuit-related data is authentication of a user to a
calling card plan.

Communication within an SS7 network and its equipment are called signaling

points, of which there are three; Service Switching Points (SSP), Service Transfer
Points (STP), and Service Control Points (SCP).
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Service Switching Points (SSPs) are the primary calling switches; they set up,
manage, and terminate calls. When calls need to be routed outside of the SSP’s trunk
group a request may be sent to a Service Control Point (SCP), which is a database
that responds to queries and sends routing information to requesting switches that
delivery the appropriate route for the type of call placed. A Service Transport Point
(STP) 1s a packet switch that forwards messages down the appropriate link
depending on the information contained within the packet.

Figure 4.6 shows basic OSI and SS7 stacks. Links between the SS7 network are
broken down into six different types, lettered A through E Figure 4.7 illustrates a
typical SS7 network topology with specific link type labeled. Table 4.2 describes
each link.

Figure 4.6 Basic OSI and SS7 Stacks

7 - Application
& - Prasantation TCAP |
u s
Y U
P
5 - Session P
4 - Transport SCCP
3 - Metwork MTP -3
2 — Data Link MTP -2
1 - Physical MTP -1

SS7 can also be run on IP networks using SCTP, using a slightly different stack
that includes SCTP transport (instead of TCP or UDP).

SS7 has important security considerations, particularly between carriers where
misconfigured implementations with unverified data can open the door to large
scale fraud and other risks. This will be discussed in detail in this chapter’s final sec-
tion on PSTN Protocol Security, but the bottom line is that SS7 is a peer-to-peer
protocol that may be out-of-band for phone phreaks, but carries significant risk from
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other sources, especially if it’s running unencrypted over IP through SIGTRAN
(SCTP).

Figure 4.7 An SS7 Network Topology and Link Types

| D | | B |
‘STPI 1 STP —
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E/ /E
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Table 4.2 SS7 Network Links

Link Name  Function Description
A Access Connects signal endpoints to an STP
B Bridge Connects peering STPs
C Cross Connects STPs into pairs to improve
reliability
D Diagonal Essentially same as B
Extended Used if A links are not available

Fully Associated Direct connection of two endpoints (SSPs)

PSTN: Operational and Regulatory Issues

Public Telephone and Telegraph (PTT) organizations are the highest-level monopoly
(or ex-monopoly) in each country, and generally are expected to comply with ITU-
T standards for interoperability. Each PTT is regulated by its country of origin. In

the United States, AT&T was broken up in 1982 into a long distance unit (AT&T as
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the Inter-exchange carrier (IXC) was authorized only to carry long distance traffic),
and reorganized groups of regional Bell Operating Companies were given a limited
Local Exchange Carrier (LEC) role that until recently prevented them from selling
interstate (or interLATA) long distance services. Competitive LECs (CLEC:s), in spite
of regulatory advantages, hold less than 10% of local lines.

WARNING

VolIP used for toll bypass is illegal in certain countries. Be sure you understand
associated laws before implementing a VolP system internationally.

As part of the AT&T breakup, 160 local access and transport areas (LATAs) were
created around area code boundaries. Initially, LECs could not provide long distance
service across and long distance companies could not provide local service, and some
states have not removed these restrictions. Similar attempts to promote competitive
services within specific countries are underway in various parts of the world.

PSTN Call Flow

Now that we have discussed what makes up the PSTN, let’s put it all together and
walk through a messaging sequence. Here we will start from a caller picking up the
phone attempting to make a call. The flow will be broken down into oft-hook, digit
receipt, ring down, conversation, and on-hook sections. We will start by imagining
someone (Party B) picking up the phone to make the call (to Party A, on the same
CO switch). The following list outlines, in order, the actions performed by the
network:

Party B picks up the phone, and the off-hook sequence begins:

1.The off-hook state is detected by the switch (loop or ground start).
2.The switch establishes the time slot and sends a dial tone on the voice path.

3.The switch awaits digits pressed by Party B.

The digit receipt sequence is as follows:
1. Party B dials digits on the touch pad.

2. Each digit is received by the switch and sends a silence tone and starts Inter
Digit Timer (IDT).
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3.IDT starts when the switch is awaiting a dialed digit and stops when the
digit 1s pressed.

After Party B dials the last number, the ring down sequence begins:

1. When the digit receipt stops (or when the maximum dialed digits are
pressed), the switch sends the request to the called number to allocate a
time slot.

2. When the called switch allocates a time slot the path is switched to the call
handler.

3. Party A’s phone rings (unless it is already off-hook).

Parties A and B can begin their conversation after the following sequence of
steps is completed:

1. Party A picks up the phone.
2.The switch receives an answered call indication (oft-hook).
3.The ring-down signals stop.

4. Parties A and B are able to speak on the established voice path.

After the two parties finish their conversation, the on-hook sequence of steps
begins:

1.The conversation ends with either party hanging up the phone.
2.The on-hook indication is received by switches on access networks.

3.The switches release established paths (termination).

4.The call is ended.

During each of these sections there is traffic traveling in both directions to keep
the signal alive. There are numerous acknowledgement requests between the caller
and their access network, and the two access networks and the called party and their
network, to keep this communication path alive. Most of this traffic is happening
along the voice path.

This book is about securing voice over Internet networks, so later in the book
you will be introduced to a protocol called Session Initiation Protocol (SIP). Though
it is early on in the text we will now walk through a SIP to PSTN call. Remember
that PSTN is a voice network and the SIP is originating from a data-only network.
We will follow the sections of oft-hook, digit receipt, ring down, conversation, and
on-hook. To better visualize this call sequence we will use the following illustration
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(see Figure 4.8) to help us. Party A will be the SIP user and Party B will be the
PSTN user.

Figure 4.8 SIP-to-PSTN Call Flow

Party A
ISP
ISP PSTN
Gatewa

Party A
Terminating
PSTN Telco

Party B
POTS

Party B
PSTN Telco

Party A picks up the phone, and the off-hook sequence begins:

SRR

Party A picks up the phone and dials the number.

An off-hook state is noticed by the SIP client.

The SIP client sends a request to the SIP proxy (at ISP).
The SIP client sends the SIP tel URL with the request.
ISUP message is prepared by the ISP PSTN Gateway.

The ISP Proxy finds the local terminating PSTN to send the call through
(Network PSTN Gateway NGW).

The digit receipt sequence of steps begins:

1.

2.

Since Party A already sent the entire dialed number through the SIP phone
prior to the call being sent through the Network PSTN Gateway, all the
dial information is already there, so when the call is sent to the PSTN the
switches already have all the information they need to process and route
the call (i.e., no overlap sending is required).

This is sent through ISUP Messaging by the ISP PSTN Gateway.
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Now, the ring down sequence begins:

Party A’s switch establishes a one-way voice path.

Party A’s switch sends a ringing tone.

At the same time, Party B’s switch is establishing its voice path.

Party B’s switch completes the set up.

A

Party B’s phone rings.
Parties A and B can begin their conversation after the following sequence of
steps is completed:
Party B picks up the phone.
Switches receive an answered call indication.

Party A’s switch sets communication to bidirectional.

b=

Parties A and B are able to speak on the established voice path.

When the two parties end their conversation, the on-hook sequence of steps begins:
The conversation ends with Party A hanging up the phone.

The SIP client sends a BYE message to Proxy at ISP,

The ISP Proxy sends a BYE signal to NGW.

Switches release established paths (termination).

The call is ended.

ik 2=

PSTN Protocol Security

If you thought that PSTN protocols are more secure than the IP protocols riding on
PSTN access circuits, then prepare to be shocked. In some respects, one of the
greatest threats to the Internet is the PSTN itself.

SS7 and Other ITU-T Signaling Security

Despite the fact that ITU-T signaling protocols prior to SS7 are notoriously inse-
cure (see the sidebar on Blueboxing and the Phone Phreaking community earlier in
the chapter), they continue to be deployed around the world along with older
switching equipment that is vulnerable to toll fraud, eavesdropping, and other risks.
If your VoIP system will be interfacing with such equipment, take countermeasures
to reduce potential exposure and liability, set alarms, and review logs.

www.syngress.com



PSTN Architecture * Chapter 4 115

That is not to suggest that SS7 is particularly secure, but it is much harder for a
subscriber to inject signaling into an SS7 network. That being said, the primary threat
for SS7 networks are the peering arrangements (particularly among CLEC partners)
for injection of false and/or fraudulent signaling and other messaging information.
SS7 as currently defined does not have policy controls built in to address this issue.
The risks and countermeasures were summarized quite well by the 3GPP SA WG3
Technical Specification Group in January 2000 for 3G TR 33.900 V1.2.0:

The security of the global SS7 network as a transport system for
signaling messages e.g. authentication and supplementary services
such as call forwarding is open to major compromise.

The problem with the current SS7 system is that messages can be
altered, injected or deleted into the global SS7 networks in an
uncontrolled manner. In the past, SS7 traffic was passed between
major PTOs covered under treaty organization and the number of
operators was relatively small and the risk of compromise was low

Networks are getting smaller and more numerous. Opportunities
for unintentional mishaps will increase, as will the opportunities for
hackers and other abusers of networks. With the increase in dif-
ferent types of operators and the increase in the number of inter-
connection circuits there is an ever-growing loss of control of
security of the signaling networks.

There is also exponential growth in the use of interconnection
between the telecommunication networks and the Internet. The IT
community now has many protocol converters for conversion of
SS7 data to IP, primarily for the transportation of voice and data
over the IP networks. In addition new services such as those based
on IN will lead to a growing use of the SS7 network for general
data transfers.

There have been a number of incidents from accidental action,
which have damaged a network. To date, there have been very few
deliberate actions. The availability of cheap PC based equipment
that can be used to access networks and the ready availability of
access gateways on the Internet will lead to compromise of SS7
signaling and this will affect mobile operators.
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The risk of attack has been recognized in the USA at the highest
level of the President’s office indicating concern on SS7. It is under-
stood that the T1, an American group is seriously considering the
issue. For the network operator there is some policing of incoming
signaling on most switches already, but this is dependent on the
make of switch as well as on the way the switch is configured by
operators.

Some engineering equipment is not substantially different from
other advanced protocol analyzers in terms of its fraud potential,
but is more intelligent and can be programmed more easily. The
SS7 network as presently engineered is insecure. It is vitally impor-
tant that network operators ensure that signaling screening of SS7
incoming messages takes place at the entry points to their net-
works and that operations and maintenance systems alert against
unusual SS7 messages. There are a number of messages that can
have a significant effect on the operation of the network and inap-
propriate messages should be controlled at entry point.

Network operators or network security engineers should on a reg-
ular basis carry out monitoring of signaling links for these inappro-
priate messages. In signing agreements with roaming partners and
carrying out roaming testing, review of messages and also to seek
appropriate confirmation that network operators are also screening
incoming SS7 messages their networks to ensure that no rogue
messages appear.

In summary there is no adequate security left in SS7. Mobile opera-
tors need to protect themselves from attack from hackers and inad-
vertent action that could stop a network or networks operating
correctly.

Bottom line: Just because SS7 is harder for subscribers to crack doesn’t mean it is
secure overall. SS7 peering in the PSTN is not nearly as robust as its BGP equivalent
on the Internet, and this has the potential for dire consequences if it were to be
exploited maliciously. It’s not yet clear if or how the ITU-T plans to address these
concerns directly in a revision to SS7, although a T1S1 SS7 Security Standard was
proposed at one time as part of an overall Study Group 17 (SG-17) effort. RFC
3788, Security Considerations for SIGTRAN protocols, was published by the
Internet Engineering Task Force (IETF) in June 2004, and suggests the use of spe-
cific TLS and IPSEC profiles when using SS7 over IP, though it also notes that the
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“Peer To Peer” challenge still exists with SS7.The Network Interconnection
Interoperability Forum (NIIF) within the Alliance for Telecommunications Industry
Solutions (ATIS) has published many guidelines on the topic of secure interconnec-
tions (available to members or to the public for a fee). The good news is that unlike
the Internet’s in-band signaling model, which is vulnerable to direct attack, the SS7
signaling network is out of band to the voice and data communication it carries.

[SUP and QSIG Security

Automatic Number Identification (ANI)-based security mechanisms can be spoofed
in both directions, although some carriers claim to have clamped down on this prac-
tice (I'm not convinced this can be done). This can be used to create false Caller-1D
data to subscribers. If your organization uses ANI to verify identity (as a very large
credit card user has been known to do), you are asking for trouble. It’s only slightly
more difficult than spoofing an e-mail address if you know what you’re doing, so
tread carefully here.

Other ISUP and QSIG fields have similar problems, so be very careful with any
trust assumptions you make with these protocols. Always assume that CLASS services
like distinctive ringing, selective call acceptance, selective call forward, and so on will
be fooled by ANI spoofing and similar ISUP or SSIG attacks.

117

www.syngress.com



118

Chapter 4 * PSTN Architecture

Summary

Today’s PSTN is more powerful than ever; it is now capable of delivering services
that Alexander Bell could not have ever imagined (like dedicated Internet access and
SONET-based Internet backbone links). The telecommunications industry that cares
for the PSTN aftects our everyday lives from our traditional telephone lines, cell
phones, Internet access, wireless solutions, and even cable television. The act of
making a single phone call requires instantaneous network performance. The net-
works that make up the PSTN always are responding to a fast-changing environ-
ment that continues to demand increased reliability and capability.

Digital multiplexing started with time division, but now includes wavelength
division, having come nearly full circle with old analog frequency division multi-
plexing. In all these cases, increased capacity from the outside cable plant was created
in response to increased demand for telecommunications bandwidth.

The design of the PSTN has changed from one centered on a human operator
to one leveraging large-scale automated switches that handle thousands of calls at
once. Located within each central office are the thousands of individual local loops
coming in, such as the voice DSOs, plus DSL and many digital circuits from sub-
scribers that are then collected via a DACS and presented up the network on high-
speed digital interfaces to the switch. Adherence to industry-standard signaling and
technological protocols, such as the SS7 and SIP is necessary but may not be sufti-
cient as the number of interconnected carriers continues to multiply.

Solutions Fast Track

PSTN: What Is It, and How Does It Work?

M Outside plant represents cabling, interfaces, and other infrastructure outside
of the CO. F1 feeds the SAI and F2 typically connects directly to the
subscriber drop cable. SONET or SDH rings sometimes are used to feed an
SAI or provide connectivity between COs.

M Frequency Division Multiplexing (FDM), an analog technology, was
replaced with the more efficient and secure Time Division Multiplexing
(TDM).TDM is used in various implementations throughout the
communications industry.
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The SS7 stack is similar to the OSI network model and through SIGTRAN
standards can also operate over IP. Security measures should be taken with all
PSTN signaling protocols.

PSTN Call Flow

]

]

]

Digital switches still need sophisticated circuit detection capabilities for call
processing.

When making SIP-based calls through an ISP, one’s call may terminate
several hundred miles away and not at the local central office.

SIP-to-SIP based calls happen entirely over IP networks. SIP-to-PSTN calls
start on an IP network and then get handed off to the PSTN.

PSTN Protocol Security

]

]

Use extreme caution around pre-SS7 signaling protocols like ITU-T 5 or R2
(also known as CCITT 5 or R2 because of their toll fraud potential.

Even with SS7, take precautions to limit potential damage from fraudulent
or corrupted data that could arrive in your SS7 network from other
carriers.

Do not use ANI or any other ISUP or QSIG information for authentication.
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Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q:

A:

Is the PSTN of today able to handle the demands of the customers and tech-
nology of the future?

The answer is yes, since telecommunications companies are always enhancing
the PSTN by providing more affordable or fully featured services to their
customers. These changes often increase reliability while adding the capacity
to offer more services. Tomorrow’s PSTN is likely to have much more
packet-based technology than ever imaged. Now communications companies
are burying fiber-optic cable and installing broadband wireless antennas as
additional ways to deliver rich bandwidth, and cable companies often have
outside plant capabilities that rival that or the primary LEC.

: Why is fiber-optic cable a better.delivery medium than coaxial cable or

twisted pair mediums?

. Fiber-optic cable allows carrierssto deliver services farther from central oftices

and 1is not readily aftected by/lightning strikes like copper wire, though
WDM can offer more capacity threugh-a single fiber than a single CO could
sustain in copper 15 years ago. Delivering services further from the central
office allows carriers to condense network equipment, reduce service truck
roll outs, and provide more service to more peopleifor a cheaper cost. And
the extra bandwidth increases the scope and range of network capabilities
available to all of us.

: Has VoIP been used by carriers prior to end-user deployments?

. Yes, for some time large carriers have used VoIP to deliver calls within their

core networks for long distance and toll calls. Bringing the technology to the
rest of us took some considerable planning, significant costs, and a vision that
VoIP would be the next huge push in the delivery of voice traftic.
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: Should I be worried about my carrier’s SS7 network?

: In general, no. But as more carriers connect and that network moves from its

own dedicated, dark fiber and on to shared IP networks, there should be
more attention paid to security and associated SS7 standards. It’s not a
problem vyet, but if the standards and industry best practices aren’t ready to
implement in a few years we could see some disastrous consequences.

: Can I really trust my caller ID?

. Sure, about as much as you can trust your e-mail. It won'’t lie to you every

day but it’s not hard to fool if you're determined.

: I'd like to try phone phreaking or blueboxing sometime. Where can I go to

find out more?

. First of all, just don’t do it. It’s way too easy to get caught, and most of the

old techniques won’t work. If youre determined, you won't find it hard to
get the information you're looking for if you Google the right names in this
chapter. Personally, I think it’s more fun reading the history anyway.

! I heard that Kevin Poulsen still drives the Porsche 944 he nabbed from KIIS.

Is that true?

: According to several reports, he’s been spotted in a red Porsche from time to

time.

. People that sell me network equipment are always telling me that “circuit” 1s

dead. Is that really true?
Let’s put it this way: without a live circuit to run on, the Internet is dead.

Any questions?

P.S. Anyone who really knows about packet and circuit knows that they
both need each other in the end.
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Introduction

VoIP protocols can be classified according to their role during message transmission.
H.323 and SIP are signaling protocols—that is, they are involved in call setup, tear-
down, and modification. RTP and RTCP are media transport protocols, and are
involved in end-to-end transport of voice and multimedia data. TRIP, SAP, STUN,
TURN, and so on comprise a group of VolP-related support protocols. Finally,
because H.323 mediated VoIP relies upon the underlying transport layer to move
data, more traditional protocols such as TCP/IP, DNS, DHCP, SNMP, RSVP, and
TFTP are required.

The H.323 Protocol Specification

The H.323 protocol suite allows dissimilar communication devices to communicate
with each other. H.323 (which is implemented primarily at versions 4 and 5 as of
the time of this writing) is a sometimes Byzantine international protocol published
by the ITU that supports interoperability between differing vendor implementations
of telephony and multimedia products across IP-based networks. H.323 entities pro-
vide for real-time audio, video, and/or data communications. Support for audio is
mandatory; support for data and video is optional.

The H.323 specification defines four different H.323 entities as the functional
units of a complete H.323 network (see Figure 5.1). These components of an H.323
system include endpoints (terminals), gateways, gatekeepers, and multipoint control
units (MCUE).
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Figure 5.1 H.323 Entities
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Endpoints (telephones, softphones, IVRs, voice mail, video cameras, etc.) are typ-
ically devices that end-users interact with. MS Netmeeting is an example of an
H.323 endpoint. Endpoints provide voice-only and/or multimedia such as video and
real-time application collaboration.

Gateways handle signaling and media transport, and are optional components.
Gateways typically serve as the interface to other types of networks such as ISDN,
PSTN, or other H.323 systems. You can think of a gateway as providing “translation”
tunctions. For example, an H.323 gateway will handle conversion of H.323 to SIP or
H.323 to ISUP (ISUP (ISDN User Part) defines the interexchange signaling proce-
dures for the trunk call control). Another way to think of this is that a gateway pro-
vides the interface between a packet-based network (e.g., a VoIP network) and a
circuit-switched network (e.g., the PSTN). If a gatekeeper exists, VoIP gateways
register with the gatekeeper and the gatekeeper finds the “best” gateway for a
particular session.

Gatekeepers, which are also optional, handle address resolution and admission to
the H.323 network. Its most important function is address translation between sym-
bolic alias addresses and IP addresses. For example, in the presence of a gatekeeper, it
is possible to call “Tom,” rather than 192.168.10.10. Gatekeepers also manage end-
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points’ access to services, network resources, and optionally can provide additional
services. They also monitor service usage and provide limited network bandwidth
management. A gatekeeper is not required in an H.323 system. However, if a gate-
keeper is present, terminals must make use of the services offered by gatekeepers.
RS defines these as address translation, admissions control, bandwidth control, and
zone management. The gatekeeper and gateway functionalities are often present on a
single physical device.

MCUs support multiparty conferencing between three or more endpoints. The
H.323 standard allows for a variety of ad hoc conferencing scenarios, either central-
ized or decentralized.

Back-end servers (BES) are an important supplementary function in an H.323-
based environment. BES may provide services for user authentication, service autho-
rization, accounting, charging and billing, and other services. In a simple network,
the gatekeeper or gateway provides such services.

The Primary
H.323 VolP-Related Protocols

H.323 is an umbrella-like specification that encompasses a large number of state
machines that interact in different ways depending upon the presence, absence, and
topological relationship of participating entities and the type of session (for example,
audio or video). There are many subprotocols within the H.323 specification. In
order to understand the overall message lows within an H.323 VoIP transaction, we
will concern ourselves with the most common ones that relate to VoIP. Figure 5.2
shows the relevant protocols and their relationships.

Figure 5.2 VolP-Related H.323 Protocol Stack

APPLICATION
CODECS
H.245 CALL H.225/0.931 H.225 RTCP
CONTROL SIGNALING RAS
RTP
1CP upp
IP
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H.323 defines a general set of call setup and negotiating procedures—the most
important in VoIP applications being H.225, H.235, H.245, and members of the
Q.900 signaling series. Basic data-transport methods are defined by the real-time
protocols RTP and RTCP. H.323 also specifies a group of audio codecs for VoIP
communications, the G.700 series:

® H.225/Q.931 Defines signaling for call setup and teardown, including
source and destination IP addresses, ports, country code, and H.245 port
information.

m  H.225.0/RAS Specifies messages that describe signaling, R egistration
Admission and Status (RAS), and media stream information.

m  H.245 Specifies messages that negotiate the terminal capabilities set, the
master/slave relationship, and logical channel information for the media
streams.

®  Real Time Protocol (RTP) Describes the end-to-end transport of real-
time data.

m  Real Time Control Protocol (RTCP) Describes the end-to-end moni-
toring of data delivery and QoS by providing information such as jitter and
average packet loss.

m  Codecs The G.700 series of codecs used for VoIP includes:

1. G.711 One of the oldest codecs, G.711 does not use compression, so
voice quality is excellent. This codec consumes the most bandwidth.
This is the same codec used by PSTN and ISDN.

2. G.723.1 This codec was designed for videoconferencing/telephony
over standard phone lines and is optimized for fast encode and decode.
It has medium voice quality.

3. G.729 This codec is used primarily in VoIP applications because of its
low bandwidth requirements.

H.323 signaling exchanges typically are routed via gatekeeper or directly
between the participants as chosen by the gatekeeper. Media exchanges normally are
routed directly between the participants of a call. H.323 data communications uti-
lizes both TCP and UDP. TCP ensures reliable transport for control signals and data,
because these signals must be received in proper order and cannot be lost. UDP is
used for audio and video streams, which are time-sensitive but are not as sensitive to
an occasional dropped packet. Consequently, the H.225 call signaling channel and
the H.245 call control channel typically run over TCP, whereas audio, video, and
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RAS channel exchanges rely on UDP for transport. Table 5.1 shows H.323 VoIP
ports and protocols.

Table 5.1 H.323 VolIP Ports and Protocols

Protocol Function Port(s) Layer 4
H.225 (Q.931) Call Setup 1720 TCP
H.225 RAS 1719 ubDP
H.245 Call Capabilities Negotiation DYNAMIC TCP
RTP/RTCP Media Transport DYNAMIC UDP

In addition, H.235 recommends an assortment of messages, procedures, struc-
tures, and algorithms for securing signaling, control, and multimedia communications
under the H.323 architecture. We will now look at each of these major VoIP-related
protocols in more detail. Figure 5.3 shows the major signaling paths in an H.323
VoIP environment, and illustrates the several paths that signaling can take. In order to
simplify the messaging sequence discussion we will ignore Fast Connect and
Extended Fast Connect. There are two types of gatekeeper call signaling methods:
Direct Endpoint signaling, where the terminating gateways or endpoints transfer call
signaling information directly between themselves; and Gatekeeper-Routed call sig-
naling, where setup signaling information is mediated by a gatekeeper.
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<«—  H.225/0.931 CALL SETUP (TCP) —>
<«——  H.245 CALL CONTROL (TCP) —>

ENDPOINT

GATEWAY

H.225/Q.931 Call Signaling

Assuming a slow start connection procedure, the H.225 protocol defines the two
important stages of call setup: Call signaling and RAS. Call signaling describes stan-
dards for call setup, maintenance and control, and teardown. A subset of Q.931 call

signaling messages are used to initiate connections between H.323 endpoints, over
which real-time data can be transported. The signaling channel is opened between
an endpoint-gateway, a gateway-gateway, or gateway-gatekeeper prior to the estab-

lishment of any other channels. If no gateway or gatekeeper is present, H.225 mes-

sages are exchanged directly between the endpoints.
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Tools & Traps...

What Is the Difference Between QSIG and Q.931?

Initially, PBXs only connected via trunk lines to the PSTN. Then, people begin con-
necting PBXs with other PBXs over private leased lines (tie-lines) in order to save
toll charges. This worked so well that these same people decided to form a single
logical PBX out of a number of smaller switches. In order to provide all the extra
features that callers had come to expect, supplementary signaling functionality
was added to the protocols used to connect the switches. DPNSS describes this
signaling. DPNSS is an industry standard interface defined between PBXs.

Q.931, also a standard, is designed to work between the PSTN and a PBX.
It does not support the same features and services as DPNSS. QSIG (Q Signaling)
is the European Computer Manufacturers’ Association standard for PBX-to-PBX
connections based on ISDN PRI. It's largely Q.931, with extensions for additional
PBX features. QSIG is based on, and also supports many of the same features and
services as DPNSS. QSIG is used to tunnel PSTN signaling messages over H.323 to
another PSTN network transparently, as if the two PSTN networks were one and
the same.

H.225 messages are encoded in binary ASN.1 PER (Packed Encoding Rules)

format. Although the H.225.0 signaling channel may be implemented on top of
UDP, all entities must support signaling over TCP port 1720.

NotEe

Signaling traffic is binary encoded using ASN.1 (Abstract Syntax Notation One)
syntax and per encoding rules. ASN.1 is not a programming language. It is a
flexible notation that allows one to define a variety of data types. ASN.1 theo-
retically allows two or more dissimilar systems to communicate in an unam-
biguous manner. Frankly, this aim is more difficult than it might seem at first.
ASN.1 encoding rules are sets of rules used to transform data specified in
the ASN.1 language into a standard format that can be decoded on any system
that has a decoder based on the same set of rules. The H.323 family of proto-
cols is compiled into a wire-line protocol using PER. PER (Packed Encoding
Rules), a subset of BER, is a compact binary encoding that is used on limited-
bandwidth networks. PER is designed to optimize the use of bandwidth, but the
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tradeoff is complexity—decoding PER PDUs has led to problems due to a
number of factors including issues with octet alignment (PER encoding can be
aligned or unaligned), integer precision (at times, a PER value may not contain a
length field), and unconstrained character strings.

The H.225 protocol also defines messages used for endpoint-gatekeeper and
gatekeeper-gatekeeper communication—this part of H.225 is known as RAS
(Registration, Admission, Status), and unlike call signaling, runs over UDP. RAS is
used to perform registration, admission control, bandwidth status changes, and tear-
down procedures between endpoints and gatekeepers. A RAS channel, separate from
the call setup signaling channel, is used to exchange RAS messages. This second sig-
naling channel is opened between an endpoint and a gatekeeper prior to the estab-
lishment of additional channels.

Establishing a call between two endpoints requires a different connection
schedule depending upon what entities are involved in the session. For direct con-
nections between endpoints, two TCP channels are set up between the endpoints:
one for call setup (Q.931/H.225 messages) and one for capabilities exchange and call
control (H.245 messages). First, an endpoint initiates an H.225/Q931 exchange on a
TCP well-known port (TCP 1720) with another endpoint. Several H.225/Q.931
messages are exchanged, during which time the called phone rings. Successful com-
pletion of the call results in an end-to-end reliable channel that supports the first of
a number of H.245 messages. At the end of this exchange the called party picks up
the receiver.

Note that the first of these signaling messages, the H.225.QQ.931 Call Setup mes-
sage (see Figure 5.4), has been the focus of extensive security vulnerability studies by
the Oulu Secure Programming Group.
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Figure 5.4 H.225/Q.931 Signaling
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Notes from the Underground...

PROTOS Suite

In 2001-2002, The University of Oulu Secure Programming Group (OUSPG) tested
the effects of sending modified Setup-PDUs to a number of differing vendor
H.323 implementations. The H.225 Setup-PDU is an excellent test candidate for
several reasons. The Setup-PDU contains many information elements, whose
length and type are variable; the Setup PDU is normally the first packet
exchanged during H.323 communication; and affected systems can be quickly
rebooted for additional testing. OUSPG prepared a test suite containing approx-
imately 4500 modified Setup-PDUs, and fed these to each tested H.323 device.
They found that many systems that implement H.323 are vulnerable to one or
more of these malformed PDUs.

These failures result from insufficient bounds checking of H.225 messages
as they are parsed and processed by affected systems. These errors are due pri-
marily to problems in low-level byte operations with vendor ASN.1 PER/BER PDU
decoders, as mentioned earlier. Depending upon the affected system and imple-
mentation, these attacks result in system crash and reload (DoS), or in the case
of systems that filter these data (such as Microsoft ISA server), execution of code
within the context of the security service. The developers of the PROTOS suite
have moved on to form a company called Codenomicon and have expanded their
suite to cover more use cases and more protocols.
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If a gatekeeper is present between the endpoints (a more common scenario),
then H.225 RAS signaling precedes the Q.931 signaling and abides by the sequence
diagram shown in Figure 5.5.

Figure 5.5 H.225/Q.931 RAS

RAS DISCOVERY UDP 1720
CALLER GATEKEEPER

GRQ >

< GCF/GRJ
RRQ B

< RCF/RRJ
ARQ >
ACF/AR) B

These messages are used to register with a gatekeeper and to request permission
to initiate the call:

m  Gatekeeper Request (GRQ) The GRQ packet is unicast in order to
discover whether any gatekeepers exist. This requires that the gatekeepers
IP address is configured on the endpoint. If this is not configured, the end-
point can fall back to multicast discovery of the gatekeeper.

®m  Gatekeeper Confirm or Reject (GCF/GR]J) Reply from the gate-
keeper to endpoint that rejects the endpoint’s registration request. Often
due to configuration problems.

m  Registration Request (RRQ) Request from a terminal or gateway to
register with a gatekeeper.

m  Registration Confirm or Reject (RCF/RRJ) Gatekeeper either con-

firms or rejects.
®  Admission Request (ARQ) Request for access to packet network from
terminal to gatekeeper.

®  Admission Confirm or Reject (ACF/AR]J) Gatekeeper either con-
firms or rejects. If confirmed, the transport address and port to use for call
signaling are included in the reply.
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There are supplementary messages defined in the H.225/RAS specification that
are used to request changes in bandwidth allocation, to reset timers, and for informa-
tional purposes. After the gatekeeper confirms the admission request, call signaling
can begin. Signaling proceeds in the same manner as in Figure 5.3.

NoTE

We have found privately that flooding multiple, malformed GRQ (Gatekeeper
Request) packets to the gatekeeper results in the disconnection of a number of
vendor’s IP phones.

H.245 Call Control Messages

After a connection has been set up via the call signaling procedure, H.245 messages
(there are many of these) are used to resolve the call media type, to exchange ter-
minal capabilities, and to establish the media flow before the call can be established.
H.245 also manages call parameters after call establishment. H.245 messages also are
encoded in ASN.1 PER syntax. The messages carried include notification of ter-
minal capabilities, and commands to open and close logical channels. The H.245
control channel is permanently open, unlike the media channels.

NoTEe

Table 5.2 lists various types of messages and the H.323 ports used to transport
them.
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Message

Protocol/Port

H.245 messages
RTP messages
Gatekeeper
Gatekeeper
Endpoint
Gatekeeper

DNS

TFTP

SNMP

Dynamically assigned ports
Dynamically assigned ports
UDP Discovery Port 1718

UDP Registration and Status Port 1719

TCP Call Signaling Port 1720
Multicast 224.0.1.41

UDP 53

UDP 69

UDP 161, 162

H.245 negotiations usually take place on a separate channel from the one used

for H.225 exchanges, but newer applications support tunneling of H.245 PDUs
within the H.225 signaling channel. There is no well-known port for H.245. The
H.245 transport address always is passed in the call-signaling message. In other
words, port information is passed within the payload of the preceding H.225/Q.931
signaling packets. The media channels (those used to transport voice and video) are

similarly dynamically allocated. Figure 5.6 is an example of H.245 call control.

Figure 5.6 H.245 Call Control

CALLER

CALLED
RANDOM HIGH PORT TCP PARTY

«——  H.245 TERMINAL CAPABILITY REQUEST
«——  H.245 MASTER SLAVE DETERMINATION REQUEST
H.245 TERMINAL CAPABILITY REQUEST ~——x»

H.245 MASTER SLAVE DETERMINATION REQUEST E——
H.245 TERM CAP ACK + MASTER/SLAVEACK =~ ——»
<« H.245 TERMINAL CAPABILITY ACK
«——  H.245 MASTER SLAVE DETERMINATION ACK
H.245 OPEN LOGICAL CHANNEL REQUEST ~——»

<«——  1.245 OPEN LOGICAL CHANNEL REQUEST

RTCP PORT OPENED

H.245 OPEN LOGICAL CHANNELACK ———»
«——  H.245 OPEN LOGICAL CHANNEL ACK

RTP PORT OPENED

RTP PORT OPENED
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The called party opens the TCP port for establishing the control channel after
extracting the port information from the H.225/Q.931 signaling packet. During this
exchange, terminal capabilities such as codec choice and master/slave determination
are negotiated. Media channel negotiations begin with the OpenLogical Channel
Request packet. When the called party is ready to talk, it responds with an
OpenLogical Channel Ack, which contains the dynamic port information in the pay-
load. As an aside, this use of dynamic ports makes it difficult to implement security
policy on firewalls, NAT, and traffic shaping. In some cases, a special H.323-aware
firewall or firewall component called an Application Layer Gateway (ALG) is
required to reliably pass H.323 signaling and associated media. Once both
RTP/RTCP channels are opened, communications proceeds (see Figure 5.7).

Figure 5.7 RTP/RTCP Media Streams

CALLER CALLED
RANDOM HIGH PORT UDP PARTY

| RTP / RTCP >
< RTP / RTCP

Real-Time Transport Protocol

Real-time transport protocol (RTP) is an application layer protocol that provides
end-to-end delivery services of real-time audio and video. RTP provides payload
identification, sequencing, time-stamping, and delivery monitoring. UDP provides
multiplexing and checksum services. RTP can also be used with other transport pro-
tocols like TCP, and in conjunction with other signaling protocols like SIP or H.248.

The actual media (e.g., the voice packets) first is encoded by using an appro-
priate codec. The encoded audio stream is then passed via RTP, which is used to
transfer the real-time audio/video streams over the Internet. Real-time transport
control protocol (RTCP) is a required counterpart of RTP that provides control ser-
vices for RTP streams. The primary function of RTCP is to provide feedback on the
quality of the data distribution. Other RTCP functions include carrying a transport-
level identifier for an RTP source, called a canonical name, which can be used by
receivers to synchronize audio and video.
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NoTEe

RTP runs on dynamic, even-numbered, high ports (ports > 1024), whereas RTCP
runs on the next corresponding odd numbered, high port.

H.235 Security Mechanisms

H.235 is expected to operate in conjunction with other H-series protocols that uti-
lize H.245 as their control protocol and/or use the H.225.0 RAS and/or Call
Signaling Protocol. H.235’s major premise is that the principal security threat to
communications is assumed to be eavesdropping on the network, or some other
method of diverting media streams. The security issues related to DoS attacks are not
addressed.

This family of threats relies on the absence of cryptographic assurance of a
request’s originator. Attacks in this category seek to compromise the message
integrity of a conversation. This threat demonstrates the need for security services
that enable entities to authenticate the originators of requests and to verify that the
contents of the message and control streams have not been altered in transit.

Authentication is, in general, based either on using a shared secret (you are
authenticated properly if you know the secret) or on public key-based methods with
certifications (you prove your identity by possessing the correct private key). The
basis for authentication (trust) and privacy is defined by the endpoints of the com-
munications channel. For a connection establishment channel, this may be between
the caller (such as a gateway or IP telephone endpoint) and a hosting network com-
ponent (a gateway or gatekeeper). For example, a telephone “trusts” that the gate-
keeper will connect it with the telephone whose number has been dialed. The result
of trusting an element is the confidence to reveal the privacy mechanism (algorithm
and key) to that element. Given the aforementioned information, all participants in
the communications path should authenticate any and all trusted elements.

Encryption methods are defined as DES, 3DES, and AES. TLS (Transport Layer
Security) and IPSec (IP Security) are recommended to secure layer 4 and layer 3
protocol messages, respectively. IPsec and TLS provide solutions at different levels of
the ISO model-—IPSec in the Network Layer, and TLS in the Transport Layer. Both
use the same type of negotiation to set up tunnels, but IPSec often encrypts crucial
header information, and TLS encrypts only the application payload of packet, thus
TLS encryption retains IP addressing.
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The scope of the H.235 specification is shown in Figure 5.8. H.235 addresses
the protocols that are shaded in gray.

Figure 5.8 H.235 Scope

APPLICATION
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uop
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Let’s look at how the H.235 specification interacts with each protocol.

H.245 The call signaling channel may be secured using TLS. Users may be
authenticated either during the initial call connection, in the process of
securing the H.245 channel, and/or by exchanging certificates on the
H.245 channel. Media encryption details often are negotiated in private
control channels determined by information carried in the
OpenLogicalChannel connection.

H.225.0/Q.931 Q.931 can be secured via transport-layer security (TLS)
or IPSec prior to any H.225.0 message exchange.

H.225.0/RAS During the RAS phase of registering, the endpoint and
the gatekeeper can exchange security policies and capabilities to define the
security methods to be used in the initiated call session.

RTP/RTCP H.245 signaling messages are used to provide confidentiality
tor a secured RTP channel. The method uses H.245 capability exchange for
opening secured logical channels as part of the H.245 capability exchange
phase, DES, 3DES or AES. The security capability is exchanged per media
stream (RTP channel). The security mechanisms protect media streams and
any control channels to operate in a completely independent manner.

H.235 specifies a number of security profiles. You can think of each security pro-

file as a module consisting of a set of terms, definitions, requirements, procedures, and a
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profile overview that describe a particular instantiation of security methods. Security
profiles, which are optional, may be implemented either selectively or in almost any
combination. Endpoints may initially ofter multiple security profiles simultaneously
using the aforementioned RRQ/GRQ messages. H.235 also explicitly defines partic-
ular combinations of profiles that are useful or possible. For example, H.323 shows that
the baseline security profile can be combined with SP4-Direct and selective routed
call security, SP6—Voice encryption profile with native H.235/H.245 key management,
and SP9—Security gateway support for H.323.

Profiles can be difterentiated by the spectrum of security services each particular
profile supports. The following security services are defined: Authentication,
Nonrepudiation, Integrity, Confidentiality, Access Control, and Key Management.
For example, the baseline security profile supports the security services shown in
Figure 5.9.

Figure 5.9 Baseline Security Profile Security Services (H.235.1)

CALL FUNCTIONS
SECURITY
SERVICES HaMSLL | H225/0931 H.225 RTP
CONTROL SIGNALING RAS
PASSWORD | PASSWORD | PASSWORD
AUTHENTICTION. " 4puaC'SHAT-96 | HMAC-SHAT-96 | HMAC-SHAT-%
NONREPUDIATION
NTEGRITY PASSWORD | PASSWORD | PASSWORD
HMAC -SHAT-96 | HMAC-SHAT-96 | HMAC-SHAT-96
CONFIDENTIALTY
ACCESS
CONTROL
KEY
e SUBSCRPTION | SUBSCRPTON

You can see that this profile provides for authentication and integrity of the sig-
naling streams but does not provide support for encryption, nonrepudiation, or access
control of these streams. The baseline security profile (H.235.1) specifies the following:
Authentication and integrity protection, or authentication-only for H.225/RAS,
H.225/Q.931 messages, and tunneled H.245 messages using password-based protec-
tion. The security profile is applicable to communications between H.323 terminal to
gatekeeper, gatekeeper to gatekeeper, and H.323 gateway to gatekeeper.
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The following Security Profiles are defined:

235.1 Baseline security profile

235.2 Signature security profile

235.3 Hybrid security profile

235.4 Direct and selective routed call security

235.5 Framework for secure authentication in RAS using weak shared
secrets

235.6 Voice encryption profile with native H.235/H.245 key management

235.7 Usage of the MIKEY key management protocol for the Secure
Real Time Transport Protocol

235.8 Key exchange for SRTP using secure signaling channels
235.9 Security gateway support for H.323

Each security profile defines security services in the context of the generic

classes of attacks that can be prevented by implementing that particular profile. In

the case of the baseline security profile, the following attacks are thwarted.

Man-in-the-middle attacks Application level hop-by-hop message
authentication and integrity protects against such attacks when the man in
the middle is between an application level hop.

Replay attacks Use of time stamps and sequence numbers prevent such
attacks.

Spoofing User authentication prevents such attacks.

Connection hijacking Use of authentication/integrity for each signaling
message prevents such attacks.

Other threats are not addressed in this profile. For example, the issue of confi-

dentiality via encryption is left to other security profiles. Thus, any H.323 system

that uses only this profile will be subject to attacks that rely upon data interception

by snifting traffic. If however, the endpoints that specify the security profiles available

to the system indicate that they support SP6—Voice encryption profile with native

H.235/H.245 key management, as well as the baseline security profile, then the

threat posed by eavesdropping attacks will be minimized.

The matrix describing the security services provided by security profile H.235.6

is shown in Figure 5.10.
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Figure 5.10 Voice Encryption Profile with Native H.235/H.245 Key

Management
(AL FUNCTIONS
SECURITY
SERVICES | H.245(ALL | H.225/0.931 H.225 RTP
(ONTROL | SIGNALING RAS
AUTHENTICATION
NONREPUDIATION
INTEGRITY
AES, 3DES,
CONFIDENTIALITY DEC RC2
ACCESS
CONTROL
KEY AUTHENTICATED | AUTHENTICATED
MANAGEMENT | DIFFIE -HELLMAN |DIFFIE-HELLMAN

In Figure 5.10 you can see that the addition of security profile H.235.6 to the
baseline security profile adds methods for Diftie-Hellman key management and

encryption of the media streams. In this fashion, security profiles can be added to the

H.323 entities within your environment so as to provide only the security controls

dictated by your security requirements. This approach allows some customization of

the H.323 security controls so that, for example, they can be configured to work with

your particular existing firewall infrastructure. We’ll discuss H.323 firewall issues in

Chapter 13.

Are You Owned?

2005 Was a Bad Year for the Microsoft ASN Parser

CERT Advisories VU#216324 and VU#583108 warned that any application that
loads the ASN.1 library could serve as an attack vector. In particular, ASN.1 is used
by a number of cryptographic and authentication services such as X.509 certifi-
cates (SSL/TLS, S/MIME, IKE), Kerberos, and NTLMv2. The Local Security Authority
Subsystem (Isass.exe) and a component of the CryptoAPI (crypt32.dll) use the vul-
nerable ASN.1 library. Both client and server systems are affected. An unauthen-
ticated, remote attacker could execute arbitrary code with SYSTEM privileges.
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Summary

As you have seen, H.323 is a complex protocol suite. A number of H.323 VoIP-
related protocols create channels made up of dynamic IP address/port combinations.
Each terminal-terminal conversation requires, at a minimum, four channels to be
opened—two control channels per endpoint (one H.225 and one H.245), and two
unidirectional voice channels. Three of these (excepting the H.225 signaling traftic)
will be on dynamically allocated ports. In addition, users naturally expect to be able
to make both inbound and outbound calls. Since H.323 relies heavily on dynamic
ports, traditional packet filtering or stateful inspection firewalls are not a viable solu-
tion, as every port greater than 1024 would have to be opened to everyone on the
Internet. Additionally, H.323 contains embedded addressing information (port num-
bers) that is not rewritten by most NAT implementations.

Therefore, most firewall solutions supporting H.323 must at least disassemble the
control stream packets (H.245, H.225.0) and dynamically open up the firewall as
needed. All these features make the implementation of H.323 security complex. As if
this is not enough complexity, signaling and control messages are binary encoded
according to ASN.1 rules. ASN.1 parsers have been exploited in a variety of imple-
mentations, and parsing takes time—adding latency to an already latency-sensitive
application. H.323-aware firewalls, ALGs, and session border controllers (SBCs) have
proven to be up to the task of effectively securing H.323 traftic without exposing
internal networks to external attack.

Solutions Fast Track

The H.323 Protocol Specification

M H.323 explicitly specifies protocols for transport and processing of audio,
video, and multimedia messages.

M H.323 entities include endpoints, gateways, gatekeepers, and MCU .
M Gatekeepers, gateways, and MCUs are all optional.

The Primary H.323 VoIP-Related Protocols

M H.225/Q.931 is the signaling protocol.
M H.225/RAS is used to locate and register with gatekeepers.
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M H.245 is the call control channel.
M Two bidirectional RTP/RTCP channels are created to transport media.

M Addressing information is cascaded in the preceding message stream for
H.225, H.245, and RTP/RTCP.

H.235 Security Mechanisms

M H.235 and related protocols and annexes define security methods for
H.323 traffic.

M Nine security profiles define specific methods for ensuring that one or
more security services are applied to the H.225, H.245, and RTP message
streams.

M Security services are defined as authentication, nonrepudiation, integrity,
confidentiality, access control, and key management.

M Security profiles are optional and can be used alone or in many different
combinations.

Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q: I've never heard of H.323. What applications do I use that rely on this?

A: Microsoft Netmeeting for one. Polycom and Tandberg videoconferencing
clients are another.

Q: Do H.323 terminals have to explicitly send the H.225 call setup messages to
the IP address of the gateway?

A: Yes, an H.323 endpoint must know the transport address—for example, the
[P address and port number—for the Q.931 dialogue. Q.931 then provides
the transport address for the H.245 control'channel. This is how addresses are
bootstrapped in H.323.
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Q:
A:

In what layer of ISO you can put H.323 standard?

H.323 doesn’t map to just one layer, but is primarily implemented at layers 3
and 4.

: I've heard that H.323 uses more than one TCP/UDP port in order to

transmit voice, video, and data. Are these ports fixed, or do they vary for each
connection?

: H.323 uses several ports and both TCP and UDP to signal and transport

voice. H.225/Q.931 and H.245 use TCP and H.225/RAS and RTP/RTCP
use UDP. Ports 1718-1720 are dedicated to H.323 traftic. Several dynamic
port combinations are used per session as well.

: What is the best VoIP codec?

: There are a number of factors to make that kind of determination. Probably

most important is the nature of the network between the two ends. If you
are connected of a LAN (high bandwidth, minimal delays, etc.), then G.711
generally provides the best voice quality.

: What’s an Application Layer Gateway?
: ALGs peer more deeply into the packet than packet filtering firewalls but

normally do not scan the entire payload. Unlike packet filtering or stateful
inspection firewalls, ALGs do not route packets; rather the ALG accepts a
connection on one network interface and establishes the cognate connection
on another network interface. An ALG provides intermediary services for
hosts that reside on different networks, while maintaining complete details of
the TCP connection state and sequencing.

: What’s better, H.323 or SIP?
. What’s better, an apple or an orange? Seriously, H.323 is based on SS7 and

was designed to internetwork efficiently with the PSTN. SIP is based on
HTTP and was not designed with interconnecting to the PSTN in mind. So,
major carriers tend to use H.323 because it translates ISDN and SS7 sig-
naling to H.323 VoIP signaling easily. SIP does not. On the other hand, SIP
supports IM, is text-based, and is implemented more cheaply than H.323.
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Introduction

As the Internet became more popular in the 1990s, network programs that allowed
communication with other Internet users also became more common. Over the
years, a need was seen for a standard protocol that could allow participants in a chat,
videoconference, interactive gaming, or other media to initiate user sessions with one
another. In other words, a standard set of rules and services was needed that defined
how computers would connect to one another so that they could share media and
communicate. The Session Initiation Protocol (SIP) was developed to set up, main-
tain, and tear down these sessions between computers.

By working in conjunction with a variety of other protocols and specialized
servers, SIP provides a number of important functions that are necessary in allowing
communications between participants. SIP provides methods of sharing the location
and availability of users and explains the capabilities of the software or device being
used. SIP then makes it possible to set up and manage the session between the par-
ties. Without these tasks being performed, communication over a large network like
the Internet would be impossible. It would be like a message in a bottle being
thrown in the ocean; you would have no way of knowing how to reach someone
directly or whether the person even could receive the message.

Beyond communicating with voice and video, SIP has also been extended to
support instant messaging and is becoming a popular choice that’s incorporated in
many of the instant messaging applications being produced. This extension, called
SIMPLE, provides the means of setting up a session in much the same way as SIP.
SIMPLE also provides information on the status of users, showing whether they are
online, busy, or in some other state of presence. Because SIP is being used in these
various methods of communications, it has become a widely used and important
component of today’s communications.

Understanding SIP

SIP was designed to initiate interactive sessions on an IP network. Programs that
provide real-time communication between participants can use SIP to set up, modify,
and terminate a connection between two or more computers, allowing them to
interact and exchange data. The programs that can use SIP include instant messaging,
voice over IP (VoIP), video teleconferencing, virtual reality, multiplayer games, and
other applications that employ single-media or multimedia. SIP doesn’t provide all
the functions that enable these programs to communicate, but it is an important
component that facilitates communication between two or more endpoints.

www.syngress.com



SIP Architecture * Chapter 6

You could compare SIP to a telephone switchboard operator, who uses other
technology to connect you to another party, set up conference calls or other opera-
tions on your behalf, and disconnect you when you’re done. SIP is a type of sig-
naling protocol that is responsible for sending commands to start and stop
transmissions or other operations used by a program. The commands sent between
computers are codes that do such things as open a connection to make a phone call
over the Internet or disconnect that call later on. SIP supports additional functions,
such as call waiting, call transfer, and conference calling, by sending out the necessary
signals to enable and disable these functions. Just as the telephone operator isn’t con-
cerned with how communication occurs, SIP works with a number of components
and can run on top of several different transport protocols to transfer media between
the participants.

Overview of SIP

One of the major reasons that SIP is necessary is found in the nature of programs
that involve messaging, voice communication, and exchange of other media. The
people who use these programs may change locations and use different computers,
have several usernames or accounts, or communicate using a combination of voice,
text, or other media (requiring different protocols). This creates a situation that’s sim-
ilar to trying to mail a letter to someone who has several aliases, speaks difterent lan-
guages, and could change addresses at any particular moment.

SIP works with various network components to identify and locate these end-
points. Information is passed through proxy servers, which are used to register and
route requests to the user’s location, invite another user(s) into a session, and make
other requests to connect these endpoints. Because there are a number of different
protocols available that may be used to transfer voice, text, or other media, SIP runs
on top of other protocols that transport data and perform other functions. By
working with other components of the network, data can be exchanged between
these user agents regardless of where they are at any given point.

It is the simplicity of SIP that makes it so versatile. SIP is an ASCII- or text-
based protocol, similar to HTTP or SMTP, which makes it more lightweight and
flexible than other signaling protocols (such as H.323). Like HTTP and SMTP, SIP
is a request-response protocol, meaning that it makes a request of a server, and awaits
a response. Once it has established a session, other protocols handle such tasks as
negotiating the type of media to be exchanged, and transporting it between the end-
points. The reusing of existing protocols and their functions means that fewer
resources are used, and minimizes the complexity of SIP. By keeping the function-
ality of SIP simple, it allows SIP to work with a wider variety of applications.
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The similarities to HTTP and SMTP are no accident. SIP was modeled after
these text-based protocols, which work in conjunction with other protocols to per-
form specific tasks. As we’ll see later in this chapter, SIP is also similar to these other
protocols in that it uses Universal Resource Identifiers (URIs) for identifying users.
A URI identifies resources on the Internet, just as a Uniform Resource Locator
(URL) is used to identify Web sites. The URI used by SIP incorporates a phone
number or name, such as SIP: user@syngress.com, which makes reading SIP
addresses easier. Rather than reinventing the wheel, the development of SIP incor-
porated familiar aspects of existing protocols that have long been used on IP net-
works. The modular design allows SIP to be easily incorporated into Internet and
network applications, and its similarities to other protocols make it easier to use.

RFC 2543 / RFC 3261

The Session Initiation Protocol is a standard that was developed by the Internet
Engineering Task Force (IETF). The IETF is a body of network designers,
researchers, and vendors that are members of the Internet Society Architecture Board
for the purpose of developing Internet communication standards. The standards they
create are important because they establish consistent methods and functionality.
Unlike proprietary technology, which may or may not work outside of a specific
program, standardization allows a protocol or other technology to function the same
way in any application or environment. In other words, because SIP is a standard, it
can work on any system, regardless of the communication program, operating
system, or infrastructure of the IP network.

The way that IETF develops a standard is through recommendations for rules
that are made through Request for Comments (RFCs). The RFC starts as a draft
that is examined by members of a Working Group, and during the review process, it
is developed into a finalized document. The first proposed standard for SIP was pro-
duced in 1999 as RFC 2543, but in 2002, the standard was further defined in RFC
3261. Additional documents outlining extensions and specific issues related to the
SIP standard have also been released, which make RFC 2543 obsolete and update
RFC 3261.The reason for these changes is that as technology changes, the develop-
ment of SIP also evolves. The IETF continues developing SIP and its extensions as
new products are introduced and its applications expand.
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Tip

Reviewing RFCs can provide you with additional insight and information,
answering specific questions you may have about SIP. The RFCs related to SIP
can be reviewed by visiting the IETF Web site at www.ietf.org. Additional mate-
rials related to the Session Initiation Protocol Working Group also can be found
at www.softarmor.com/sipwg/.

SIP and Mbone

Although RFC 2543 and RFC 3261 define SIP as a protocol for setting up, man-
aging, and tearing down sessions, the original version of SIP had no mechanism for
tearing down sessions and was designed for the Multicast Backbone (Mbone). Mbone
originated as a method of broadcasting audio and video over the Internet. The Mbone
is a broadcast channel that is overlaid on the Internet, and allowed a method of pro-
viding Internet broadcasts of things like IETF meetings, space shuttle launches, live
concerts, and other meetings, seminars, and events. The ability to communicate with
several hosts simultaneously needed a way of inviting users into sessions; the Session
Invitation Protocol (as it was originally called) was developed in 1996.

The Session Invitation Protocol was a precursor to SIP that was defined by the
IETF MMUSIC Working group, and a primitive version of the Session Initiation
Protocol used today. However, as VoIP and other methods of communications became
more popular, SIP evolved into the Session Initiation Protocol. With added features
like the ability to tear down a session, it was a still more lightweight than more com-
plex protocols like H.323. In 1999, the Session Initiation Protocol was defined as RFC
2543, and has become a vital part of multimedia applications used today.

OSI

In designing the SIP standard, the IETF mapped the protocol to the OSI (Open
Systems Interconnect) reference model. The OSI reference model is used to associate
protocols to different layers, showing their function in transferring and receiving data
across a network, and their relation to other existing protocols. A protocol at one
layer uses only the functions of the layer below it, while exporting the information it
processes to the layer above it. It is a conceptual model that originated to promote
interoperability, so that a protocol or element of a network developed by one vendor
would work with others.
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As seen in Figure 6.1, the OSI model contains seven layers: Application,
Presentation, Session, Transport, Network, Data Link, and Physical. As seen in this
figure, network communication starts at the Application layer and works its way
down through the layers step by step to the Physical layer. The information then
passes along the cable to the receiving computer, which starts the information at the
Physical layer. From there it steps back up the OSI layers to the Application layer
where the receiving computer finalizes the processing and sends back an acknowl-
edgement if needed. Then the whole process starts over.

Figure 6.1 In the OSI Reference Model, Data is Transmitted down through
the Layers, across the Medium, and Back up through the Layers

Application | Application
Presentation | Presentation
Session Session
Transport Transport
Network Network
Data Link Data Link
Physical Physical

The layers of the OSI reference model have different functions that are necessary
in transferring data across a network, and mapping protocols to these layers make it
easier to understand how they interrelate to the network as a whole. Table 6.1 shows
the seven layers of the OSI model, and briefly explains their functions.

Table 6.1 Layers of the OSI Model

Layer Description

7: Application The Application layer is used to identify commu-
nication partners, facilitate authentication (if
necessary), and allows a program to communi-
cate with lower layer protocols, so that in turn it
can communicate across the network. Protocols
that map to this layer include SIP, HTTP, and
SMTP.

6: Presentation The Presentation layer converts data from one
format to another, such as converting a stream
of text into a pop-up window, and handles
encoding and encryption.

5: Session The Session layer is responsible for coordinating
sessions and connections.

Continued
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Table 6.1 continued Layers of the OSI Model

Layer Description

4: Transport The Transport layer is used to transparently
transfer data between computers. Protocols that
map to this layer include TCP, UDP, and RTP.

3: Network The Network Layer is used to route and forward
data so that it goes to the proper destination.
The most common protocol that maps to this
layer is IP.

2: Data Link The Data Link layer is used to provide error cor-
rection that may occur at the physical level, and
provide physical addressing through the use of
MAC addresses that are hard-coded into network
cards.

1: Physical The Physical layer defines electrical and physical
specifications of network devices, and provides
the means of allowing hardware to send and
receive data on a particular type of media. At
this level, data is passed as a bit stream across
the network.

SIP and the Application Layer

Because SIP is the Session Initiation Protocol, and its purpose is to establish, modify,
and terminate sessions, it would seem at face-value that this protocol maps to the
Session layer of the OSI reference model. However, it is important to remember that
the protocols at each layer interact only with the layers above and below it. Programs
directly access the functions and supported features available through SIP, disassoci-
ating it from this layer. SIP is used to invite a user into an interactive session, and can
also invite additional participants into existing sessions, such as conference calls or
chats. It allows media to be added to or removed from a session, provides the ability
to identify and locate a user, and also supports name mapping, redirection, and other
services. When comparing these features to the OSI model, it becomes apparent that
SIP is actually an Application-layer protocol.

The Application layer is used to identify communication partners, facilitate
authentication (if necessary), and allows a program to communicate with lower layer
protocols, so that in turn it can communicate across the network. In the case of SIP,
it is setting up, maintaining, and ending interactive sessions, and providing a method
of locating and inviting participants into these sessions. The software being used
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communicates through SIP, which passes the data down to lower layer protocols and
sends it across the network.

SIP Functions and Features

When SIP was developed, it was designed to support five specific elements of setting
up and tearing down communication sessions. These supported facets of the
protocol are:

®m User location, where the endpoint of a session can be identified and found,
so that a session can be established

®  User availability, where the participant that’s being called has the opportu-
nity and ability to indicate whether he or she wishes to engage in the com-
munication

m User capabilities, where the media that will be used in the communication
is established, and the parameters of that media are agreed upon

m  Session setup, where the parameters of the session are negotiated and estab-

lished

®m  Session management, where the parameters of the session are modified, data
is transferred, services are invoked, and the session is terminated

Although these are only a few of the issues needed to connect parties together
so they can communicate, they are important ones that SIP is designed to address.
However, beyond these functions, SIP uses other protocols to perform tasks neces-
sary that allow participants to communicate with each other, which we’ll discuss
later in this chapter.

User Location

The ability to find the location of a user requires being able to translate a partici-
pant’s username to their current IP address of the computer being used. The reason
this 1s so important is because the user may be using different computers, or (if
DHCP is used) may have different IP addresses to identify the computer on the net-
work. The program can use SIP to register the user with a server, providing a user-
name and IP address to the server. Because a server now knows the current location
of the user, other users can now find that user on the network. Requests are redi-
rected through the proxy server to the user’s current location. By going through the
server, other potential participants in a communication can find the user, and estab-
lish a session after acquiring their IP address.
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User Availability

The user availability function of SIP allows a user to control whether he or she can
be contacted. Users can set themselves as being away or busy, or available for certain
types of communication. If available, other users can then invite the user to join in a
type of communication (e.g., voice or videoconference), depending on the capabili-
ties of the program being used.

User Capabilities

Determining the user’s capabilities involves determining what features are available
on the programs being used by each of the parties, and then negotiating which can
be used during the session. Because SIP can be used with different programs on dif-
ferent platforms, and can be used to establish a variety of single-media and multi-
media communications, the type of communication and its parameters needs to be
determined. For example, if you were to call a particular user, your computer might
support video conferencing, but the person you’re calling doesn’t have a camera
installed. Determining the user capabilities allows the participants to agree on which
features, media types, and parameters will be used during a session.

Session Setup

Session setup is where the participants of the communication connect together. The
user who is contacted to participate in a conversation will have their program “ring”
or produce some other notification, and has the option of accepting or rejecting the
communication. If accepted, the parameters of the session are agreed upon and
established, and the two endpoints will have a session started, allowing them to com-
municate.

Session Management

Session management is the final function of SIP, and is used for modifying the ses-
sion as it is in use. During the session, data will be transferred between the partici-
pants, and the types of media used may change. For example, during a voice
conversation, the participants may decide to invoke other services available through
the program, and change to a video conferencing. During communication, they may
also decide to add or drop other participants, place a call on hold, have the call trans-
ferred, and finally terminate the session by ending their conversation. These are all
aspects of session management, which are performed through SIP.
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SIP URIs

Because SIP was based on existing standards that had already been proven on the
Internet, it uses established methods for identifying and connecting endpoints
together. This is particularly seen in the addressing scheme that it uses to identify dif-
terent SIP accounts. SIP uses addresses that are similar to e-mail addresses. The hier-
archical URI shows the domain where a user’s account is located, and a host name
or phone number that serves as the user’s account. For example, SIP:
myaccount@madeupsip.com shows that the account myaccount is located at the
domain madeupsip.com. Using this method makes it simple to connect someone to a
particular phone number or username.

Because the addresses of those using SIP follow a username@domainname format,
the usernames created for accounts must be unique within the namespace.
Usernames and phone numbers must be unique as they identify which account
belongs to a specific person, and used when someone attempts sending a message or
placing a call to someone else. Because the usernames are stored on centralized
servers, the server can determine whether a particular username is available or not
when a person initially sets up an account.

URIs also can contain other information that allows it to connect to a particular
user, such as a port number, password, or other parameters. In addition to this,
although SIP URIs will generally begin with SIP:, others will begin with SIPS:,
which indicates that the information must be sent over a secure transmission. In such
cases, the data and messages transmitted are transported using the Transport Layer
Security (TLS) protocol, which we’ll discuss later in this chapter.

SIP Architecture

Though we’ve discussed a number of the elements of SIP, there are still a number of
essential components that make up SIP’s architecture that we need to address. SIP
would not be able to function on a network without the use of various devices and
protocols. The essential devices are those that you and other participants would use
in a conversation, allowing you to communicate with one another, and various
servers may also be required to allow the participants to connect together. In addi-
tion to this, there are a number of protocols that carry your voice and other data

between these computers and devices. Together, they make up the overall architec-
ture of SIP.
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SIP Components

Although SIP works in conjunction with other technologies and protocols, there are
two fundamental components that are used by the Session Initiation Protocol:

®m  User agents, which are endpoints of a call (i.e., each of the participants
in a call)

m  SIP servers, which are computers on the network that service requests from
clients, and send back responses

User Agents

User agents are both the computer that is being used to make a call, and the target
computer that is being called. These make the two endpoints of the communication
session. There are two components to a user agent: a client and a server. When a user
agent makes a request (such as initiating a session), it is the User Agent Client
(UAC), and the user agent responding to the request is the User Agent Server
(UAS). Because the user agent will send a message, and then respond to another, it
will switch back and forth between these roles throughout a session.

Even though other devices that we’ll discuss are optional to various degrees,
User Agents must exist for a SIP session to be established. Without them, it would
be like trying to make a phone call without having another person to call. One UA
will invite the other into a session, and SIP can then be used to manage and tear
down the session when it is complete. During this time, the UAC will use SIP to
send requests to the UAS, which will acknowledge the request and respond to it. Just
as a conversation between two people on the phone consists of conveying a message
or asking a question and then waiting for a response, the UAC and UAS will
exchange messages and swap roles in a similar manner throughout the session.
Without this interaction, communication couldn’t exist.

Although a user agent is often a software application installed on a computer, it
can also be a PDA, USB phone that connects to a computer, or a gateway that con-
nects the network to the Public Switched Telephone Network. In any of these situa-
tions however, the user agent will continue to act as both a client and a server, as it
sends and responds to messages.

SIP Server

The SIP server is used to resolve usernames to IP addresses, so that requests sent
from one user agent to another can be directed properly. A user agent registers with
the SIP server, providing it with their username and current IP address, thereby
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establishing their current location on the network. This also verifies that they are
online, so that other user agents can see whether they’re available and invite them
into a session. Because the user agent probably wouldn’t know the IP address of
another user agent, a request is made to the SIP server to invite another user into a
session. The SIP server then identifies whether the person is currently online, and if
so, compares the username to their IP address to determine their location. If the user
isn’t part of that domain, and thereby uses a different SIP server, it will also pass on
requests to other servers.

In performing these various tasks of serving client requests, the SIP server will
act in any of several different roles:

B Registrar server
B Proxy server

m  Redirect server

Registrar Server

Registrar servers are used to register the location of a user agent who has logged
onto the network. It obtains the IP address of the user and associates it with their
username on the system. This creates a directory of all those who are currently
logged onto the network, and where they are located. When someone wishes to
establish a session with one of these users, the Registrar server’s information is
referred to, thereby identifying the IP addresses of those involved in the session.

Proxy Server

Proxy servers are computers that are used to forward requests on behalf of other
computers. If a SIP server receives a request from a client, it can forward the request
onto another SIP server on the network. While functioning as a proxy server, the
SIP server can provide such functions as network access control, security, authentica-
tion, and authorization.

Redirect Server

The Redirect servers are used by SIP to redirect clients to the user agent they are
attempting to contact. If a user agent makes a request, the Redirect server can
respond with the IP address of the user agent being contacted. This is different from
a Proxy server, which forwards the request on your behalf, as the Redirect server
essentially tells you to contact them yourself.
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The Redirect server also has the ability to “fork™ a call, by splitting the call to
several locations. If a call was made to a particular user, it could be split to a number
of different locations, so that it rang at all of them at the same time. The first of these
locations to answer the call would receive it, and the other locations would stop
ringing.

NoTE

RFC 3261 defines the different types of SIP servers as logical devices, meaning
that they can be implemented as separate servers or as part of a single applica-
tion that resides on a single physical server. In other words, a single physical
server may act in all or one of these roles.

In addition to this, the SIP servers can interact with other servers and appli-
cations on your network to provide additional services, such as authentication
or billing. The SIP servers could access Lightweight Directory Access Protocol
(LDAP) servers, database applications, or other applications to access back-end
services.

Stateful versus Stateless

The servers used by SIP can run in one of two modes: stateful or stateless. When a
server runs in stateful mode, it will keep track of all requests and responses it sends
and receives. A server that operates in a stateless mode won’t remember this informa-
tion, but will instead forget about what it has done once it has processed a request. A
server running in stateful mode generally is found in a domain where the user agents
resides, whereas stateless servers are often found as part of the backbone, receiving so
many requests that it would be difficult to keep track of them.

Location Service

The location service is used to keep a database of those who have registered through
a SIP server, and where they are located. When a user agent registers with a
Registrar server, a REGISTER request is made (which we’ll discuss in the later sec-
tion). If the Registrar accepts the request, it will obtain the SIP-address and IP
address of the user agent, and add it to the location service for its domain. This
database provides an up-to-date catalog of everyone who is online, and where they
are located, which Redirect servers and Proxy servers can then use to acquire infor-
mation about user agents. This allows the servers to connect user agents together or
forward requests to the proper location.
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Client/Server versus Peer-to-Peer Architecture

In looking at the components of SIP, you can see that requests are processed in dif-
ferent ways. When user agents communicate with one another, they send requests
and responses to one another. In doing so, one acts as a User Agent Client, and the
other fulfills the request acts as a User Agent Server. When dealing with SIP servers
however, they simply send requests that are processed by a specific server. This
reflects two different types of architectures used in network communications:

m  Client/Server

B Peer-to-peer

Client/Server

In a client/server architecture, the relationship of the computers are separated into
two roles:

®m  The client, which requests specific services or resources

m  The server, which is dedicated to fulfilling requests by responding (or
attempting to respond) with requested services or resources

An easy-to-understand example of a client/server relationship is seen when
using the Internet. When using an Internet browser to access a Web site, the client
would be the computer running the browser software, which would request a Web
page from a Web server. The Web server receives this request and then responds to it
by sending the Web page to the client computer. In VoIP, this same relationship can
be seen when a client sends a request to register with a Registrar server, or makes a
request to a Proxy Server or Redirect Server that allows it to connect with another
user agent. In all these cases, the client’s role is to request services and resources, and
the server’s role is to listen to the network and await requests that it can process or
pass onto other servers.

The servers that are used on a network acquire their abilities to service requests
by the programs installed on it. Because a server may run a number of services or
have multiple server applications installed on it, a computer dedicated to the role of
being a server may provide several functions on a network. For example, a Web
server might also act as an e-mail server. In the same way, SIP servers also may pro-
vide different services. A Registrar can register clients and also run the location ser-
vice that allows clients and other servers to locate other users who have registered
on the network. In this way, a single server may provide diverse functionality to a
network that would otherwise be unavailable.
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Another important function of the server is that, unlike clients that may be dis-
connected from the Internet or shutdown on a network when the person using it is
done, a server is generally active and awaiting client requests. Problems and mainte-
nance aside, a dedicated server is up and running, so that it is accessible. The IP
address of the server generally doesn’t change, meaning that clients can always find it
on a network, making it important for such functions as finding other computers on
the network.

Peer to Peer

A peer-to-peer (P2P) architecture is difterent from the client/server model, as the
computers involved have similar capabilities, and can initiate sessions with one
another to make and service requests from one another. Each computer provides ser-
vices and resources, so if one becomes unavailable, another can be contacted to
exchange messages or access resources. In this way, the user agents act as both client
and server, and are considered peers.

Once a user agent is able to establish a communication session with another user
agent, a P2P architecture is established where each machine makes requests and
responds to the other. One machine acting as the User Agent client will make a
request, while the other acting as the User Agent server will respond to it. Each
machine can then swap roles, allowing them to interact as equals on the network. For
example, if the applications being used allowed file sharing, a UAC could request a
specific file from the UAS and download it. During this time, the peers could also be
exchanging messages or talking using VoIP, and once these activities are completed,
one could send a request to terminate the session to end the communications between
them. As seen by this, the computers act in the roles of both client and server, but are
always peers by having the same functionality of making and responding to requests.

SIP Requests and Responses

Because SIP is a text-based protocol like HTTP, it is used to send information
between clients and servers, and User Agent clients and User Agent servers, as a
series of requests and responses. When requests are made, there are a number of pos-
sible signaling commands that might be used:

m  REGISTER Used when a user agent first goes online and registers their
SIP address and IP address with a Registrar server.

m  INVITE Used to invite another User agent to communicate, and then
establish a SIP session between them.

®  ACK Used to accept a session and confirm reliable message exchanges.
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OPTIONS Used to obtain information on the capabilities of another user
agent, so that a session can be established between them. When this infor-
mation is provided a session isn’t automatically created as a result.

SUBSCRIBE Used to request updated presence information on another
user agent’s status. This is used to acquire updated information on whether
a User agent is online, busy, offline, and so on.

NOTIFY Used to send updated information on a User agent’s current
status. This sends presence information on whether a User agent is online,
busy, offline, and so on.

CANCEL Used to cancel a pending request without terminating the ses-
sion.

BYE Used to terminate the session. Either the user agent who initiated the
session, or the one being called can use the BYE command at any time to
terminate the session.

When a request is made to a SIP server or another user agent, one of a number

of possible responses may be sent back. These responses are grouped into six different

categories, with a three-digit numerical response code that begins with a number

relating to one of these categories. The various categories and their response code

prefixes are as follows:

Informational (1xx) The request has been received and is being pro-
cessed.

Success (2xx) The request was acknowledged and accepted.

Redirection (3xx) The request can’t be completed and additional steps
are required (such as redirecting the user agent to another IP address).

Client error (4xx) The request contained errors, so the server can’t pro-
cess the request

Server error (5xx) The request was received, but the server can’t process
it. Errors of this type refer to the server itself, and they don’t indicate that
another server won'’t be able to process the request.

Global failure (6xx) The request was received and the server is unable to
process it. Errors of this type refer to errors that would occur on any server,
so the request wouldn’t be forwarded to another server for processing.

There are a wide variety of responses that apply to each of the categories. The
different responses, their categories, and codes are shown in Table 6.2.
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Table 6.2 Listing of Responses, Response Codes, and Their Meanings

Response Code

Response Category

Response Description

100
180
181
182
200
300
301
302
303
305
380
400
401
402
403
404
405
406
407
408
409
410
411
413
414
415
420
480
481
482
483

Informational
Informational
Informational
Informational

Success

Redirection
Redirection
Redirection
Redirection
Redirection
Redirection
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error
Client Error

Trying

Ringing

Call is being forwarded
Queued

OK

Multiple choices

Moved permanently
Moved temporarily

See other

Use proxy

Alternative service

Bad request
Unauthorized

Payment required
Forbidden

Not found

Method not allowed

Not acceptable

Proxy authentication required
Request timeout

Conflict

Gone

Length required

Request entity too large
Request-URI too large
Unsupported media type
Bad extension
Temporarily not available
Call leg/transaction does not exist
Loop detected

Too many hops

Continued
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Table 6.2 continued Listing of Responses, Response Codes, and Their
Meanings

Response Code Response Category Response Description

484 Client Error Address incomplete

485 Client Error Ambiguous

486 Client Error Busy here

500 Server Error Internal server error

501 Server Error Not implemented

502 Server Error Bad gateway

503 Server Error Service unavailable

504 Server Error Gateway time-out

505 Server Error SIP version not supported
600 Global Failures Busy everywhere

603 Global Failures Decline

604 Global Failures Does not exist anywhere
606 Global Failures Not acceptable

Protocols Used with SIP

Although SIP is a protocol 1n itself, it still needs to work with difterent protocols at
different stages of communication to pass data between servers, devices, and partici-
pants. Without the use of these protocols, communication and the transport of cer-
tain types of media would either be impossible or insecure. In the sections that
tollow, we’ll discuss a number of the common protocols that are used with SIP, and
the functions they provide during a session.

UDP

The User Datagram Protocol (UDP) is part of the TCP/IP suite of protocols, and is
used to transport units of data called datagrams over an IP network. It is similar to the
Transmission Control Protocol (TCP), except that it doesn’t divide messages into
packets and reassembles them at the end. Because the datagrams don’t support
sequencing of the packets as the data arrives at the endpoint, it is up to the application
to ensure that the data has arrived in the right order and has arrived completely. This
may sound less beneficial than using TCP for transporting data, but it makes UDP
faster because there is less processing of data. It often is used when messages with small
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amounts of data (which requires less reassembling) are being sent across the network,
or with data that will be unaffected overall by a few units of missing data.

Although an application may have features that ensure that datagrams haven’t
gone missing or arrived out of order, many simply accept the potential of data loss,
duplication, or errors. In the case of Voice over IP, streaming video, or interactive
games, 2 minor loss of data or error will be a minor glitch that generally won't affect
the overall quality or performance. In these cases, it is more important that the data
is passed quickly from one endpoint to another. If reliability were a major issue, then
the use of TCP as a transport protocol would be a better choice over hindering the
application with features that check for the reliability of the data it receives.

Notes from the Underground...

UDP Denial-of-Service Attacks

Although denial-of-service (DoS) attacks are less common using UDP, data sent
over this protocol can be used to bog down or even shut down a system that's
victim to it. Because UDP is a connectionless protocol, it doesn’t need to have a
connection with another system before it transfers data. In a UDP Flood Attack,
the attacker will send UDP packets to random ports on another system. When the
remote host receives the UDP packets, it will do the following:

1. Determine which application is listening to the port.
2. Find that no application is waiting on that port.

3. Reply to the sender of the data (which may be a forged source
address) with an ICMP packet of DESTINATION UNREACHABLE.

Although this may be a minor issue if the remote host has to send only a
few of these ICMP packets, it will cause major problems if enough UDP packets
are sent to the host's ports. A large number of UDP packets sent to the victim will
cause the remote host to repeat these steps over and over. The victim’s ports are
monopolized by receiving data that isn't used by any application on the system,
and ICMP packets are sent out to relay this fact to the attacker. Although other
clients will find the remote host unreachable, eventually the system could even
go down if enough UDP packets are sent.

To reduce the chances of falling victim to this type of attack, a number of
measures can be taken. Proxy servers and firewalls can be implemented on a net-
work to prevent UDP from being used maliciously and filter unwanted traffic. For
example, if an attack appeared to come from one source previously, you could

Continued
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set up a rule on the firewall that blocks UDP traffic from that IP address. In addi-
tion to this, chargen and echo services, as well as other unused UDP services,
could be either disabled or filtered. Once these measures are taken, however, you
should determine which applications on your network are using UDP, and mon-
itor for signs of a UDP Flood Attack or other signs of misuse.

Transport Layer Security

Transport Layer Security (TLS) is a protocol that can be used with other protocols
like UDP to provide security between applications communicating over an IP net-
work. TLS uses encryption to ensure privacy, so that other parties can’t eavesdrop or
tamper with the messages being sent. Using TLS, a secure connection is established
by authenticating the client and server, or User Agent Client and User Agent Server,
and then encrypting the connection between them.

Transport Layer Security is a successor to Secure Sockets Layer (SSL), which was
developed by Netscape. Even though it is based on SSL 3.0, TLS is a standard that
has been defined in RFC 2246, and is designed to be its replacement. In this stan-
dard, TLS is designed as a multilayer protocol that consists of:

m  TLS Handshake Protocol
m  TLS Record Protocol

The TLS Handshake Protocol is used to authenticate the participants of the
communication and negotiate an encryption algorithm. This allows the client and
server to agree upon an encryption method and prove who they are using crypto-
graphic keys before any data is sent between them. Once this has been done success-
fully, a secure channel is established between them.

After the TLS Handshake Protocol is used, the TLS Record Protocol ensures that
the data exchanged between the parties isn’t altered en route. This protocol can be
used with or without encryption, but TLS Record Protocol provides enhanced secu-
rity using encryption methods like the Data Encryption Standard (DES). In doing
so, it provides the security of ensuring data isn’t modified, and others can’t access the
data while in transit.
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Tip

The Transport Layer Security Protocol isn't a requirement for using SIP, and gen-
erally isn’t needed for standard communications. For example, if you're using
VolIP or other communication software to trade recipes or talk about movies
with a friend, then using encryption might be overkill. However, in the case of
companies that use VolIP for business calls or to exchange information that
requires privacy, then using TLS is a viable solution for ensuring that informa-
tion and data files exchanged over the Internet are secure.

Tools & Traps...

Encryption versus Nonencrypted Data

When sessions are initiated using SIP, the data passed between the servers and
other users is sent using UDP. As it is sent across the Internet, it can go through
a number of servers and routers, and may be passed through a local network on
your end or the other participant’s end. During any point in this trip, it is possible
that the data may be intercepted by a third party, meaning that any confidential
information you transmit may be less private than you expected.

One method that third parties might use to access this data is with a packet
sniffer. A packet sniffer is a tool that intercepts the traffic passed across a net-
work. They are also known as network analyzers and Ethernet sniffers, and can
be either software or hardware that captures the packets of data so they can be
analyzed. It is a tool that can be used to identify network problems, but it is also
used to eavesdrop on network users, and view the data sent to and from a spe-
cific source. This allows someone to grab the data you're sending, decode it, and
view what you've sent and received.

To avoid this problem, sensitive communications should always be
encrypted. When data is encrypted, the data becomes unreadable to anyone who
isn’t intended to receive it. If a person accessed encrypted packets of data with a
packet sniffer, it would be seen as gibberish and completely unusable to them. It
makes the transmission secure, preventing the wrong people from viewing what
you've sent.

Other Protocols Used by SIP

As mentioned, SIP does not provide the functionality required for sending single-
media or multimedia across a network, or many of the services that are found in
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communications programs. Instead, it is a component that works with other proto-
cols to transport data, control streaming media, and access various services like caller-
ID or connecting to the Public Switched Telephone Network (PSTN). These

protocols include:

®m Session Description Protocol, which sends information to effectively
transmit data

m  Real-Time Transport Protocol, which is used to transport data
m Media Gateway Control Protocol, which is used to connect to the PSTN

m  Real-time Streaming Protocol, which controls the delivery of streaming
media

The Session Description Protocol (SDP) and Real-time Transport Protocol (RTP)
are protocols that commonly are used by SIP during a session. SDP is required to send
information needed during a session where multimedia is exchanged between user
agents, and RTP is to transport this data. The Media Gateway Control Protocol
(MGCP) and Real-time Streaming Protocol (RTSP) commonly are used by systems
that support SIP, and are discussed later for that reason.

Session Description Protocol

The Session Description Protocol (SDP) is used to send description information that
is necessary when sending multimedia data across the network. During the initiation
of a session, SDP provides information on what multimedia a user agent is
requesting to be used, and other information that is necessary in setting up the
transfer of this data.

SDP is a text-based protocol that provides information in messages that are sent
in UDP packets. The text information sent in these packets is the session description,
and contains such information as:

®  The name and purpose of the session
m  The time that the session is active
®m A description of the media exchanged during the session

m  Connection information (such as addresses, phone number, etc.) required to
receive media
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NoTE
SDP is a standard that was designed by the IETF under RFC 2327.

Real-Time Transport Protocol

The Real-Time Transport Protocol (RTP) is used to transport real-time data across a
network. It manages the transmission of multimedia over an IP network, such as
when it is used for audio communication or videoconferencing with SIP.
Information in the header of the packets sent over RTP tells the receiving user agent
how the data should be reconstructed and also provides information on the codec
bit streams.

Although RTP runs on top of UDP, which doesn’t ensure reliability of data,
RTP does provide some reliability in the data sent between user agents. The protocol
uses the Real-time Control Protocol to monitor the delivery of data that’s sent
between participants. This allows the user agent receiving the data to detect if there
1s packet loss, and allows it to compensate for any delays that might occur as data is
transported across the network.

NoTEe

RTP was designed by the IETF Audio-Video Transport Working Group, and origi-
nally was specified as a standard under RFC 1889. Since then, this RFC has
become obsolete, but RTP remains a standard and is defined under RFC 3550. In
RFC 2509, Compressed Real-time Transport Protocol (CRTP) was specified as a
standard, allowing the data sent between participants to be compressed, so
that the size was smaller and data could be transferred quicker. However, since
CRTP doesn’t function well in situations without reliable, fast connections, RTP
is still commonly used for communications like VoIP applications.

Media Gateway Control Protocol

The Media Gateway Control Protocol (MGCP) is used to control gateways that
provide access to the Public Switched Telephone Network (PSTN), and vice versa.
In doing so, this protocol provides a method for communication on a network to go
out onto a normal telephone system, and for communications from the PSTN to
reach computers and other devices on IP networks. A media gateway is used to con-
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vert the data from a format that’s used on PSTN to one that’s used by IP networks
that use packets to transport data; MGCP is used to set up, manage, and tear down
the calls between these endpoints.

NoTEe

MGCP was defined in RFC 2705 as an Internet standard by the IETF. However,
the Media Gateway Control Protocol is also known as H.248 and Megaco. The
IETF defined Megaco as a standard in RFC 3015, and the Telecommunication
Standardization Sector of the International Telecommunications Union endorsed
the standard as Recommendation H.248.

Real-Time Streaming Protocol

The Real-Time Streaming Protocol (RTSP) is used to control the delivery of
streaming media across the network. RTSP provides the ability to control streaming
media much as you would control video running on a VCR or DVD player.
Through this protocol, an application can issue commands to play, pause, or perform
other actions that effect the playing of media being transferred to the application.

NoTE

IETF defined RTSP as a standard in RFC 2326, allowing clients to control
streaming media sent to them over protocols like RTP.

Understanding SIP’s Architecture

Now that we’ve looked at the various components that allow SIP to function on an
IP network, let’s look at how they work together to provide communication
between two endpoints on a system. In doing so, we can see how the various ele-
ments come together to allow single and multimedia to be exchanged over a local
network or the Internet.

The User agents begin by communicating with various servers to find other
User agents to exchange data with. Until they can establish a session with one
another, they must work in a client/server architecture, and make requests of servers
and wait for these requests to be serviced. Once a session is established between the
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User agents, the architecture changes. Because a User agent can act as either a client
or a server in a session with another User agent, these components are part of what
is called a peer-to-peer (P2P) architecture. In this architecture, the computers are
equal to one another, and both make and service requests made by other machines.
To understand how this occurs, let’s look at several actions that a User agent may
make to establish such a session with another machine.

SIP Registration

Before a User agent can even make a request to start communication with another
client, each participant must register with a Registrar server. As seen in Figure 6.2,
the User agent sends a REGISTER request to the SIP server in the Registrar role.
Once the request is accepted, the Registrar adds the SIP-address and IP address that
the User agent provides to the location service. The location service can then use
this information to provide SIP-address to IP-address mappings for name resolution.

Figure 6.2 Registering with a SIP Registrar

Redirect Server Registrar Proxy Server

1. User Agent Registers with Registrar
and provides SIP-address and IP address

2. Registrar responds to
REGISTER request and
adds User Agent information
to database of addresses

1

User Agent A User Agent B

Requests through Proxy Servers

When a Proxy Server is used, requests and responses from user agents initially are
made through the Proxy server. As seen in Figure 6.3, User Agent A is attempting to
invite User Agent B into a session. User Agent A begins by sending an INVITE
request to User Agent B through a Proxy server, which checks with the location ser-
vice to determine the IP address of the client being invited. The Proxy server then
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passes this request to User Agent B, who answers the request by sending its response
back to the Proxy server, who in turn passes this response back to User Agent A.
During this time, the two User agents and the Proxy server exchange these requests
and responses using SDP. However, once these steps have been completed and the
Proxy server sends acknowledgements to both clients, a session can be created
between the two User agents. At this point, the two User agents can use RTP to
transfer media between them and communicate directly.

Figure 6.3 Request and Response Made through Proxy Server

Redirect Server Registrar Proxy Server

. l
S— o

5. Proxy Server passes response
to User Agent A

2. Proxy Server checks with Locator Service
to determine IP address of User Agent B

1. INVITE request is made to Proxy Server
to invite session with User Agent B

3. INVITE request is passed to User Agent B

4. User Agent B accepts request
" and respondes to User Agent A

— » s
User Agent A User Agent B

Requests through Redirect Servers

When a Redirect server is used, a request is made to the Redirect server, which
returns the IP address of the User agent being contacted. As seen in Figure 6.4, User
Agent A sends an INVITE request for User Agent B to the Redirect server, which
checks the location service for the IP address of the client being invited. The
Redirect server then returns this information to User Agent A. Now that User Agent
A has this information, it can now contact User Agent B directly. The INVITE
request is now sent to User Agent B, which responds directly to User Agent A. Until
this point, SDP is used to exchange information. If the invitation is accepted, then
the two User agents would begin communicating and exchanging media using RTP.

www.syngress.com



SIP Architecture * Chapter 6

Figure 6.4 Request Made through Redirect Server

Redirect Server Registrar Proxy Server
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15. User Agent B responds to User Agent A
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Peer to Peer

Once the user agents have completed registering themselves, and making requests
and receiving responses on the location of the user agent they wish to contact, the
architecture changes from one of client/server to that of peer-to-peer (P2P). In a
P2P architecture, user agents act as both clients who request resources, and servers
that respond to those requests and provide resources. Because resources aren’t located
on a single machine or a small group of machines acting as network servers, this type
of network is also referred to as being decentralized.

When a network is decentralized P2P, it doesn’t rely on costly servers to provide
resources. Each computer in the network is used to provide resources, meaning that
if one becomes unavailable, the ability to access files or send messages to others in
the network 1s unaffected. For example, if one person’s computer at an advertising
firm crashed, you could use SIP to communicate with another person at that com-
pany, and talk to them and have files transferred to you. If one computer goes down,
there are always others that can be accessed and the network remains stable.

In the same way, when user agents have initiated a session with one another, they
become User agent clients and User agent servers to one another, and have the
ability to invite additional participants into the session. As seen in Figure 6.5, each of
these User agents can communicate with one another in an audio or videoconfer-
ence. If one of these participants ends the session, or is using a device that fails
during the communication, the other participants can continue as if nothing hap-
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pened. This architecture makes communication between User agents stable, without
having to worry about the network failing if one computer or device suddenly
becomes unavailable.

Figure 6.5 Once SIP Has Initiated a Session, a Peer-to-Peer Architecture Is
Used

S
-

User Agent A User Agent B

&

User Agent C ., User Agent D

Instant Messaging and SIMPLE

Instant messaging (IM) has long been one of the most common and popular methods
of communicating over IP networks. Whereas VoIP uses voice communication and
videoconferencing uses live images and sound, IM simply uses text messages to allow
participants to converse. These text messages are sent in real-time between the users
who use the same IM application, and allows an individual to essentially create a pri-
vate chat room with another individual where they can send text messages to one
another. Many applications will even provide the ability to add additional participants
to the chat, creating a text-based conference room of multiple users.

To manage the messages and identify whether specific users are online, an exten-
sion of SIP for instant messaging has been developed. SIMPLE is an acronym that
stands for the Session Initiation Protocol for Instant Messaging and Presence Leveraging
Extensions. Although the name is ironically less than simple to remember, it is being
developed as an open standard for how individuals can determine the status of a
person (i.e., whether they are online, busy, etc.), and for managing the messages that
go back and forth between the participants in a chat.

Instant Messaging

In different variations, instant messaging has been around longer than the Internet
has been popular. In the 1970s, the TALK command was implemented on UNIX
machines, which invoked a split screen that allowed users of the system to see the
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messages they typed in individual screens. In the 1980s, Bulletin Board Systems
(BBSes) became popular, where people would use a modem to dial into another
person’s computer to access various resources, such as message boards, games, and file
downloads. On BBSes, the system operator (SYSOP) could invoke a chat feature
that allowed the SYSOP to send messages back and forth with the caller on a similar
split-screen. If the BBS had multiple phone lines, then the callers could Instant mes-
sage with each other while they were online. As the Internet gained popularity, the
ability to exchange messages with other users became a feature that was desired and
expected.

Today there are a large number of IM applications that can be used to exchange
text messages over the Internet and other IP networks. Although this is nowhere
near a complete list, some of the more popular ones include:

m  AIM, America Online Instant Messenger
B ICQ
®  Yahoo Messenger

®m MSN Messenger

In addition to these, there are also applications that allow communication using
VoIP or other multimedia that also provide the ability to communicate using text
messages. As seen in Figure 6.6, Skype provides a chat feature that allows two or
more users to communicate in a private chat room. Each message between the par-
ticipants appears on a different line, indicating who submitted which line of text and
optionally the time that each message was sent. This allows participants to scroll back
in the conversation to identify previously mentioned statements or topics of discus-
sion. Although the figure depicts instant messaging in Skype, it is a common format
that is used in modern IM software.
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Figure 6.6 Instant Messaging through Skype
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One of the important features of any IM application is the ability to keep a con-
tact list of those with whom you routinely communicate. In many programs the
contact list is also known as a Buddy List. However, even with this listing, it would be
impossible to contact anyone if you didn’t know when each contact was available. If
a person had a high-speed connection and was always connected to the Internet,
then they might always appear online. As such, they would need a way of indicating
that they were online but not available, or whether the person was available for one
form of communication but not another. The ability to display each contact’s avail-
ability in a Buddy List when someone opens an IM application is called presence.

SIMPLE

SIMPLE is an extension of SIP, which is used for maintaining presence information
and managing the messages that are exchanged between the participants using
instant messaging. Just as SIP registers users with a SIP server before they can begin
a session, SIMPLE registers presence information. When a user registers through
SIMPLE, those with this user in their Buddy List can access information that the
user is online. When the people who have the user in their lists are alerted that the
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user is online, they can initiate a chat. If the user needs to do some work and
changes their status to busy, or goes away from their desk and changes their status to
being away, then this information is updated in the IM applications that have this
person as a contact. Generally, the presence of a user is indicated in these programs
through icons that change based on the user’s status.

Because SIMPLE is an extension of SIP, it has the same features and methods of
routing messages. The users are registered, and then send text-based requests to ini-
tiate a session. The messages are sent between user agents as individual requests
between User agent clients and User agent servers. Because the messages are small,
they can move between the two User agents quickly with minimal time lag even
during peak Internet hours.

Although the IETF IM and Presence Protocol Working Group are still devel-
oping SIMPLE as a standard, it has been implemented by a number of IM applica-
tions. Windows XP was the first operating system to include SIMPLE, and is used
by Microsoft Windows Messenger, and numerous other IM applications also are
using SIMPLE as a standardized method for instant messaging.

Are You Owned?

Compromising Security with Instant Messaging

Instant messaging has become a tool that not only is used by the public for plea-
sure, but also one that is used by companies for business. IM software can be
used as an alternative method of communicating with salespeople, customers,
suppliers, and others who need to be contacted quickly. Because it is an effective
communication tool, businesses have found benefits implementing it as part of
their communications systems.

Unfortunately, a drawback of IM applications is that it provides a potential
gap in security. Although companies will monitor outgoing e-mail for illegal or
inappropriate content, IM applications available to the public don’t provide a
centralized method of logging conversations that can be locked down. IM appli-
cations routinely offer a method of logging conversations, but these settings can
be toggled on and off by the person using the program. This means that
someone could inadvertently or maliciously provide sensitive information in
Instant messages without anyone at the company every realizing it.

Added to this problem is the fact that IM applications provide the ability to
transfer other forms of media between participants. IM applications can be used
for file sharing, where one person sends a file to another through the program.

Continued
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This can result in activities like sharing music files at work, which albeit illegal is
relatively harmless, but it could also cause major issues if sensitive corporate files
were being sent. Imagine an employee at a hospital or doctor’s office sending
patient files, or a disgruntled employee sending out a secret formula to the public
or competition, and its impact becomes more apparent.

Because files may contain more than you bargained for, the possibility of
spyware or viruses being disseminated through instant messaging must also be
considered. Some applications that have supported instant messaging include
additional software that is spyware, which can obtain information about your
system or track activities on your system. Even if the IM software used on a
machine doesn’t include spyware, the files sent between participants of a com-
munication session can contain viruses or other malicious code. By opening these
files, the person puts their computer and possibly their local network at risk.

If a company wishes to allow IM software installed on their machines, and
doesn’t want to block IM communications to the Internet, they need to educate
users and install additional software on the computers. Just as employees should
know what information should not be discussed on a telephone or sent by mail,
they should know these same facts, and files should be off-limits in other com-
munications. In addition to this, anti-virus software should be installed, and reg-
ularly updated and run. To determine if spyware is installed on the machines, they
should either invest in anti-virus software that also looks for these programs or
install additional software that searches for and removes them from the com-
puter. In performing these steps, the risks associated with IM applications in a
business can be decreased, making it safer for both the user and the company.
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Summary

SIP works in conjunction with a variety of other protocols and specialized servers to
provide communication between participants. Through SIP, a User agent is able to
find the location and availability of other users, the capabilities of the software or
device they’re using, and then provides the functions necessary to set up, manage,
and tear down sessions between participants. This allows participants to communicate
directly with one another, so that data can be exchanged eftectively and (if neces-
sary) securely.

SIP is a standard of the Internet Engineering Task Force (IETF) under RFC
3261, and maps to the application layer of the OSI reference model. Because it isn’t
a proprietary technology, implementations of it can be used on any platform or
device, and can be used on any IP network. In addition to this, SIP also makes use of
other standards, such as URIs, which are used to identify the accounts used in SIP.

SIP’s architecture is made up of a number of different protocols and components
that allow it to function. Its architecture begins as a client/server architecture, in
which requests are made to SIP servers. As the servers service these requests, they
allow the participants to eventually communicate directly with one another,
changing the architecture to a distributed peer-to-peer. As information is passed
between these machines, a variety of different protocols are used, allowing data to be
passed quickly between the computers, and securely if needed.

Instant messaging is another technology where SIP is being used. An extension
of SIP called SIMPLE is used to maintain presence information and manage mes-
sages that are exchanged between the participants. Because SIMPLE provides the
same features as SIP and is also an open standard, it is being used increasingly in IM
software, making SIP and SIMPLE a staple in communications on IP networks.

Solutions Fast Track

Understanding SIP

M The Session Initiation Protocol is a signaling, application-layer protocol that
is used to initiate interactive sessions on an IP network. Its purpose is to
establish, maintain, and terminate sessions between two or more endpoints.

M SIP is a standard that was developed by the Internet Engineering Task
Force (IETF). RFC 3261 is the finalized document that makes SIP a
standard.

177

www.syngress.com



178 Chapter 6 * SIP Architecture

4]

SIP maps to the application layer of the OSI reference model. It is accessed
by programs, to which it exports information. To make requests and access
additional services, SIP uses other lower-layer protocols.

SIP Functions and Features

4]

4]

SIP is used to determine location, availability, and capabilities of a user, and
is used to set up and manage sessions.

SIP’s addressing system uses hierarchical URIs that are similar to e-mail
addresses.

SIP URIs generally begin with SIP:, but if secure transmission using the
Transport Layer Security (TLS) protocol is required, then the URI will
begin with SIPS:.

SIP Architecture

4]

A User agent can act in the role of a User agent client that makes requests
(such as initiating a session) or a User agent server that services requests.

A client/server architecture is used when the User agent communicates
with various servers that may be used when establishing a session. In this
architecture, the client makes requests from dedicated servers that provide
specific services on the network. Such servers include Registrar servers,
Proxy servers, and Redirect servers.

A peer-to-peer (P2P) architecture is used when the User agents establish a
session. In this architecture, the computers act as equals, and make and
respond to each other’s requests. In doing so, their roles change from that of
User agent client to User agent server.

Registrar servers are used to register the location of a User agent who has
logged onto the network.

Proxy servers are computers that are used to forward requests on behalf of
other computers. They can also provide such functions as network access
control, security, authentication, and authorization.

The Redirect servers are used by SIP to redirect clients to the User agent
they are attempting to contact. They also have the ability to fork a call by
splitting it to several locations.
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M User Datagram Protocol (UDP) is used to transport units of data over an
IP network. It is more lightweight than TCP, requiring less processing of
data and allowing data to be transported quickly.

M Real-time Streaming Protocol (RTSP) controls the delivery of streaming
media across the network.

M Media Gateway Control Protocol (MGCP) controls gateways that provide
access to the Public Switched Telephone Network.

M Real-time Transport Protocol (RTP) transports real-time data across a
network.

M Session Description Protocol (SDP) sends description information that is
necessary when sending multimedia data across the network.

Instant Messaging and SIMPLE

M SIMPLE is short for Session Initiation Protocol for Instant Messaging and
Presence Leveraging Extensions. It is an extension of SIP, and used to
determine the presence of individuals on an IP network and manage
messages exchanged between participants.

M Instant messaging (IM) is used to communicate using text messages in a
private chat room environment. IM applications can also be used to transfer
files, video, and other media and data between participants.

M Presence technology is used to display the availability of contacts in a
Buddy List.
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Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q:

[ am used to seeing users that follow the scheme SIP: username@domain.com,
but I've also seen them with the scheme SIPS: username@domain.com. What'’s
the difference?

: SIP uses Universal Resource Identifiers (URIs) for identifying users. A URI

identifies resources on the Internet, and those used by SIP incorporate phone
numbers or names in the username. At the beginning of this is SIP:, which
indicates the protocol being used. This is similar to Web site addresses, which
begin with HTTP: to indicate the protocol to use when accessing the site.
When SIP: is at the-beginning of the address, the transmission is not
encrypted. Those beginning with SIPS: require encryption for the session.

: Why do all responses to a request in SIP begin with the numbers 1

through 6?

: This indicates the category to which the response belongs. There are six cate-

gories of responses that may/be returned from a request: Informational,
Success, Redirection, Client Error, Server Error, and Global Failure.

: I received a response that my request was met with a server error. Does this

mean | can’t use this feature of my VoIP program?

: Not necessarily. When a request receives a Server Error response, it means

that the server it was sent to met with the error. The request could still be
forwarded to other servers. A Global Error meanns that it wouldn’t be for-
warded because every other server would also have the same error.

: I need to use a different computer for VoIP. The software is the same as the

one on my computer, but ’'m concerned that others won’t be able to see that
I’m online because I'm using a different machine.

www.syngress.com



A:

SIP Architecture * Chapter 6

When you start the program and log onto your VoIP account, SIP makes a
REGISTER request that provides your SIP address and IP address to a
Registrar server. This allows multiple people to use multiple computers. No
matter what your location, SIP allows others to find you with this mapping
of your SIP-address to the current IP address.

: Should I always use encryption to protect the data that I'm transmitting over

the Internet?

Unless you expect to be discussing information or transferring files that
require privacy, it shouldn’t matter whether your transmission is encrypted or
not. After all, if someone did eavesdrop on an average conversation, would
you really care that they heard your opinion on the last movie you watched?
If, however, you were concerned that the content of your conversation or
other data that was transmitted might be viewed by a third party, then
encryption would be a viable solution to protecting your interests. As of this
writing however, there are no interoperable, nonproprietary implementations
of SIP that use encrypted signaling and media, so you will need to refer to
the documentation of the application(s) being used to determine if this is
available.
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Introduction

This chapter will provide an overview of three solutions that are all difterent in their
own way. Skype has made itself into an institution for online peer-to-peer voice calls
from anywhere in the world. It was even so good that eBay paid three billion dollars
for this very small company. On the other hand, we have a protocol that is not new
and does not have the buzz that Skype does.

H.248 is a result of the ITU and the IETF coming together on one standard.
Before H.248 there was MGCP and MDCP, both of which were competing proto-
cols.You will not hear much of H.248 in the news since it does not have the flash of
Skype, but you will need it for any VOIP implementation. Last we will talk about
Microsoft LCS and how Microsoft is using its new server to bring different IM
providers and companies together.

Skype

Skype is a peer-to-peer VOIP client that has taken over mainstream VOIP use on
the Internet. As of early 2006, Skype had claimed more than 236,799,174 downloads
of the most popular voice software client on the Internet to date. Why would so
many people download this client just to make a call on the Internet? Because it’s
free. And not only that, but it does the job better than any of its competitors that
have come out with a free version in the last two years. I know what you are
thinking: I still have to pay for calls to off-net users and pay for voicemail. Well as a
matter of fact you do, but if you can live without those and just make calls over your
computer to friends and family and elsewhere in the world, it is free.

Skype is the fastest growing communication application on the Internet.
According to Australian IT, Skype has roughly 54 million users and accounts for 46
percent of all North American voice traffic carried over the Internet as of August
2005. Many refer to Skype as an instant messaging (IM) application. Think of Skype
as more of a Voice Call application that also provides instant messaging features. IM
allows you to type quick messages to your list of contacts instantly.

What Skype adds to IM is the ability to talk, in real-time with your contacts in
addition to typical IM functions. More important, the quality of the audio, features,
and options available for Skype is what gives Skype the advantage over the rest of
the IM products. Skype has made Internet telephony or Voice over IP (VoIP) or
Voice Calls over the Internet available to everyone, geeks and nongeeks alike. For
geeks, and you know who you are, Skype is just plain cool.

Skype has grown at an incredible rate. According to Skype.com, in the approxi-
mately two years it has been available it has been downloaded over 155 million
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times, has approximately 54 million users, and around two million paid subscribers as
of August 2005. Skype has brought Internet telephony (also known as VoIP) into the
homes of just about every demographic from children to grandparents.

NoTE

Right now Skype is the flavor of the month, so to speak, when looking at peer-
to-peer messengers. But the lack of information and recent purchase by eBay
have left many diehard users wondering if they should move onto the open
source Google Talk.

History

This most popular software is the brain-child of two men who brought us the free
file sharing software KaZaA, Niklas Zennstrom and Janus Friis. Let’s take a look at
where and when this all started for these two gentlemen and where they have

brought Skype to now.

April 2003: Skype.com and Skype.net domain names are registered.
August 2003: First public beta version is released.

June 2004: Purchase of SkypeOut is available on the Skype Web site.
July 2004: Release of a version for Windows.

October 2004: First time one million Skype users are online at once.
February 2005: Reached two million users.

March 2005: Skypeln public beta starts.

March 2005: Skype reports one million SkypeOut users.

April 2005: Client downloaded over 100 million times.

May 2005: Three million Skype users are online at the same time.

November 2005: Client downloaded over 200 million times.

One of the most important points not included in the preceding list was the

purchase of Skype by the mega online auction site eBay. With the purchase of

Skype, the people at eBay are banking on the fact that the buyer and seller of the

online auction site will use this service as a communications tool. They bet over $3

million on this fact and are hoping for some return on investment. Was it a good
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move for the founders of Skype? Only time will tell but with three billion good rea-
sons how could you go wrong?

Skype Protocol Design

Skype uses a proprietary session-establishment protocol that communicates over
TCP and UDP. The purpose for using a proprietary protocol is to protect against
replay, verify the peer’s identity, and allow the peer to agree to a secret session key
for communications purposes.

Although there have been many papers and postings on chat boards saying we
think the Skype Protocol used is similar to this or that, no one knows. In the recent
Skype Me Book it has been noted that the protocol used by Skype is not Session
Initiation Protocol (SIP) or H.323. It has also been mentioned how similar TAX?2
(the second version of the Inter-Asterisk Exchange Protocol) looks to the unknown
Skype Protocol. They both can cut through a network for connectivity over a single
port. But for right now the difterence is that IAX2 is an open source design.

Tip

If you read on the Web that someone has solved the question of what Skype
uses for its proprietary session-establishment protocol, think twice. Unless you
see it on the Skype Web site, it is not true. This protocol is still a very guarded
secret at Skype and is not coming out any time soon.

Skype Messaging Sequence

Skype uses P2P (point to point) technology to improve the quality of the applica-
tion. P2P allows for direct communications with all parties involved, which improves
performance and eliminates delays in the voice call as well as allowing for Skype to
be a secure solution by connecting onlythe users involved, not running the connec-
tion through a server. Figure 7.1 is a basic Skype messaging sequence.

A P2P voice call is started first by both users connecting to the Internet (1).
Users can connect many different ways, such as through a corporate LAN/WAN,
cable modem, DSL, or even wirelessly.
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Figure 7.1 Start of a Call
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The users use TCP ports to connect to the Skype login server (2) via the
Internet (see Figure 7.2). The connection is secured using 256-bit AES encryption.
The symmetric AES keys that are negotiated between the server and client are han-
dled using 1536- and 2048-bit RSA.

Figure 7.2 Users Connect via TCP
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The client registers, tells the login server where the call recipient is located, and
gives all other information needed to register and broadcast to other clients via the
server (see Figure 7.3). For Jordan to make a connection to Clyde, his computer
must search the Internet (3) using the help of intermediate Skype systems (supern-
odes) in the Internet “cloud,” and Clyde’s system also must update those same sys-
tems (3) to make Clyde’s presence known. Information is passed from other clients
and supernodes at this point to help complete the call.

Figure 7.3 Client Registers
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Figure 7.4 depicts the direct (P2P) connection that has been established between
Jordan and Clyde (4).
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Figure 7.4 Direct P2P Established
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Skype Protocol Security

Since the Skype protocol is proprietary we can tell you only that it uses a 256-bit
AES encrypted session to establish a connection with the Central Server. Then it
will use two Central Server Key Pairs for security; one is 1536 bits and the other is
2,048 bits. As a matter of fact, all sessions are encrypted using a XORing of the
plaintext and key streams generated by a 256-bit AES session running in integer
count mode.

Also for those people who are paying for the extra SkypeOut service, you will
be happy to know that your calls are encrypted until they reach the PSTN. If you
are wondering why they are not encrypted the entire way, well, right now you just
cannot do that to a regular phone. The best that you can hope for is what is being
done now, which is that the call from your PC over the Internet to the PSTN
gateway is totally secure. The one place you cannot use SkypeOut right now is in

China.

H.248

H.248 is a protocol for control of elements in a physical multimedia gateway, which
will enable separation of call control from media conversion. A Media Gateway
Controller controls one or more Media Gateways. H.248 has a master—slave configu-
ration in that a single controller is controlling a number of gateways through the use
of this protocol. H.248 was also known as the Megaco Protocol
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History

MGCP (RFC 3435) was first invented in 1998 to help scaling port problems that
existed with service providers by the IETFE while the ITU-T was working on
MDCP Since then both have been updated and replaced with Megaco/H.248 in
2000.This standard published jointly by the ITU and the IETF primarily used to
separate the call control from the media processing in a gateway. H.248 was invented
by the telecommunications companies to address the issue of SS7/VoIP integration.

This was to remove the signaling control from the media gateway and move it to
the gateway controller or maybe a softswitch. H.248 can support thousands of ports
on a media gateway and many gateways at a time. One way to remember how to
separate the two is H.248 is a Gateway Control Protocol and MGCP is a Media
Gateway Control Protocol. The IETF calls the protocol Megaco and the ITU calls
the protocol H.248. So now you can see why we have two different names for this
protocol.

H.248 introduces several enhancements compared with MGCP, including the
following:

m  Support of multimedia and multipoint conferencing enhanced services
®  Improved syntax for more efficient semantic message processing
®  TCP and UDP transport options

®m  Allowance of either text or binary encoding (to support IETF and ITU-T
approach)

®m  Formalized extension process for enhanced functionality
m  Expanded definition of packages

Figure 7.5 is a history diagram of how we got to H.248 and the protocols that
have come previously.

\WARNING

Do not get caught and think MGCP is H.248 or Megaco is MGCP. The protocols
are different, and the easy way to remember it is that H comes before M. So
H.248 is more current than MGCP.
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Figure 7.5 H.248 History
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H.248 Protocol Design

As we have stated before, the use of H.248 was to remove the protocol design from
the Media Gateway and move it to the Media Controller. Figure 7.6 is a diagram
that shows that the protocol is used between the two in a network. But the Media
Gateway Controller does control the H.248 protocol going to the Media Gateway.

Figure 7.6 A Typical H.248 Use Case
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There are two basics to H.248, contexts and termination. Contexts are created

and released by the gateway under command of the gateway media controller, when

the context is created it is given a ContextID, and then can have terminations added

and removed from it. The terminations are streams of media, either analog or digital,

that enter and leave the gateway. These terminations also would be considered ports

on a gateway.
The H.248 messages are in the format of ASN.1 text messages. H.248 uses a
series of commands to manipulate terminations, contexts, events, and signals. The fol-

lowing is a list of the commands:

Add Adds a Termination to a Context. On the first Termination in a
Context is used to create a Context.

Modify Modifies the properties, events, and signals of a Termination.

Subtract Disconnects a Termination from its Context and returns statistics
on the Termination’s participation in the Context. The Subtract command
on the last Termination in a Context deletes the Context.

Move Atomatically moves a Termination to another context.

AuditValue Returns the current state of properties, events, signals, and
statistics of Terminations.

AuditCapabilities Returns all the possible values for Termination proper-
ties, events, and signals allowed by the Media Gateway (MG).

Notify Allows the Media Gateway to inform the Media Gateway
Controller (MGC) of the occurrence of events in the Media Gateway.

ServiceChange Allows the Media Gateway to notify the Media Gateway
Controller that a Termination or group of Terminations is about to be taken
out of service or has just been returned to service. ServiceChange also is
used by the MG to announce its availability to an MGC (registration), and
to notify the MGC of impending or completed restart of the MG. The
MGC may announce a handover to the MG by sending it a ServiceChange
command. The MGC may also use ServiceChange to instruct the MG to
take a Termination or group of Terminations in or out of service.
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H.248 Messaging Sequence

Figure 7.7 is a display call low from when a call goes off-hook to when the call is
established on the other side. As you can tell, H.248 is a very chatty protocol based
on the calls’ slow figures. It works very well in a master/slave model where the end-
point is something such as a simple analog phone. These would be considered
“dumb” endpoints using this protocol (meaning that the phone isn’t able to make
call control decisions).

To put Figure 7.7 in a little better context, associate it with Figure 7.6. The fol-
lowing would be the association between the two figures:

m  User = Soft Phone/IP Phone

®  Main = Media Gateway Controller
®  Encoder = Media Gateway

®  Transport = PSTN

Figure 7.7 Call Flow Originator Side
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Figure 7.8 shows the message call flow from the destination side.
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Figure 7.8 Call Flow Destination Side
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H.248 Protocol Security

H.248 standard recommends security protocols that may be in underlying transport
mechanisms like IPSEC. H.248 goes further by requiring that installation of the
H.248 protocol and implementing IPSEC if the underlying operating system has
transport network to support IPSEC. Implementations of the protocol using IPv4
are required to implement the interim Authentication Header (AH) scheme. H.248
states that installation employing the AH header shall provide a minimum set of
algorithms for integrity checking using manual keys.

Most companies do not use security between devices that use H.248 on a LAN.
But when it comes to a WAN, it is recommended if not critical to use it when
sending your traffic over WAN links. The security concerns are far much greater for
your traftic since the WAN link most likely will not belong to your company like
your LAN links will.
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IAX

Inter-Asterisk Exchange (IAX) is a trunking protocol used primarily for connecting
two Asterisk PBX servers or an IAX client to an Asterisk server. IAX has many ben-
efits compared with SIP; however, it also has several shortcomings.

A short comparison: IAX traverses NAT with great ease compared with SIP. It
requires only a single port to be opened on the firewall, whereas SIP requires a
range of ports. There is never a situation that can be created with a firewall in which
IAX can complete a call and not be able to pass audio (except, of course, for a sce-
nario with insufficient bandwidth).

IAX Protocol Design

IAX was designed with two primary goals in mind: minimal bandwidth usage and
NAT (Network Address Translation) transparency. In 1999, when IAX was first cre-
ated, SIP and MGCP were still in relatively early development, and H.323 was the
most popular VoIP protocol to the degree that such a thing existed. Most protocols
were proprietary protocols, especially as they related to software running on a PC.
Unhappy with that landscape, Mark Spencer sought to create an optimal means of
transferring voice telephony data and other streaming media, including video.

Similar in function to SIP,IAX is a peer-to-peer media and signaling protocol.
This means that state is maintained between two or more endpoints. Most IETF
protocols use two separate means of control for the call— one for managing setup
and teardown of a session, and one to manage the voice traftic itself. IAX combines
both multiplexed over a single UDP stream. Because both go over a single stream,
IAX avoids the NAT problems that plague its protocol brethren. When a call is
established that goes through multiple IAX servers, servers in the middle will typi-
cally attempt to get the endpoints to talk directly with one another. This process is
supervised, however, such that if the endpoints are unable to see each other (e.g.,
there is a NAT or other situation that gets in the way), the call simply continues to
operate just as it was from the beginning. In this way, the IAX protocol attempts the
best performing connection but falls back to always operating.

IAX Messaging Sequence

Let’s take a look at how IAX handles the setup of a typical VoIP phone call. Say Bob
wants to call his dear friend Alice on her Asterisk box on the East Coast.

Both Bob and Alice have opened port 4569 for UDP traffic on their firewalls,
which they have pointed toward their PBX systems. It’s important to note that no

Continued
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specific firewall activity must take place if both servers register to a public server on
the Internet.

Bob sends a NEW message to Alice, who then responds in turn with an
ACCEPT message, which tells Bob, “Hey, I hear that you're trying to talk to me; I'm
beginning to handle your call”

Bob sends Alice an ACK as a way of saying, “Great! Copy that, good buddy!” to
inform her he got her ACCEPT message. Alice’s phone then begins to ring, and her
Asterisk server indicates to Bob that her phone is ringing, with a RINGING mes-
sage (see Figure 7.9).

Figure 7.9 A Simple Call Setup Using the IAX Protocol

Host A Host B
NEW
_ ACCEPT j
ACK
_RINGING
ACK |
_ANSWER
ACK _

Figure 7.9 is reprinted courtesy of Mark Spencer and Frank W. Miller from IAX
Protocol Description (March 23, 2004).

When Alice picks up her handset, her Asterisk server tells Bob “ANSWERED!”
and the setup is complete. Voice traffic can now go freely between each caller.

Now let’s look at how IAX tears down a session.

Bob and Alice wrap up their conversation and bid each other farewell. Bob puts
his IAX phone’s handset back on the hook. Bob’s server sends Alice’s a HANGUP
message, and Alice immediately acknowledges the hangup (see Figure 7.10).
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Figure 7.10 A Simple Call Teardown Using the IAX Protocol

Host A Host B
HANGUP

ACK

.
-

Figure 7.10 is reprinted courtesy of Mark Spencer and Frank W. Miller from IAX
Protocol Description (March 23, 2004).

IAX Protocol Security

IAX supports MD5 and RSA authentication and can be encrypted optionally with
128-bit AES (Advanced Encryption Standard). IAX’s authentication and encryption
methods are extensible. IAX is built for improved security. For example, IAX does
not use any text parsing, making it easier to implement [AX securely as compared
with SIP. Also, because IAX uses only one port for communication, it’s easier to
integrate with firewalls, requiring fewer ports to be opened. By using just one port,
IAX simplifies the source addresses of signaling, thereby obviating the need for the
audio and signaling paths to be as promiscuous as they are in SIP.

Microsoft Live
Communication Server 2005

Microsoft Oftice Live Communications Server 2005 (MLCS) is a manageable and
extensible instant messaging server (IMS) that provides a real-time collaboration
solution. MLCS is available in two configurations: a standard edition and enterprise
edition. Standard edition 1s installed as a single server configuration using MSDE as
the local database server. The enterprise edition ofters scalability options using mul-
tiple front-end servers and Microsoft SQL Server 2000 as the database server. It also
can be clustered for higher database server availability if needed.

The system uses the Microsoft Windows Messenger 5.1 (MWM) and Microsoft
Oftice Communicator 2005 (MOQ) as its clients for communication. The difference
between the two clients is that with just Windows Messenger you get standard IM
and presence. If you are asking why Microsoft offers both the Messenger and
Communicator, it is because the Communicator came about from companies
wanting more control over employees’” access to public IM services. The MLCS also
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uses SIP (Session Initiation Protocol) and SIMPLE (Instant Messaging and Presence
Leveraging Extensions) as the communication protocols.

There are several other components of the MLCS that we should take a look at
so that you can better understand the architecture of the system. Figure 7.11 is a
simple overview of the MLCS Enterprise architecture.

Figure 7.11 MLCS Architecture Enterprise Overview

Server
Pool

Clustered
saL

Intermat Intraneat Servers

Border Border
Front
End
Servers

Archiving Agent
and Database
Servers

Searvar Directory
Servers

B Access proxy servers Used as a secure connection point for all remote
users as well as other companies who have been given access to the server.
It will also check the inbound message headers to make sure they are valid
and mark each message as originating from outside the firewall.

®  Director servers The first servers to receive a SIP messages from the
intranet users via either the MWM or MOC. It can also receive SIP mes-
sages from remote users via the MLCS Proxy Server.

m  Front-end servers and server pool A front-end server or servers that sit
within a server pool with a single IP address.

®  Clustered SQL servers A group of servers running Microsoft SQL
Server 2000.

®  Archiving agent and database servers Used to store information on a
SAN environment network.

With the aforementioned architecture you can do many different things; one of
those is to make calls outside your network or Internet. When using the MLCS to
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make calls to a PSTN for VOIP calling off-net, or to put it better, make a phone call
using your PC client to a regular land-line phone you can accomplish this one of
two ways:

®  Designating a live communications server as a PSTN host

®m  Using a direct route to the SIP-PSTN Gateway

Tip

If you are going to use a direct route to a SIP/PSTN Gateway from the MLCS or
any other SIP Proxy, it is always a best practice to use a VPN over WAN links.
This will ensure your communications are kept secure.

History

Back in 1999, Microsoft deployed instant messaging services in its own network,
Microsoft Exchange 2000 Server. This was to support its employees for basic pres-
ence information and instant messaging on their network. Then in 2003, Microsoft
gave its employees Live Communications Server 2003.This once again was to
improve the ability of the employees to find each other and communicate in real-
time. It was in 2004 when Microsoft decided that it needed to update its 2003
offering because of the way IM was working internally and with other businesses.

Microsoft wanted to be able to have a MLCS that would be free of network
VPN, allow real-time communications with other businesses, have a high availability
deployment, and improve reporting. With all this, Microsoft then came up with
MLCS 2005 for internal and external use. What Microsoft did was take things that it
wanted to have in MLCS but also added support for other communications servers
external to Microsoft. These would be public IM service providers like AOL, MSN,
and Yahoo. Also they set up a back-end integration of MLCS so that it could com-
municate with a gateway/PBX to get calls to a PSTN.

MLCS Protocol Design

The MCLS, as stated earlier in this chapter, uses SIP and SIMPLE as its communica-
tion protocols. In a previous chapter the SIP protocol has been covered in much

detail so we will not go back over it, but we can give you just a little more informa-
tion about SIMPLE. As stated before, SIMPLE stands for SIP for instant messaging
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and Presence Leveraging Extensions. It is just a messaging extension added onto the
SIP protocol for lack of a better term. The IETF has some parts of SIMPLE stan-

dardized like RFC 3428 but other parts like the IM sessions are still under discus-
sion. But Microsoft is using it in their instant messenger.

MLCS Security

MLCS uses Transport Layer Security Protocol (TLS) for communication between the
server and the client and it also uses Mutual Transport Layer Security Protocol
between and from server to server. TLS is based on the Secure Socket Layer (SSL). The
protocol is composed of two layers, first the TLS Record Protocol and then the TLS
Handshake Protocol. The TLS Record Protocol provides connection security that has
two basic properties, privacy and reliability, and is used for encapsulation of various
higher level protocols. The TLS Handshake Protocol allows the servers and clients to
authenticate to each other and also to negotiate an encryption algorithm and crypto-
graphic keys before the application protocol transmits or receives any data.

Table 7.1 is a list of ports used for communication.

Table 7.1 Protocol and Ports

Protocol Port

SIP/TCP 5060 (TCP)
Available for less secure

client connection

topologies

SIP/TLS 5061 (TCP)
Available for more secure

client connection

topologies

SIP/MTLS 5061 (TCP)
Used for server-to-server

connections and can also

be used by secure client

connection topologies—

this is the only

recommended, secure

SIP port.

Before you can use TLS with MLCS your company must have a public key
infrastructure (PKI).The reason is that certificates are used by TLS to initiate com-
munication between the client and server. Now this part can either be good or bad
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for a company. The good part is if you already have a PKI established in your com-
pany you are OK, but for smaller companies it is an added cost. The cost is setting
up the PKI, and having a staff to service and administer it.

If you are wondering how we secure the calls that come from the MLCS to the
PSTN/ Gateway, that’s easy. The gateway is listed as a trusted server and will use
MTLS to provide authentication to and from the MLCS and the PSTN/Gateway.

With MLCS using the aforementioned security properties to protect its clients
and servers, it will no doubt help with the following threats (these are the most
common type of threats you would see used against MLCS):

®  Application-layer attack

®  Compromised-key attack

®  Denial-of-service attack

®m  Eavesdropping

®  Identity spoofing (IP address spoofing)
®  Man-in-the-middle attack

®  Sniffing

®  Spam

m  Viruses and worms
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Summary

We covered just a few very different architectures that are in use now. There are so
many different architectures that perhaps we could have written a book just on the
differences between them all. One that is worth note is Google Talk. Google Talk
Client is Google’s answer to the instant messaging services from companies such as
America Online, Yahoo, Skype, and MSN.

Google Talk started oft slow in beta for using an open source code but has
grown due the ability of open connections and ease of use. To this day the instant
messenger is fully interoperable with other communications services that support the
open server-to-server XMPP (Extensible Messaging and Presence Protocol) pro-
tocol. The XMPP protocol allows the Google Talk Client to use such protocol for
authentication, presence, and messaging.

If you are wondering where you have heard about XMPP protocol before, it
could be from the Jabber instant messenger. Since 1999 Jabber has been using this
open source protocol to run its instant messenger. Many large companies such as HP
have purchased Jabber instant messenger servers to use as a corporate service.

As you can see many different ways to communicate over VoIP and IM are still
emerging.

Solutions Fast Track

Skype

M Skype has become the peer-to-peer leader around the world in voice calls.

M The company has proven that is has one of the most secure clients and
servers in the market today. With its proprietary protocol in use and no hints
as to what it 1s, you are assured things will stay secure for the time being.

M It is yet to be seen if Skype will become more than what it is today with
the recent purchase by eBay of its company.

H.248

M H.248 should not to be confused with MGCP; they are two different
protocols.

M With the current advances in SIP, it is yet to be seen how long H.248 will
be staying around as a protocol in VoIP.
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[AX

M TAX is a lightweight protocol typically used with Asterisk, totally NAT
transparentl and more efficient on the wire.

M The IETF Internet Draft is, moving towards becoming an RFC. TAX is
especially well suited to “last mile” solutions and for efficient trunking.

Microsoft LCS

M The MLCS is trying to be a one-stop shop for company communications.

M With Microsoft going to the traditional way of SIP and following along
with Nortel and Cisco, you really wonder where this will be heading down
the road.

M Not only does the MLCS have the ability to make connections with other
IM services but it can make SIP calls to a SIP/PSTN gateway.

Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q: Why is it important to the MLCS to be able to connect to other IM

services?

A: To be able to provide one solution that is secure, and so your company can
callaborate with coworkers and friends, which is a huge advantage to any
company.

Q: Why does Skype not divulge the protocol used in its'clients?

A: The purpose for using a proprietary protocel is to protect against replay,
verify the peer’s identity, and allow the peer to agree to a secret session key
for communications purposes. That’s the answer.you will receive from Skype.
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Q:
A:

Can I have MGCP and H.248 on the same network?

Yes, you can, and right now I have it on my network on different equipment
with SIP running across my network.

: With the current push by Microsoft for using SIP on the MLCS, do you

think it will push others out of the space, such as Google Talk and Skype?

: No, there will always be a place for others with difterent protocols and open

standards.

: Why have I never heard of Skype until this past year?

: It is a European software company and did not gain real momentum in the

United States until this past year. Most people in the United States are on
AOL, then comes Yahoo, MSN with Google, and Jabber bringing up the rear.

. In reading about Skype and the MLCS, I've heard that these products use

encryption and are secure. Is anything really that secure these products and
will never be broken into?

1 Well to say yes would be a bad bet, and to say no would be worse. But I

don’t think anything is totally secure.
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Introduction

Protocols such as MGCP and SIP, or protocol umbrella groups like H.323, are usu-
ally the first things that come to mind when discussing VoIP technology. Although
they are all great protocols in their own right, they depend on, and interoperate
heavily with, support protocols. Many of the support protocols that are used by VoIP
architectures enable services and features required for proper network operation.

This chapter will cover several of the support protocols typically found in VoIP
environments and some of the security implications that they bring with them. This
chapter is not intended to be an all-inclusive tutorial on these protocols. Instead, the
intent is to review both their use and any security implications involving your net-
work.

NoTEe

It is important to keep in mind that most of these support protocols do not
include any encryption or authentication mechanisms by default. For this
reason, most of this traffic is susceptible to interception and/or modification.
Proper network planning and configuration is thus essential.

DNS

The Domain Name System (DNS) is a static hierarchical name resolution architec-
ture that relies on client/server communication for operation. DNS is a protocol that
many use every day and may not know it. Whenever someone browses the Internet,
DNS is used in the background to translate host names into IP addresses so that the
proper network destinations can be found. DNS is equally important in VoIP net-
works for its ability to resolve destination endpoint addresses or allow gateway regis-
tration to call servers and gatekeepers by host name.

DNS was created so that no one would be required to memorize the IP
addresses of every host on a private network or the Internet. Most people have a
hard enough time remembering one or two passwords, let alone several billion IP
addresses. With the development of DNS, the only requirement is knowledge of the
target Web page name that you wish to go to. DNS resolves the target Web page
name entered into one or more server [P addresses. It has also been designed to
allow the reverse or “inverse” resolution of IP addresses to host names.
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The DNS architecture was first discussed in detail in RFCs 881 through 883,
and later updated in RFCs 1034 and 1035. Several of the newer RFCs include rec-
ommendations for how to secure the DNS architecture, including the addition of
DNS security extensions (DNSSEC) beginning with RFC 4033.The next few sec-
tions detail a high-level overview of the DNS architecture and several security
threats associated with DNS systems.

DNS Architecture

In order to better understand and be able to address the security concerns associated
with DNS properly, it is important to have at least a high-level understanding of
how DNS works. The hierarchy previously mentioned for DNS exists as a pyramid,
with the highest level of the DNS architecture at the top. DNS is organized into
myriad logical groupings called domains, which are further segmented into an end-
less number of subdomains. Figure 8.1 illustrates a sample hierarchy of the DNS
system and is by no means exhaustive. The intent is to show the structure of the
hierarchy.

Figure 8.1 Sample DNS Architecture
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Located at the top of the DNS hierarchy are the root DNS servers. The root

118k

DNS servers are located in the root DNS zone, annotated by a single “.”, and are
responsible for maintaining the location of the top-level domain servers (TLD). A
TLD DNS server is one that is responsible for the management of one of the com-
monly associated address suffix identifiers, such as .com, .net, .edu, or .org. The TLD
DNS servers are assigned or “delegated” the responsibility by the root DNS servers.
They are known as the authoritative server for that TLD. Likewise, the TLD DNS
servers delegate the management of one of their many subdomains. The subdomain
DNS servers for .brad.com would be responsible for any resource records (RR) for
that subdomain as well as the location of any related subdomains (.hr.brad.com). The
resource records are the entries for the host systems. This process of delegation dis-

tributes the load of the DNS system across many difterent servers.

Fully Qualified Domain Name (FQDN)

Each host has its own pointer for DNS, known as a fully qualified domain name
(FQDN).The FQDN is used to identify the path taken through the DNS architec-
ture to find the requested host. Figure 8.2 illustrates what path is taken through the
previously discussed DNS hierarchy from Figure 8.1 to reach host pcl.

Figure 8.2 Fully Qualified Domain Names (FQDNs)
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There are a couple of things to keep in mind about FQDN:s. First of all, the
explicit FQDN path from the top of the hierarchy (root) is read from right to left.
Secondly, even though most FQDN illustrations do not include the final dot to rep-
resent the root domain, it is an implied part of the complete FQDN. Most applica-
tions, like IE, will not append a trailing “.” to the end of a requested Web resource.
Followed from right to left, the host pcl follows a path out of the root domain,
through the TLD .com, to the .com subdomain .brad.com, and then finally into the
.brad.com subdomain of .hr.brad.com.

FQDNs are entered into the DNS tables as one of several types of RRs:

B A An A record is an address record, denoting a standard host entry in the
DNS table. The key here is that it is used to resolve an FQDN to an IP
address.

m  PTR PTR records are used by the inverse lookup zones in DNS. The
PTR record resolves an IP address to an FQDN.

®  SOA The SOA record identifies zone information such as the zone name
and serial number.

B MX MX records identify mail servers for the zone.

m NS NS records are used for name servers for the zone.

m CNAME CNAME records act as alias records to allow for the translation
of one host name into another.

m INFO Provides information about hosts listed in the DNS table.

m SRV SRV records identify SIP servers for the zone.

DNS Client Operation

In order to locate the IP address for a host, the client’s application will send a request
to a resolver on the same client system. The resolver will then formulate and send
out the DNS query. From a high level, the query will typically follow a path of trial
and error known as a recursive lookup. Figure 8.3 illustrates what a recursive lookup
from a host, pc2, would look like to find the IP address for host pcl.
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Figure 8.3 Recursive Lookups Using DNS
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The client’s resolver sends its DNS query, which will be sent to the root

domain.

The root domain server does not have the RR for the host pcl, so the
response is sent to redirect the resolver on pc2 to the TLD DNS server for
.com since it knows where .com. is.

The resolver, in turn, sends a query to the TLD DNS server for .com.

The TLD DNS server does not have the RR for the host pcl, so the
response is sent to redirect the resolver on pc2 to the .brad.com. DNS
server since it knows where .brad.com. is.

The resolver, in turn, sends a query to the DNS server for .brad.com.

The .brad.com. DNS server does not have the RR for the host pcl, so the
response is sent to redirect the resolver on pc2 to the .hr.brad.com. DNS
server since it knows where .hr.brad.com. is.

The resolver, in turn, sends a query to the DNS server for .hr.brad.com.

The authoritative DNS server for .hr.brad.com. has the RR for the host
pcl and sends back the information to pc2. pc2 now has the IP address
information for pcl, and may use it accordingly.
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NoTE

It is not required to have a separate DNS server for each subdomain. A single
DNS server may be the authoritative server for many, or all, of the subdomains
in a corporation, although there are usually backup DNS servers configured for
each primary DNS server.

DNS Server Operation

The DNS server is responsible for cataloging all of the RRs that belong to any of
the zones that it is the authoritative DNS server for. It is also responsible for keeping
track of any of the DNS servers that it has delegated subdomain responsibility to. By
keeping track of the subdomains, the DNS server is able to redirect client queries to
the proper location in the event that the requested host RR does not reside on that
server.

DNS servers may also be configured to maintain a cache of domain names, as
well as their respective IP addresses, as they are requested by clients. This configura-
tion allows a DNS server to retrieve an IP address only once and then store the
value for any subsequent queries by the same client or any other client. These entries
are cached for only a short period of time, equal to the Time To Live (ttl) value
applied to the record. When a client requests a particular domain name resolution,
the DNS server will first attempt to find the records in its local database. If this
search fails, the DNS server will attempt to contact a root name server, if it’s been
configured to do so, to request the value.

Another important function that the DNS servers provide is the replication of
the DINS table, also known as a zone transfer. The zone transfer insures that all
entries for a given zone will be available on all DNS servers in that zone. This is
necessary so that DNS can provide a resilient operating architecture. Two types of
zone transfers can be found between DNS servers: full and incremental. A full zone
transfer 1s exactly as it sounds, a complete transfer of zone information between
DNS servers. An incremental zone transfer, on the other hand, is one where only
changed zone information is exchanged between DNS servers. Incremental zone
transfers make more efficient use of bandwidth and network resources, but not all
DNS server vendors support the newer implementation.

Zone transfers are based on several items, including serial numbers and refresh
intervals. The secondary DNS server will request a zone transfer from the primary
DNS server and there is a serial number embedded in the response. If the secondary
server receives the response and the serial number is lower than or equal to the serial
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number of its current table version, the response will not be used to update the
server’s table. However, if the serial number is higher, the DNS table will be updated
to what is enclosed in the response.

The refresh interval is used to identify how often the secondary server should
request a zone transfer from the primary server. It is used as a polling mechanism to
help ensure that the secondary server remains up-to-date with the current DNS
information. NOTIFY messages may also be used by the primary DNS server to tell
the secondary DNS servers when changes have been made to the DNS table. When
the secondary DNS server receives the NOTIFY, they can request a zone transfer to
ensure table synchronization.

Security Implications for DNS

DNS is a core component of modern networking, and as such, is a rather attractive
target for many attackers. When the DNS architecture was developed, security was
not included as part of the design. There was nothing designed into the architecture
for peer authentication, origin authentication, or data encryption. Some recent
advancements in DNS have helped to alleviate some of the current security con-
cerns, but they have not been able to remove them altogether.

The dangers of DNS are well publicized and well documented, owing to its long
life on the Internet. More information on these security threats, how they are per-
formed, and how to protect your DNS servers can be found at wuwuw.dnssec.net/
dns-threats.php. There is also an RFC on DNS Threats, published as RFC 3833.
Several types of attacks should be kept in mind regarding your DNS deployment,
and some best practices can be employed to help lessen your exposure:

m  DNS footprinting (using DNS zone data to learn host names, subdomains,
and subnets)

®  Denial of Service (DoS)
1. SYN flooding of DNS server
2. Transfer of blank DNS table
®  DNS cache poisoning

TFTP

The Trivial File Transfer Protocol (TFTP) is a simplified protocol used to transfer files
from a server to a client. Unlike more evolved file protocols, such as FTP, TFTP was
designed to work in pure simplicity, requiring less overhead and interaction. Its pri-
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mary usage today is in computers and devices that do not have storage devices, com-
monly known as “thin client PCs.” Without offline storage, especially one that can be
updated, it is difficult to maintain how such devices can operate. Instead of booting off
of a hard drive or flash ROM, these devices use TFTP to request data from a central
server to boot from. Or, such devices can boot from internal ROM memory and use
TFTP to request configuration data to use during their operation. Also, devices can use
TFTP to request firmware updates which they can then flash to their ROM chips to
update the built-in software code.This is especially useful since customized sets of data
can be stored for individual user devices within a corporate environment.

The role of TFTP in transferring data is well used throughout the computer
industry. Virtually all modern computers support the ability to boot from the net-
work. In this mode, the computer will attempt to locate a TFTP server on its net-
work segment once it boots. In finding one, the client requests a bootable image
from the server, usually in the form of a floppy disk image. Once it has received the
data, the client will then proceed to boot from the image, as if it was an actual
floppy disk or CD-ROM.

In the VoIP community, TFTP has a critical role in allowing VoIP devices and
telephones to obtain configuration data from centralized servers. These devices are
built with internal Flash ROM memory chips that contain simplified hardware
architecture that does not allow for continual write access to memory. Instead, data is
only written once to the device’s memory and read continuously by the internal
operating system.

The TFTP protocol was first described in 1980 as IEN (Internet Experiment
Note) 133. Its first formal RFC was RFC 783, which was later updated in RFC
1350. However, there are various RFCs that also describe individual actions and
abilities that TFTP could be used for. These include Bootstrap loading (RFC 906)
and TFTP multicasting (RFC 2090). The next few sections of the chapter detail a
high-level overview of the TFTP architecture and several related security threats
associated with the protocol.

TFTP

In order to better understand and be able to address the security concerns associated
with TFTP properly, it is important to have at least a high-level understanding of
how TFTP works. Unlike most other file transfer protocols, TFTP operates by trans-
mitting UDP packets. While connection-less UDP packets are generally frowned
upon for reliable data transmissions, they allow for a simpler implementation into the
protocol, as well as faster transfer speeds. The abilities of the protocol are also very
limited, allowing only for the ability to read and write data. The protocol does not
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have any mechanism displaying information about available files and directories on a
server. The client must know the name of the file that they wish to download when
connecting.

There are very strict regulations on how data is sent between computers, which
allows for client applications to be written easier. Similar to the FTP protocol, TFTP
allows for data to be sent as either ASCII or binary. This data is sent in individual
UDP packets between the two devices. Of these packets, five types can be trans-
mitted, each one identified by an operation code in the header of the data.

m  Read Request (RRQ)

B Write Request (WRQ)

B Data

m  Acknowledgement (ACK)

m  Error

TETP File Transter Operation

When a client wishes to download a file from a TFTP server, it first sends a Read
Request (RRQ) packet to the TFTP server. This packet identifies itself as an RRQ
packet, and also specifies both the name of the file the client wishes to download
and the data mode (binary or ASCII). Likewise, if the client wishes to upload a file
to a TFTP server, it sends an identical Write Request (WR Q) packet, which also
contains the file name and data mode. The sending computer then immediately starts
sending data packets to the recipient computer. If the data is greater than 512 bytes
in size, multiple packets will be sent. A packet that contains a data portion smaller
than 512 bytes is seen as the last packet in the transfer. Following the receipt of each
data packet, the receiving computer sends an acknowledgement (ACK) packet to the
sender, notifying it that the transfer was successful. Figure 8.4 details this transfer of
data between two computers.
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Figure 8.4 TFTP Data Transferral
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Security Implications for TFTP

Insomuch that TFTP was designed for simplicity and ease of use, any mechanisms
normally used to secure data were not implemented into its protocol. It was origi-
nally planned by engineers that usernames and passwords should not ever be
required for TFTP access, but this has led to many security issues. This concern is
also greater because all TFTP packets are sent in the clear across a network, with no
data encryption. Given there is no authentication, and no encryption, TFTP is gen-
erally not recommended for the transfer of sensitive data. However, its role as a
“bootstrap protocol” could allow usernames and passwords to be transferred in the
clear across a network when these aren’t protected by higher-level mechanisms.
Since TFTP is often used to download boot images from a remote server, which
often contain sensitive data required to connect into various servers on the network,
it is possible to retrieve stored account information from within these boot images.
Any person who is capturing network traffic on the same network segment as the
TFTP session could easily gather the transferred data and re-create the original file.
If the file contains sensitive data, such as usernames and passwords, it would then be
readily available to anyone capturing the traffic.
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WARNING

The TFTP protocol sends all data in clear text across the network. As it is com-
monly used to transfer configuration data to devices and clients, it is important
to verify that there is no sensitive data contained within transferred data.
Otherwise, anyone sniffing the wire could have access to various usernames and
passwords used by such devices.

HTTP

The HyperText Transfer Protocol (HTTP) 1s one of the most well known, and well
used, protocols on the Internet. It is the protocol by which Web pages are trans-
mitted from Web servers to clients, but it is also used by many other applications to
send data between computers. For example, many peer-to-peer clients make use of
the solid structure of HTTP to transfer data segments of shared files between peers.
HTTP can be used to transmit both ASCII and binary data between computers.

HTTP is commonly used in the VoIP community as a way for administrators to
remotely administer and configure devices. Many network management devices ofter
a Web-based administration panel by which the device can be altered and configured
for a particular environment. Many such devices also require user authentication to
be able to fully access the configuration data.

HTTP was first described in RFC 1945 at HTTP 1.0 by its founder, Tim
Berners-Lee. Currently, RFC 2616 is used to describe the HTTP 1.1 protocol; how-
ever, various other RFCs describe additional extensions and uses for the HTTP pro-
tocol. These include HTTP Authentication (RFC 2617), Secure HTTP (RFC
2660), and CGI (RFC 3875).

HTTP Protocol

The function of HTTP and its protocol was designed to be very straightforward and
usable by many applications. When a client wishes to request a file from an HTTP
server, it simply creates a TCP session with the server and transmits a GET com-
mand with the name of the requested file and the HTTP protocol version (for
example, GET /index.html HTTP/1.1). The HTTP server then responds back with
the appropriate data. The response from the server will be either the data requested
by the client, or an error message describing why it cannot send the data. All of the
commands within the HTTP protocol are sent in regular ASCII text, with each line
tfollowed by a carriage return/line feed (CR/LF). In network logs, the CR/LF
appear as hexadecimal 0xODOA.
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HTTP Client Request

For a client to retrieve data from an HTTP server, it must know the exact filename
and location to construct an appropriate file request. For most purposes, this informa-
tion is supplied in the form of a uniform resource locator (URL), which specifies a
particular HTTP server, directory path, and file name (for example, www.digg.com/
fag/index.php). When a client wishes to view this specific page, index.php, it must first
make a connection to www.digg.com. This is performed by resolving the domain
name to an IP through DNS, which results in the IP address of 64.191.203.30. The
client then initiates a TCP connection to 64.191.203.30 and makes a request of GET
/faq/index.php HTTP/1.1. This request also includes other information about the
client, some of which may be required for HTTP 1.1, such as the host value. An
example of a full HTTP GET request is shown next:

GET /download.html HTTP/1.1
Host: www.ethereal.com

User-Agent: Mozilla/5.0 (Windows; U; Windows NT 5.1; en-US; rv:1.6)
Gecko/20040113

Accept: \
text/xml,application/xml,application/xhtml+xml, text/html;g=0.9,text/plain; \
g=0.8, image/png, image/jpeg, image/gif;g=0.2,*/*;g=0.1

Accept-Language: en-us,en;g=0.5
Accept-Encoding: gzip,deflate

Accept-Charset: ISO-8859-1,utf-8;g=0.7,*;g=0.7
Keep-Alive: 300

Connection: keep-alive

Referer: http://www.ethereal.com/development.html

HTTP Server Response

Upon receiving a GET request from a client, a server first ensures that the file
requested does exist. If it does, the data is then sent back to the requesting client. If
not, an error message is sent. Regardless of the action, a specific server response is sent
back to the client that includes a status code. This status code informs the client of the
response type. The most common is a 200 code, which informs the client that the file
was found and will be sent. It is transmitted in the form of HTTP/1.1 200 OK, which
specifies the HTTP protocol version, the status code, and a brief description of the
code. Other common status codes include “404 Not Found,” which indicates that the
requested file could not be located by the server, and “500 Internet Server Error,”’
which indicates that there is a problem with the HTTP server. The following is an
example of an HTTP response:
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HTTP/1.1 200 OK

Date: Thu, 13 May 2004 10:17:12 GMT

Server: Apache

Last-Modified: Tue, 20 Apr 2004 13:17:00 GMT
Accept-Ranges: bytes

Content-Length: 18070

Keep-Alive: timeout=15, max=100

Connection: Keep-Alive

Content-Type: text/html; charset=IS0-8859-1

Security Implications for HTTP

Due to the simple design of HTTP, and the early state of the Internet when it was
unveiled, security wasn’t a high priority in the protocol. All data sent through HTTP
was sent as clear text, which allowed any person to be able to sniff the traffic flowing
across the wire and parse out sensitive data, such as usernames, passwords, and net-
work configuration data. This is particularly dangerous since many VoIP and network
management devices use HTTP as a means to allow administrators to check the
status of the device and to configure additional settings. A person with malicious
intent on the same network segment as the device could pick out various usernames
and passwords that may work on additional computers or devices.

HTTP also supports multiple forms of authentication, which is a means by
which the HTTP server can verify a user’s identity. The two authentication forms
currently used are basic and digest authentications. When a server supports authenti-
cation, it sends a 401 “Authentication Required” response to clients that request sen-
sitive data. This response will also include a “realm” (a name associated with the Web
site) that notifies the user what they are accessing. When a client receives such a
response, it will provide a log-in window to the user to input a valid user name and
password. These values will then be transmitted back to the requesting server for
verification. Because of HTTP’s design, though, these credentials will have to be
constantly transmitted to the server for every further data transmission. Each of these
transactions will transmit the user name and password in the clear.

Another form of authentication supported by modern HTTP clients and servers
is digest authentication, which is described in depth in RFC 2617. Digest authenti-
cation has an advantage over basic authentication in that it does not send a clear
password over the network. Instead, an MD5 (Message Digest) value of the password
is transmitted to the requesting server. The server then uses this digest value for pass-
word comparisons. However, digest authentication is not fully supported in many
older Web browsers. It also does not fully protect a user’s credentials. The user name
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and other information about the user are still transmitted in the clear. And, even
though the password is obfuscated, a skilled, malicious user can still capture the MD5
value and use it for future transactions with that particular server to use another
person’s account.

Many devices have recently provided support for HTTPS to overcome the
openness of the HTTP protocol. HTTPS is a modification of HTTP wherein all
data between a client and server are encrypted using the Secure Sockets Layers
(SSL). In order for HTTPS to function, both the server and the client must be able
to support it, and it must be specifically chosen as the form of communication in the
URL. For example, instead of http://www.foo.com, a secure connection would use
https://www.foo.com.

SNMP

SNMP, short for Simple Network Management Protocol, is a high-level protocol
and architecture that allows for the monitoring and maintenance of network devices
to detect problems, and to fine-tune the network for performance. There are two
key versions of SNMP in use today, SNMPv1 and SNMPv2. While the two share
many commonalities, there are some very beneficial additions made to SNMPv2.
However, as many people disagreed with the security profiles implemented into
SNMPv2, it has remained less popular and less used than SNMPv1. Since that time,
a newer version of SNMP was released: the Community-Based SNMP, or
SNMPv2c. However, the current standard, adopted in 2004, is SNMPv3. SNMP
plays a useful role in maintaining and administering VoIP networks by allowing a
person the ability to easily monitor the bandwidth and performance of all the major
components of a network.

The SNMP protocol is defined under RFC 1157 as SNMPv1, and the charac-
teristics of its immediate successor, SNMPv2, are defined in RFC 1902. SNMPv2c is
officially detailed in RFC 1901 and in RFC 1908. SNMPv3 is defined in RFC
3411 and RFC 3418.

SNMP Architecture

An SNMP implementation on a network involves three components to be inte-
grated: the devices to be managed, agents, and Network Management Systems
(NMSes). The devices to be managed are simply computers or devices on the net-
work that reside on the network. These are the devices that an administrator would
like to monitor on the network. Each device must have an agent installed on them,
which is a software application that continually monitors the device for predefined
events or errors and transmits them to a centralized management server, an NMS.
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The NMS collects all of the data that is routinely transferred from the various net-
work devices and correlates it into useful information for an administrator to read
and evaluate.

However, even with all of these components working together on a network,
there still must be a structure to all of the individual data that can be gathered across
a network by an NMS. This is implemented by the use of a Management
Information Base (MIB). See Figure 8.5 for a diagram on how these components
work together.

Figure 8.5 SNMP Network Components

Agent Agent
Management Management
Information Base Information Base

SNMP Operation

The SNMP protocol works under a very simplified model of data collection and
control of the managed devices. Only a few basic commands are used in the SNMP
protocol, such as GETREQUEST, GETNEXTREQUEST, SETREQUEST, and
TRAP. An NMS invokes GETREQUEST to collect data from a device, and GET-
NEXTREQUEST to retrieve the next value in a set. An NMS can also invoke the
SETREQUEST command to save data to a managed device. The TRAP command
is the only one not initiated by the NMS; it is sent out by the client to report any
unusual activity it has detected.

On the client side, the Management Information Base (MIB) acts as a tree that
catalogs all of the various data components of the system or device. Each of these
data components are known by their object identifiers (OIDs). The OID is made up
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of multiple sets of numbers, each separated by a period, in a structured order similar
to that of an IP address. As a general rule, all OIDs begin with .1.3.6.1.2.1, except
on many Cisco devices which use .1.3.6.1.4.1.9.To request a data value, an estab-
lished OID must be specified. For example, to request the system up time, OID
1.3.6.1.2.1.1.2 is read.

SNMP Architecture

The SNMP protocol has many areas that require careful attention and configuration
simply due to the amount of information that could be leaked out to malicious
users. Since all of this data is retrievable by anyone requesting it, there must be some
safeguards put in place to prevent unauthorized users from being able to read data,
or modify it. This is performed by the use of a community string. A community
string acts as a password to group data into either read-only or read-write areas. By
default, most software is setup to use a default community string of “public” for their
read-only data. Likewise, many implementations use a default community string of
“private” for their read-write data. It is particularly dangerous to leave such commu-
nity strings in place, as they are well known to malicious users, and an unchanged
read-write community string allows an attacker the ability to modify critical data on
a device.

Are You Owned?

Are You Allowing Sensitive Data to Be Leaked?

Due to the open nature of SNMP, allowing any person to easily request data,
unique community strings should be defined for network components that you
can administer. Proper care must also be taken in evaluating IP telephones to
ensure that they do not have unsecured SNMP access available. Otherwise, all of
your SNMP-enabled components, such as workstations, servers, routers, and
phones, can disclose sensitive information to anyone who asks. Unless you are
constantly monitoring network traffic, you may not even know that this infor-
mation is being gathered by malicious people within your network environ-
ment—or, even worse, being modified to cover unauthorized actions.

This issue came to light recently when it was discovered that the Cisco 7920
Wireless IP Phone contained a fixed community string that allowed malicious
users to gather and modify data on the devices. The vulnerability and its fix were
given a Cisco bug ID of CSCsb75186. They can also be reviewed at http://securi-
tytracker.com/id?1015232.

Continued
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Likewise, similar SNMP vulnerabilities surfaced with the Hitachi IP5000
phone. These devices did not have a protected community string, which meant
that any person could have full SNMP access to all of the data on the device,
including the ability to alter and erase it.

On a lesser scale, the UTstarcom F1000 IP phone featured the default public
community string, which allowed anyone to view data stored on the phone,
some of which could be considered sensitive. Additionally, when using SNMP
scanning software, the phone suffered from numerous SNMP issues that required
a full reboot to fix.

DHCP

The Dynamic Host Configuration Protocol (DHCP) is a protocol that was designed
to allow network configuration of clients and workstations. Every workstation and
device that is making use of a network must be assigned a unique IP address, as well
as assigned a subnet mask and gateway IP address. In a network environment where
there are hundreds, or thousands, of workstations, this could become an administra-
tive nightmare. DHCP is a popular answer to this problem, automatically assigning
IP addresses and other relevant configuration information to each individual device
as it comes online.

DHCEP is a critical support protocol in the VoIP world because it allows VoIP
phones and devices to be portable from one network to another. Instead of manually
configuring the device after plugging it into each network, the device simply
“pings” the network to find an existing DHCP server. The device then automatically
receives an IP address and network details from the server and is then immediately
useable on the network, without any interaction with the user.

The DHCP protocol was first discussed in RFC 1531 and RFC 1541 in 1993.
Currently, RFC 2131 describes DHCP, and has made the previous RFCs obsolete.
There are many RFCs that describe additional extensions and uses for DHCP,
though—for example, DHCP for IEEE 1394 (RFC 2855) and DHCP for SIP
servers (RFC 3361).

DHCP Protocol

The primary function of DHCP is to supply critical network information to clients
automatically, to reduce the effort of a network administrator in manually config-
uring various devices on a network. For DHCP to work, there must be a DHCP
server (or relay) running on the network segment where clients will be connecting.
The DHCP server listens constantly for incoming UDP packets on port 67, a port
reserved for DHCP usage. When a new, DHCP-enabled device is connected to the
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network, it sends a broadcast packet to detect any running DHCP servers. The
DHCP server then responds with a DHCP offer, which contains an assigned IP
address.

Eight types of packets are used within the DHCP protocol:

B Discover
m Offer

®  Request
B Decline
B ACK

® NAK

B Release

®m  Inform

DHCP Operation

When a client first joins a network, either by being plugged into the network seg-
ment or by being powered on, it does not have an IP address assigned to it. In order
to request one, it sends a DHCP Discover packet across the network. It does so by
sending a packet from IP address 0.0.0.0 to the broadcast IP address
255.255.255.255, which allows the packet to reach every single device on the net-
work segment. This packet may include information about the client itself, such as
the network interface’s MAC address and the computer’s designated host name.
Once a server has received a DHCP Discover packet, it immediately checks its
preset range (scope) of IP addresses to determine the next available number.
Optionally, the DHCP server will also compare the requestor’s MAC address against
a local table to determine if the client is allowed to receive an IP address. After an
address has been chosen, a DHCP Ofter packet is transmitted back to the requesting
client, targeted by its MAC address. This packet includes the assigned IP address, the
lease time of the IP address, subnet mask, gateway address, and chosen DNS servers,
as well as other network information that is to be implemented into the client.
Once the client has received a DHCP Offer packet, it responds with a DHCP
Request packet. This packet is similar to the original DHCP Discover packet in that
it is sent from 0.0.0.0 to 255.255.255.255. This packet serves to notify the server that
the client has accepted the assigned IP address, and also notifies all other clients on
the network segment that the assigned IP address has been taken. Finally, the server
responds back to the client with a DHCP Acknowledgement (ACK) to confirm the
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address has Request has been received. This communication between the client and
DHCP server is detailed in Figure 8.6.

Figure 8.6 The DHCP Process
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Security Implications for DHCP

A variety of security concerns come into play whenever DHCP is enabled on a net-
work segment. These security issues don’t deal so much with leaked data such as
passwords. Instead, they focus more on access into a network from unauthorized
clients. A basic DHCP server runs under the assumption that any DHCP Discover
and Request should be honored as an authorized client. In this setup, any device that
requests network information will be able to receive it, no questions asked. However,
this opens the door for any person with physical access to the network to be able to
plug in unauthorized devices and receive network access.

A number of ways exist to reduce this network exposure, from modifying the
network switches to modifying the DHCP configuration. Most of these security
implementations involve verifying the MAC address of the client device before
allowing it to receive an IP address. One of the more extensive fixes is to enable port
security on the implemented network switches. With port security in place, the
physical connection port can be locked to allow only a single MAC address access
through it. This can help prevent employees, or contractors, from installing a small
network hub or wireless router, and giving multiple devices access to the network.

However, an easier method is to provide DHCP addresses just to devices that
have a particular MAC address assigned to them. All network devices have a MAC
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address coded into them, and these addresses follow a set structure. The first six bytes
of the MAC address specifies the vendor ID, or the company that manufactured the
device. If you wish to restrict DHCP to just particular VoIP phones or devices on
your network, this is possible by identifying the vendor ID on the devices and con-
figuring the DHCP server to provide addresses only to devices that have the same
vendor ID. For example, Grandstream Networks VoIP phones all have a vendor ID
of 00:0B:82.

Another security issue that can arise with DHCP is coupled with TFTP, and the
security risks associated with it. If a network uses a TFTP server to transmit bootable
disk images to computers, much of the configuration material to specify where these
particular disk images are located is located within the DHCP responses. When
clients receive a DHCP offer, they can choose to take advantage of this information,
depending on their boot states. However, a malicious user could monitor these
packets to determine the location of any TFTP servers, as well as the particular files
used on these servers.

Tip

To ease the installation of IP telephones, create a separate scope of IP addresses
with a MAC filter to only allow IP telephones to lease an address. Collect the
unique vendor IDs from the authorized telephones to create this filter.

RSVP

RSVP, short for the Resource ReSerVation Protocol, is a protocol designed to allow
clients on networks to negotiate bandwidth to provide and maintain a high Quality
of Service (QoS) for a specific connection. Normally, TCP/IP will make a best effort
to route packets from one machine to another as quickly as possible. However, due
to the dynamic routing of internetworking, where packets take completely different
routes each time they are transmitted, this cannot be guaranteed. This creates a spe-
cial issue for VoIP communication, which requires a high QoS to maintain seamless
and non-interruptive communication between two people. VoIP can be an especially
demanding protocol that requires long periods of high bandwidth and low latency,
and without RSVP, these conditions may fall below acceptable levels which could
result in a loss of quality or disconnections. RSVP allows a dedicated path across a
network between each client so that packets are routed randomly around, which
retains a high level of bandwidth, and less latency. RSVP is especially useful for
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WAN connections within a global organization to maintain these set paths inside a
network, as many Internet routers do not support the protocol.

The RSVP protocol was first described in RFC 2205 in late 1997. Further modi-
fications were made to this RFC, and the best current practices for the RSVP protocol
are now discussed in RFC 3936, created in late 2004. There are also other RFCs that
describe additional extensions and uses for the RSVP protocol. These include RSVP
for LSP Tunnels (RFC 3209) and RSVP security properties (RFC 4230).

RSVP Protocol

The RSVP protocol works by transferring UDP packets from the recipient of the
data transfer to its sender. This allows the data recipient to control whether to use
regular TCP/IP or to use a dedicated path of travel between the two clients. The
connection recipient initiates this path by sending a constructed RSVP packet to the
connection initiator. This packet will contain a specific Message Type that indicates
the action that should be acted upon. The common Message Types for an RSVP
protocol are

m  Path

B Resv (Reservation Request)

m  PathErr (Path Error)

B ResvErr (Reservation Error)

m  PathTear (Path Teardown)

B ResvTear (Reservation Teardown)

B ResvConf (Reservation Confirmation)

The RSVP packet also carries a data payload containing specific information on
how the path should be constructed. The payload contains information such as:

B Session (Destination IP, Tunnel 1D, Extended Tunnel ID)
®  Hop (the neighboring router’ IP)
®  Time Values (the refresh interval)

®m  Explicit Route (a list of routers between the two devices that creates the

data path)

®m  Adspec (specifies the minimum path latency, MTU, and bandwidth
requirements)
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RSVP Operation

To create a dedicated path of travel, the RSVP protocol relies heavily on its Path and
Resv messages. The Path message packet is used to define the path of routers to be
used for communication between the two clients. This packet is sent from the
receiving end of the communication towards the sender. As it passes through each
individual router, the router examines the packet to determine its neighboring IP
addresses, to which it must route packets to. The Resv message, or Reservation
request, is equally important. The Resv message is sent from each router to its neigh-
boring router, one hop at a time. The Resv packet helps create the reservation on
each router involved in the path. The transfer of Path and Resv packets is detailed in
Figure 8.7.

Figure 8.7 Creating an RSVP Path
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Once a path has been created, with each router maintaining a reservation for the
data, it must be updated routinely to remain open. If a router has not received a
Resv and Path packet before the refresh interval on the path has been exhausted,
then the router will remove the reservation from itself. As Resv and Path packets
arrive to maintain the reservation, they may also make changes to it. If the path
between the clients is to change to substitute routers, the recipient just sends a new
Path message with the updated path and it will become effective. Each router will
continually update its stored information based on the packets it continually receives
during the transmission.

Once the communication between the two devices has ended, they initiate a
teardown of the path. Although, realistically they could just stop transmitting RSVP
packets and eventually the reservations on the routers would expire, it is recom-
mended that they formally tear down the path immediately after finishing the con-
nection. The teardown may be initiated by either side of the communication, or
from any of the routers within the communication. A PathTear packet may be sent
downstream from the sender, or a ResvTear may be sent upstream from the receiver.
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As each router in the path receives a teardown packet, they will immediately remove
the path reservation and forward the packet onto the next hop in the path.

Security Implications for RSVP

Many of the security issues with the RSVP protocol involve actions that a person
with malicious intentions could take to either disrupt traffic or capture it. For one, as
the Path and Resc packets are transmitted across the network, they each include a
session ID that can be used to uniquely identify a particular RSVP session. This data
is also sent as clear text, where anyone who is armed with a network snifter can cap-
ture the data. Knowing the session ID, a person could then use the same session ID
and send a Path message to one of the routers in the path. This new Path could alter
the path of the network, leading the network transmission to a completely different
client than intended. Or, it could be used to disrupt the communication completely,
preventing an RSVP connection to take place between the two devices.

There are various solutions that have come about to resolve issues like this. For
one, the Session ID could be encoded into a public key that will be included in each
packet, as well as a timestamp that acts as a digital signature. If the two devices are
within the same localized network, a third-party server could be used to establish the
identities of each device. Many such security implications and solutions were drafted
by various authors, including Hannes Tschofenig, in an Internet Draft located at
www.tschofenig.com/drafts/draft-ietf-nsis-rsvp-sec-properties-06.txt.

SDP

SDP, short for Session Description Protocol, is a simple protocol that allows clients
to share information about a multimedia stream to clients wishing to connect.
Further extensions on the protocol also allow clients to share their multimedia abili-
ties with other devices. As its name denotes, it is used primarily to describe a client’s
session abilities. It plays an integral part in VoIP communications to share the fact
that a communication session is taking place, and to provide information to other
clients so that they have the ability to join and interact with the session, such as with
a group teleconference.

SDP was first described in RFC 2327 in April 1998, and the original RFC still
defines the protocol’s basic abilities today. There are updates, though, to the RFC, such
as RFC 3266, which adds IPv6 support to SDP. Other associated RFCs include the
RTCP attribute in SDP (RFC 3605), TCP-Based Media Transport in SDP (RFC
4145) and PSTN/Internet Interworking (PINT), a set of extensions to SIP and SDP
for IP Access to Telephone Call Services (RFC 2848). A fairly recent RFC, RFC
3407, allowed the clients the ability to share their multimedia abilities to other devices.
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SDP Specifications

SDP is used as a specification protocol, not as an actual transport protocol (or even a
session negotiation protocol, although higher-level protocols like SIP may add that
capability above it). In other words, SDP does not actually transfer data between
clients, it just establishes a structure for communicating the attributes for those data
streams. The data must be transferred using another transport protocol, such as SAP,
SIP, RTSP, or HTTP. The information contained within an SDP packet is in ASCII
text, and although it was not designed for human readability, it is easy to decipher.
An SDP packet is broken into multiple lines of text, where each line represents a
single field and its corresponding value. Common data fields include

m v (Protocol Version)

B o (Owner of session, Session 1D, Session Version, Network Type, Address
type, and Owner’s [P Address)

B s (Session name)
B i (Session description)

m  u (URI of subject material)

m e (E-mail address of Session Point of Contact)

®  p (Phone number of Session Point of Contact)

m ¢ (Connection information: IP version and CIDR IP address)

m  k (Encryption key as clear text, base64, uri, or prompt)

B m (Media type, connection port, transport method, and format list)
Bt (Session begin and end times)

m  a (Attribute)

The following is an example of SDP data for supplying capabilities:
v=0
o=bsmith 2208988800 2208988800 IN IP4 68.33.152.147
So-
e=bsmithefoo.com
c=IN IP4 20.1.25.50
t=0 0
a=recvonly
m=audio 0 RTP/AVP 0 1 101
a=rtpmap:0 PCMU/8000
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a=rtpmap:1 GSM/8000
a=rtpmap:101 telephone-event/8000

SDP Operation

Once a device has been queried, usually by a client sending an SIP request, it forms
an SDP packet to send back. This SDP packet supplies all of the critical information
about the session capabilities that the device offers. In its simplest form, this data
contains the owner information, the audio and video codecs supported, and which
ports connections are accepted on. In queries for particular sessions, the reply con-
tains the session name, the session description, connection ports, and the range of
time when the session will be active. All time stamps in SDP data are formed using
Network Time Protocol (NTP) values. Additionally, the session ID and session ver-
sion, which must be unique values, are generally created using NTP values to signify
the current date and time.

Much of the current SDP usage is documented in RFC 4317, which describes
the SDP Offer/Answer model. In this model, when a client wishes to communicate
with another, it transmits an SDP ofter packet. This packet is arranged in a structure
similar to the following example, provided by RFC 4317:

v=0

o=alice 2890844526 2890844526 IN IP4 host.atlanta.example.com
s=

c=IN IP4 host.atlanta.example.com
t=0 0

m=audio 49170 RTP/AVP 0 8 97
a=rtpmap:0 PCMU/8000

a=rtpmap:8 PCMA/8000

a=rtpmap:97 iLBC/8000

m=video 51372 RTP/AVP 31 32
a=rtpmap:31 H261/90000
a=rtpmap:32 MPV/90000

Reading through this packet, you can see that the owner line describes that the
packet sender is “alice,” who is listening for connections on host.atlanta.example.com.
This data is sent to the person with whom she wishes to communicate. Once the
other person has received the data and wishes to continue the connection, an answer
packet is returned. Here is an example of this answer:
v=0

o=bob 2808844564 2808844564 IN IP4 host.biloxi.example.com
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s=
c=IN IP4 host.biloxi.example.com
t=0 0

m=audio 49174 RTP/AVP 0
a=rtpmap:0 PCMU/8000

m=video 49170 RTP/AVP 32
a=rtpmap:32 MPV/90000

In this example, Alice is initiating a connection with Bob. Alice’s Offer packet
identifies that she supports three types of audio connections (PCMU, PCMIA, and
1ILBC), as well as two types of video connections (H.261 and MPV). Once Bob’s
client has received the invitation and parsed the values, it chooses a compatible audio
and video format and responds back. In the answer packet shown earlier in this

chapter, Bob’s client responds back wishing to communicate with PCMU audio and
MPV video.

Security Implications for SDP

Similar to the security issues of RSVP, much of the security implications for SDP
arise due to the fact that a person can easily read session IDs and connection infor-
mation oft of a network segment and then tamper with existing communications. In
seeing existing connection offers, and their corresponding SDP replies, an eaves-
dropper could use the information to determine devices that are allowing VoIP
communications, and also spoof his way into an existing communication. An attacker
may also be able to collect SDP ofters and replay them at a later time, overriding
values for ongoing communications, with the potential to disable audio feeds.
However, nearly all security issues with SDP can be solved by using protocols to
handle user authentication, such as SIP.

Skinny

The Skinny protocol is the casual name for a complex, lightweight VoIP protocol
signaling scheme owned by Cisco Systems, Inc., and is in use for all VoIP telephones
that Cisco produces. The formal name is SCCP, for Skinny Client Control Protocol,
and was originally designed by the Selsius Corporation, which Cisco acquired.
Skinny is a proprietary protocol that allows “skinny clients”, such as Cisco IP tele-
phones, to communicate with each other via Cisco CallManager (CCM). The
Skinny clients are small, user-friendly devices that work in conjunction with a
CCM.The CCM also acts as a proxy to relay communications to H.323 clients and
the PSTN.
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Skinny Specifications

Skinny (SCCP) is the exclusive protocol used by Cisco brand IP telephones, as
well as some phones developed by other manufacturers. Using the Skinny protocol,
an IP phone will use normal TCP/IP to communicate with the Cisco CallManager.
If the Cisco phone needs to communicate with a non-Skinny client, then the CCM
acts as a proxy gateway, allowing the two to communicate, at which time the phones
will start using UDP. However, when a Skinny phone wishes to communicate with
another Skinny phone, the two will use RTP/UDP packets for communication.

Skinny Operation

The ability for Skinny clients to communicate with each other is governed by the
Cisco CallManager (CCM) on the same network. When an IP phone wishes to dial
another on the same network, the user takes the phone oft-hook and begins dialing
the necessary numbers. As the numbers are entered, they are transmitted to the
CCM over TCP packets. The CCM performs a “digit analysis” to determine if they
match another phone number in the database. If so, the CCM communicates with
the receiving phone, causing it to start ringing and to send a ring back to the calling
phone. Once the second phone goes off-hook, the CCM sends packets to both
phones requesting their IP address and open UDP port on which to accept the RTP
media. The CCM also checks the media capabilities of each phone to determine if
they can directly communicate with each other, or if a transcoder is required to
allow the communication. Once the CCM has received the connection information
from each phone, it proceeds to transmit the information to the other phone, so that
each phone has the connection information of its peer. At this point, the CCM cre-
ates an RTP/UDP channel for the phones to pass data through for communication.
Once either of the phones goes on-hook and disconnects the line, the CCM termi-
nates the channel. An example of this connection process is shown in Figure 8.8.
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Figure 8.8 The Skinny Client Communication Process
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Security Implications for Skinny

Similar in implications to the other protocols discussed previously, the largest problem
with the Skinny (SCCP) protocol is the fact that all traffic that uses it is sent in the
clear, with no encryption taking place unless the device is capable and configured to
support Transport Layer Security (TLS). Ultimately, this means that people with mali-
cious intent on the same network segment are able to capture the traffic using a net-
work snifter. This allows such people to store recorded conversations, or to even
capture the numbers that a particular phone dials during a time period.

NoTE

While the SCCP/Skinny protocol was not designed for the transfer of secure
data, some protocols are. Cisco CallManager 4.0 introduced Secure SCCP, or
simply “Secure Skinny” to add beefier security to a Cisco VolP network. Secure
SCCP encrypts all data between IP telephones and the Cisco CallManager using
TLS.

Certain Cisco CallManager versions also suffer from a known vulnerability. This vul-
nerability takes advantage of malformed SCCP packets sent to a vulnerable Cisco
IOS (internal operating system). If successful, the exploit is able to cause devices, or
the entire CCM, to reboot. The issue is documented as Cisco bug ID CSCee08584,
and can be fixed up upgrading or migrating the IOS of the affected hardware.
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Summary

While there are more popular and interesting protocols in place to handle much of
the VoIP traftic on networks and the Internet, there is also a very important set of
support protocols that doesn’t share as much of the limelight. These protocols are
crucial in making sure VoIP networks can operate, and that individual clients can
communicate with each other quickly and efticiently. However, they also all have
their own specific security risks and implications when implemented.

DNS is one such protocol which is required for most usage on the Internet. As
the means by which domain names are resolved to IP addresses, it has ultimate con-
trol over where to send clients that are asking for directions to a particular machine.
Proper care must be taken to ensure that network clients are using appropriate DNS
servers that can be trusted to direct devices properly. TFTP is mentioned as one of
the primary protocols used to transfer small data files between a server and a device.
Though its primary usage is in transferring bootable images to thin clients, TFTP is
also critical in supplying configuration information to devices that do not have the
means to store data. However, this configuration information could be sensitive in
nature, if it contains authentication information, and due to the protocol design, it
will be sent in the clear on the network, allowing anyone listening to gather it.
HTTP is one of the most popular, and well-used, protocols in use today and is the
primary means for users to download data from Web servers. It is also commonly
used in other applications and areas as a way to transfer data between computers.
However, if SSL is not used, the information is also sent in the clear and is thus vis-
ible to network sniffers.

SNMP is one of the more useful protocols for network administrators since it
allows applications to create a central repository of data involving all networked
devices on a network segment. This data can then be used to monitor network
activity, improve performance, or locate and resolve issues as they occur. It is also a
protocol implemented into many VoIP telephones in use today. However, as shown
earlier, many implementations of SNMP were not done correctly in some IP phone
models, allowing malicious users to gather, modify, or erase data contained within
these devices. DHCP is another useful protocol for many network administrators
across the world. DHCP allows IP addresses to be leased out to computers as they
come online, abolishing the practice of manually configuring each and every net-
work device with a unique IP address. The use of DHCP allows for a greater
number of devices to use a network during a day since many components are not
running continuously. However, it dangerously supplies IP addresses and network
information to unauthorized clients. Various methods of protecting your network
from this are available, however, as discussed in this chapter.
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RSVP is an important protocol in the VoIP world since it allows for static path-
ways to be constructed between two VoIP telephones across a network, or the
Internet. This pathway uses Quality of Service controls to maintain a high-band-
width connection between the two devices to avoid static and dropped connections.
However, due to its unencrypted design, it is also possible for unauthorized users to
track the pathways, and even change them in mid-stream, severing communications
between devices. SDP was also mentioned as a data format protocol used to provide
information about an ongoing telephony session, or to just provide information
about what protocols a particular device is capable of communicating with. Its open
design allows unauthorized users to detect and track ongoing communication ses-
sions, and to even disrupt them. Finally, the Skinny (SCCP) protocol was discussed,
being Cisco Systems proprietary protocol used for their internal VoIP network
implementations. The Skinny protocol uses the Cisco CallManager system to make
connections to other telephones within the network segment, or to devices on other
network segments.

Solutions Fast Track

DNS

M DNS is the network protocol responsible for translating Fully Qualified
Domain Names (FQDNSs) into IP addresses, and vice versa.

M DNS servers maintain a list of resource records (RRs) that specify how
domain names are to be configured and passed along to requesting clients.

M DNS servers are under heavy scrutiny by network attackers due to their
integral role in network communications.

TFTP

M TFTP was designed to transfer bootable images and data to “thin clients,”
devices without a primary storage device.

M TFTP is based off of the FTP protocol, but was made much simpler to
reduce overhead and complexity.

M UDP packets are used to improve network speed, but because the protocol
does not support encryption or user authentication, the data can be visible
to users on the network.
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HTTP

4]

4]

4}

HTTP is one of the primary methods of data transferal between computers
on the Internet, and can be implemented in everything from Web browsers
to P2P clients.

The protocol is similar to FTP, where a client specifies a host server,
directory path, and file name they wish to retrieve.

HTTP is one of the primary methods by which network devices can be
accessed and configured by a network administrator.

SNMP

4]

4}

4]

SNMP is used to monitor network components and devices for errors or
performance deficiencies.

Data within SNMP-enabled devices are stored in a structured, number-based
hierarchy, which requires extensive documentation to understand and parse.

SNMP may also be used to configure and modify data within clients.

DHCP

4]

4]

DHCP offers the ability to automatically assign IP addresses and network
information to network devices as soon as they join the network.

The use of DHCP allows portable devices, such as laptops and IP telephones,
to be transported between networks without any manual configuration
changes.

RSVP

4}

The RSVP protocol is used to create a static route between two VoIP devices,
allowing for a consistent, high-bandwidth connection.

RSVP’s unencrypted data allows malicious users to monitor, or disrupt, VoIP

communications.
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SDP

M SDP allows session information to be distributed to clients that request it, thus
detailing an ongoing session and its subject matter.

Skinny

M Skinny is a Cisco proprietary protocol used for communication between Cisco
telephones and a Cisco CallManager device.

M The Skinny protocol transmits all data in an unencrypted format, thus allowing
malicious network users to capture, monitor, or disrupt communication
connections, although an encrypted version of Skinny (over TLS) is supported
on some devices.

Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this book,
are designed to both measure your understanding of the concepts presented in
this chapter and to assist you with real-life implementation of these concepts. To
have your questions about this chapter answered by the author, browse to
www.syngress.com/solutions and click on the “Ask the Author” form.

Q: How can I check to see if my SNMP devices are vulnerable?

A: A variety of free tools can be used to assess the security of SNMP devices.
One such tool is SNMPwalk. There is also Mirage (http://pointblanksecu-
rity.com/mirage.php), which provides an easy-to-use GUI environment for
scanning.

Q: If I use unencrypted traffic, can people really capture, and listen to, my phone
conversations?

A: Yes, and quite easily, too. By aising simple nétwork capture and analysis tools,
like Ethereal, communication sessions can be stripped out and saved.
Additional tools can then be used to convert the raw/network data into
playable audio files. One such tool is the VoicesOver Misconfigured Internet
Telephones (VOMIT) located at http://vomit.xtdnet.nl.
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Introduction

Converging voice and data on the same wire, regardless of the protocols used, ups
the ante for network security engineers and managers. One consequence of this
convergence is that in the event of a major network attack, the organization’s entire
telecommunications infrastructure can be at risk. Securing the whole VoIP infras-
tructure requires planning, analysis, and detailed knowledge about the specifics of the
implementation you choose to use.

Table 9.1 describes the general levels that can be attacked in a VoIP infrastructure.

Table 9.1 VoIP Vulnerabilities

Vulnerability Description

IP infrastructure Vulnerabilities on related non-VolP systems
can lead to compromise of VolIP infrastruc-
ture.

Underlying operating system  VolP devices inherit the same vulnerabilities
as the operating system or firmware they run
on. Operating systems are Windows and
Linux.

Configuration In their default configuration most VolP
devices ship with a surfeit of open services.
The default services running on the open
ports may be vulnerable to DoS attacks,
buffer overflows, or authentication bypass.

Application level Immature technologies can be attacked to
disrupt or manipulate service. Legacy applica-
tions (DNS, for example) have known prob-
lems.

Denial-of-Service
or VoIP Service Disruption

Denial-of-service (DoS) attacks can affect any IP-based network service. The impact
of a DoS attack can range from mild service degradation to complete loss of service.
There are several classes of DoS attacks. One type of attack in which packets can
simply be flooded into or at the target network from multiple external sources is
called a distributed denial-of-service (DDoS) attack (see Figures 9.1 and 9.2).
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Figure 9.1 Typical Internet Access

In this figure, traffic flows normally between internal and external hosts and
servers. In Figure 9.2, a network of computers (e.g., a botnet) directs IP traffic at the
interface of the firewall.

Figure 9.2 A Distributed Denial-of-Service Attack
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Tools & Traps...

Botnets

In June of 2004, the Google, Yahoo, and Microsoft Web sites disappeared from
the Internet for several hours when their servers were swamped with hundreds
of thousands of simultaneous Web page requests that swamped the available
bandwidth to the servers and upstream routers, and exhausted the processing
power of the server CPUs. The cause—botnets.

In a general sense, a bot is a program that acts semiautonomously in
response to commands sent by human operators. Bots aren’t necessarily evil. For
instance, the GoogleBot scours the Web for the purpose of improving that search
engine. But when an attacker initiates an assault via IRC, P2P, or HTTP commands,
as many as 100,000 or more bots (most bots are installed on unwitting user PCs
through some type of malware), which comprise a botnet, can be directed to
send traffic targeted at a particular host or subnet. The resulting packet barrage
incapacitates victim computers because of resource (bandwidth and CPU cycles)
exhaustion.

Interestingly, some DDoS attacks are not the result of malicious intent, but
rather, are caused by a sudden upsurge in traffic due to the popularity of a par-
ticular Web site. This is sometimes called “The Slashdot Effect,” since oftentimes,
mention of a Web site in a Slashdot article results in enough subsequent viewers
of that Web site that the Web server fails under the load.

The second large class of Denial of Service (DoS) conditions occurs when

devices within the internal network are targeted by a flood of packets so that they
fail—taking out related parts of the infrastructure with them. As in the DdoS sce-
narios described earlier in this chapter, service disruption occurs to resource deple-
tion—primarily bandwidth and CPU resource starvation (see Figure 9.3). For
example, some IP telephones will stop working if they receive a UDP packet larger
than 65534 bytes on port 5060.
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Figure 9.3 An Internal Denial-of-Service Attack
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Neither integrity checks nor encryption can prevent these attacks. DoS or
DDoS attacks are characterized simply by the volume of packets sent toward the
victim computer; whether those packets are signed by a server, contain real or
spoofed source IP addresses, or are encrypted with a fictitious key—mnone of these
are relevant to the attack.

DoS attacks are difficult to defend against, and because VoIP is just another IP
network service, it is just as susceptible to DoS attack as any other IP network ser-
vices. Additionally, DoS attacks are particularly effective against services such as VoIP
and other real-time services, because these services are most sensitive to adverse net-
work status. Viruses and worms are included in this category as they often cause
DoS or DDoS due to the increased network traffic that they generate as part of their
efforts to replicate and propagate.
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NoTE

Bugtraq is a mailing list hosted by Symantec SecurityFocus that serves as a
vehicle for announcing new security vulnerabilities. Bugtraq is located on the
Web at www.securityfocus.com/archive/1.

CERT and US-CERT are not acronyms. CERT is an organization devoted to
ensuring that appropriate technology and systems management practices are
used to resist attacks on networked systems and to limiting damage and
ensuring continuity of critical services in spite of successful attacks, accidents, or
failures. CERT is based at Carnegie Mellon University and is funded by the U.S.
Department of Defense and the Department of Homeland Security. CERT's
homepage is www.cert.org/.

CVE (Common Vulnerabilities and Exposures) is a list of standardized names
for vulnerabilities and other information security exposures—CVE aims to stan-
dardize the names for all publicly known vulnerabilities and security exposures.
The MITRE Corporation maintains CVE, and the CVE editorial board. The CVE
editorial board is composed of individuals from a range of interests within the
security industry including intrusion detection experts, network security analysts,
security services vendors, academia, tool vendors, software providers, incident
response teams, and information providers.

How do we defend against these DoS conditions (we won't use the term attack
here because some DoS conditions are simply the unintended result of other unre-
lated actions)? Let’s begin with internal DoS. Note in Figure 9.3 that VLAN 10 on
the right is not affected by the service disruption on the left in VLAN 2. This illus-
trates one critical weapon the security administrator has in thwarting DoS condi-
tions—logical segregation of network domains in separate compartments. Each
compartment can be configured to be relatively immune to the results of DoS in the
others. This is described in more detail in Chapter 13.

Point solutions will also be effective in limiting the consequences of DoS condi-
tions. For example, because strong authentication is seldom used in VoIP environ-
ments, the message processing components must trust and process messages from
possible attackers. The additional processing of bogus messages exhausts server
resources and leads to a DoS. SIP or H.323 Registration Flooding is an example of
this, described in the list of DoS threats, later. In that case, message processing servers
can mitigate this specific threat by limiting the number of registrations it will accept
per minute for a particular address (and/or from a specific IP address). An intrusion
Prevention System (IPS) may be useful in fending off certain types of DoS attacks.
These devices sit on the datapath and monitor passing traffic. When anomalous
traftic is detected (either by matching against a database of attack signatures or by
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matching the results of an anomaly-detection algorithm) the IPS blocks the suspi-
cious traftic. One problem I have seen with these devices—particularly in environ-
ments with high availability requirements—is that they sometimes block normal
traftic, thus creating their own type of DoS.

Additionally, security administrators can minimize the chances of DoS by
ensuring that IP telephones and servers are updated to the latest stable version and
release. Typically, when a DoS warning is announced by bugtraq, the vendor quickly
responds by fixing the offending software.

NoTE

VolIP endpoints can be infected with new VolP device or protocol-specific
viruses. WinCE, PalmOS, SymbianQS, and POSIX-based softphones are especially
vulnerable because they typically do not run antivirus software and have less
robust operating systems. Several Symbian worms already have been detected
in the wild. Infected VolP devices then create a new “weak link” vector for
attacking other network resources.

Compromised devices can be used to launch attacks against other systems
in the same network, particularly if the compromised device is trusted (i.e.,
inside the firewall). Malicious programs installed by an attacker on compro-
mised devices can capture user input, capture traffic, and relay user data over a
“back channel” to the attacker. This is especially worrisome for softphone users.

VoIP systems must meet stringent service availability requirements. Following are
some example DoS threats can cause the VoIP service to be partially or entirely
unavailable by preventing successful call placement (including emergency/911), dis-
connecting existing calls, or preventing use of related services like voicemail. Note
that this list is not exhaustive but illustrates some attack scenarios.

m  TLS Connection Reset It’s not hard to force a connection reset on a
TLS connection (often used for signaling security between phones and
gateways)—just send the right kind of junk packet and the TLS connection
will be reset, interrupting the signaling channel between the phone and call
server.

m  VoIP Packet Replay Attack Capture and resend out-of-sequence VoIP
packets (e.g., RTP SSRC—SSRC is an RTP header field that stands for
Synchronization Source) to endpoints, adding delay to call in progress and
degrading call quality.
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Data Tunneling Not exactly an attack; rather tunneling data through
voice calls creates, essentially, a new form of unauthorized modem. By
transporting modem signals through a packet network by using pulse code
modulation (PCM) encoded packets or by residing within header informa-
tion, VoIP can be used to support 2 modem call over an IP network. This
technique may be used to bypass or undermine a desktop modem policy
and hide the existence of unauthorized data connections. This is similar in
concept to the so-called “IP over HTTP” threat (i.e., “Firewall
Enhancement Protocol” RFC 3093)—a classic problem for any ports
opened on a firewall from internal sources.

QoS Modification Attack Modify non-VoIP-specific protocol control
information fields in VoIP data packets to and from endpoints to degrade
or deny voice service. For example, if an attacker were to change 802.1Q
VLAN tag or IP packet ToS bits, either as a man-in-the-middle or by com-
promising endpoint device configuration, the attacker could disrupt the
quality of service “engineered” for a VoIP network. By subordinating voice
traffic to data traffic, for example, the attacker might substantially delay
delivery of voice packets.

VoIP Packet Injection Send forged VoIP packets to endpoints, injecting
speech or noise or gaps into active call. For example, when RTP is used
without authentication of RTCP packets (and without SSRC sampling), an
attacker can inject RTCP packets into a multicast group, each with a dif-
ferent SSRC, which can grow the group size exponentially.

DoS against Supplementary Services Initiate a DoS attack against
other network services upon which the VoIP service depends (e.g., DHCP,
DNS, BOOTP). For example, in networks where VoIP endpoints rely on
DHCP-assigned addresses, disabling the DHCP server prevents endpoints
(soft- and hardphones) from acquiring addressing and routing information
they need to make use of the VoIP service.

Control Packet Flood Flood VoIP servers or endpoints with unauthenti-
cated call control packets, (e.g., H.323 GRQ, RRQ, URQ packets sent to
UDP/1719). The attacker’s intent is to deplete/exhaust device, system, or
network resources to the extent that VoIP service is unusable. Any open
administrative and maintenance port on call processing and VoIP-related
servers can be a target for this DoS attack.

Wireless DoS Initiate a DoS attack against wireless VoIP endpoints by
sending 802.11 or 802.1X frames that cause network disconnection (e.g.,
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802.11 Deauthenticate flood, 802.1X EAP-Failure, WPA MIC attack, radio
spectrum jamming). For example, a Message Integrity Code attack exploits
a standard countermeasure whereby a wireless access point disassociates sta-
tions when it receives two invalid frames within 60 seconds, causing loss of
network connectivity for 60 seconds. In a VoIP environment, a 60-second
service interruption is rather extreme.

Bogus Message DoS Send VoIP servers or endpoints valid-but-forged
VoIP protocol packets to cause call disconnection or busy condition (e.g.,
RTP SSRC collision, forged RTCP BYE, forged CCMS, spoofed endpoint
button push). Such attacks cause the phone to process a bogus message and
incorrectly terminate a call, or mislead a calling party into believing the
called party’s line is busy.

Invalid Packet DoS Send VoIP servers or endpoints invalid packets that
exploit device OS and TCP/IP implementation denial-of-service CVEs.
For example, the exploit described in CAN-2002-0880 crashes Cisco IP
phones using jolt, jolt2, and other common fragmentation-based DoS
attack methods. CAN-2002-0835 crashes certain VoIP phones by
exploiting DHCP DoS CVEs. Avaya IP phones may be vulnerable to port
zero attacks.

Immature Software DoS PDA/handheld softphones and first generation
VoIP hardphones are especially vulnerable because they are not as mature
or intensely scrutinized. VoIP call servers and IP PBXs also run on OS plat-
forms with many known CVEs. Any open administrative/maintenance port
(e.g., HTTP, SNMP, Telnet) or vulnerable interface (e.g., XML, Java) can
become an attack vector.

VoIP Protocol Implementation DoS Send VoIP servers or endpoints
invalid packets to exploit a VoIP protocol implementation vulnerability to a
DoS attack. Several such exploits are identified in the MITRE CVE
database (http://cve.mitre.org). For example, CVE-2001-00546 uses mal-
formed H.323 packets to exploit Windows ISA memory leak and exhaust
resources. CAN-2004-0056 uses malformed H.323 packets to exploit
Nortel BCM DoS vulnerabilities. Lax software update practices (failure to
install CVE patches) exacerbate risk.

Packet of Death DoS Flood VoIP servers or endpoints with random
TCP, UDP, or ICMP packets or fragments to exhaust device CPU, band-
width, TCP sessions, and so on. For example, an attacker can initiate a TCP
Out of Band DoS attack by sending a large volume of TCP packets marked
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“priority delivery” (the TCP Urgent flag). During any flood, increased pro-
cessing load interferes with the receiving system’s ability to process real
traffic, initially delaying voice traftic processing but ultimately disrupting
service entirely.

® [P Phone Flood DoS Send a very large volume of call data toward a
single VoIP endpoint to exhaust that device’s CPU, bandwidth, TCP ses-
sions, and so on. Interactive voice response systems, telephony gateways,
conferencing servers, and voicemail systems are able to generate more call
data than a single endpoint can handle and so could be leveraged to flood
an endpoint.

Notes from the Underground...

Pharming

Pharming exploits vulnerabilities in DNS—the protocol responsible for translating
e-mail and Web addresses into IP addresses. By using DNS Poisoning VolP users’
calls can be redirected without their knowledge, to addresses completely dif-
ferent from the ones the users dialed. Essentially, pharming attacks attempt to
persuade a user that he or she is viewing one site—www.yourbank.com, for
example—when the user actually is viewing a bogus, criminal site. The bogus site
is designed to mimic the real site, and often provides numerous means for the
user to enter personal information.

Pharming against IP telephony is not only possible, it is probable. ZDNet
describes how pharming may be used to redirect IP phone traffic from the
intended recipient to another location. Imagine dialing your bank’s number,
entering your SSN and password at the voice prompts, and then a month later,
realizing that you donated your personal information to a 15-year-old in
Romania.

Call Hijacking and Interception

Call interception and eavesdropping are other major concerns on VoIP networks.
The VOIPSA threat taxonomy (www.voipsa.org/Activities/taxonomy-wiki.php)
defines eavesdropping as “a method by which an attacker is able to monitor the
entire signaling and/or data stream between two or more VoIP endpoints, but
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cannot or does not alter the data itself.” Successful call interception is akin to wire-
tapping in that conversations of others can be stolen, recorded, and replayed without
their knowledge. Obviously, an attacker who can intercept and store these data can
make use of the data in other ways as well.

Tools & Traps...

DNS Poisoning

A DNS A (or address) record is used for storing a domain or hostname mapping
to an IP address. SIP makes extensive use of SRV records to locate SIP services such
as SIP proxies and registrars. SRV (service) records normally begin with an under-
score (_sip.tcpserver.udp.domain.com) and consist of information describing ser-
vice, transport, host, and other information. SRV records allow administrators to
use several servers for a single domain, to move services from host to host with
little fuss, and to designate some hosts as primary servers for a service and others
as backups.

An attacker’s goal, when attempting a DNS Poisoning or spoofing attack, is
to replace valid cached DNS A, SRV, or NS records with records that point to the
attacker’s server(s). This can be accomplished in a number of fairly trivial ways—
the easiest being to initiate a zone transfer from the attacker’s DNS server to the
victim’s misconfigured DNS server, by asking the victim’s DNS server to resolve a
networked device within the attacker’s domain. The victim’s DNS server accepts
not only the requested record from the attacker’s server, but it also accepts and
caches any other records that the attacker’s server includes.

Thus, in addition to the A record for www.attacker.com, the victim DNS
server may receive a bogus record for www.yourbank.com. The innocent victim
will then be redirected to the attacker.com Web site anytime he or she attempts
to browse to the yourbank.com Web site, as long as the bogus records are
cached. Substitute a SIP URL for a Web site address, and the same scenario can
be repeated in a VolIP environment.

This family of threats relies on the absence of cryptographic assurance of a
request’s originator. Attacks in this category seek to compromise the message
integrity of a conversation. This threat demonstrates the need for security services
that enable entities to authenticate the originators of requests and to verify that the
contents of the message and control streams have not been altered in transit.

In the past several years, as host PCs have improved their processing power and
their ability to process networked information, network administrators have instituted a
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hierarchical access structure that consists of a single, dedicated switched link for each
host PC to distribution or backbone devices. Each networked user benefits from a
more reliable, secure connection with guaranteed bandwidth. The use of a switched
infrastructure limits the effectiveness of packet capture tools or protocol analyzers as a
means to collect VoIP traffic streams. Networks that are switched to the desktop allow
normal users’ computers to monitor only broadcast and unicast traffic that is destined
to their particular MAC address. A user’s NIC (network interface card) literally does
not see unicast traffic destined for other computers on the network.

The address resolution protocol (ARP) is a method used on IPv4 Ethernet net-
works to map the IP address (layer 3) to the hardware or MAC (Media Access
Control) layer 2 address. (Note that ARP has been replaced in IPv6 by Neighbor
Discovery [ND] protocol. The ND protocol is a hybrid of ARP and ICMP) Two
classes of hardware addresses exist: the broadcast address of all ones, and a unique 6
byte identifier that is burned into the PROM of every NIC (Network Interface Card).

Figure 9.4 illustrates a typical ARP address resolution scheme. A host PC
(10.1.1.1) that wishes to contact another host (10.1.1.2) on the same subnet issues
an ARP broadcast packet (ARPs for the host) containing its own hardware and IP
addresses. NICs contain filters that allow them to drop all packets not destined for
their unique hardware address or the broadcast address, so all NICs but the query
target silently discard the ARP broadcast. The target NIC responds to the query
request by unicasting its IP and hardware address, completing the physical to logical
mapping, and allowing communications to proceed at layer 3.

Figure 9.4 Typical ARP Request/Reply

@ SAM: WHO HAS 1P 10.1.1.2?

@ SALLY: I (AA.BB.CC.DD.EE.00) HAVE [P 10.1.1.2

10.1