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Next-Generation Internet

With ever-increasing demands on capacity, quality of service, speed, and
reliability, current Internet systems are under strain and under review. Combin-
ing contributions from experts in the field, this book captures the most recent
and innovative designs, architectures, protocols, and mechanisms that will enable
researchers to successfully build the next-generation Internet. A broad perspec-
tive is provided, with topics including innovations at the physical/transmission
layer in wired and wireless media, as well as the support for new switching and
routing paradigms at the device and subsystem layer. The proposed alternatives
to TCP and UDP at the data transport layer for emerging environments are
also covered, as are the novel models and theoretical foundations proposed for
understanding network complexity. Finally, new approaches for pricing and net-
work economics are discussed, making this ideal for students, researchers, and
practitioners who need to know about designing, constructing, and operating the
next-generation Internet.
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Preface

The field of computer networking has evolved significantly over the past four
decades since the development of ARPANET, the first large-scale computer net-
work. The Internet has become a part and parcel of everyday life virtually world-
wide, and its influence on various fields is well recognized. The TCP/IP protocol
suite and packet switching constitute the core dominating Internet technologies
today. However, this paradigm is facing challenges as we move to next-generation
networking applications including multimedia transmissions (IPTV systems),
social networking, peer-to-peer networking and so on. The serious limitations
of the current Internet include its inability to provide Quality of Service, reliable
communication over periodically disconnected networks, and high bandwidth for
high-speed mobile devices.
Hence, there is an urgent question as to whether the Internet’s entire architec-

ture should be redesigned, from the bottom up, based on what we have learned
about computer networking in the past four decades. This is often referred to
as the “clean slate” approach to Internet design. In 2005, the US National Sci-
ence Foundation (www.nsf.gov) started a research program called Future Inter-
net Network Design (FIND) to focus the research community’s attention on
such activities. Similar funding activities are taking place in Europe (FIRE:
Future Internet Research and Experimentation), Asia, and other regions across
the globe. This book is an attempt to capture some of the pioneering efforts
in designing the next-generation Internet. The book is intended to serve as a
starting point for researchers, engineers, students, and practitioners who wish to
understand and contribute to the innovative architectures and protocols for the
next-generation Internet.

Book organization

The book is divided into four parts that examine several aspects of next gener-
ation networks in depth.
Part I, titled “Enabling technologies,” consists of five chapters that describe

the technological innovations which are enabling the design and development of
next-generation networks.
Chapter 1, “Optical switching fabrics for terabit packet switches,” describes

photonic technologies to realize subsystems inside high-speed packet switches
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and routers. The proposed architectures using optical interconnections remain
fully compatible with current network infrastructures. For these architectures,
the authors conduct scalability analysis and cost analysis of implementations
based on currently available components.
Chapter 2, “Broadband access networks: current and future directions,”

describes Long-Reach Passive Optical Network (LR-PON) technology which
brings the high capacity of optical fiber closer to the user. The authors pro-
pose and investigate the Wireless-Optical Broadband Access Network (WOBAN)
which integrates the optical and wireless access technologies.
Chapter 3, “The optical control plane and a novel unified control plane archi-

tecture for IP/WDM networks,” provides an overview of current protocols uti-
lized for the control plane in optical networks. The authors also propose and
investigate a new unified control plane architecture for IP-over-WDM networks
that manages both routers and optical switches.
Chapter 4, “Cognitive routing protocols and architecture,” describes the oper-

ation of wireless networks in which cognitive techniques are becoming increas-
ingly common. The authors present cognitive routing protocols and their cor-
responding protocol architectures. In particular, the authors propose and inves-
tigate the mobility-aware routing protocol (MARP) for cognitive wireless net-
works.
Chapter 5, “Grid networking,” describes Grid networks which are enabling

the large-scale sharing of computing, storage, communication and other Grid
resources across the world. Grid networks based on optical circuit switching
(OCS) and optical burst switching (OBS) technologies are discussed. The authors
describe approaches for resource scheduling in Grid networks.
Part II, titled “Network architectures,” consists of five chapters that propose

and investigate new architectural features for next-generation networks.
Chapter 6, “Host identity protocol (HIP): an overview,” describes a set of

protocols that enhance the original Internet architecture by injecting a name
space between the IP layer and the transport protocols. This name space consists
of cryptographic identifiers that are used to identify application endpoints, thus
decoupling names from locators (IP addresses).
Chapter 7, “Contract switching for managing inter-domain dynamics,” intro-

duces contract switching as a new paradigm for allowing economic considerations
and flexibilities that are not possible with the current Internet architecture.
Specifically, contract switching allows users to indicate their value choices at suf-
ficient granularity, and providers to manage the risks involved in investments for
implementing and deploying new QoS technologies.
Chapter 8, “PHAROS: an architecture for next-generation core optical net-

works,” presents the Petabit/s Highly-Agile Robust Optical System (PHAROS),
an architectural framework for future core optical networks. PHAROS, which
is designed as part of the DARPA core optical networks (CORONET) pro-
gram, envisions a highly dynamic network with support for both wavelength
and IP services, very fast service setup and teardown, resiliency to multiple
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concurrent network failures, and efficient use of capacity reserved for protected
services.
Chapter 9, “Customizable in-network services,” proposes the deployment of

custom processing functionality within the network as a means for enhancing
the ability of the Internet architecture to adapt to novel protocols and commu-
nication paradigms. The chapter describes a network service architecture that
provides suitable abstractions for specifying data path functions from an end-
user perspective, and discusses technical challenges related to routing and service
composition along the path.
Chapter 10, “Architectural support for continuing Internet evolution and inno-

vation,” argues that, while the current Internet architecture houses an effective
design, it is not in itself effective in enabling evolution. To achieve the latter goal,
it introduces the SILO architecture, a meta-design framework within which the
system design can change and evolve. SILO generalizes the protocol layering
concept by providing each flow with a customizable arrangement of fine-grain,
reusable services, provides support for cross-layer interactions through explicit
control interfaces, and decouples policy from mechanism to allow each to evolve
independently.
Part III, titled “Protocols and practice,” deals with different aspects of rout-

ing layer protocols and sensor network infrastructures.
Chapter 11, titled “Separating Routing Policy from Mechanism in the Network

Layer”, describes a network layer design that uses a flat endpoint identifier space
and also separates routing functionality from forwarding, addressing, and other
network layer functions. This design is being studied as part of the Postmodern
Internet Architecture (PoMo) project, a collaborative research project between
the University of Kentucky, the University of Maryland, and the University of
Kansas. The chapter also presents results from experimental evaluations, using
a tunneling service that runs on top of the current Internet protocols.
Chapter 12, titled “Multi-path BGP: motivations and solutions,” discusses the

motivation for using multi-path routing in the next generation Internet, in the
context of the widely-used Border Gateway Protocol (BGP) routing protocol.
The chapter then presents a set of proposed mechanisms that can interoperate
with the existing BGP infrastructure. Solutions for both intra-domain and inter-
domain multi-path routing are presented. These mechanisms are being imple-
mented as part of the ongoing TRILOGY testbed, a research and development
project funded by the European Commission.
Chapter 13, titled “Explicit congestion control: charging, fairness, and admis-

sion management,” presents theoretical results on explicit congestion con-
trol mechanisms. These are a promising alternative to the currently used
implicit congestion control mechanism of TCP. Examples of protocols using
explicit congestion control are eXplicit Control Protocol (XCP) and the Rate
Control Protocol (RCP). This chapter presents a proportionally fair rate
control protocol and an admission management algorithm that deals with
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the tradeoff between maximizing resource utilization and admission of burst
arrivals.
Chapter 14, titled “KanseiGenie: software infrastructure for resource man-

agement and programmability of wireless sensor network fabrics,” presents a
software framework that allows a community of users to develop applications
based on a network of deployed wireless sensor nodes. The framework allows the
sensor nodes to be shared by multiple applications, using slicing and virtualiza-
tion of the nodes’ resources. This project has been implemented as part of the
NSF GENI initiative and promises to change the way in which sensor networks
will operate in the future.
Finally, Part IV, titled “Theory and models”, deals with theoretical founda-

tions and models, as applicable to next generation Internet protocol design.
Chapter 15, “Theories for buffering and scheduling in Internet switches,”

presents interesting theoretical results on the use of small buffer sizes in the
design of next generation routers/switches. It presents results on the interac-
tions between a router’s buffer size and TCP’s congestion control mechanisms,
and results on queueing theory based analysis on the fluctuation of traffic arrivals
at a router. Based on these results, an active queue management mechanism is
presented.
Chapter 16, “Stochastic network utility maximization and wireless schedul-

ing,” discusses network utility maximization (NUM) as a refinement of the
layering as optimization decomposition principle that is applicable to dynamic
network environments. The chapter provides a taxonomy of this research area,
surveys the key results obtained over the last few years, and discusses open issues.
It also highlights recent progress in the area of wireless scheduling, one of the
most challenging modules in deriving protocol stacks for wireless networks.
Chapter 17, “Network coding in bi-directed and peer-to-peer networks,” exam-

ines the application of network coding principles to bi-directed and peer-to-peer
(P2P) networks. With the increasing use of P2P networks, it is essential to study
how well network coding can be useful in such networks. The chapter discusses
fundamental limitations of network coding for such networks and derives perfor-
mance bounds. For P2P networks, the chapter presents practical network coding
mechanisms for peer-assisted media streaming and peer-assisted content distri-
bution.
Chapter 18, “Network economics: neutrality, competition, and service differ-

entiation,” argues that the current Internet is not living up to its full potential
because it delivers insufficient or inconsistent service quality for many applica-
tions of growing importance. The author explores how pricing can help expose
hidden externalities and better align individual and system-wide objectives by
structuring payments between content providers, ISPs, and users, to create the
right incentives. The role of service differentiation in remedying problems that
arise when users have heterogeneous requirements or utility functions is also
examined.
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1 Optical switching fabrics for terabit
packet switches
Davide Cuda, Roberto Gaudino, Guido A. Gavilanes Castillo,
and Fabio Neri
Politecnico di Torino, Turin, Italy

A key element of past, current, and future telecommunication infrastructures
is the switching node. In recent years, packet switching has taken a dominant
role over circuit switching, so that current switching nodes are often packet
switches and routers. While a deeper penetration of optical technologies in the
switching realm will most likely reintroduce forms of circuit switching, which are
more suited to realizations in the optical domain, and optical cross-connects [1,
Section 7.4] may end up playing an important role in networking in the long
term, we focus in this chapter on high-performance packet switches.
Despite several ups and downs in the telecom market, the amount of infor-

mation to be transported by networks has been constantly increasing with time.
Both the success of new applications and of the peer-to-peer paradigm, and the
availability of large access bandwidths (few Mb/s on xDSLs and broadband wire-
less, but often up to 10’s or 100’s of Mb/s per residential connection, as currently
offered in Passive Optical Networks – PONs), are causing a constant increase of
the traffic offered to the Internet and to networking infrastructures in general.
The traffic increase rate is fast, and several studies show that it is even faster
than the growth rate of electronic technologies (typically embodied by Moore’s
law, predicting a two-fold performance and capacity increase every 18 months).
Optical fibers are the dominant technology on links between switching nodes,

and, while the theoretical capacity of several tens of Tb/s on each fiber is practi-
cally never reached, still very high information densities are commercially avail-
able: 10–40 Gb/s, and soon 100 Gb/s, per wavelength channel are commonplace
in WDM (Wavelength Division Multiplexing) transmission systems capable of
carrying up to tens of channels on a single fiber, leading to Tb/s information
rates on a single optical fiber.
Very good and mature commercial offerings are on the market today for

packet switches and routers, with total switching capacities up to few Tb/s.
These devices are today fully realized in the electronic domain: information
received from optical fibers is converted in linecards to the electronic domain, in

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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which packets are processed, stored to solve contentions, and switched through a
switching fabric to the proper output port in a linecard, where they are converted
back to the optical domain for transmission.
The fast traffic growth however raises concerns on the capability of elec-

tronic realizations of packet switches and routers to keep up with the amount of
information to be processed and switched. Indeed, the continuous evolution of
high-capacity packet switches and routers is today bringing recent realizations
close to the fundamental physical limits of electronic devices, mostly in terms
of maximum clock rate, maximum number of gates inside a single silicon core,
power density, and power dissipation (typically current large routers need tens
of kW of power supply; a frequently cited example is the CRS-1 System – see
[2, page 10]). Each new generation of switching devices shows increasing compo-
nent complexity and needs to dissipate more power than the previous one. The
current architectural trend is to separate the switching fabric from the linecards
and often to employ optical point-to-point interconnections among them (see [3,
page 6] again for the CRS-1). This solution results in a large footprint (current
large switches are often multi-rack), poses serious reliability issues because of the
large number of active devices, and is extremely power-hungry.
A lively debate on how to overcome these limits is ongoing in the research com-

munity. Optical technologies today are in practice limited to the implementation
of transmission functions, and very few applications of photonics in switching can
be found in commercial offerings. Several researchers however claim that optical
technologies can bring significant advantages also in the realization of switch-
ing functions: better scalability towards higher capacities, increased reliability,
higher information densities on internal switch interconnections and backplanes,
reduced footprint and better scaling of power consumption [7, 8].
In this chapter1 we consider photonic technologies to realize subsystems inside

packet switches and routers, as recently has been done by several academic and
industrial research groups. In particular, we refer to a medium-term scenario in
which packet switching according to the Internet networking paradigm domi-
nates. Hence we assume that packets are received at input ports according to
current formats and protocols (such as IP, Ethernet, packet over Sonet). We
further assume that packets are converted in the electronic domain at linecards
for processing and contention resolution. We propose to use optical interconnec-
tions among linecards, hence to implement an optical switching fabric internally
to the switch. At output linecards, packets are converted back to legacy for-
mats and protocols, so that the considered architectures remain fully compatible
with current network infrastructures. For these architectures we will evaluate
the maximum achievable switching capacities, and we will estimate the costs
(and their scaling laws) of implementations based on currently available discrete
components.

1 Preliminary parts of this chapter appeared in [4, 5, 6]. This work was partially supported by
by the Network of Excellence BONE (“Building the Future Optical Network in Europe”),
funded by the European Commission through the Seventh Framework Programme.
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1.1 Optical switching fabrics

To study the suitability of optical technologies for the realization of switch-
ing fabrics inside packet switching devices, we focus on three optical intercon-
nection architectures belonging to the well-known family usually referred to as
“tunable transmitter, fixed receiver” (TTx-FRx), which was widely investigated
in the past (the three specific architectures were studied [9, 10] within the e-
Photon/ONe European project). In particular, we consider optical interconnec-
tion architectures based on the use of broadcast-and-select or wavelength-routing
techniques to implement packet switching through a fully optical system in which
both wavelength division and space multiplexing are used. Indeed, WDM and
space multiplexing have proven to make best use of the distinctive features of
the optical domain.
Our architectures are conceived in such a way that switching decisions can

be completely handled by linecards, enabling the use of distributed scheduling
algorithms. We will, however, not deal with control and resource allocation algo-
rithms, thus focusing on the switching fabric design, for which we will consider
in some detail the physical-layer feasibility, the scalability issues, and the costs
related to realizations with currently available components.
Many optical switching experiments published in the last 10–15 years have

used optical processing techniques such as wavelength conversion or 3R regenera-
tion [1, Chapter 3], and even optical label recognition and swapping, or all-optical
switch control, and have been often successfully demonstrated in a laboratory
environment. However, they are far from being commercially feasible, since they
require optical components which are still either in their infancy or simply too
expensive. We take a more conservative approach, restricting our attention to
architectures that are feasible today, as they require only optical components
commercially available at the time of this publication. Fast-tunable lasers with
nanosecond switching times are probably the only significant exception, since
they have not yet a real commercial maturity, even though their feasibility has
already been demonstrated in many experimental projects [7] and the first prod-
ucts are appearing on the market.
The reference architecture of the optical switching fabric considered in this

chapter is shown in Figure 1.1: a set of N input linecards send packets to an
optical interconnection structure that provides connectivity towards the N out-
put linecards using both WDM and optical space multiplexing techniques. The
optical switching fabric is organized in S switching planes, to which a subset of
output linecards are connected. As we mainly refer to packet switching, fast opti-
cal switches (or in general plane distribution subsystems) allow input linecards
to select the plane leading to the desired output linecard on a packet-per-packet
basis. Obviously, slower switching speeds would suffice in case of circuit switch-
ing. Within each plane, wavelength routing techniques select the proper output.
Thus packet switching is controlled at each input linecard by means of a fast
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tunable laser (i.e., in the wavelength domain) and, for S > 1, of a fast optical
switch (i.e., in the space domain). Each linecard is equipped with one tunable
transmitter (TTx) and one fixed-wavelength burst-mode receiver (BMR) operat-
ing at the data rate of a single WDM channel. Burst-mode operation is required
on a packet-by-packet basis. Note that both TTx’s and BMR’s have recently
appeared in the market to meet the demand for flexible WDM systems (for
TTx’s) and for upstream receivers in PONs (for BMR’s).
For simplicity,2 we assume that all the considered architectures have a syn-

chronous and time-slotted behavior, as reported in [4] and [5]: all linecards are
synchronized to a common clock signal which can be distributed either optically
or electrically.
Packet transmissions are scheduled so that at most one packet is sent to

each receiver on a time slot (i.e., contentions are solved at transmitters). Packet
scheduling can be implemented in a centralized fashion as in most current packet
switches. In this case, an electronic scheduler is required so that, after receiv-
ing status information from linecards, it decides a new permutation, i.e., an
input/output port connection pattern, for each time slot. Centralized schemes
can potentially offer excellent performance in terms of throughput, but the elec-
tronic complexity of the scheduler implementation can upper bound the achiev-
able performance [8]. Furthermore, centralized arbitration schemes require sig-
naling bandwidth to collect status information and to distribute scheduling deci-
sions; these introduce latencies due to the time needed to propagate such informa-
tion and to execute the scheduling algorithm. In this context, the implementation
of a distributed scheduling scheme becomes a crucial issue to assess the actual
value of proposed optical interconnection architectures. Distributed schemes that
exhibit fair access among linecards using only locally available information (see,
e.g., [11, 12]) have been proposed for architectures similar to those considered in
this chapter; they avoid bandwidth waste due to the signaling process and limit
the scheduling algorithm complexity, thus improving the overall fabric scalability.
The lasers tuning range, i.e, the number of wavelengths a transmitter is

required to tune to, can be a practical limiting factor. Even for laboratory proto-
types, the maximum tuning range for tunable lasers is in the order of a few tens of
wavelengths [13]. As a result, the wavelength dimension alone could not ensure
input/output connectivity when the number N of linecards is large. Multiple
switching planes, i.e., the space diversity dimension, were indeed introduced to
overcome this limitation. By doing so, since the same wavelengths can be reused
on each switching plane, if S is the number of switching planes, a wavelength
tunability equal to N/S (instead of N) is required.
In the three considered architectures, shown in Figs. 1.2–1.4, transmitters

reach the S different planes by means of proper optical distribution stages that

2 This assumption is not strictly necessary, but we introduce it to describe in a simpler way
the operation of the switching fabric.
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Figure 1.1 Multi-plane optical fabric architecture.

actually differentiate each of the three architectures. At the output of the switch-
ing plane, an S : 1 optical coupler collects the packets, that are amplified with
an Erbium Doped Fiber Amplifier (EDFA), and then distributed by a WDM
demultiplexer to the N/S receivers. These fabric architectures are designed so
that the number of couplers and other devices that packets have to cross is the
same for all input/output paths. The EDFA WDM amplification stages can thus
add equal gain to all wavelength channels since all packets arrive with the same
power level.

1.1.1 Wavelength-selective (WS) architecture

This architecture, presented in Figure 1.2, was originally proposed for optical
packet switched WDM networks inside the e-Photon/ONe project [9]. This opti-
cal switching fabric connects N input/output linecards by means of broadcast-
and-select stages; groups of N/S TTx’s are multiplexed in a WDM signal by
means of an N/S : 1 coupler; then this signal is split into S copies by means of
a 1 : S splitter. Each copy is interfaced to a different switching plane by means
of wavelength selectors, composed by a demux/mux pair separated by an array
of N/S Semiconductor Optical Amplifier (SOA) gates, which are responsible for
both plane and wavelength selection.
Wavelength-selective architecture is a blocking architecture. Since within a

group of input linecards all the transmitters must use a different wavelength,
it is not possible for transmitters located in the same input group to transmit
to output ports located on different switching planes that receive on the same
wavelength. Proper scheduling strategies can partly cope with this issue, but we
do not discuss them here.
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Figure 1.2 Wavelength-selective (WS) architecture.

1.1.2 Wavelength-routing (WR) architecture

In this case (see Figure 1.3) the wavelength-routing property of Arrayed Wave-
guide Gratings (AWGs), the main component of the distribution stage, is
exploited to perform both plane and destination selection: no space switch is
necessary. Each collecting stage gathers all the packets for a specific plane.
The transfer function of AWGs [14] exhibits a cyclic routing property: several

homologous wavelengths belonging to periodically repeated Free Spectral Ranges
(FSR) are identically routed to the same AWG output. The WR fabric can
either exploit this property or not, with conflicting impacts on tuning ranges
and crosstalk, respectively.
The former situation (i.e., full exploitation of the AWG cyclic property), called

WR Zero-Crosstalk (WR-ZC) is depicted in Figure 1.3, which shows an instance
of the WR architecture with N = 9 and S = 3. Note that each transmitter in a
group of N/S transmitters uses N wavelengths in a different FSR; in other words
we have N/S FSRs comprising N wavelengths each. The tunability range of each
transmitter is N , and each receiver is associated with a set of N/S different wave-
lengths (for receivers this is not a real limitation because the optical bandwidth
of photodiodes is actually very large). In this way, by exploiting the cyclic prop-
erty of AWGs, we can prevent linecards from reusing the same wavelength at
different input ports of the AWG. The advantage is that no coherent crosstalk
(see [4]) is introduced in the optical fabric, and only out-of-band crosstalk is
present, which introduces negligible penalty (see Section 1.2.1). Even though
this solution can be almost optimal with respect to physical-layer impairments,
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Figure 1.3 Wavelength-routing Zero-Crosstalk (WR-ZC) architecture.

the AWGs must exhibit an almost identical transfer function over N/S FSRs,
and the EDFA amplifying bandwidth has to be significantly larger.
If instead the AWG cyclic property is exploited only in part (we call this

architecture simply WR), and the system operation is limited to a single FSR (all
TTx’s are identical with tunabilityN), some in-band crosstalk can be introduced,
which can severely limit scalability [4] when two or more TTx’s use the same
wavelength at the same time. However, proper packet scheduling algorithms,
which avoid using the same wavelengths at too many different fabric inputs at
the same time [15], can prevent the switching fabric from operating in high-
crosstalk conditions.

1.1.3 Plane-switching (PS) architecture

In the PS fabric, depicted in Figure 1.4, the distribution stage is implemented in
the linecards by splitting transmitted signals in S copies by a 1 : S splitter, and
then sending the signals to SOA gates. A given input willing to transmit a packet
to a given output must first select the destination plane by turning off all the
SOA gates except the one associated with the destination plane and, then, use
wavelength tunability to reach the desired output port in the destination plane.
Coupling stages are organized in two vertical sections: the first is a distribution
stage used by inputs to reach all planes, while the second is a collecting stage
to gather packets for each destination plane. Each plane combines at most N/S
packets coming from the N input linecards.
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Figure 1.4 Plane-switching (PS) architecture.

1.2 Modeling optical devices

None of the proposed optical fabrics includes any signal regeneration besides pure
linear optical amplification. Using the common terminology introduced in [1], we
have at most 1R regeneration of the signals inside the optical fabric, while we
exclude 2R and 3R regeneration. As a result, physical layer impairments may
accumulate when increasing the port count N or the number of planes S, so
that the characterization of the used optical devices becomes crucial to effec-
tively assess each architecture’s ultimate scalability. In performing the analy-
sis described in this chapter, we observed that a first-order scalability assess-
ment based on theoretical insertion loss values gives unrealistic results. As a
clear example, the AWG in the WR architecture has an insertion loss that in
a first approximation does not depend on the number of input/output ports,
thus leading to a theoretical “infinite scalability.” Clearly, we needed a more
accurate second-order assessment capable of capturing other important effects
that characterize commercial devices, such as polarization dependence, excess
losses, channel uniformity, and crosstalk. Despite their different nature, all these
effects can be expressed as an input/output equivalent power penalty which
accounts for both actual physical power loss and the equivalent power penalty
introduced by other second-order transmission impairments, as described below.
We only focused our study on optical components, as fiber-related effects (e.g.,
dispersion, attenuation, non-linearities, cross-phase modulation, etc.) are likely
to be negligible in the proposed architectures, mainly due to the short distances
involved.
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1.2.1 Physical model

The following physical-layer effects are taken into account in our analysis. See
[4] for details.

Insertion Loss (IL): We indicate as insertion loss the total worst-case power
loss, which includes all effects related to internal scattering due to the splitting
process and also non-ideal splitting conditions, such as material defects, or manu-
facturing inaccuracies. In the case of n-port splitters, the splitting process gives a
minimum theoretical loss increasing with 10 logn dB, but extra loss contributions
due to non-ideal effects, often referred to as Excess Losses (EL), must also be
considered.

Uniformity (U): Due to the large wavelength range typically covered by multi-
port devices, different transmission coefficients exist for different wavelengths.
Over the full WDM comb, the propagation conditions vary slightly from center
channels to border ones. Similar uneven behaviors appear in different spatial
sections of some components. These differences are taken into account by the U
penalty component, which is often referred to as the maximum IL variation over
the full wavelength range in all paths among inputs and outputs.

Polarization Dependent Loss (PDL): The attenuation of the light crossing
a device depends on its polarization state due to construction geometries, or to
material irregularities. Losses due to polarization effects are counted as a penalty
in the worst propagation case.

Crosstalk (X): A signal out of a WDM demultiplexing port always contains an
amount of power, other than the useful one, belonging to other channels passing
through the device. This effect is generally referred to as crosstalk. For a given
useful signal at wavelength λ, the crosstalk is usually classified [1] as either out-
of-band, when the spurious interfering channels appear at wavelengths spectrally
separated from λ, or as in-band crosstalk, when they are equal to λ. For the same
amount of crosstalk power, this latter situation is much more critical in terms of
overall performance [16]. Both types of crosstalk translate into a power penalty
at receivers dependent on the amount of interfering power.
For out-of-band crosstalk, also called incoherent crosstalk, the contribution

from adjacent wavelength channels XA is usually higher than the contribution
from non-adjacent channels XNA. Following the formalism presented in [17], the
overall crosstalk relative power level, expressed in dimensionless linear units, can
be approximated as follows

X(w) = 2XA + (w − 3)XNA, (1.1)

where X(w) is the total amount of crosstalk power present on a given port,
normalized to the useful signal power out of that port; w is the number of wave-
length channels, which is typically equal to the number n of ports of the device.
Out-of-band crosstalk is present on any WDM filtering device, such as WDM
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demultiplexers, 1 : n AWGs, and optical filters, due to the fact that their ability
to transmit/reject out-of-band signals does not behave as an ideal step transfer
function. As such, incoherent crosstalk is present in all our proposed architec-
tures. Typical values for multiplexers [7] are −25 dB and −50 dB for adjacent
XA and non-adjacent XNA channels, respectively. The equation above can be
transformed into an equivalent power penalty (in dB), labeled OX. Following the
approximations presented in [17], OX is equal to:

OX(w)|dB = 10 log10(1 +X(w)). (1.2)

In-band crosstalk, or coherent crosstalk, is caused by interference from other
channels working on the same wavelength as the channel under consideration.
In the WR case, the same wavelength can be generated simultaneously at the
input of many AWG ports. Due to the AWG actual transfer functions, some
amount of in-band power leaks to other device ports; this behavior is described
in data sheets as adjacent/non-adjacent port crosstalk (XA and XNA, respec-
tively, defined for physical ports instead of wavelength channels as for incoherent
crosstalk). For the other architectures, space switching is not ideal so that a small
portion of the useful linecard input power leaks into other switching planes, as
will be explained in Section 1.2.3. The impact of this crosstalk is typically high
given its in-band characteristics, and the equivalent IX power penalty (in dB)
for optimized decision-threshold in the receiver can be estimated [16] by

IX(n)|dB = −10 log10(1−X(n)Q2), (1.3)

where Q is the target eye-opening quality factor in linear units, determining the
target Bit Error Rate (BER) (typically Q lies in the range from 6 to 7 in linear
scale for BER between 10−9 and 10−12). X(n) represents here the normalized
crosstalk power from the other n in-band sources (for example multi-plane non-
ideal switches or crosstalk between spatially adjacent ports in AWG devices)
relative to the useful signal in consideration (see Section 1.2.3).

1.2.2 Device characterization

The previously described power penalties enable the characterization of pas-
sive optical devices of a given number n of ports in terms of the overall power
penalty, which takes into account all actual passive losses introduced by the
components plus equivalent losses introduced by crosstalk impairments. We will
denote with LDem(n), LSpl(n), and LAWG(n) the “equivalent” losses introduced
by muxes/demuxes, couplers/splitters, and AWGs of n ports, respectively. To
estimate these power penalties, a detailed study has been carried out in order to
find reasonable values for realistic commercial devices, by analyzing a large num-
ber of commercial device datasheets [18, 19, 20]. As a result, we collected typical
realistic values of each parameter for the different devices. Linear and logarith-
mic regression methods have been used to derive analytical formulas that fit well
on datasheet values and can estimate unknown ones. For the same device type,
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Figure 1.5 Power penalties for 1 : n couplers/splitters.

the values reported in datasheets from different vendors were usually very simi-
lar, and are often dictated by the the specification of some relevant international
standard. For instance, most commercial 1 : n splitters have values that are set
by current PON standards. Thus, the values that we considered can be assumed
as fairly general and consistent among different optical component vendors.
As an example, the estimated losses for coupler/splitter devices are shown in

Figure 1.5. These plots report the contribution of each of the individual effects
described in Section 1.2.1, and the resulting total equivalent power penalty. In
both cases, the ideal log n-like loss dominates over the contributions of other
parameters like U, PDL, and EL. However, as the number of ports increases, so
does the relative contribution of these second-order parameters. For instance, 20
ports contribute 3–4 dB of additional penalty with respect to the ideal case.
The characterization of AWGs is shown in Figure 1.6. While the power penalty

of these devices should ideally be independent of the number of ports due to
the wavelength routing property, we observe that the IL values inferred from
datasheets show a dependency on the number of ports that contributes logarith-
mically to the power penalty. More notably, we found that out-of-band crosstalk
effects are negligible, while in-band crosstalk has a significant impact in the case
of AWGs of size n : n. In this case, crosstalk increases exponentially the power
penalty, limiting the realistically useful size of the AWG device to about 10–
15 ports (which cause 13–18 dB of equivalent losses). This rather strong limit
is confirmed by several experimental works, such as [7, 16], and is in contrast
with many studies on switching architectures in which AWGs with large port
counts are indicated as very promising components for the implementation of
large optical switches.
Tunable transmitters are a key component in these architectures. They are

modeled as sources characterized by a given Optical Signal-to-Noise Ratio
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OSNRTX , corresponding to the ratio between the useful laser power and the
noise floor due to spontaneous emission inside the laser. Though in standard
WDM transmission OSNRTX gives negligible effects, we will show later that it
can be relevant for very large optical fabrics, due to the presence of N lasers,
each one contributing a low (but non-negligible) noise floor.
For the receivers, in order to address scalability at different bit rates, we fol-

lowed the analysis presented in [21] which, inferring from many different com-
mercial datasheets, proposes a sensitivity slope vs. bit-rate Rb of 13.5 dB for a
ten-fold bit-rate increase. Following this model, and assuming a given sensitivity
at, say, 10 Gb/s, the receiver sensitivity at other bitrates in dBm is estimated
as follows:

PS(Rb)|dBm = PS(10Gb/s)|dBm + 13.5 log10
Rb

10 Gb/s
. (1.4)

All architectures exhibit a common amplification and demultiplexing output
stage. Regarding EDFA amplifiers, we have assumed that the EDFAs operate
in the saturated regime; that is, EDFAs show a constant output power, which
is split over the N/S channels that cross it simultaneously. The nominal EDFA
output power is assumed to be PEDFAtot,out , which can be set by means of gain
locking techniques. Let AEDFA be the EDFA power gain. The AEDFA used
in noise calculations is obtained considering the ratio between the total EDFA
output power, PEDFAtot,out , and the total EDFA input power, P

EDFA
tot,in . Furthermore,

we characterized EDFAs by a noise figure FEDFA.
Finally, regarding the SOA-based space switches, we based our analysis on

the characteristics of one of the few commercially available specific SOA-based
switches [22]. In the “on” state, the SOA is assumed to have a noisy behavior
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characterized by a noise figure FSOA. In the “off” state, a realistic switching
Extinction Ratio (ER) is considered. This ratio turns out to be relevant for
large multi-plane solutions, since it generates in-band and out-of-band crosstalk.
Besides, we assumed a gain transparency condition for the full switch, where
the SOA gain compensates the passive losses of the 1 : S splitter required to
implement space switching inside the linecard.

1.2.3 Multi-plane-specific issues

Some considerations must be introduced when considering multi-plane architec-
tures.

Switching extinction ratio: Due to the finite extinction ratio of SOA-based
switching devices, crosstalk arises across planes just before the EDFA. In the
worst case, the number of crosstalk contributions is one in-band component for
each plane, and the resulting crosstalk impact is given by the coherent expression
IX as shown before in Eq. (1.3), that here depends on S and on the nominal
switch extinction ratio ER (in linear units). As a result, the crosstalk penalty in
multi-plane configurations due to this effect can be estimated as:

IX(S)|dB = −10 log10(1− (S − 1)ER Q2). (1.5)

Cross noise floor accumulation: In general, lasers and SOAs as optical
sources generate Amplified Spontaneous Emission (ASE) noise when operating
in the “on” state, which in turn is sent to the selected planes. Although indi-
vidually the resulting noise floor levels are quite low, all their spectra add up,
and for a high number of planes the noise accumulates, resulting in an intrinsic
limitation to scalability. We took this effect into account in our model: we con-
sidered the maximum number of noise floor sources per plane (corresponding to
all linecards transmitting), and evaluated the noise accumulation accordingly on
each switching plane.

Optimum number of switching planes: The choice of the optimal number
of switching planes S is a critical design choice and depends on the following
considerations. First, a large S brings the advantage of reducing TTx tunability,
but it increases the amount of coherent crosstalk. Second, smaller values of S
reduce the number of optical components, hence the overall complexity. Third,
both very large and very small values of S introduce larger excess losses, thereby
reducing the power budget.
A numerical analysis suggests that there is an optimum value of S, which also

depends on the linecard bit-rate Rb, and is roughly close to S ≈
√
N ; this value

of S shows the maximum OSNR at receivers, and thus allows better scalability
in terms of aggregate bandwidth.
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1.3 Scalability analysis

By considering the physical impairments and the other effects mentioned in
previous sections we conducted a scalability and feasibility study of the opti-
cal switching fabrics described in Section 1.1, assuming typical values for the
parameters characterizing the behavior of optical devices.
In our architectures, physical scalability is limited by both the useful signal

power at the receiver’s photodiode, and by the ASE noise present at the EDFA
output. Firstly, the received signal power must be larger than the receiver’s
sensitivity PS ; thus, since the considered architectures have the same output
EDFA amplification stage, at each output the following must hold:

PEDFAch,out |dBm − LDem(N/S)|dB − µ ≥ PS |dBm, (1.6)

where PEDFAch,out |dBm = PEDFAtot,out |dBm − 10 log(N/S)|dB is the power per channel
after amplification, and µ is a 3 dB margin to consider component aging, penal-
ties of burst-mode receivers with respect to standard continuous receivers, laser
misalignments, and other effects that might degrade the received signal. We
assumed for the EDFA total output power PEDFAtot,out a typical value of 17 dBm,
PS = −26 dBm at 10 Gb/s, and we used (1.4) to infer the receiver sensitivity at
other bit-rates.
Regarding WDM tunable transmitters, an average transmitted power PTX

of 3 dBm is assumed. Generally, a typical tunable laser peak output power is
of the order of +10 dBm, but we need to consider 6–7 dB of equivalent loss
introduced by an external modulator (3 dB due to on/off keying and 3–4 dB due
to additional insertion losses).
Regarding the SOA-based gates (used in PS and WS architectures), in the

“off” state, we assumed an ER for SOAs of 35 dB in order to calculate the
crosstalk penalty from Eq. (1.5).
Even though the sensitivity constraint is the same for all the considered archi-

tectures, the noise-related constraint is not. We require a commonly accepted
minimum optical signal-to-noise ratio TOSNR of 17 dB (defined over a band-
width equal to the bit-rate) to guarantee the target TBER of 10−12.
WDM tunable transmitters were modeled then as optical sources character-

ized by a given optical signal-to-noise ratio OSNRTX , corresponding to the
ratio between the useful laser power and the noise power due to spontaneous
emission inside the laser. Using the laser OSNRTX , we calculate the equivalent
noise power spectral density (N0TX) as OSNRTX = PTX/N0TXB. Moreover,
we assumed a flat noise behavior ranging from a typical OSNRTX value of 40
dB to an ideal value of 60 dB over a 0.1 nm reference bandwidth B (in Hz).
The noise spectral density GN (f) (in linear units, f being the optical frequency

in Hz) was evaluated for each architecture. Generally, the noise power PN over
a bandwidth equal to the bit-rate Rb can be evaluated as PN =

∫
Rb
GN (f)df .
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Now let GAmpN,out(f) be an amplifier output noise spectral density [17]:

GAmpN,out(f) = G
Amp
N,in(f)×AAmp + hf(AAmp − 1)× FAmp (1.7)

where h is the Planck constant, AAmp and FAmp (either Amp = EDFA or
Amp = SOA) are the amplifier gain and noise figure, respectively, and GAmpN,in(f)
is the noise power spectral density entering the amplifier. Typical noise figure
values for optical amplifiers are FSOA = 9 dB and FEDFA = 5 dB.
In the case of final EDFA (common to all architectures), GEDFAN,in (f) is different

for each architecture and we call it GWS
N (f), GPSN (f), or GWR

N (f) for the WS,
the PS, or the WR fabric, respectively. They are derived below.
The overall EDFA noise power can be evaluated by integrating GEDFAN,out (f)

over the whole bandwidth; so, the OSNR constraint can be finally expressed as:

PEDFAch,out |dBm − PEDFAN,out |dBm − µ ≥ TOSNR|dB (1.8)

with µ having the same meaning as in Eq. (1.6).

Estimation of GEDFA
N,in (f) for the three architectures

TheWS architecture starts to accumulate noise after Spl1 (see Fig. 1.2), i.e, after
the first coupler following the TTx; this is due to the coupling of the N/S signals
coming from the N/S TTx belonging to the same input group. Henceforth, the
noise power spectral density after Dem1, GDem1

N,out (f) can be evaluated for each
channel as:

GDem1
N (f) =

N0TX

LSpl1(N/S)
× N
S
× 1
LSpl2(S)LDem1(N/S)

. (1.9)

The out-of-band noise contributions introduced by all N/S SOAs are filtered
through Dem2 and then propagated through Spl3; therefore, noise contributions
affecting an arbitrary channel must account for the effect from itself and all other
N/S − 1 channels that, at most, can be present after Spl3.
As discussed in Section 1.2.1, in order to model the propagation of noise

through Dem2 the overall noise contribution affecting a channel (in the worst
case) is modified by XOSNR = 1 + 2XA + (N/S − 3)×XNA, where XA and
XNA are channel isolation ratios for adjacent and non-adjacent channels at
Dem2. Thus the noise power spectral density can be evaluated as:

GWS
N (f) =

GDem1
N (f)GSOA + hf(GSOA − 1)FSOA ×XOSNR

LDem2(N/S)LSpl3(S)
. (1.10)

In the WR architecture, due to the AWG wavelength routing characteristic,
all linecard inputs have noise contributions over all wavelengths. These noise
contributions are thus propagated through all the AWG output ports as normal
signals; therefore, N noise sources are present on each plane and accumulate
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after Spl1, yielding:

GWR
N,out(f) = N0TX × N

LAWG (N/S)LSpl1(S)
. (1.11)

For the PS architecture, we need to consider the accumulation of the noise
floors generated by the TTx’s. Indeed, a transmitter signal is copied to the S
SOA gates by means of the first coupler; thus, the noise power spectral density
present at each SOA input is equal to GSOAN,in (f) = N0TX/LSpl1(S). Hence, the
overall noise after Spl3(S) is given by:

GPSN (f) =
GSOAN,in (f)GSOA + hf(GSOA − 1)FSOA

LSpl2(N/S)LSpl3(S)
× N
S
. (1.12)

The term N/S on the right-hand side is the noise floor accumulation on each
switching plane.

1.4 Cost analysis

Beyond scalability of the switching capacity, a fair assessment of the considered
architectures cannot neglect the complexity of their implementations. In this
section we evaluate the CAPital EXpenditure (CAPEX) of our switching fabrics:
a cost model for each device is considered, and it is then used to assess the cost of
the entire architecture obtaining a rough “bill of material” estimation for the cost
of photonic components. Note that by so doing we consider an implementation
based upon discrete components, neglecting the economical effects of integration
and large-scale production. Component costs in our model rely on the current
market situation (discrete components, no on-chip integration, no economies of
scale); thus, they should be used as a rough guide to assess the relative costs of
the different architectures. Our goal is to investigate the main factors impacting
the cost of an optical fabric and to provide insight into the cost-wise optimal
choices to be taken when designing such architectures.
In our analysis we took into account the fact that the operational bandwidth of

every device is finite, hence only a limited number of wavelengths can in general
be amplified or routed. In particular, commercially available EDFAs and AWGs
are usually designed to be used over one of the C (1535–1565 nm), L (1565–1600
nm), XL (above 1600 nm), or S (below 1535 nm) bands (in order of preferred
deployment).

Splitters, multiplexers and demultiplexers. We assume that the main fac-
tor affecting both splitter and mux/demux costs is their port count n. From
market data [23] (taken in summer 2008), by using a Minimum Square Error
(MSE) fitting method, we inferred the following cost model:

CSpl (n) =
100
4

1
1.7
× n 1

1.7 [USD]. (1.13)
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Figure 1.7 Predictive model vs. market data for splitters.

Figure 1.7 shows real and fitted market costs for optical splitters. In order to sim-
plify, but also be compliant with market prices [23], we assumed that mux/demux
costs behave as the splitter ones, scaled by a factor αDem, i.e.,

CDem (n) = αDem × CSpl (n) , (1.14)

where αDem = 10 in our computations. As an example, we assume that the cost
of a 40-port splitter is 400 USD, while for a 40-port WDM multiplexer it is 4000
USD.

Arrayed waveguide gratings. AWG costs depend on both the number of
ports and the number of wavelengths it must be able to route, hence on the
number of FSRs over which the AWG Transfer Function (TF) should be approx-
imately constant. We heuristically assume that the AWG dependency on the
number of ports follows the mux/demux law scaled by a factor βAWG = 2.5.
Let NFSR be the number of FSRs over which the AWG TF has to be flat. In
the WR architecture, if the AWG cyclic property is exploited to avoid crosstalk
(WR-ZC), NFSR = (N/S)2; otherwise (WR), NFSR = N/S. For commercially
available AWGs, the TF sharply decreases outside the bandwidth over which
the AWG was designed; thus, the AWG TF was assumed to be approximately
flat over at most 3 FSRs. If an architecture requires a wider TF, we assume that
more AWGs must be used in parallel. The whole AWG cost is thus modeled as:

CAWG (n,NFSR) =
(
1 +

⌊
NFSR − 1

3

⌋
γAWG

)
βAWGCDem(n), (1.15)

where γAWG = 1.5; indeed, the cost of adding more AWGs in parallel is larger
than simply multiplying the number of AWGs by their cost (some other devices
such as splitters or filters might be needed).
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Lasers and transmitters. Many manufacturers claim that the technology to
produce cheap tunable lasers is going to be available soon and that their cost
is going to be less than twice the cost of a fixed laser. Thus, if Cf-TX ≈ 1000
USD [23] (a pessimistic assumption, not considering future plausible discounts
due to mass production) is the cost of a fixed transmitter at a bit-rate of Rfix =
1 Gb/s, we assume that a tunable laser is δt−TX = 1.5 times more expensive
than a fixed laser operating at the same bit-rate.
For the bit-rate, we conservatively assume a cost for transmitters that is lin-

early proportional to the bit-rate and follows the Ethernet market rule which
predicts a cost increase by a factor of 3 for a bandwidth boost by a factor of 10.
Regarding the tunability range, we assume that fast tunable lasers will be

available soon over the C, L, XL, S bands. When the required tunability exceeds
the one guaranteed by a single band, an additional laser is added to the trans-
mitter. For instance, if a tunability range from 1530 nm to 1590 nm is required,
then two lasers (one tunable over the C band and another one tunable over the
L band) are employed. Finally, the total TTx cost can be evaluated as follows:

Ct−TX(W,Rb) =
(
1 +

⌊
W − 1
Wb

⌋
αTX

)
δt−TXCf-TX × 29

Rb
Rfix

+
7
9
, (1.16)

where W is the number of wavelengths the transmitter has to be able to tune
to, Wb is the number of wavelengths in each band, and Rb is the transmitter
bit-rate. For the multi-band case, we set a multiplicative factor αTX = 1.3, since
the cost of integrating more than one laser in parallel is larger than simply the
product of the number of integrated lasers times the cost of a single laser.

Optical amplifiers are usually implemented using either EDFA or SOA. In our
optical fabrics, SOAs are used as on/off gates to perform fast plane selection,
and they have to deal with just one wavelength at a time; hence, we consider
bandwidth as a cost factor only for EDFAs. The SOA cost is therefore fixed to
CSOA = 1000 USD (the complexity and technological skills needed to manufac-
ture a SOA should not exceed by much those needed for a laser). Commercially
available EDFAs are today designed to operate over one of the four different
optical bands; thus, if a large bandwidth is needed, additional EDFAs are used
in parallel and the device cost can be expressed as:

CEDFA(W ) =
(
1 +

⌊
W − 1
Wb

⌋
αEDFA

)
Cfix, (1.17)

where Cfix = 10 000 USD is the cost assumed for a single-band, gain-clamped
flat EDFA, W is the number of channels to be amplified, Wb is the number of
wavelengths in each optical band, and αEDFA = 1.5.

We now compute the cost of each architecture, omitting the receiver part after
the final EDFA, which is the same for all the considered architectures and equal
to S × CDem(N/S) +N × CBMR, where CBMR is the cost of a BMR.
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The cost of our architectures with N ports and S planes can be easily found
to be given by:

CWS = N × Claser(N/S,Rb) + S × CSpl(N/S) + 2S × CSpl(S)
+ 2S2 × CDem(S) + (NS)× CSOA + S × CEDFA(N/S), (1.18)

CWR = N × Claser(N,Rb) + S × CAWG(N/S,N/S)

+S × CSpl(S) + S × CEDFA(N) (1.19)

CWR−ZC = N × Claser(N,Rb) + S × CAWG(N/S, (N/S)2)

+S × CSpl(S) + S × CEDFA(N2/S) (1.20)

CPS = N × Claser(N/S,Rb) + (S +N)× CSpl(S)
+ (NS)× CSOA + S2 × CSpl(N/S) + S × CEDFA(N/S). (1.21)

We note that transmitters have a significant impact on the cost of all the
considered architectures. Moreover, the cost of PS and WS is heavily affected by
SOAs, while the cost of the WR architecture is mainly affected by the AWGs.
WR-ZC could be more costly than WR; indeed, it requires a larger tunability
range, a larger EDFA bandwidth and a larger number of AWGs (to be able to
fully exploit the AWG cyclic property).

1.5 Results

1.5.1 Scalability of the aggregate switching bandwidth

We first discuss the feasibility and scalability of the considered optical fabrics.
Each architecture was evaluated in terms of its total bandwidth, which depends
on Rb, S, and N . Given a set of line bitrates, we evaluated the maximum achiev-
able bandwidth (corresponding to the maximum number of linecards that can
be supported). For all architectures, the main limiting effect was observed to be
the OSNR at the receiver, i.e., the maximum achievable bandwidth is mainly
limited by the optical noise accumulation, and not by receivers’ sensitivity.
Although the number of switching planes S in principle can range from 1 to

N , for the architecture configurations satisfying the limits given in Eq. (1.6) and
Eq. (1.8) (feasible configurations), there is a value of the triple (N,S,Rb) for
which the total capacity is maximum. The dependence of the loss from S and
N/S in the denominators of Eqs. (1.10)–(1.12) is the main factor to determine
the optimal (i.e., leading to maximum OSNR at receivers) value for the number
of planes S. The effect of the number of planes for the PS architecture can be
observed in Figure 1.8, in which the total switching capacity is plotted vs. S
for linecard bitrates equal to 2.5, 10, 40, and 100 Gb/s. The best configurations
reach aggregate capacities up to 5 Tb/s. The saw-tooth decreasing behavior for
increasing values of S is due to reductions in the number of linecards N when
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Figure 1.8 Aggregate bandwidth for the PS architecture as a function of the number
of planes S for different linecard bitrates.

the combined effects of splitting/coupling losses, crosstalk and OSNR exceed the
feasibility constraints.
The nominal transmitter OSNRTX , being the earliest noise contribution in

the fabric, deeply impacts the optical fabric scalability. Figure 1.9 shows the max-
imum achievable aggregate bandwidth vs. OSNRTX for different bitrates, with
the optimum number of switching planes on each case. Firstly, for low bitrates,
the performance of both the WS and the PS architectures is quite independent
of the TTx noise, while for higher bitrates, the better the OSNRTX , the larger
the maximum achievable bandwidth. However, their performance dependency
on transmitter noise is very weak; indeed, the number of noise floor sources is
equal to N/S. Conversely, WR and WR-ZC performance is deeply affected by
the OSNRTX . If the transmitter noise is very low, WR and WR-ZC achieve
the largest maximum aggregate bandwidth of several tens of Tb/s, but as the
OSNRTX become closer to realistic values, performance severely falls. In these
architectures the noise floor of all the N sources (instead of N/S as in the case
of WS and PS) accumulates as the signal propagates through the optical fabric.
Note that up to now, even technologically advanced transmitters show an OSNR
of at most 40 dB (this is the value used for Figure 1.8); thus, PS and WS might
be the best solutions to implement an optical fabric in the near future.
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Figure 1.9 Aggregate bandwidth as a function of TTx noise OSNRTX for different
architectures and linecard bitrates equal to 2.5 and 100 Gb/s.

1.5.2 CAPEX estimation

Figure 1.10 shows the relative cost of the architectures vs. Rb for different
aggregate bandwidths (from 1 Tb/s to 5 Tb/s) for TTx characterized by
OSNRTX = 50 dB. Different marker shapes identify the different architectures,
while different line styles distinguish different aggregate capacities. Given the
bit-rate and aggregate bandwidth, cost was calculated by means of the models
presented in Section 1.4 for all feasible configurations. Then those showing min-
imum cost for the same bit-rate appear in the figure. For the PS, WS, and WR
architectures, cost significantly decreases as the bit-rate increases. Even though
higher bit-rate transmitters (and receivers) are more expensive (remember that
we assumed that cost is linearly dependent on the bit-rate), our calculations show
that cost savings due to decreasing the number of transmitters, splitters, ampli-
fiers and SOAs dominate over the additional cost of higher bit-rate transmitters
(and receivers). The WR fabric costs decrease as lower tunability and lower num-
ber of AWGs is needed with higher bit-rate. Consistently with the results shown
by Figure 1.9, for transmitters with a realistic OSNR, Figure 1.10 shows that
the WR-ZC (especially) and WR can support higher aggregate bandwidths than
the PS and WS architectures; indeed, the WR-ZC switching fabric achieves a
switching capacity of 8 Tb/s, even though it is generally more expensive.
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Figure 1.10 Cost vs. transmitter bit-rate for different aggregate bandwidths.

It is interesting to note that costs increase linearly or less than linearly with
the aggregate capacity.
We focused the discussion above on relative trends of the curves in Figure 1.10

because the absolute cost values are still quite high: the vertical scale was nor-
malized to one million dollars. We must however remark that our cost analysis
considered discrete components as they are commercially available today. It is
reasonable to expect that economy of scale effects, technological improvements,
and a larger integration of optical components can significantly cut down costs
in the near future.

1.6 Conclusions

In this chapter we dealt with physical-layer constraints and realization costs of
optical switching fabrics to be used in future high-capacity packet switches. We
explored tradeoffs in the use of the wavelength and space dimensions to opti-
mize the design of specific simple switching architectures based on commercially
available optical devices. To overcome the current technological limits of laser
tunability and amplifier bandwidth, space multiplicity was introduced, partition-
ing the fabrics in multiple switching planes, thereby enabling wavelength reuse.
Feasibility and scalability studies were conducted to evaluate the maximum

aggregate bandwidth of the considered optical fabrics, which were shown to
be able to support several Tb/s of aggregate capacity. Moreover, being opti-
cal devices (in contrast to electronic ones) far from their intrinsic physical limits,
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they can still be improved (for instance by reducing the components’ noise or
by increasing the devices’ bandwidth), so that the capacity of the optical fabrics
can further increase. Unfortunately, these improvements are today not fostered
by a strong market demand.
In addition to the scalability analysis, we performed simple CAPEX estima-

tions for the considered optical fabrics. Even though high costs are still a matter
of fact, trends show an almost sub-linear dependence on the aggregate switching
capacity, and a limited dependence on the line bit-rate (in particular we found
that it is more convenient to employ few high-bitrate linecards than several low-
bitrate linecards). Again, several optical devices are still in the first phases of
their commercial maturity, and there are still large margins to reduce the costs.
We can assume that larger on-chip photonic integration, economy of scale, and
volume discount can knock down device costs.
Other advantages of using optical technologies, not discussed in this chapter,

are negligible impairments due to the physical distance between boards and racks
in the switch, and possibly a reduced power consumption.
In summary, considering the fact that electronic technologies in switching

architectures are approaching intrinsic physical limits, and the fact that there
is still room to reduce costs of optical fabrics, we think that optical technolo-
gies can play an important role in the realization of future generations of high-
performance packet switches and routers.
As a final remark, we must note that often there are cultural barriers that pre-

vent an earlier introduction of optical technologies in the switching realm: most
device manufacturers have a consolidated expertise in electronic design, and they
feel more confident in pushing electronics to extreme limits rather than adopting
new technologies (hence requiring new skills) in the design, manufacturing, and
customer support chains.
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2 Broadband access networks:
current and future directions
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Abstract: Internet users and their emerging applications require high-
data-rate access networks. Today’s broadband access technologies – par-
ticularly in US – are Digital Subscriber Line (DSL) and Cable Modem
(CM). But their limited capacity is insufficient for some emerging services
such as IPTV. This is creating the demand for Fiber-to-the-X (FTTX)
networks – typically employing Passive Optical Network (PON) – to bring
the high capacity of fiber closer to the user. Long-Reach PON can reduce
the cost of FTTX by extending the PON coverage using Optical Amplifier
and Wavelength-Division-Multiplexing (WDM) technologies. Since Inter-
net users want to be untethered (and also mobile), whenever possible,
wireless access technologies also need to be considered. Thus, to exploit
the reliability, robustness, and high capacity of optical network and the
flexibility, mobility, and cost savings of wireless networks, the Wireless-
Optical Broadband Access Network (WOBAN) is proposed. These topics
are reviewed in this chapter.

2.1 Introduction

An access network connects its end-users to their immediate service providers
and the core network. The growing customer demands for bandwidth-intensive
services are accelerating the need to design an efficient “last mile” access network
in a cost-effective manner. Traditional “quad-play” applications, which include a
bundle of services with voice, video, Internet, and wireless, need to be delivered
over the access network to the end-users in a satisfactory and economical way.
High-data-rate Internet access, known as broadband access, is therefore essential
to support today’s and emerging application demands.

2.1.1 Current broadband access solutions

The most widely deployed broadband access technologies in the US today are
Digital Subscriber Line (DSL) and Cable Modem (CM). DSL uses the same

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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twisted pair wiring as telephone lines and requires a DSL modem at the customer
premises and Digital Subscriber Line Access Multiplexer (DSLAM) in the tele-
com Central Office (CO). Basic DSL is designed with Integrated Services Data
Network (ISDN) compatibility and has 160 kbps symmetric capacity. Asymmet-
ric Digital Subscriber Line (ADSL) is the most widely deployed flavor of DSL
and typically provides up to 8 Mbps of downstream bandwidth and 512 kbps
of upstream bandwidth. On the other hand, CM uses the Community Antenna
Television (CATV) networks which were originally designed to deliver analogue
broadcast TV signals to subscriber TV sets. CATV networks provide Internet
services by dedicating some Radio Frequency (RF) channels in the coaxial cable
for data transmission.
Although the bandwidth provided by these networks is improving significantly

compared to the 56 kbps dial-up lines, such low bandwidth has been criticized by
customers for a long time, and because of the low bandwidth in both upstream
and downstream directions, access networks are the major bottleneck for pro-
viding broadband services such as Video-on-Demand (VoD), interactive gaming,
and two-way video conferencing to end-users. Although some variations of the
traditional DSL, such as very-high-bit-rate DSL (VDSL), can support a much
higher bandwidth (up to 50 Mbps of downstream bandwidth in case of VDSL),
these technologies also introduce other drawbacks such as short distance between
CO and end-users that prevents them from large-scale deployment.
The explosive demand for bandwidth is leading to new access network architec-

tures which are bringing the high capacity of the optical fiber closer to residential
homes and small businesses [1]. The FTTX model – Fiber to the Home (FTTH),
Fiber to the Curb (FTTC), Fiber to the Premises (FTTP), etc. – offers the
potential for unprecedented access bandwidth to end-users (up to 100 Mbps per
user). These technologies aim at providing fiber directly to the home, or very
near the home, from where technologies such as VDSL or wireless can take over.

2.1.2 Passive Optical Network (PON)

FTTX solutions are mainly based on the Passive Optical Network (PON) [2]. A
PON is a point-to-multipoint fiber network in which unpowered passive optical
splitters are used to enable a single optical fiber to serve multiple premises,
typically 16–32. PONs are designed for local-loop transmission rather than long-
distance transmission and they bring the fiber closer to the customer to provide
higher speed. PON is a high-performance cost-effective broadband access solution
because active elements are only used in end clients while providing high data-
rate to end-users because of the vast bandwidth of the fiber. Developments in
PON in recent years include Ethernet PON (EPON) [3], ATM PON (APON)
[4], Broadband PON (BPON) [5] (which is a standard based on APON), Gigabit
PON (GPON) [5] (which is also based on ATM switching), and wavelength-
division-multiplexing PON (WDM-PON) [6].
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Figure 2.1 Passive Optical Network (PON).

A PON consists of an Optical Line Terminal (OLT) at the service provider’s
central office and a number of Optical Network Units (ONUs) near end-users, as
shown in Figure 2.1.
The typical distance between ONUs and the OLT is 10 km to 20 km. In the

downstream direction (from the OLT to ONUs), a PON is a point-to-multipoint
network. The OLT typically has the entire downstream bandwidth available to it
at all times. In the upstream direction, a PON is a multipoint-to-point network:
i.e., multiple ONUs transmit towards one OLT, as shown in Figure 2.2 [3]. The
directional properties of a passive splitter/combiner are such that an ONU trans-
mission cannot be detected by other ONUs. However, data streams from different
ONUs transmitted simultaneously may still collide. Thus, in the upstream direc-
tion (from user to CO), a PON should employ some channel-separation mecha-
nism to avoid data collisions and fairly share the channel capacity and resources.
One possible way of separating the ONUs’ upstream channels is to use

Wavelength-Division Multiplexing (WDM), in which each ONU operates on a
different wavelength. Several alternative solutions based on WDM-PON have
been proposed, namely, Wavelength-Routed PON (WRPON) [6] which uses an
Arrayed Waveguide Grating (AWG) instead of a wavelength-independent opti-
cal splitter/combiner. Time-Division Multiplexing PON (TDM-PON) is another
solution for channel separation. In a TDM-PON, simultaneous transmissions
from several ONUs will collide when they reach the combiner if no proper con-
trol mechanism is employed. To avoid data collisions, each ONU must trans-
mit in its own transmission window (time slot). One of the major advantages
of a TDM-PON is that all ONUs can operate on the same wavelength and
they can be identical componentwise. Several architectures for TDM-PON-based
access networks have been standardized. ITU-T G.983, the first PON standard,
described APON and BPON. ITU-T G.984 standardized GPON. IEEE 802.3ah
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Figure 2.2 Downstream and upstream traffic flows in a typical PON.

standardized EPON or GEPON, and IEEE 802.3aw standardized 10-Gigabit
Ethernet PON (10G-EPON), which will also be WDM-PON compatible.

2.1.3 Extending the reach: Long-Reach PON (LR-PON)

To extend the reach of fiber, Long-Reach Passive Optical Network (LR-PON)
[7] was proposed as a more cost-effective solution for the broadband optical
access network. LR-PON extends the coverage span of PONs mentioned above
from the traditional 20 km range to 100 km and beyond by exploiting Optical
Amplifier and WDM technologies. A general LR-PON architecture is composed
of an extended shared fiber connecting the CO and the local user exchange, and
optical splitter connecting users to the shared fiber. Compared with traditional
PON, LR-PON consolidates the multiple OLTs and COs where they are located,
thus significantly reducing the corresponding Operational Expenditure (OpEx)
of the network. By providing extended geographic coverage, LR-PON combines
optical access and metro into an integrated system. Thus, cost savings are also
achieved by replacing the Synchronous Digital Hierarchy (SDH) with a shared
optical fiber. In general, the LR-PON can simplify the network, reducing the
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number of equipment interfaces, network elements, and even nodes [7]. Figure
2.3 shows the architecture of an LR-PON.
Although the idea of extending the reach of a PON has been around for quite a

while, it is emphasized recently because the optical access is penetrating quickly
into residential and small-business markets, and the simplification of telecom net-
works requires an architecture to combine the metro and access networks. Figure
2.4 shows how LR-PON simplifies the telecom network. The traditional telecom
network consists of the access network, the metropolitan-area network, and the
backbone network (also called long-haul or core network). However, with the
maturing of technologies for long-reach broadband access, the traditional metro
network is getting absorbed in access. As a result, the telecom network hierar-
chy can be simplified with the access head-end, the CO, close to the backbone
network. Thus, the network’s Capital Expenditure (CapEx) and OpEx can be
significantly reduced, due to the need for managing fewer control units.
Note that the term LR-PON is not fully accurate since not all of its components

between the OLT and ONUs are passive; but this term has been used quite
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Figure 2.4 LR-PON simplifies the telecom network [8, 9].
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widely in the literature to show the LR-PON’s derivation from the traditional
PON system with the use of limited active elements.

2.2 Technologies and demonstrations

2.2.1 Enabling technologies

2.2.1.1 Dual-stage intermediate amplification
Optical amplifiers introduce Amplified Spontaneous Emission (ASE) [10], a side
effect of the optical amplification mechanism. The ASE may affect the system
performance since the high split of LR-PON would attenuate the signal sig-
nificantly and the optical signal power could be quite low at the input of the
amplifier. Dual-stage intermediate amplification [11] was introduced to solve this
problem. In this scheme, the first stage is composed of a low-noise pre-amplifier,
which produces a high Signal-to-Noise Ratio (SNR) by maintaining its ASE at
a low level; and the second stage consists of amplifiers to amplify the optical
signal with enough power, in order to counter the large attenuation in the fiber
between OLT and the local splitter (100 km and beyond).

2.2.1.2 EDFA gain control/SOA
Erbium-Doped Fiber Amplifier (EDFA) [12] is used to boost the intensity of
optical signals in a fiber. EDFA features a low noise figure, a high power gain,
and a wide working bandwidth, which enable it to be advantageous in an LR-
PON employing WDM. But the relatively slow speed in adjusting its gain makes
it disadvantageous due to the bursty nature of upstream Time-Division Mul-
tiple Access (TDMA) traffic in an LR-PON. Gain control using optical gain
clamping or pump power variation is thus introduced. An example could be
an auxiliary wavelength (a shorter, additional wavelength used to improve the
gain of EDFA) that senses the payload wavelength (the wavelength that carries
data) and is adjusted relative to the transmitted upstream packet so that the
total input power at the EDFA remains constant. Hence, the gain of the EDFA
remains constant for the burst duration. Researchers have also investigated the
Semiconductor Optical Amplifier (SOA) [10, 13], which can be adjusted faster
and offers the potential for monolithic or hybrid array integration [14] with the
other optical components which makes it more cost competitive.

2.2.1.3 Reflective ONU
In order to lower the CapEx and OpEx, a standard PON may choose lower-
cost uncooled transmitters in the ONU; however, the uncooled transmitter is
temperature dependent, and in turn transmits a wavelength with a possible drift
of 20 nm [15]. In an LR-PON which exploits WDM to satisfy the huge amount
of traffic, the wavelength drift becomes crucial, especially for components such
as optical filters. A possible technology is called Reflective ONU (R-ONU) [16],
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which generates the upstream signal from the optical carrier feeding from outside
(could be the downstream optical carrier or a shared optical source at the local
exchange), using a Reflective SOA (RSOA) modulator.

2.2.1.4 Burst-mode receiver
The different ONU OLT distances mean different propagation attenuations for
signals from ONUs to the OLT, which in turn may result in varied DC levels of
bursty packets from the ONUs at the OLT. A burst-mode receiver is designed for
this purpose. The design of a burst-mode receiver at 1 Gbps has been addressed
in the context of IEEE 802.3ah EPON networks, and the one at 10 Gbps or
10-G downstream/1-G upstream hybrid is currently discussed in IEEE 802.3av
10-Gbps EPON. Efforts have been made by researchers, such as a new 10 Gbps
burst-mode receiver [17] that uses a multi-stage feed-forward architecture to
reduce DC offsets, and a high-sensitivity Avalanche Photodiode (APD) burst-
mode receiver [18] for 10-Gbps TDM-PON systems.

2.2.2 Demonstrations of LR-PON

There have been several demonstrations of LR-PON. The ACTS-PLANET
(Advanced Communication Technologies and Services – Photonic Local Access
NETwork) [19] is an EU-funded project. This project investigated possible
upgrades of a G.983-like APON system in the aspect of network coverage, split-
ting factor, number of supported ONUs, and transmission rates. Installed in the
first quarter of 2000, the implemented system supports a total of 2048 ONUs and
achieves a span of 100 km. British Telecom has demonstrated its Long-Reach
PON, which is characterized by a 1024-way split, 100-km reach, and 10-Gbps
transmission rate for upstream and downstream directions [20]. The 1024-way
split is made up of a cascade of two N:16 and one N:4 splitters in the drop sec-
tion. The system includes a 90-km feeder section between the OLT and the local
exchange, and a 10-km drop section between the local exchange and end-users.
The demonstration of a hybrid WDM-TDM LR-PON is reported in [16, 21] by
the Photonic System Group of University College Cork, Ireland. This work sup-
ports multiple wavelengths, and each wavelength pair (up and down stream) can
support a PON segment with a long distance (100 km) and a large split ratio
(256 users). Another demonstration is by ETRI, a Korean government-funded
research institute, which has developed a hybrid LR-PON solution, called WE-
PON (WDM E-PON) [22]. In WE-PON, 16 wavelengths are transmitted on a
ring, and they can be added and dropped to local PON segments through the
remote node (RN) on a ring. A possible design of the RN includes OADM and
optical amplifiers. As the split ratio of the splitter is 1:32, the system can accom-
modate 512 users.
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2.3 Research challenges in LR-PON

2.3.1 Low-cost devices: colorless ONU

In LR-PON development, a WDM transmitter, especially on the subscriber side,
is considered to be the most critical component because the subscriber’s trans-
mitter should be precisely aligned with an associated WDM channel. Tradi-
tional solutions usually resort to lasers having well-defined wavelengths such as
Distributed Feedback (DFB) lasers, which, on the other hand, mean it is neces-
sary to select lasers with a right wavelength for each wavelength channel of the
LR-PON system. This wavelength selectivity inherent in the source requires net-
work operators to stock spare wavelength sources for each wavelength channel,
increasing operation and maintenance cost of the network [23].
One way to ensure that costs are minimized is to use a colorless ONU, which

allows the same physical unit to be used in all ONUs on the subscriber side.
Several colorless remodulation schemes for ONUs have been proposed, all of
which remodulate the lasers from the OLT. For example, the spectrum-sliced
Light-Emitting Diode (LED) [24], the wavelength-seeded RSOA [25], and the
ASE-injected Fabry-Perot Laser Diode (FP-LD) [26]. Since the spectrum-sliced
LED and RSOA suffer from low power and high packaging costs, respectively,
researchers have been focusing mainly on the ASE-injected FP-LD, which sat-
isfies the requirement of the low-cost wavelength-selection-free transmitter and
could possibly open the possibility of low-cost LR-WDM-PONs without any
wavelength alignment.

2.3.2 Resource allocation: DBA with Multi-Thread Polling

As multiple ONUs may share the same upstream channel, Dynamic Bandwidth
Allocation (DBA) is necessary among ONUs. Considering the LR-PON’s benefits
in CapEx and OpEx, as well as its derivation from the traditional PON, the
upstream bandwidth allocation is controlled and implemented by the OLT.
Two kinds of bandwidth allocation mechanisms are used in PON: status-

reporting mechanism and non-status-reporting mechanism. Although the non-
status-reporting mechanism has the advantage of imposing no requirements on
an ONU and no need for the control loop between OLT and ONU, there is no
way for the OLT to know how best to assign bandwidth across several ONUs
that need more bandwidth.
To support the status-reporting mechanism and DBA arbitration in the OLT,

the proposed DBA algorithms in LR-PON are based on the Multi-Point Control
Protocol (MPCP) specified in the IEEE 802.3ah standard. The proposed DBA
algorithms work in conjunction with MPCP. The OLT has to first receive all
ONU REPORT messages before it imparts GATE messages to ONUs to notify
them about their allocated time slot [27]. As a result, the upstream channel will
remain idle between the last packet from the last ONU transmission in a polling
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cycle (time duration between two requests) k and the first packet from the first
ONU transmission in polling cycle k+1.
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t

Figure 2.5 An example of Multi-Thread Polling [28].

In order to combat the detrimental effect of the increased Round-Trip Time
(RTT), the work in [28] proposed the Multi-Thread Polling algorithm, in which
several polling processes (threads) are running in parallel, and each of the threads
is compatible with the proposed DBA algorithms in a traditional PON. Figure
2.5 shows an example of Multi-Thread Polling (two threads are shown in the
example) and compares it with traditional DBA algorithms (so-called one-thread
polling with stop). As shown in Figure 2.5, the idle time in one-thread polling
[27] is eliminated because, when ONUs wait for GATE messages from OLT in the
current thread which incurs idle time in one-thread polling, they can transmit
their upstream packets which are scheduled in another thread simultaneously.
This applies to all the ONUs that share the same upstream wavelength.

2.3.3 Traffic management: behavior-aware user assignment
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Figure 2.6 High efficiency achieved (right) by assigning a typical business user (left)
and a typical residential user (middle) on a same wavelength. (The x-axis shows the
hour of the day (1–24) and the y-axis shows the bandwidth need at a given time.)

Suppose we have N users and M channels where N 	M typically. To reduce
cost, users are equipped with fixed transceivers, so User Assignment is a planning
problem to determine which user is served on which channel.
User assignment is a trivial problem if all users behave identically, so we can

allocate to each user the same amount of bandwidth. But this method is inef-
ficient since different users use the network in different ways, especially when
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we are considering Long-Reach PON, which has a relatively large span and a
lot of users. Business users, for example, require high bandwidth during daytime
and little at night. Residential users, on the other hand, have large bandwidth
demand in the evening but little during daytime. By noting the different network
usage behaviors of typical business and residential users, the work in [29] devel-
oped an efficient user-assignment scheme in which users with complementary
behaviors are assigned to the same wavelength to share the network resources so
that high channel utilization can be achieved for most of the day, as shown in
Figure 2.6, thus reducing channels (and cost).

2.4 Reaching the end-users: Wireless-Optical Broadband Access
Network (WOBAN)

Combining wireless access technologies with a PON or an LR-PON extends the
coverage of broadband access network and gives users “anytime-anywhere” access
and mobility. Recent industry research [30] shows that wired and wireless net-
working technology must be treated as an integrated entity to create a flexi-
ble, service-centric network architecture. Hence, a Wireless-Optical Broadband
Access Network (WOBAN) [31] captures the best of both worlds: (1) the relia-
bility, robustness, and high capacity of wireline optical communication and (2)
the flexibility and cost savings of a wireless network.

2.4.1 WOBAN architecture
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Figure 2.7 Architecture of a WOBAN.

A WOBAN consists of a wireless network at the front-end, and it is supported
by an optical network at the back-end (see Figure 2.7) [31]. Its optical back-
haul enables it to support high capacity, while its wireless front-end enables its
users to have untethered access. This back-end can be a PON or an LR-PON. In
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a standard PON architecture, ONUs usually serve the end-users. However, for
WOBAN, the ONUs connect to wireless Base Stations (BS) for the wireless por-
tion of the WOBAN. The wireless BSs that are directly connected to the ONUs
are known as wireless “gateway routers,” because they are the gateways of both
the optical and the wireless worlds. Besides these gateways, the wireless front-
end of a WOBAN consists of other wireless routers/BSs to efficiently manage
the network. Thus, the front-end of a WOBAN is essentially a multi-hop wireless
mesh network with several wireless routers and a few gateways (to connect to
the ONUs and, consequently, to the rest of the Internet through OLTs/CO).
The wireless portion of the WOBAN may employ standard technologies such as
WiFi or WiMax. Since the ONUs will be located far away from the CO, efficient
spectrum reuse can be expected across the BSs with much smaller range but
with much higher bandwidth; thus, WOBAN can potentially support a much
larger user base with high bandwidth needs [31].

2.4.2 Motivation of WOBAN

The advantages of a WOBAN over wireline optical and wireless networks have
made the research and deployment of this type of network more attractive [31].

• End-users in WOBAN are covered by wireless. Hence, a WOBAN is cost
effective compared to a wired network. WOBAN architecture (see Figure 2.7)
demonstrates that expensive FTTH connectivity is not needed to cover the
end-users, because installing and maintaining the fiber all the way to each
user could be quite costly. Instead, fiber can reach close to the premises and
low-cost wireless solutions take over from there and connect the end-users.

• WOBAN is a flexible broadband access network because its wireless part
allows the users inside the WOBAN to seamlessly connect to any wireless
BS. This provides “anytime-anywhere” connectivity for the end-users while
supporting mobility within WOBAN.

• WOBAN is more robust than the traditional wireline network because of its
“self-organization” property. In a traditional PON, if a fiber connecting the
splitter to an ONU breaks (see Figure 2.1), that ONU becomes unavailable.
Even worse, if a fiber from the OLT to the splitter breaks, all the ONUs (along
with the users served by the ONUs) fail. But in a WOBAN, since users have
the ability to form a multi-hop mesh topology, the wireless connectivity adapts
itself so that users find a neighboring ONU which is alive, communicates with
the ONU, and in turn, communicates with another OLT in the CO [32].

• A WOBAN is more robust than a traditional wireless network as well because
its users can access the optical backbone using any of the ONUs. This “any-
cast” property of WOBAN [33] enables users to maintain connectivity even
when a part of the wireless network fails, as long as it can connect to a BS.

• WOBAN is suitable for quick and easy deployment. In many parts of the
world, deploying fiber to the end-users may not be feasible because of difficult
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terrain and higher cost. WOBAN allows fiber to reach close to user premises
using PON or LR-PON. Then, it extends the coverage to the end-users using
low-cost, easily deployable wireless solutions.

2.4.3 Research challenges in WOBAN

2.4.3.1 Integrated routing
Wireless BSs of WOBAN collect traffic from end-users and carry them to the
optical part of a WOBAN, possibly using multiple hops, but the traffic also
experiences delay at each wireless BS. The finite radio capacity at each wireless
BS limits the capacity on each outgoing link from a wireless node of a WOBAN.
Thus, delay and capacity limitation in the wireless front-end of a WOBAN are
major constraints [33].
To gain desirable performance from a WOBAN, an integrated routing for wire-

less and optical parts of a WOBAN, called Capacity and Delay Aware Routing
(CaDAR) [33] is proposed. In CaDAR, each wireless BS advertises the wireless
link states (Link-State Advertisement or LSA) periodically. Based on the LSA
information, it optimally distributes the radio capacity of a wireless BS among
its outgoing links. Then it selects the shortest-delay path through the entire
WOBAN to route packets by calculating delays on wireless and optical links.
This integrated routing enables CaDAR to support higher load in the network
and minimize packet delay.

2.4.3.2 Fault tolerance
Risk-and-Delay Aware Routing Algorithm (RADAR) [32] is proposed to man-
age fault tolerance for WOBAN. RADAR minimizes packet delay in the wire-
less front-end of WOBAN and reduces packet loss for multiple failure scenarios:
gateway failure, ONU failure, and OLT failure. It finds the shortest-delay path
between a wireless BS and a gateway using LSA information of the wireless links
and sends packets via this path. It maintains a Risk List (RL) table in each
wireless BS. If a failure occurs, RL is updated accordingly and the subsequent
packets are rerouted.

2.4.3.3 Directionality
Directionality As Needed (DAN) [34] is a simple connectivity algorithm in a
WMN of WOBAN that uses directional antennas. It strikes a good balance
between the dual goals of minimum network design cost and minimum inter-
ference among different links. Given the locations of wireless BSs along with
the connectivity that is desired, DAN provides connectivity using only minimal
wired infrastructure. It assumes that each wireless BS is equipped with a single
radio capable of beam switching. It determines the beam widths for each node
as well as power levels and specific beam index to be used for each link.
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2.5 Conclusion

Increasing demands for bandwidth-intense applications by end-users are making
broadband access networks essential. FTTH is the only technology that deliv-
ers high enough bandwidth reliably to meet the demands of next-generation
applications. PON has become a popular low-cost, high-bandwidth solution for
broadband access because of its passive infrastructure, point-to-multipoint com-
munication over shared fiber, and fast, non-disruptive provisioning. Enabling
technologies, such as efficient amplifiers and receiver and reflective ONUs have
made it possible to extend the reach of PON and to create LR-PON. It has the
benefits of PON with high cost-effectiveness and reduced CapEx and OpEx, and
it connects the access network directly to the core network. LR-PON requires
low-cost devices, efficient resource allocation, and intelligent user management
to successfully cover a larger area and a higher number of users.
Today’s end-users want to access their applications “on-the-go.” Extending the

reach of optical fiber to the users over wireless using WOBAN gives users mobil-
ity and tetherless, flexible access. Integrated routing over optical and wireless
links, integrated fault management of both optical and wireless devices and link
failures, and efficient resource management of wireless via directionality make
WOBAN an excellent choice to deliver broadband access to users.
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An effective optical control plane is crucial in the design and deployment of a
transport network as it provides the means for intelligently provisioning, restor-
ing, and managing network resources, leading in turn to their more efficient
use. This chapter provides an overview of current protocols utilized for the con-
trol plane in optical networks and then delves into a new unified control plane
architecture for IP-over-WDM networks that manages both routers and optical
switches. Provisioning, routing, and signaling protocols for this control model are
also presented, together with its benefits, including the support of interdomain
routing/signaling and the support of restoration at any granularity.

3.1 Introduction

In the last two decades optical communications have evolved from not only pro-
viding transmission capacities to higher transport levels, such as inter-router con-
nectivity in an IP-centric infrastructure, to providing the intelligence required for
efficient point-and-click provisioning services, as well as resilience against poten-
tial fiber or node failures. This is possible due to the emergence of optical network
elements that carry the intelligence required to efficiently manage such networks.
Current deployments of wavelength division multiplexed (WDM)-based optical
transport networks have met the challenge of accommodating the phenomenal
growth of IP data traffic while providing novel services such as rapid provisioning
and restoration of very high bandwidth circuits, and bandwidth on demand.
One of the most important considerations of a carrier in designing and deploy-

ing its transport network is the design and implementation of an effective control
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plane that can be utilized to build a dynamic, scalable, and manageable back-
bone network, which can in turn support cost-efficient and reliable services to its
customers. The optical control plane is responsible for supporting functionali-
ties such as point-and-click provisioning for a connection, protection/restoration
against faults, and traffic engineering. These are functionalities that optimize
network performance, reduce operational costs, and allow the introduction of
novel applications and services, as well as multi-vendor interoperability across
different carrier networks.
This chapter provides an overview of current protocols utilized for the con-

trol plane in optical networks and then delves into a new unified control plane
architecture for IP-over-WDM networks. Section 3.2 presents existing link man-
agement, routing, and signaling protocols for the control of optical networks
by presenting an overview of the GMPLS framework that supports the control
plane functionalities currently present or proposed for optical networks. The
reader should note that this is an evolving subject area with new recommenda-
tions and proposals continuously being developed by standards bodies such as
the Internet Engineering Task Force (IETF), the Optical Interworking Forum
(OIF), and the International Telecommunication Union (ITU). Thus, the aim
of the first part of this chapter is to provide the basic methodology and ideas
utilized for the optical control plane. For a more detailed description of protocols
and standards related to the optical control plane, the reader is referred to books
exclusively dedicated to this subject [11, 21]. Section 3.3 provides an introduc-
tion to IP/WDM interconnection and presents the different control paradigms
proposed in the literature for such an architecture. Section 3.4 presents a unified
optical layer-based control plane for such an infrastructure that manages both
routers and optical switches and explains its advantages over the traditional
approaches. Provisioning, routing, and signaling protocols for this control model
are also presented in Section 3.4, together with its benefits, such as the support of
interdomain routing/signaling and the support of restoration at any granularity.
The chapter ends with Section 3.5 that offers some concluding remarks.

3.2 Overview of optical control plane design

For IP networks, distributed management schemes, such as Multi-Protocol
Label Switching (MPLS), are used to provide the control plane necessary to
ensure automated provisioning, maintain connections, and manage the network
resources (including providing Quality of Service (QoS) and Traffic Engineer-
ing (TE)). In recent years, industry organizations like the OIF and the IETF
have been continuously working on extending the MPLS-framework to support
not only devices that perform packet switching, but also those that perform
switching in time, wavelength, and space (Generalized-MPLS (GMPLS)) [4, 40].
Thus, GMPLS can now be applied as the control plane for wavelength-routed
optical networks. GMPLS includes extensions of signaling and routing protocols
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developed for MPLS traffic engineering [35], and also supports the new feature
of link management.

3.2.1 Link Management Protocol

The Link Management Protocol (LMP) in GMPLS is responsible primarily for
neighbor discovery (automated determination of the connectivity in the network)
that is subsequently used for up-to-date topology and resource discovery in the
network (used for opaque, as well as transparent network architectures) [39].
Other tasks performed by LMP include management of the control channel, link
bundling, and link fault isolation. Information that is collected by the neighbor
discovery protocol includes the physical properties of a fiber link interconnecting
two nodes (length, available bandwidth, etc.), node, port, and link identifica-
tion parameters, etc. Information exchange concerning these parameters can be
achieved via an out-of-band control channel, via in-band signaling, or via a com-
pletely separate out-of-band data communications network (DCN). When the
network topology is ascertained, this information is either kept at a central loca-
tion (central network manager) or distributed to the network nodes (distributed
network control) to be subsequently used by the routing protocol to determine
the routing paths for the various network connections (see Section 3.2.2).
The Link Management Protocol uses the periodic exchange of “Hello” and

“Configuration” messages between neighboring nodes so that each node obtains
the required information about its neighbors. These messages are also utilized to
monitor the health of the communication channel used for the LMP sessions. To
minimize the information exchange between neighboring nodes that are linked
with a large number of fiber-optic links, a “link bundling” technique is used that
bundles together a number of these links that have the same characteristics for
routing purposes [36]. This group of links is then called a “TE link” (with a
corresponding TE link ID). An additional mechanism, namely, link verification,
is then utilized to separate the component links used for different connections.
As LMP has information on the physical adjacencies between neighboring nodes,
it can also be used to isolate a fault in the case of a network failure (fiber link
cut, laser failure, etc.). In the event of a fault that has propagated downstream, a
simple “backtracking mechanism” is used in the upstream direction to determine
the location of the fault.

3.2.2 GMPLS routing protocol

To implement the GMPLS routing protocol in optical networks, extensions to
the routing approaches used for MPLS, such as the Open Shortest Path First
protocol with Traffic Engineering extensions (OSPF-TE), are utilized [14, 29,
31, 37, 41, 42, 47]. OSPF is a distributed, link-state shortest path routing algo-
rithm (based on Dijkstra’s algorithm [18] which computes a shortest path tree
from a node to all other nodes) that uses a table in each node for routing
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purposes. These tables contain the complete network topology, as well as other
link parameters (such as link costs). This information is created by exchang-
ing information on the state of links between the nodes via Link State Adver-
tisements (LSAs) [31, 41, 42]. In these types of networks, information on the
links is required in order to successfully route an optical connection. For exam-
ple, optical transmission impairments and wavelength continuity (for transparent
connections) [16, 17, 46], bit-rates and modulation formats (for opaque connec-
tions), bandwidth availability, etc., must be taken into account when routing an
optical connection. The topology information at each node is modified when a
change occurs in the network (i.e., a new node or link is added to the network),
or is updated periodically (e.g., every 30 minutes), in order to ensure that the
topology information is correct and up-to-date.
OSPF also supports hierarchical routing in the case where the network is

divided in multiple areas with a hierarchical structure. If routing takes place
across multiple areas, no information, complete information, or summary infor-
mation can flow between different areas. For example, in the case of summary
information distribution, summarized TE LSAs can be distributed to the entire
Autonomous System (AS) [14, 35, 47].

3.2.2.1 Extensions of OSPF-TE
While MPLS routing is implemented on a hop-by-hop basis, in optical networks
routing is source-based (explicit from the source to the destination node). Fur-
thermore, there are specific requirements needed to route optical connections
(impairments, wavelength continuity, link types, etc.) and the number of links
between different nodes may be quite large. Thus, several extensions to the
OSPF-TE utilized in MPLS are required for the case of implementing a GMPLS
routing protocol in optical networks. The most important extensions to OSPF-
TE are as follows:

• Dissemination of link state information: Additional information is adver-
tised utilizing opaque LSAs that is either optical network specific or is needed
for protection purposes [37]. Such information includes a link’s
– Protection Type
– Encoding Type
– Bandwidth Parameter
– Cost Metric
– Interface Switching Capability Descriptor
– Shared Risk Link Group (SRLG).

• Link bundling: As previously discussed, link bundling is a technique used
to combine several parallel links having the same properties for purposes of
routing, into a single logical group, called a TE link [36]. When link bundling
is used, explicit routing takes into account only the TE links and not the
individual links in the bundle. The specific link used to route the connection
is only decided locally during the signaling process.



46 G. Ellinas, A. Hadjiantonis, A. Khalil, N. Antoniades, and M. A. Ali

• Nested label switched paths (LSPs): A hierarchy in the LSPs is created
by introducing “optical LSPs” that are groups of LSPs that have the same
source and destination nodes [6, 37, 38]. A number of LSPs (with different
bandwidth values) can now use this optical LSP provided that the bandwidth
of the optical LSP can support all of them.

3.2.3 GMPLS signaling protocol

Two types of signaling are in place in optical networks: signaling between the
client and the transport network (that takes place at the User–Network Inter-
face (UNI) [48]), and signaling between intermediate network nodes (that takes
place at the Network–Network Interface (NNI)). Signaling at the UNI is used
so that the clients can request connections across the transport network, speci-
fying such parameters as the bandwidth of the connection, the Class of Service
(CoS) requirements, and the protection type for the connection. After a route is
determined, signaling is required to establish, maintain and teardown a connec-
tion. Furthermore, in the event of a fault, signaling is also employed to restore
connections. An enhanced Resource Reservation Protocol with Traffic Engineer-
ing extensions (RSVP-TE) is a possible signaling protocol that can be used for
optical networks [8].

3.2.3.1 Extensions of RSVP-TE for GMPLS
RSVP is a signaling protocol that utilizes the path computed by the routing
protocol (e.g., OSPF) to reserve the necessary network resources for the estab-
lishment of a session (supports both point-to-point and multicast traffic in IP
networks with QoS requirements) [12]. In RSVP, a Path message, containing
information on the traffic characteristics of the session, is sent downstream from
the source to the destination and is being processed by each intermediate node.
The destination node then sends back a Resv message along the path, which
allocates resources on the downstream link. When the reservation is complete,
data can flow from source-to-destination adhering to the QoS requirements spec-
ified. RSVP also utilizes other message types that are used for error notifica-
tion (PathErr and ResvErr), for connection establishment confirmation purposes
(ResvConf), and for deleting reservations (PathTear and ResvTear).
RSVP with traffic engineering extensions (RSVP-TE) supports the establish-

ment and management of LSP tunnels (including specifying an explicit route
and specifying traffic characteristics and attributes of the LSP). It also supports
fault detection capabilities by introducing a “Hello” protocol between adjacent
label switched routers (LSRs) [5]. When RSVP is extended for GMPLS sup-
port, it is adapted for circuit-switched rather than packet-switched connections
and it accommodates the independence between the control and data planes.
To this end, new label formats are defined in RSVP-TE in order to support
a variety of switching and multiplexing types (such as wavelength switching,
waveband switching, fiber switching, etc.) [7, 9]. Thus, several new objects are
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defined in GMPLS RSVP-TE, such as (a) the Generalized Label Request object
that includes LSP encoding type, switching type, generalized protocol ID (the
type of payload), source and destination endpoints, and connection bandwidth,
(b) the Upstream Label object that is used for bi-directional connections (not
supported in MPLS RSVP-TE), and (c) the Interface Identification object that
identifies the data link on which labels are being assigned. This is essential for
optical networks where control and data planes are separate.

3.2.3.2 Signaling for lightpath establishment
As in MPLS networks, Path and Resv are again used to establish lightpaths in
optical networks utilizing GMPLS RSVP-TE [30]. The Path message now car-
ries extra information concerning the connection to be provisioned (LSP tunnel
information, explicit route information, etc.) and is again forwarded downstream
from the source to the destination node, and is being processed at intermediate
nodes. When the message reaches the destination node, a Resv message is cre-
ated that is forwarded upstream. At each intermediate node processing the Resv
message the cross-connects are now set in order to establish a bi-directional con-
nection. Note that, in contrast to signaling in IP networks, in optical networks
the DCN does not necessarily use the data transfer links.

3.2.3.3 Signaling for protection/restoration
In networks where protection is offered, GMPLS signaling can be used to pro-
vision secondary protection paths during the connection provisioning phase. In
the case of reactive protection (in which case alternative paths are precomputed
anticipating a failure), when a failure occurs it is detected by the source (with
the help of a Notify message that contains the failed connection information)
and GMPLS RSVP-TE is used to activate the precomputed protection path in
the same way that a regular connection is provisioned in an optical network [7].

3.3 IP-over-WDM networking architecture

The phenomenal growth in Internet traffic along with the abundance of transmis-
sion capacity offered by WDM has signaled the beginning of a new networking
paradigm where the vision of integrating data and optical networking seems
to be indispensable. A simplified, IP/WDM two-tiered networking architecture
combining the strengths of both IP and optical transport in which IP can be
implemented directly over WDM, bypassing all of the intermediate layer tech-
nologies, is the key to realizing such a vision [1, 22, 44, 45]. Advances in WDM
optical networking technology and of data-centric equipment, such as IP/MPLS
routers, have further increased the attention being paid to the topic of how these
layers will be optimally interacting.
The notion of supporting “data directly over optics” has been fueled by

the promise that elimination of unnecessary network layers will lead to a vast
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reduction in the cost and complexity of the network. This has led to the migration
from the multilayer networking architectures (e.g., IP/ATM/SONET/WDM) to
the two-layer IP/WDM networking architecture, where high-performance routers
are interfaced directly to the optical transport network (OTN), thus diminish-
ing the role of Synchronous Digital Hierarchy/Synchronous Optical Network
(SDH/SONET). Even though some of the layers are eliminated, the impor-
tant functionalities provided by the intermediate layers (traffic engineering in
ATM, multiplexing and fast restoration in SONET) must be retained in future
IP/WDM networks. This can be accomplished in one of three ways: (a) by
distributing the functionalities between the IP and optical layer [51]; (b) by
moving them down to the optical layer; and (c) by moving them up to the IP
layer [10, 23, 50].
Several architectural options have been proposed on how the client layer (IP

routers) must interact with the optical layer to achieve end-to-end connectivity.
Of these, the predominant are the overlay, the peer-to-peer, and the augmented
models [4, 13, 40, 45].

3.3.1 The overlay model

The overlay model is the simplest interaction model between client and trans-
port layers that treats the two layers (optical and IP layers) completely sepa-
rately. The client routers request high-bandwidth connections from the optical
network, via some User-to-Network Interface (UNI), and the OTN provides light-
path services to the client IP/MPLS layer. The collection of lightpaths in the
optical layer therefore defines the topology of the virtual network interconnect-
ing IP/MPLS routers and the routers have no knowledge of the optical network
topology or resources. The overlay model is best suited for multidomain networks
where different domains are under different administrative control and there is
no exchange of topology and resource information between the domains. In this
case, the need to maintain topology and control isolation between the optical
transport and the client layers is dictated by the network infrastructure itself.
Even though this model is simple, scalable, and most suited for current telecom-
munications network infrastructures, its simplicity also results in inefficient use
of network resources as there is no exchange of state and control information
between the layers.

3.3.2 The peer and augmented models

In the peer model the network elements in the transport and client layers (i.e.,
optical cross-connects (OXCs) and IP/MPLS routers) act as peers using a unified
control plane to establish paths that could traverse any number of routers and
OXCs with complete knowledge of network resources. Thus, from a routing and
signaling point of view, there is no distinction between the UNI, NNI, and router-
to-router interface; all network elements are direct peers and fully aware of the
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network topology and resources. Using an enhanced Interior Gateway Protocol
(IGP) such as OSPF supported by GMPLS (described in Section 3.2.2), the
edge routers can collect the resource usage information at both layers. The peer
model supports an integrated routing approach where the combined knowledge
of resource and topology information at both layers is taken into account [15].
Compared to the overlay model, the peer model is more efficient in terms of
network resource usage and it improves the coordination and management of
failures among network elements with different technologies. However, the peer
model is not as scalable as the overlay model, as the network elements have to
process a large amount of control information. This model is also not as practical
for near-term deployment, as it is highly improbable that service providers of
the transport and service infrastructures will grant each other full access to their
topology and resources, as required for this model implementation.
Finally, the augmented approach combines the peer and the overlay models

with some of the client network elements being peers to the transport network
elements while others are isolated and communicate via the UNI.

3.4 A new approach to optical control plane design: an optical
layer-based unified control plane architecture

Ideally, the control plane functionalities should be integrated and implemented at
one and only one layer. While there is a school of thought that favors moving the
network intelligence up to the IP layer (favoring the intelligence of routers over
optical switches) [22, 23, 50, 51], the model described in this section demonstrates
that moving the networking functionality and intelligence down to the optical
layer (favoring the intelligence of optical switches over routers), is more com-
pelling in terms of simplicity, scalability, overall cost savings, and the feasibility
for near-term deployment. Specifically, this model utilizes an optical layer-based
control plane that manages the network elements in both client and transport
layers (analogous to the peer model), while still retaining the complete separa-
tion between the layers (analogous to the overlay model). This is to say that the
unified model retains the advantages of these two models while avoiding their
limitations [32, 33].
Under this architecture, the optical core can be thought of as an AS whose

members (OXC controllers) are hidden completely from the outside domains.
In other words, in this architecture, both the logical and physical layers belong
to a single administrative domain and all of the networking intelligence belongs
to the optical layer. In this model, GMPLS can support the unified control
plane to provide full-lambda and sub-lambda routing, signaling, and survivabil-
ity functionalities. Utilizing this unified control model, all network resources are
visible and thus more efficient resource utilization can be achieved in provision-
ing, restoring, and managing connections. This is because the model supports an
integrated routing/signaling approach where the combined knowledge of resource
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and topology information at both the IP and optical layers are taken into account
(see Sections 3.4.2.1 and 3.4.2.2). Adapting this unified interconnection model
also opens up new avenues for implementing several significant novel applications
(see Section 3.4.2.3) that can drastically enhance and transform the vision of the
next generation optical Internet such as:

• The network is now capable of being managed end-to-end (from the access
network through the metro and core networks to another access network),
across multiple ASs.

• The physical layer can restore both link/OXC and router failures at any gran-
ularity (sub-lambdas and/or full lambdas).

• Optical Ethernet (GigE/WDM) network infrastructures where native Ether-
net frames are mapped directly over WDM can now be developed, by com-
bining the simplicity and cost effectiveness of Ethernet technology with the
ultimate intelligence of the WDM-based optical transport layer.

3.4.1 Node architecture for the unified control plane

Figure 3.1 depicts the optical node architecture for the unified control plane
design. As it can be seen, this architecture is composed of three components.
A backbone IP/MPLS router used as an Electronic Cross-Connections (EXC),
shown as the sub-wavelength (sub-λ) switch, an OXC switch (the λ optical
switch), and an IP/MPLS-aware, non-traffic bearing OXC controller module.
The backbone IP/MPLS router is attached to the optical switch and can gener-
ate and terminate the traffic to/from a lightpath, while the OXC performs the
wavelength switching function. An incoming wavelength-multiplexed signal on a
fiber is first demultiplexed and then, based on its wavelength channel, is either
optically switched (i.e. continue riding the same lightpath if this is not termi-
nated at this optical node), or dropped to the backbone IP/MPLS switch for
electronic processing. From there, the signal can be either switched and added
to a new lightpath (in the case of multi-hop logical routing), or dropped to the
client network (i.e., to the local IP/MPLS router, operating in the client layer)
if this is the egress optical node.
The main intelligence component of this model is the OXC controller. It is

responsible for creating, maintaining, and updating both the physical and logical
connectivity and with it, the optical node is capable of provisioning on-demand
lightpaths (full wavelength channels), as well as low-speed (sub-lambda) con-
nection requests. The client IP/MPLS router’s responsibility is, then, simply to
request a service from the OTN via a predefined UNI that will encompass a Ser-
vice Level Agreement (SLA) to govern the specifics of the service requests. Note
that this is in contrast to the peer model implementation, where it is the traffic-
bearing edge router that performs such functions. Supported by GMPLS, with
an IGP such as OSPF (suitably enhanced to support WDM networks) running
among the OXCs, the resource usage information at both layers can be collected
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Figure 3.1 Node architecture of the unified control plane model.

by the OXC controllers and the OXC controllers can communicate with each
other over a DCN.

3.4.2 Optical layer-based provisioning

In this model, the OTN is responsible for providing this service, but in whichever
way it deems optimum. For instance, it can (a) open up one or more lightpaths
to service the new traffic, (b) use one or more existing lightpaths to multiplex
the new traffic on, or (c) use a combination of existing lightpath(s), together
with setting up new ones to serve the new traffic (hybrid provisioning).

Physical provisioning
Physical provisioning refers to solving the Routing and Wavelength Assignment
(RWA) problem. As the name implies, this is made up of two sub-problems,
which deal with path discovery (routing), and assigning wavelength channel(s)
along its fiber links. Many ways of solving the RWA problems have been pro-
posed including treating the sub-problems separately, or trying to solve them
simultaneously. When RWA is attempted to be solved jointly, a dynamic routing
and wavelength assignment algorithm can be used by means of dynamic routing
over multi-layered graphs where each layer represents a wavelength.

Logical provisioning
Logical provisioning is achieved by considering established lightpaths as direc-
tional logical links that comprise the logical (virtual) topology. The logical
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topology construction is performed whenever a call is attempted to be served
logically, since the topology changes every time a lightpath is set up or torn
down. When the logical provisioning mechanism is invoked, the logical topology
is checked for availability of a route spanning a single logical link (single-hop)
or multiple logical links (multi-hops) sequentially. The logical link cost for the
routing algorithm over the logical topology (logical routing) can be based on the
normalized used bandwidth of the link after the call is accommodated. When
the logical topology is checked, pruning is also performed (logical links that do
not have enough bandwidth to accommodate the call, or originate/terminate
from/to a node whose IP module residual speed is not adequate to forward the
call, are deleted from the topology).

Hybrid provisioning
The unified control model utilizes an integrated routing approach that combines
resource information across the layers. Thus, calls can now be serviced as a mix-
ture of physical and logical routing (hybrid provisioning) in order to minimize
network resource usage [25]. Figure 3.2 illustrates the concept of hybrid provi-
sioning. There are two wavelength channels available on every link (λ1 and λ2),
and every call is a sub-lambda request. Assuming that call 1 from node A to
node E arrives at the network first, the lightpath between nodes A and E is
set up on wavelength λ1 (by invoking RWA) to service it. Then, call 2 arrives
at the network requesting service from node B to node C. Since there is no
logical connectivity (previously established lightpath) from node B to node C,
this call can only be serviced by the RWA on a new lightpath (on wavelength
λ2, as shown in the figure). Suppose now that call 3 arrives at the network and
requests service from node A to node F . Since the link between nodes B and C
is completely utilized at the wavelength level, and no logical connectivity exists
between nodes A and F , traditionally this call would have been blocked. Under
a hybrid provisioning approach, however, the optical core is aware of both the
logical and physical topologies, and can thus utilize the already established light-
path between nodes A and E and simply try to complete the remaining portion
from node E to node F on wavelength λ2 by means of the RWA.
Note that the concept of hybrid provisioning was implicitly introduced in [49],

where the authors proposed an integrated model to groom the client traffic onto
a dynamic logical topology over optical networks. Another integrated routing
approach (based on the max-flow, min-cut theorem) was proposed in [34], in
which, again, the concept of the hybrid provisioning scheme was also implicitly
introduced. Both these approaches suffer from the well-known scalability
problem due to the significant amount of state and control information that
has to be exchanged between the IP and optical layers. This has forced the
authors of [34] to consider only a limited number of network nodes as potential
ingress-egress pairs, and the authors of [49] to also consider fewer number of
network nodes by introducing the concept of Collaboration Groups (CGs).
(The CG of a client node is defined as a list of client nodes located within a
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Figure 3.2 Concept of hybrid provisioning.

certain number of physical links.) The integrated routing approach presented
in Section 3.4.2.1 below, however, requires no exchange of information between
the boundaries of the two layers except for that of the simple UNI. Thus, it
shifts most of the intelligence and burden from the IP layer (traffic-bearing
edge routers) to the optical layer (IP/MPLS-aware, non-traffic bearing OXC
controllers). This renders the unified optical layer-based model simpler, less
expensive, and most importantly partially alleviates the scalability problem.
Several algorithms can be used to implement the hybrid provisioning scheme.
Three of these algorithms are described below [25]. The performance analysis of
these techniques is also presented in this section.

(A) Shortest Path Exhaustive Search (SPES) algorithm
The goal of the hybrid provisioning approach is to find an intermediate node
(like node E in Figure 3.2 above) that splits the source-destination path into
a logical segment (obtained from the existing logical topology) and a physical
segment (to be created using RWA). The SPES algorithm is a greedy algorithm
that finds the shortest path (minimum number of hops) between the source
(S) and destination node (D) and then for every intermediate node (I) on that
path it tries to find lightpaths from S to I or from I to D that have adequate
residual bandwidth to multiplex the new connection request on them. If the
search is successful, it multiplexes the new connection on the found lightpath
and for the remainder of the path it tries to set up a new lightpath (RWA –
physical provisioning). If the RWA is successful, the algorithm stores the hybrid
path found and repeats this process until all intermediate nodes have been
examined. Finally, the algorithm chooses the hybrid path that has the smallest
hop-count for the new lightpath to be established.
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(B) Network-Wide Exhaustive Search (NETWES) algorithm
This algorithm is a generalization of SPES that searches over the entire network
for intermediate nodes that are associated with lightpaths that can be used to
multiplex the new connection request on them. It is easier to visualize this by
partitioning the network into two regions: one containing nodes that node S has
an existing lightpath to (excluding node D, even if there exists a lightpath to
node D), and one with the remaining nodes (including node D). This is shown
in Figure 3.3(a). The algorithm stores the hybrid paths found for the nodes
in the first partition and repeats this process for a second partition where the
candidate intermediate nodes are the ones that have existing paths to node D, as
illustrated in Figure 3.3(b). Finally, the algorithm chooses the hybrid path, over
all stored hybrid paths, that has the smallest hop-count for the new lightpath to
be established.

(C) First-Fit on Shortest Path (FFSP) algorithm
In addition to NETWES and SPES, another option called First-Fit on Shortest
Path (FFSP) can be used. This is an algorithm similar to SPES and NETWES
that terminates when the first successful hybrid path is found on the shortest
path between S and D. Thus, in this case there is no forced optimization.

Performance evaluation
Some results on the performance of the unified control plane model, in terms of
hybrid provisioning, are presented in this section. A mesh-based NSF network
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consisting of 14 nodes and 21 bi-directional links (with 4 fibers (2 in each
direction) and 4 wavelengths per fiber) was used for the simulations, together
with a dynamic traffic model in which call requests arrive at each node according
to a Poisson process and the session holding times are exponentially distributed.
The wavelength channel capacity was OC-48 (≈ 2.5 Gb/s) and the sub-lambda
requests had bit-rate demands that were normally distributed around 400 Mbps
with a standard deviation of 200 Mbps, in multiples of 50 Mbps. Sequential
provisioning was the approach used to service a given request. For instance,
LOG-HYB-RWA means that the logical search is performed first and if it fails,
the hybrid algorithm is invoked, and if that fails the RWA algorithm is invoked.
A connection request (call) is blocked if all three approaches fail sequentially.
Figure 3.4(a) compares the performance of the FFSP, NETWES, and SPES

algorithms for the hybrid approach [25]. It is clear that the network-wide search
(NETWES) yields better results, as it optimizes the choice of the intermediate
node based on exhaustive search. Figure 3.4(b) presents the effect of changing
the sequential search order for provisioning a call [25]. As it can be seen from
the figure, the search order LOG-HYB-RWA exhibits the best performance. For
figure clarity, only the best three orders out of the possible six are illustrated.
From these it is clear that it is important to have the hybrid approach before
the RWA, for it enriches the logical topology connectivity.
Figure 3.5 compares the performance of the conventional sequential search

(LOG-RWA or RWA-LOG) [25] with a search that includes hybrid provisioning
(LOG-HYB-RWA). These results demonstrate that the presence of the hybrid
approach improve significantly the performance of the network, thus further
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validating the need for the unified control plane model that can support hybrid
provisioning.

3.4.2.1 The Integrated Routing algorithm
An integrated dynamic routing algorithm is required in order to facilitate the
hybrid provisioning described in the previous section. This algorithm incorpo-
rates information about the network topology and resources for both the optical
and IP layers that are kept at the OXC controllers. Unlike the peer model and
other integrated approaches [2, 15], where a significant amount of information is
exchanged between the layers, in this integrated routing approach only the infor-
mation exchange required by the simple UNI is needed, thus making this unified
model simpler, and alleviating the scalability problem associated with the peer
model. An integrated directed layered-graph is used to model the network, and
each layer corresponds to a wavelength channel [34]. A lightpath on a specific
wavelength from source to destination is modeled by a “cut-through path” that
connects these nodes (this is a logical link in the IP layer and all other layers
must also be aware of this lightpath). The physical links corresponding to this
path, on the layer corresponding to the wavelength used, are then removed from
the graph. Figure 3.6 shows an example of a four-node network with two wave-
lengths per fiber (thus a two-layer model is created). If a call request arrives for
a connection from node A to node C requiring m units of bandwidth (m < W ;
W is the full wavelength capacity) it is established using λ1 on path A–B–C.
These links are then removed from the graph and a logical link is created for
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this layer between nodes A and C having (remaining) bandwidth (W −m). In
this algorithm, the logical link is deleted and the corresponding physical links
are reinstated when the logical link is back to full capacity (due to disconnection
events).
Routing in this integrated graph can be implemented using any routing algo-

rithm (e.g., Dijkstra’s shortest path algorithm) and the routing path can traverse
both physical and logical links. The link costs can be a function of a number of
metrics such as number of hops, residual (available) bandwidth capacities, etc.
In general, the total cost of a path, Cpath, will be the combined total cost of
the logical and the physical links. Different ways for assigning the link costs
will result in different routing results in the integrated graph. As an example,
if the routing is performed so as to minimize the residual bandwidth, physi-
cal links will always be preferred over logical links as they offer the maximum
available bandwidth. The goal of the cost metrics should be to obtain the best
performance results, without constraining the order of the search (use of physical
versus logical links) [32].

3.4.2.2 Integrated signaling component
Provisioning of connections requires algorithms for path selection (Sec-
tion 3.4.2.1), and signaling mechanisms to request and establish connectivity
within the network along a chosen path. Most of the MPLS/GMPLS-based
routing and signaling algorithms and protocols which have been reported
by standards bodies, as well as by research communities, were developed to
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provision either full wavelength channels (lightpaths) at the optical layer only
(find a route and assign a wavelength) or packets/LSPs at the IP/MPLS layer
only (logical layer). Note that each layer supports its own suite of routing and
signaling protocols and that each suite is totally independent of the other. While
a number of works in the literature have dealt with the initiative of a unified
control plane (e.g., peer model) to integrate the optical and IP/MPLS layers
into a single administrative domain that runs a single instance of routing and
signaling protocols [32, 33, 40, 45, 52], the implementation of integrated signaling
protocols that can simultaneously provision both full-lambda (lightpaths) and
sub-lambda (LSPs) connection requests at a single domain in a unified manner
was only recently proposed in [26] and [28] ([28] describes the signaling protocol
in a GigE/WDM architecture context). This section deals with a short overview
of the signaling approach that is used for real-time provisioning of diverse traffic
granularity (on a per-call basis including both full-lambda and sub-lambda traffic
flows) entirely on the optical layer’s terms. Detailed description on the integrated
signaling protocol used for the unified control plane can be found in [27, 28].
The main characteristic of the signaling approach is the prepending of n elec-

tronic labels in a label stack to each packet of a sub-lambda flow, where each
label in the stack corresponds to a given lightpath, provided that the flow is to be
routed over n lightpaths from source to destination. The label stack is organized
in a last-in/first-out order; forwarding decisions are based solely on the top label
in the stack. The electronic label has meaning only to the IP/MPLS modules that
perform packet-by-packet switching based on it (the data plane). Since the OXC
controllers handle the entire control plane, it is their responsibility to perform
label assignment and label distribution by executing the appropriate protocols
(the control plane). Signaling to accommodate calls is achieved by registering
an electronic label at the source and destination IP/MPLS modules for every
successfully set-up lightpath. This is in addition to the “physical” label (wave-
length) that bears meaning only to the OXC controllers and links input ports to
output ports based on the wavelength (i.e., <[input port]i on λj , [output port]k
on λj>).

A. Signaling for pure physical provisioning
This section describes the signaling mechanism for a connection that will be
served using one lightpath that is to be set up for this connection. When a
call request is received through UNI at the OXC controller, the provisioning
algorithm (RWA) is run and a path is returned. Then, GMPLS-like signaling
algorithms can be used (forward-probing, backward reserving schemes to conform
with GMPLS-based signaling standards) to set up the lightpath (a lightpath is
identified by a sequence of physical links and an available wavelength on them).
Intermediate OXC switches that the path traverses configure their input and
output port connections (based on the chosen wavelength) and the controllers
assign a unique electronic label to the lightpath, which they communicate to
the ingress and egress IP/MPLS modules. The ingress module then attaches the



The optical control plane 59

electronic label to each packet in the flow. At the egress side, the IP/MPLS
module strips off this electronic label and, since there are no other electronic
labels in the stack, it drops the packets to the local network.

B. Signaling for pure logical provisioning
This section describes the signaling mechanism for a connection that will be
served using time multiplexing on one or more existing lightpaths. Since existing
lightpaths already have electronic labels communicated to their ingress and egress
modules, once the controllers decide that the selected route will be using one
or more existing lightpaths, then simple reservation along these lightpaths is
required. If the reservation is successful, the source controller instructs its module
to stack the n electronic labels to every packet of the flow, which correspond to
the n lightpaths this call will use, beginning with the last lightpath label. An
intermediate module strips off the “outmost” electronic label it receives; the next
label in the stack (which corresponds to a lightpath whose ingress module is this
intermediate module) instructs it to add the traffic to the next lightpath. This
process continues up to the egress node, where the IP/MPLS module strips off
the last electronic label and then drops the packets to the local network.

C. Signaling for hybrid provisioning
The signaling for the portions of the returned new lightpath that need to be
set up is performed as in A above, where each new lightpath is registering an
electronic label to its ingress and egress modules. The existing portions of the
path need mere reservation for the bandwidth along them. Then, as in B, the
ingress node of the call stacks the electronic labels, beginning with the last
lightpath label, and intermediate modules strip off these labels one by one until
the destination strips off the last electronic label and then drops the packets to
the local network.

D. An illustrative example
Consider the simple network of Figure 3.7 with a call request from nodeB to node
D (call 1). The controllers, after performing the provisioning algorithm, return
an RWA path through node C on wavelength λ1 (pure physical provisioning).
The intermediate OXC switch at node C is then configured and an electronic
label (called l1) is communicated to the modules B and D. Module B then needs
to attach the l1 label to all the packets that are destined to node D and are to
use the λ1 lightpath (note that a new flow, even if it is destined to the same
destination, will require a fresh UNI request to the OXC controller).
Now suppose that as the λ1 lightpath has traffic on it, a new request arrives

at node A and requests (through UNI) service to node D (call 2). The con-
trollers, after performing the provisioning algorithm, decide that this new request
is best served on the hybrid path (A–B–C–D). This necessitates setting up
a new A–B lightpath on wavelength λ2 and reusing the existing λ1 lightpath
on B–C–D (hybrid provisioning), provided that the λ1 lightpath has enough
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Figure 3.8 Processing of the sub-lambda signaling at nodes B and C.

residual bandwidth to accommodate the call 2 request. Then, the λ2 lightpath is
set up and the l2 electronic label is communicated to its ingress and egress mod-
ules (namely, module A and module B, respectively). Furthermore, controller A
instructs module A to stack labels l1 and l2 to all the packets destined to node D.
Then, intermediate module B strips off the l2 label and reads the l1 label, which
instructs it automatically to add the traffic to the outgoing lightpath associated
with the l1 label (λ1 lightpath).
Last, a call arrives at the network and requests service from node A to node

B (call 3). The controllers, after performing the provisioning algorithm (and
checking for enough residual bandwidth), return a logical path that reuses the
λ2 lightpath from node A to node B (pure logical provisioning). After reservation
on the λ2 lightpath, controller A instructs module A to attach only the l2 label for
this new traffic. At node B, this label is stripped, and, since no other electronic
labels are read, the traffic is dropped. This process is depicted at nodes C and
B in Figure 3.8. In Figure 3.9, the above scenario is depicted at the packet level.
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In this figure, packets 1 and 3 belong to call 2, packets 2 and 4 belong to call 3,
and packets 5 and 6 belong to call 1.

3.4.2.3 Benefits of the unified optical layer-based control model

A. End-to-end on-line inter-domain routing/signaling
For the most part, the Internet today is a set of autonomous, interconnected
and inter-operating networks that ride on top of a physical telecommunications
infrastructure that was largely designed to carry voice telephony. The Inter-
net is a hierarchical structure comprised of backbone providers, enterprise net-
works, and regional Internet Service Providers (ISPs). Local ISPs, that ultimately
provide access to the end-user, connect to the regional ISPs. This hierarchical
structure leads to congestion on the Internet at points where the sub-networks
must interconnect. The decentralized nature of the Internet means that there
is only limited coordination between network providers, a fact that exacerbates
problems related to network performance. These problems are further mani-
fested by the so-called “hot-potato routing,” where backbone providers place
traffic destined for another backbone as soon as possible at the nearest traffic
exchange point, usually a public network access point (NAP) [3]. This creates
traffic flows that are asymmetrical and causes congestion at the public NAPs,
resulting in performance degradation. This practice also limits the level of control
a provider has over end-to-end service quality. Compounding the problem, is the
fact that most of the GMPLS-based routing and signaling techniques discussed
above [19, 20, 40, 45], which were developed to address the problem of real-time
provisioning in IP-over-optical networks, were developed to provision connection
requests at the full wavelength capacity and run only within the boundaries of
a single AS, namely “the OTN.”
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Figure 3.10 An arbitrary multi-domain topology.

In contrast, the unified optical layer-based control plane allows for the design
of a network capable of being managed end-to-end (from the access network
through the metro and core networks to another access network), across multiple
Optical Domains (ODs) that belong to different administrative domains. To
illustrate the concept of this architecture, we use the arbitrary network topology
shown in Figure 3.10, which comprises of three optical networks that belong to
different administrative domains. Each OD consists of multiple OXCs intercon-
nected via WDM links in a general mesh topology. As previously stated, the
intelligence of the OXCs lies with their controllers that are capable of performing
routing and wavelength assignment (RWA), as well as maintaining a database
with existing lightpaths (intra-domain logical connectivity). Attached to the ODs
are high-performance backbone IP routers from and to which traffic requests are
generated and terminated respectively. Routers interconnecting multiple optical
cores are defined as Gateway Routers (GRs) (routers R4, R5, R6, and R7 in
Figure 3.10). Two steps are required in order to achieve end-to-end connectiv-
ity across these ODs, namely, the initialization phase and the provisioning phase.

A.1 Initialization phase
During the initialization phase, the OXCs disseminate information about the
presence of edge routers attached to them. It is thus possible for routers to
identify reachable routers attached to the same OD through an intra-domain
connectivity table. In this case, each edge router runs a limited reachability
protocol with the corresponding edge OXC and obtains the address of every
other edge router belonging to the same OD. Using this information, an initial
set of IP routing adjacencies is established between edge routers. The edge
routers then run an IP routing protocol amongst themselves to determine all the
IP destinations reachable over the OD that they are attached to. (It is important
to note that GRs are “seen” by all ODs they are connected to.) The next
step in the initialization phase is for the GRs to advertise their intra-domain
connectivity tables from one OD to all other ODs they are connected to,
declaring themselves as the gateway points. It is possible then to define a Global



The optical control plane 63

Table 3.1. Global topology database for example in
Figure 3.10

ODs are servicing: GRs connecting:

OD1: R1, R2, R3, R4, R5, R6. R4: OD1, OD2.
OD2: R4, R5, R7, R8. R5: OD1, OD2, OD3.
OD3: R5, R6, R7, R9. R6: OD1, OD3.

R7: OD2, OD3.

Topology (GT), which considers the ODs as black-box switches interconnecting
all routers. For example, with respect to Figure 3.10, after completion of the
initialization phase, the routers keep the global topology database shown in
Table 3.1.

A.2 Provisioning phase
When a request arrives at a router (the request may originate at this router, or
at another router within the global topology; in the latter case, the router is a
GR), the router checks whether the destination belongs to its own OD:

• If yes, then it requests service from its OD via a defined UNI. The OD will
then provision the request by setting up a lightpath, using already established
lightpath(s), or by combining the two. In the case that no optical resources
can be allocated, the call is blocked.

• If no, then the router consults its global topology table, finds out all gateways
that can connect it to the destination OD, and simultaneously requests (using
different instances of signaling) service to them from its OD. These gateway
routers then act as the source for the path and the above steps are repeated.

All ODs traversed have to return additive costs associated with the paths they
computed (as opposed to returning the paths). Note that information about the
so-far traversed ODs is kept in the signaling message, so that an OD can only
be traversed once. When an instance of the signaling reaches the destination
router, the latter sends it back to the source router (using the instance-
specific route the signaling information carries). The source router, then,
after collecting all the instances of its signaling, chooses the lowest-cost path,
and initiates a reservation protocol to reserve the resources along the global path.

A.3 An illustrative example
If router R1 gets a request to send data to router R9 (Figure 3.10), it will send
three parallel signaling instances requesting service from OD1 to routers R4,
R5, and R6. OD1 will decide the best routes to these destinations and will
propagate the three signaling instances (note that whenever an OD performs
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route calculations from a source to a destination, it attaches the path-cost and
its ID to the signaling information) to them:

• When router R4 receives the signaling information it will request paths to
routers R5 andR7 fromOD2, which will then request service to the destination
from OD3.

• When router R5 receives the signaling information it will request a path to
the destination from OD3.

• When router R6 receives the signaling information it will request a path to
the destination from OD3.

In this specific example, a total of four possible paths are examined: (a)
R1–R4–R5–R9, (b) R1–R4–R7–R9, (c) R1–R5–R9, and (d) R1–R6–R9. Global
logical links in these paths (i.e. from Rx to Ry) have additive costs associated
with them (which the corresponding OD that created them assigned). The least-
cost path is then chosen by the source router R1, which will then use a reservation
protocol to reserve the resources.

B. Optical layer-based restoration at any granularity
One of the most important considerations of a carrier in designing and deploy-
ing its transport network is the reliability offered by the network to the ser-
vices and customers it supports. Service reliability considerations are profoundly
critical when high-capacity WDM transport technologies are involved, since cer-
tain single WDM transport system failures may affect thousands of connections.
Restoration may be provided at the IP layer and/or the optical layer. With
optical layer protection, a significant number of failure scenarios including fiber
cable breaks and transmission equipment outages can be detected and recovered
much quicker than IP rerouting (e.g., 50 ms compared with tens of seconds).
These failures can be restored transparently (core routers are not notified of the
fault) and therefore do not cause IP routing reconvergence [15, 19]. When router
failures are taken into account, however, the situation changes significantly as
practical reasons favor the use of the IP layer to restore network failures:

• Since the optical layer operates independently and has no awareness of a
router failure, router failures and certain other failures cannot be recovered
by optical protection/restoration. This means that protection against router
failures must be provided directly at the IP layer, and that IP network oper-
ators have to provide extra link capacity to recover from such failures. This
extra capacity (provided via the IP layer) can also be used to protect against
optical layer failures (e.g., a fiber cut).

• Although link failures occur relatively frequently due to cable breaks, in
practice this may only be a small fraction of the overall number of faults
causing reconvergence. Router hardware and software failures may constitute
the majority of faults in many IP backbone networks (routers have histori-
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permission of The Institute of Electrical and Electronics Engineers Inc.)

cally had yearly downtimes that are orders of magnitude higher than legacy
TDM/SONET equipment [20]). In such cases the IP-layer reconvergence would
still be required to provide resilience.

• Different classes of emerging IP services need varying degrees of resilience
requirements. However, the coarser granularity of optical layer protec-
tion/restoration would lead to costly and inflexible resilient network archi-
tectures.

Adapting the unified control model with an optical layer capable of provi-
sioning on a per-call basis makes it now possible for the optical layer to restore
all disrupted traffic (both full lambda and/or sub-lambda) independently in
the case of a link/node and router failures. The all-optical resilience strategy
described in this section is based on fast restoration techniques where the
recovery path is established dynamically after the detection of a failure [24].
Since the optical layer is capable of restoring on a per-call basis, different levels
of restoration (differentiated resilience) for different classes of service can be
provided.

B.1 Edge router failure
In the case of an edge router failure, the OXC controller attached to the failed
router detects the failure and floods the network with a message identifying the
failed router. Note that the optical layer cannot restore the traffic originated
from or terminated at the failed router. Conventionally, the traffic traversing the
failed router would need to wait for the IP restoration mechanisms to take over
in order to be restored. In the unified model approach, however, the affected
traffic traversing the failed router can be restored by rerouting the individual
affected calls. In addition, all lightpaths originating or terminating at the failed
router can be immediately released so that the resources can be made available
for future connections.
Figure 3.11 shows a failure of router E, illustrating that the traffic that

originates and terminates at that router is lost and the two lightpaths (“dotted”
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lightpath from router A to router E and “solid” lightpath from router E
to router F ) are released. Multi-hop connections from router A to router F
utilizing these two lightpaths sequentially can be restored on a per-call basis,
(e.g., by setting up a new direct lightpath from router A to router F on path
A–C–E–F bypassing the failed router).

B.2 Physical link failure
Traditionally, in an end-to-end path-based protection scheme, the optical layer
typically provides node and link disjoint alternate paths for every restorable
lightpath connection. However, in such an approach, a failure to restore a single
lightpath will result in the loss of a potentially large number of sub-lambda
connections contained in it. Thus, the coarse granularity of restoration leads
to inflexible and inefficient resiliency. In the unified control model approach,
the optical layer can provide fine granularity of restoration. Thus, in the case
of a fiber cut, all affected calls appear to the network as new calls and are
individually reprovisioned following the provisioning techniques previously
discussed (physical, logical, and hybrid).

B.2.1 Path-based lightpath restoration
After a failure event, the optical layer restores the affected lightpaths sequen-
tially, starting from the lightpath with the highest bandwidth allocation. For a
call to be restored all lightpaths servicing it must be restored. Subsequently, if
a lightpath cannot be restored, all the calls utilizing that lightpath are lost.

B.2.2 Sub-lambda restoration
After a link failure, the restoration algorithm restores all affected calls
sequentially starting from the one with the highest bandwidth. Any provision-
ing order (e.g., LOG-HYB-PHY) can be utilized to reprovision the affected calls.

B.3 Performance evaluation
Some results on the performance of the unified control plane model, in terms of
sub-lambda restoration, are presented in this section. The network parameters
used for this analysis are the same as the ones used for the evaluation of the
hybrid provisioning techniques in Section 3.4.2.
Figure 3.12 compares the optical layer-based restoration capability of the uni-

fied model (restoring sub-lambdas using the LOG-HYB-RWA sequence) with
that of the conventional path-based restoration (restoring full lambdas) [24].
The fault is a link cut that brings down all four fibers in the trunk (a maximum
of 16 wavelength channels can fail). The results in Figure 3.12 show the percent-
age of restored bandwidth for the two approaches, and demonstrate that when
the granularity of the restoration is on a per-call basis, much more percentage of
the bandwidth affected can be restored. It is interesting to note the oscillations
that the conventional path-based lightpath restoration exhibits when the network
operates at higher loads. This is because the load increase is a feedback factor
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in the restorability of the network. When the network is highly loaded, then the
fiber cut causes more lightpaths to fail, leading to more network resources being
freed. These resources could, in turn, be reused to restore some of the affected
lightpaths. This can effectively, in some cases, provide a network with higher
restoration capability at higher loads.

C. GigE/WDM network infrastructure
A further advantage is that this unified model is not confined to IP-over-WDM
networks but could also be applied, for example, to GigE/WDM network infras-
tructures where native Ethernet frames are mapped directly over WDM [28]. Uti-
lizing the unified optical layer-based control plane to manage both GigE switches
and OXCs can allow for the transport of native Ethernet (layer-2 MAC frame-
based) end-to-end (from the access network through the metro and core networks
to another access network), bypassing unnecessary translation of the Ethernet
data traffic (the majority of enterprise data traffic) to some other protocol and
then back to Ethernet at its destination. Such a network will diminish the role of
SDH/SONET, and will combine the simplicity and cost effectiveness of Ethernet
technology with the ultimate intelligence of WDM-based optical transport layer,
to provide a seamless global transport infrastructure for end-to-end transmission
of native Ethernet frames.
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3.5 Conclusions

This chapter presented an overview of the Generalized MPLS that has been
widely viewed as the basis for the control plane for optical networks and then pre-
sented a new unified optical layer-based control plane for the IP/WDM networks.
This model uses IP/MPLS-aware, non-traffic bearing OXC controller modules
located within the optical domain to manage both routers and optical switches.
Utilizing this model, the optical layer can provide lambda/sub-lambda routing,
signaling, and survivability functionalities, and can also enable the end-to-end
management of the network (from the access network through the metro and core
networks to another access network), across multiple ASs. A further advantage
is that this model is not confined to IP-over-WDM networks but could also be
applied, for example, for GigE/WDM network infrastructures where native Eth-
ernet frames are mapped directly over WDM. This infrastructure will combine
the simplicity and cost effectiveness of Ethernet technology with the ultimate
intelligence of the WDM-based optical transport layer.
Clearly, any implementation of an optical control plane will depend primarily

on its interoperability with legacy infrastructure. Furthermore, ease of use and
reliability is critical for network operators who manage these types of networks.
The optical control plane implementation will depend on the choice of a design
that can show improved decisions for provisioning, restoration, and overall effi-
cient management of network resources, which will ultimately lead to reduced
network operational expenses [43].
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4 Cognitive routing protocols and
architecture
Suyang Ju and Joseph B. Evans
University of Kansas, USA

4.1 Introduction

Nowadays, there are many routing protocols [1-4] available for mobile ad-hoc
networks. They mainly use instantaneous parameters rather than the predicted
parameters to perform the routing functions. They are not aware of the param-
eter history. For example, AODV, DSDV, and DSR use the hop counts as the
metric to construct the network topology. The value of hop counts is measured
by the route control packets. Current physical topology is used to construct the
network topology. If the future physical topology is predicted, a better network
topology might be constructed by avoiding the potential link failure or finding a
data path with high transmission data rate.
Most traditional routing protocols do not consider the channel conditions and

link load. In this case, it is assumed that the channel conditions for all links are
the same and the load levels for all links are the same. Unlike the wired networks,
the channel conditions and the link load in a wireless network tend to vary
significantly because of the node mobility or environment changes. Therefore,
the nodes in a wireless network should be able to differentiate the links with
different channel conditions or load levels to have a general view of the network.
In this way, the routing functions can be better performed. Further, the network
performance might be increased.
In recent years, cognitive techniques are increasingly common in wireless net-

works. Most research focuses on the solutions that modify the PHY layer and
MAC layer. Few papers propose the cognitive routing protocols which use cogni-
tive techniques. Compared to the traditional routing protocols, the main advan-
tage of the cognitive routing protocols is that the network topology can be better
constructed, because the routing functions are performed based on the predicted
parameters. The predicted parameters are implied from the parameter history.
With the predicted parameters, the nodes can have a general view which reflects
the history and the future rather than an instantaneous view of the network

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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topology. Consequently, cognitive routing protocols should be able to increase
the network performance.
In optimum situations, the network topology should be adaptive and stable.

To make the network topology adaptive, the routing updates should be triggered
frequently to accommodate the physical topology changes which might incur lots
of overhead. On the other hand, to make the network topology stable, the routing
updates should be triggered infrequently to minimize the overhead. Therefore,
there is a tradeoff between the accuracy and overhead. Cognitive routing proto-
cols should be able to adjust the tradeoff to maximize the network performance
by learning the history and predicting the future.
This chapter illustrates some theories on cognitive routing protocols and their

corresponding protocol architectures. The protocol architectures used by the
cognitive routing protocols are evolved from the protocol architectures used by
the cross-layer optimization routing protocols, since most of the cognitive rout-
ing protocols are cross-layer optimized routing protocols in nature. In Section
4.2, mobility-aware routing protocol (MARP) is presented. The mobility-aware
routing protocol is aware of node mobility. With MARP, the nodes are able to
trigger the routing updates before the link breaks. In Section 4.3, spectrum-aware
routing protocol (SARP) is presented. With SARP, the nodes are able to select
an appropriate frequency for each link and select an appropriate path to route
application packets. In Section 4.4, we conclude the chapter.

4.2 Mobility-aware routing protocol

4.2.1 Background

Most traditional routing protocols [5–13], such as AODV, DSDV, and DSR, trig-
ger the routing updates after the corresponding routing table entry is removed.
Mostly, this happens when the link breaks and the routing table entry timer has
expired. In other words, the network topology is reactively optimized. There are
two main problems for reactive optimization. The first one is that the routes
might be frequently temporarily unavailable. The source nodes have to wait
until a new route is found after a link breaks to resume transmission. In mobile
networks, link failure happens frequently. The second one is that the packet
transmission might frequently undergo low transmission data rate. In wireless
networks, if the auto rate fallback is enabled, the transmission data rate is mainly
impacted by the received signal strength. With strong received signal strength,
high transmission data rate can be adopted. On the other hand, with weak
received signal strength, low transmission data rate has to be adopted. Received
signal strength is mainly impacted by the transmission distance. Mostly, when
the link is about to break, the received signal strength tends to be weak. There-
fore, the packet transmission has to undergo low transmission data rate. Con-
sequently, the network performance might not be good. Therefore, because of
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the two main drawbacks for reactive optimization, the network performance for
most traditional routing protocols is not very good.
Especially, for the routing protocols that use hop counts as the metric to

construct the network topology, the problem might be serious. Mostly, in order
to gain small hop counts, the distances between the neighboring nodes have
to be big. In this case, the average received signal strength tends to be small
because it is heavily impacted by the transmission distance. Consequently, the
low transmission data rate has be adopted and the probability for link failure
might be high. Further, it might incur a large amount of overhead to repair
the frequent link failure. Therefore, a new metric for path selection is needed to
overcome this issue.
If the nodes trigger the routing updates before the link breaks, the node

might find an alternative next-hop node to the destination nodes. If the dis-
tance between the node and the alternative next-hop node is small, the channel
condition might be good because the average received signal strength might be
high. In order to gain better performance, the existing corresponding routing
table entry should be preempted by the alternate next-hop node.
The related work includes:

• Adaptive distance vector [14]: This is able to adjust the frequency and the
size of the routing updates based on mobility velocity. The frequency of the
routing updates increases as the mobility velocity increases. The main issue is
that the mobility velocity might not determine the actual physical topology
changes.

• Preemptive AODV [15]: This uses the received signal strength as the sign to
determine whether the link is about to break. The nodes trigger the routing
updates if the link might break. The main issue is that the received signal
strength tends to have large variance. As a result, a significant amount of
overhead might be incurred.

From the related work [14–17], it is obvious that if the nodes are aware of
mobility, the network performance can be increased. The link failure might be
avoided. Consequently, the temporary packet transmission interruption might be
avoided. Further, if the channel condition between the node and the alternative
next-hop node is better than the channel condition between the node and the
current next-hop node, the throughput might be increased.

4.2.2 Approach

This section introduces a novel mobility-aware routing protocol (MARP) [18].
The mobility-aware routing protocol has two new functions. First, it uses the
throughput increment along a path instead of the hop counts as the metric to
select the path. The throughput increment is defined as the predicted future
throughput after a new application joins minus the current throughput. It is
the throughput increment that determines the future overall throughput. The
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paths selected by MARP tend to be stable. The new metric overcomes the issues
of the traditional routing protocols. Second, it uses the changes of the slope of
the throughput as the sign to determine whether the link is about to break and
triggers the routing updates on-demand. The alternative next-hop nodes preempt
the existing next-hop nodes, if the alternative next-hop nodes are better based on
the new metric for MARP. Potential link failures are avoided. Routing updates
are triggered on-demand and unnecessary overhead is minimized.
Figure 4.1 shows the average throughput as a function of load. For high trans-

mission data rate, the slope of the throughput is high. On the other hand, for
low transmission data rate, the slope of the throughput is small. When the link is
saturated, the slope of the throughput is almost zero. As a result, the slope of the
throughput is a clear indicator of the quality of the links. With the new metric
for path selection, MARP is able to easily select the links which can bear high
transmission data rate to gain better performance. Interestingly, for low applica-
tion data rates, the throughputs for links with different transmission data rates
are almost the same, since the links are not saturated. The nodes might not able
to differentiate the links if throughput is used as the sign. However, the loads
of the links with different transmission data rates are quite different. Therefore,
MARP uses the slope of the throughput as the sign to differentiate the links.
Mostly, the channel condition of a link is getting worse before the link breaks.

The link breaks when the received signal is too weak to be detected when the
channel condition is rather bad. The transmission data rate decreases as the chan-
nel condition is getting worse. Therefore, if the slope of the throughput decreases,
it implies that the channel condition is getting worse. In this case, the nodes
should trigger the routing updates to find an alternative next-hop node to pre-
empt the existing next-hop node. With the new indicator for predicting the link
failure, MARP is able to optimize the network topology before the link breaks.

1. Estimating the slope of the throughput
Equation (4.1) indicates how the slope of the throughput is calculated. Here
S is the slope of the throughput, FT is the predicted future throughput, CT
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is the current throughput, FL is denoted as the future load, and CL is the
current load. Throughput increment is defined as the difference between the
current throughput and the future throughput when a new application joins.
Throughput increment can be estimated based on the types of channels which
have different transmission data rate, current load level of a link and the future
load level of a link after an application joins. If the throughput increment is
calculated, the slope of the throughput can be calculated:

S = (FT − CT )/(FL− CL). (4.1)

2. Estimating the types and load level of links
Figure 4.2 shows the average end-to-end delay as a function of load. Figure
4.3 shows the average packet loss rate as a function of load. From these two
figures, end-to-end delay and packet loss rate can be estimated based on the
types of the channels which have different transmission data rates and the
load level of a link. Consequently, the nodes should be able to have some
knowledge on the types of the channels and the load level of a link if they
know the average end-to-end delay and the packet loss rate. End-to-end delay
and packet loss rate are observable parameters for the nodes. By learning or
estimating the observable parameters, the nodes are able to gain some knowl-
edge on the predicted parameters, such as the throughput increment along a
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path and the load level of a link. These predicted parameters are not readily
available for the nodes. However, they are very useful for routing functions.
The nodes use cognitive techniques to estimate the predicted parameters.
Estimating the types of links is a nonlinear problem, since the end-to-end delay
as a function of load is nonlinear separable. Therefore, a three-layer neural
network machine learning method should be used. The end-to-end delay and
packet loss rate are the inputs of the neural network. The type of links is the
output of the neural network. In the simulation, we train one neural network
for estimating the types of the links. On the other hand, estimating the load
level of links is a linear problem. We still use the neural network machine
learning method. The end-to-end delay and packets loss rate are the inputs of
neural networks. The load level of links is the output of the neural network.
In the simulation, we trained four neural networks for estimating the load
levels of link which are responsible for different types of the links. The neural
network machine learning method is used to perform the off-line learning.
From the simulation results, the accuracy of estimating the type of links is
84% and the accuracies of estimating the load level of links for each type of
link are 75%, 74.2%, 82.2%, and 86.4%.

Based on the method shown above, current throughput and current load level
of the link can be predicted. If the initial application data rate is predefined,
the future load level of the links and the future throughput can be predicted.
Therefore, the throughput increment and the slope of the throughput can be
predicted.

4.2.3 Benefits

With MARP, the nodes perform the local optimization when triggering the rout-
ing updates. When a node predicts that the link is about to break, it informs the
upstream node. The upstream node floods the route request packets. In many
cases, the source node is transparent to the local optimization. In other words,
the packet transmission is not interrupted. The source node does not need to
worry about the local optimization or the link failure. Therefore, MARP per-
forms seamless handover.
With MARP, the network topology is relatively adaptive and stable. The slope

of the throughput reflects the channel condition and the load level. It has rela-
tively small variance compared to received signal strength. The nodes can pre-
dict the slope of the throughput with confidence. As long as the slope of the
throughput deceases, the local optimization is performed. So the network topol-
ogy is adaptive. On the other hand, routing updates are triggered on-demand.
Mobility-aware routing protocol combines the best of the proactive and reac-
tive routing protocols. When the physical topology changes slowly, few routing
updates will be triggered. In this case, MARP behaves as the reactive rout-
ing protocols. Unnecessary overhead is minimized. When the physical topology
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Figure 4.4 Protocol architecture.

changes rapidly, many routing updates will be triggered. In this case, MARP
behaves as the proactive routing protocols. Network topology adapts fast to the
physical topology changes.
Mobility-aware routing protocol uses the predicted throughput increment as

the metric to select the path. Unlike in traditional routing protocols, the pre-
dicted throughput increment is updated along the path. The destination node
selects the path with the biggest predicted throughput increment. In this way,
MARP overcomes the issues of traditional routing protocols which use hop counts
as the metric to select the path in terms of network topology construction. The
new metric of throughput increment is used to determine whether the current
next-hop node should be preempted if an alternative next-hop node is found.
The network performance can be increased significantly at the cost of increased

overhead. The key factor that enables MARP to improve the network perfor-
mance is that the nodes are able to find a better alternative next-hop node to
preempt the existing corresponding routing table entry. In some cases, it might
be difficult to find a better alternative next-hop node. The network performance
might be even worse, because of the large amount of overhead incurred. On the
other hand, if it is easy to find a better alternative next-hop node, it is worth
triggering the routing updates to preempt the existing corresponding routing
table entry. Therefore, the performance depends on the density of the nodes in
the network.

4.2.4 Protocol architecture

Figure 4.4 shows the protocol architecture used to implement MARP. The
CogNet layer is inserted between the transport layer and the network layer.
This new layer is responsible for maintaining the end-to-end delay, the packet
loss rate and the number of packets sent on the links for the destination nodes,
and predicting the type of links for the neighbors, and predicting the load level
of links for the neighbors. The CogNet layer header is inserted for each packet
to transfer the information needed. The CogNet layer serves as an interface for
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the network layer to use the cognitive engine; MARP only uses this layer for
mobility-aware purpose. This new layer provides other opportunities for proto-
col adaptation (e.g., network layer selection utilizing HIP).
This protocol architecture is evolved from the cross-layer optimized protocol

architecture. Mobility-aware routing protocol is a cross-layer optimized routing
protocol in nature. It uses the information from lower layers to optimize the rout-
ing functions. However, a big difference between MARP and traditional cross-
layer optimized routing protocols is that MARP uses the observable parameters
from lower layers to estimate the predicted parameters for routing protocols by
cognitive engine.
The routing table entry is modified to track and manage the end-to-end delay,

the packet loss rate, the incremental throughput and the number of packets sent.
The receiver monitors the slope of the throughput for the link. It learns the

history for two seconds before it determines the changes of the slope of the
throughput. In this way, the variance of the slope of the throughput might be
decreased to increase the confidence of the prediction. The receiver sends a warn-
ing signal to the upstream node, if it is predicted that the link is about to break.
The warning signal is flooded for only one hop. It has little impact on the neigh-
boring nodes. When the upstream node receives the warning signal, it triggers the
routing updates to perform local optimization. The TTL of the routing updates
is the same as the existing corresponding routing table entry. The nodes should
not retry the routing updates to perform local optimization. Otherwise, lots of
unnecessary overhead might be incurred.

4.3 Spectrum-aware routing protocol

4.3.1 Background

A multi-channel capability is increasingly common. With multiple available fre-
quencies, the network performance can be increased significantly, since the inter-
ference from the neighboring nodes might be reduced or avoided and the network
load might be released by allocating different frequencies for links.
In recent years, the cost of the 802.11 interface has been decreasing, which

make it feasible for the wireless nodes to equip multiple 802.11 interfaces. How-
ever, most research [19–24] focuses on solutions that modify the PHY layer or
MAC layer. A few papers [25, 26] consider the interface assignment problem
when nodes have multiple interfaces. When nodes have multiple interfaces, it is
the responsibility of the network layer to assign an appropriate interface to a
route.
Further, the use of the Global Positioning System (GPS) is increasingly fea-

sible. Most GPS-based routing protocols [27, 28] focus on the physical topology
provided by GPS. Few protocols specifically consider the transmission distance
which heavily impacts the channel condition of the links.
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Efficiently allocating the spectrum to each link in a multi-channel environment
is an emerging topic. Mostly, graph-coloring techniques [29–32] are adopted.
However, it is an NP-hard problem. Further, channel conditions of the links and
the link load are not considered. In other words, it is assumed that the channel
conditions of the links are the same and the network load for the links are the
same.
A multi-channel multi-interface routing protocol is proposed. The concepts

of the fixed interface and switchable interface are introduced. The nodes are
able to utilize most available channels even when the number of interfaces is
smaller than the number of available frequencies. Channel diversity and channel
switching delay are considered to perform spectrum allocation. With the pro-
posed approach, the interference from the neighboring nodes might be reduced
or avoided. The network load of the links might be released by allocating dif-
ferent frequencies for the links. However, network load of the links and channel
condition of the links are not considered when the nodes perform the spectrum
allocation.

4.3.2 Approach

Spectrum-aware routing protocol (SARP) [33] consists of two parts. One is the
intelligent multi-interface selection function (MISF). The other one is the intel-
ligent multi-path selection function (MPSF). With multi-channel capability, the
nodes should be able to assign an appropriate interface to the links and select
an appropriate path to route application packets.

4.3.2.1 Intelligent multi-interface selection function
It is assumed that different interfaces are fixed on different frequencies. Unlike
the nodes in wired networks, the wireless nodes are able to use any one or two
interfaces which are fixed on different frequencies to relay the application packets
because of the broadcast nature of wireless communication. Therefore, frequency
allocation in wireless networks is flexible. In order to increase the network per-
formance, the channel diversity should be increased as much as possible. In other
words, the links should use most available frequencies and the interference from
the neighboring nodes should be minimized by allocating different frequencies to
the neighboring links.
The purpose of MISF is to let SARP assign an appropriate interface which

is fixed on a specific frequency to the links to increase the channel diversity or
minimize the interference from the neighboring nodes. It uses the delay of route
request packets as the metric to assign an appropriate interface to the links.
It is assumed that each interface has a separate queue. In this way, the delay

of the route request packets is used to estimate the average packet delay. The
average packet delay is used to estimate the average queuing delay. The average
queuing delay is used to estimate the network load of the links and the channel
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capacity. Therefore, the delay of the route request packets is used to estimate
the network load of the links and the channel capacity.
For wireless networks, the packet delay is mainly determined by the queu-

ing delay. Mostly, compared to the queuing delay, the packet propagation delay
and the packet transmission delay are negligible. The network load of the links
impacts the queuing delay, because it impacts the average queue length. The
channel capacity impacts the queuing delay, because it impacts the packet trans-
mission time for each queued packet. Consequently, by learning the queuing
delay, the nodes should be able to gain some knowledge about the network load
of the links and the channel capacity. When the packets are transmitted in differ-
ent frequencies, they tend to have different delays. Often, the frequency in which
the packets have small delay has low network load or big channel capacity.
In many cases, the interface has to perform channel switching if it is alternately

fixed on different frequencies. Channel switching delay is part of the queuing
delay. Consequently, MISF considers the channel switching delay. It is able to
balance the load among the available interfaces of a node.
With SARP, the network topology is relatively adaptive and stable. The delay

of the route request packets is mainly determined by the queuing delay. The
queuing delay is the summation of the packet transmission delays of all queued
packets. As a result, it should reflect the average channel capacity of a link. It is
assumed that the network load of the links varies slowly. Therefore, with SARP,
the constructed network topology is accurate.

4.3.2.2 Intelligent multi-path selection function
The purpose of MPSF is to let SARP select an appropriate path to route appli-
cation packets. It uses the predicted throughput increment along a path as the
metric to select the path.
The predicted throughput increment along a path is defined as the predicted

throughput along a path after a new application joins minus the current through-
put. The predicted throughput increment determines the predicted future overall
throughput. The path with the biggest predicted throughput increment should
be selected to route the application packets.
Five types of frequencies which have different channel characteristics are pre-

determined in the simulation environment. They have different shadowing means
such as 4, 6, 8, 10, and 12. The Ricean K factors for them are 16.
Mostly, the received signal strength tends to have large variance because of

the large-scale and small-scale fading. It might be difficult to estimate the types
of frequencies based on the instantaneous received signal strength. However, it is
the environment or the mobility velocity that mainly determine the large-scale
and small-scale fading. Compared to the received signal strength, it is assumed
that the environment changes slowly. The nodes might be able to estimate the
types of the frequencies if they observe the channel characteristics for enough
time. The channel characteristics include the mean and the standard deviation
of the received signal strength along with the corresponding distance.
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The neural network machine learning method is used to estimate the types of
the frequencies. The inputs are the mean and standard deviation of the received
signal strength along with the corresponding distance. The output is the types
of the frequencies.
Figures 4.5 and 4.6 show the mean and the standard deviation of the received

signal strength as a function of distance. Because of the undetectable signals,
compared to the type of frequency which has small shadowing mean, the type of
frequency which has large shadowing mean tends to have a larger mean of the
received signal strength. Based on these two figures, the neural network is trained.
In the simulation, the successful rate for estimating the types of the frequencies
is about 80% after several thousand of packets are received and learned.
After estimating the types of the frequencies, the nodes should estimate the

channel capacity. If auto rate fallback is used, the transmission data rate tends
to fluctuate because of the varying channel capacity. It might be difficult to pre-
dict the trends in the transmission data rate. Alternatively, it might be easy to
predict the probabilities for each transmission data rate based on the correspond-
ing distance and the types of the frequencies. The nodes use GPS to estimate
the transmission distance. Therefore, unlike most GPS-based routing protocols,
SARP uses GPS to predict the probabilities for each transmission data rate.
After estimating the types of the frequencies and the channel capacity of the

frequency, the nodes should predict the throughput increment along a path. The
throughput increment is predicted based on the current load and the predicted
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Figure 4.5 The mean of the received signal strength as a function of distance.
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future load after a new application joins. The current load can be calculated by
dividing the application data by the transmission data rates which have different
probabilities. It is assumed that the initial source application data rate is prede-
fined. The predicted application data rate after a new application joins can be
calculated based on the initial source application data rate and the packet loss
rate. Further, the predicted future load can be calculated by dividing the pre-
dicted application data rate by the transmission data rates which have different
probabilities. Consequently, the throughput increment along a path is averaged
based on the probabilities for each transmission data rate.

4.3.3 Benefits

It is assumed that the number of interfaces determines the number of available
frequencies in the simulation environment. Overhead is defined as the number
of flooded RREQ packets. If there is only one interface for SARP, only MPSF
works.
In order to show the benefits of SARP, a multi-channel routing protocol

(MCRP) is implemented to compare with SARP. The multi-channel routing
protocol is implemented as follows. There is a common control channel used
for route control packets. One of the interfaces of the nodes is dedicated to the
common control channel. The source node randomly selects an interface used for
data transmission. The intermediate nodes have to use the same channel as the
source node. The channel allocation is performed for a path rather than a link.
SARP with one interface and MCRP with two interfaces are compared. For

MCRP, it means that one interface is used as control interface and the other
interface is used as data interface. From the simulation results, SARP is able
to increase the throughput by 77%. However, the end-to-end delay is increased
by 20%. The number of packets received is increased by 77%. The overheads for
the two protocols are almost the same. Therefore, MPSF increases the network
performance significantly.
SARP and MCRP with the number of interfaces as 2, 4, 6, 8, and 10 are

compared. In this case, both MISF and MPSF work. SARP uses all interfaces
as both the control interfaces and data interfaces. If the number of interfaces
is two, it means SARP has two data interfaces. However, MCRP has only one
data interface. In this case, SARP increases the throughput by 250%. The end-
to-end delays for the two protocols are almost the same. The overheads for
the two protocols are almost the same. Therefore, SARP increases the network
performance significantly. On the other hand, if the number of interfaces is ten,
two routing protocols have almost the same number of data interfaces. SARP
increases the throughput by 130%. End-to-end delay is decreased by 30%. The
number of received packets is increased by 250%. It means that MISF increases
the network performance significantly. However, the overhead is increased by
300%. The overhead of MCRP is almost constant but the overhead of SARP
increases as the number of interfaces increases.



84 S. Ju and J. B. Evans

Transport layer 

Network layer 

PHY

MAC MAC MAC 

Queue Queue Queue 

PHY PHY

H
istory database 

Application layer 

Interface #1 Interface #2 Interface #3 

Figure 4.7 Protocol architecture.

4.3.4 Protocol architecture

Figure 4.7 shows the protocol architecture used to implement SARP. The proto-
col architecture uses a common database. This database is used by the lower three
layers to help SARP perform the routing functions. Each node has a database.
In other words, the database is allocated distributively among the nodes.
The database is used only for the nodes to perform the cross-layer optimiza-

tion rather than for the network to provide some common information among
the nodes. The database collects the information, such as the mean and standard
deviation of the received signal strength along with the corresponding distance
from the PHY layer, the application data rate from the MAC layer, and the
queuing information from the queue, and keeps updating the information. When
the network layer performs the routing function, it queries the database to cal-
culate the predicted parameters. The advantage of this protocol architecture is
that there is no new layer inserted. Therefore, the ISO protocol architecture is
not heavily modified. Consequently, no new header is inserted in a packet. The
overhead of a data packet is not increased.
The protocol architecture used by SARP is evolved from the cross-layer opti-

mized protocol architecture, since SARP is a cross-layer optimized routing pro-
tocol in nature. It uses the common database for spectrum-aware purposes only.
The protocol architecture can be easily expanded for some other purposes. It
also works for some other routing protocols.

4.4 Conclusion

This chapter illustrates some theories on cognitive routing protocols and their
corresponding protocol architectures. The protocol architectures used by the cog-
nitive routing protocols are evolved from the cross-layer optimized routing pro-
tocols. Unlike most traditional routing protocols, the cognitive routing protocols
perform the routing functions based on cognitive techniques. It observes the infor-
mation by cross-layer optimizations, predicts the parameters by machine learning
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methods and performs the routing functions based on the predicted parameters.
Simulation results show that cognitive routing protocols can increase the network
performance significantly.
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Research in Grid Computing has become popular with the growth in network
technologies and high-performance computing. Grid Computing demands the
transfer of large amounts of data in a timely manner.
In this chapter, we discuss Grid Computing and networking. We begin with

an introduction to Grid Computing and discuss its architecture. We provide
some information on Grid networks and continue with various current applica-
tions of Grid networking. The remainder of the chapter is devoted to research in
Grid networks. We discuss the techniques developed by various researchers with
respect to resource scheduling in Grid networks.

5.1 Introduction

Today, the demand for computational, storage, and network resources continues
to grow. At the same time, a vast amount of these resources remains underused.
To enable the increased utilization of these resources the tasks can be executed
using shared computational and storage resources while communicating over a
network. Imagine a team of researchers performing a job which contains a num-
ber of tasks. Each task demands different computational, storage, and network
resources. Distributing the tasks across a network according to resource avail-
ability is called distributed computing. Grid Computing is a recent phenomenon
in distributed computing. The term “The Grid” was coined in the mid 1990s
to denote a proposed distributed computing infrastructure for advanced science
and engineering [16].
Grid Computing enables efficient utilization of geographically distributed and

heterogeneous computational resources to execute large-scale scientific comput-
ing applications [30]. Grid Computing provides an infrastructure that can real-
ize high-performance computing. The execution of large-scale jobs is possible
by using a high-performance virtual machine enabled by Grid Computing. Grid
Computing demands the transfer of large amounts of data such as resource infor-
mation, input data, output data and so on in a timely manner.

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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In the following sections we discuss the Grid and its architecture. Grid Com-
puting and networking are discussed in detail including some of its applications.
We also present a literature review of the various scheduling schemes proposed in
recent times. We discuss some studies of Grid networks based on Optical Circuit
Switching and Optical Burst Switching.

5.2 The Grid

A Grid is composed of computational, network, and storage resources. Compu-
tational resources include CPU, memory, etc. The networking resources include
routers and network links while the storage resources offer data generation and
storage capabilities [27]. There are several applications that can benefit from the
Grid infrastructure, including collaborative engineering, data exploration, high-
throughput computing and, of course, distributed supercomputing. According
to [9], Grid functions can be bisected into two logical grids: the computational
Grid and the Access Grid. The computational Grid provides the scientists a
platform, where they will be able to access virtually unlimited computing and
distributed data resources. The Access Grid will provide a group collaboration
environment.

5.2.1 Grid Computing

A Grid uses the resources of many separate computers, loosely connected
by a network to solve large-scale computation problems. The Grid [16] will
deliver high-performance computing capabilities with flexible resource sharing to
dynamic virtual organizations. As mentioned earlier, Grid Computing involves
coordinating and sharing computational, storage, or network resources across
dynamic and geographically dispersed organizations. It enables aggregation and
sharing of these resources by bringing together communities with common objec-
tives and creating virtual organizations.
A Grid architecture represents the blueprint by which all this is possible. The

architecture of the Grid is often described in terms of layers, each providing a
specific function. They are (1) Network (2) Resource (3) Middleware and (4)
Application and Serviceware layers. The Network layer provides the connectiv-
ity for the resources in the Grid. The Resource Layer contains all the resources
that are part of the Grid, such as computers, storage systems, and specialized
resources such as sensors. The Middleware Layer provides the tools so that the
lower layers can participate in a unified Grid environment. The Application and
Serviceware Layer includes all the applications that use the resources of the Grid
to fulfill their mission. It is also called the Serviceware Layer because it includes
all common services that represent mostly application-specific management func-
tions such as billing, time logging, and others.
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A network which connects the Grid resources is called a Grid network. Grid
networks [27] attempt to provide an efficient way of using the excess resources. In
2004, Foster and Kesselman [16] defined the computational Grid as “a hardware
and software infrastructure that provides dependable, consistent, pervasive, and
inexpensive access to high-end computational capabilities.”
Various grids were developed as testbeds to implement various data

intensive and eScience applications. Various large-scale Grid deploy-
ments are being undertaken within the scientific community, such as
the distributed data processing system being deployed internation-
ally by “Data Grid” projects – GriPhyN (www.griphyn.org), PPDG
(www.ppdg.net), EU DataGrid (http://eu-datagrid.web.cern.ch/eu-datagrid/),
iVDGL (http://igoc.ivdgl.indiana.edu/), DataTAG
(http://datatag.web.cern.ch/datatag/), NASA’s Information Power Grid,
the Distributed ASCI Supercomputer (DAS-2) system that links clus-
ters at five Dutch universities, the DOE Open Science Grid (OSG)
(www.opensciencegrid.org/) and DISCOM Grid that link systems at DOE
laboratories, and the TeraGrid (www.teragrid.org/index.php) being constructed
to link major US academic sites. Each of these systems integrates resources from
multiple institutions, each with their own policies and mechanisms; uses open,
general-purpose protocols such as Globus Toolkit protocols to negotiate and
manage sharing; and addresses multiple quality of service dimensions, including
security, reliability, and performance. The Open Grid Services Architecture
(OGSA) modernizes and extends Globus Toolkit protocols to address emerging
new requirements, while also embracing Web services. Companies such as
IBM, Microsoft, Platform, Sun, Avaki, Entropia, and United Devices have all
expressed strong support for OGSA.

5.2.2 Lambda Grid networks

A lambda corresponds to a wavelength which, in turn, can be used to create
an end-to-end connection. A Lambda Grid is a distributed computing platform
based on an optical circuit switching network, which addresses the challenging
problems that originate in eScience fields. The Lambda Grid employs wavelength
division multiplexing and optical paths. Optical networking plays an impor-
tant role in creating an efficient infrastructure for supporting advanced Grid
applications.
There are a number of noteworthy projects which are developing the general

infrastructure (network provisioning solutions, middleware, protocols) required
for a Lambda Grid. Some of them are Phosphorus (www.ist-phosphorus.eu/),
OptIPuter (www.optiputer.net), and EGEE (www.eu-egee.org/).
Phosphorus is an FP6 IST project addressing some of the key technical

challenges to enable on-demand, end-to-end network services across multiple
domains. The project integrates application middleware and the optical trans-
port network.
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OptIPuter is an NSF-funded project to create an infrastructure for the cou-
pling of high-performance computational and storage resources over parallel opti-
cal networks. The goal is to enable collaborative eScience applications which
generate, process, and visualize data on a petabyte-scale.
EGEE or Enabling Grids for E-sciencE focuses on creating a production qual-

ity Grid infrastructure, and making it available to a wide range of academia and
business users. A notable outcome of the project is the high-quality gLite mid-
dleware solution, which offers advanced features such as security, job monitoring,
and data management in a service-oriented way.
One of the applications of Grid Computing can be seen in Cloud Computing.

In the following section we discuss the research going on in Cloud Computing.

5.3 Cloud Computing

Cloud Computing [1] is aimed at applications requiring high computing power.
It is enabled by a cluster of computing grids. It imparts parallelization in all
the applications and hence decreases the cost and increases the horizontal scal-
ability. This sense of distributedness and parallelization helps the users in Web-
based applications. It also offers both storage and raw computing resources. The
authors in [7] clarify terms and provide simple formulas to quantify comparisons
between cloud and conventional computing. They also discuss how to identify
the top technical and non-technical obstacles and opportunities of Cloud Com-
puting. Many companies such as Google and IBM are offering these services
to the universities by providing them with computing power [2]. Vmware, Sun
Microsystems, Rackspace US, Amazon, BMC, Microsoft, and Yahoo are some of
the other major Cloud Computing service providers. Some of the cloud services
are discussed below.

• Amazon.com broadened access for software developers to its Elastic Compute
Cloud service, which lets small software companies pay for processing power
streamed from Amazon’s data centers [3]. The simple storage service (Amazon
S3) provides a user with storage for a very low price. S3 only costs 15 cents
per Gig per month of storage.

• Using the Google App Engine, users can easily set a quota and deploy an appli-
cation over the cloud. Using JavaTM code, a user can deploy old applications
onto the Cloud.

• Nimbus (www.workspace.globus.org), a Cloud Computing tool, is an open
source toolkit that turns a cluster into an infrastructure-as-a-service (Iaas)
cloud.

• Microsoft’s cloud service, Windows Azure, supports building and deployment
of cloud applications. It provides developers with on-demand compute and
storage to host, scale, and manage Web applications on the Internet through
Microsoft data centers.
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• Sun Cloud allows a user to administer a virtual data center from a web
browser. It offers an upload service to the users who wish to archive or run
multiple OS/application stacks.

In the following sections we discuss the various resources considered during
scheduling of jobs in a Grid network.

5.4 Resources

5.4.1 Grid network resources

There can be various Grid network resources such as network cables, switches,
router, amplifiers, multiplexers, demultiplexers, etc. All the network resources
can be set up differently for different networks. There are various networks in
existence which are explained below.

• Switched Ethernet: An Ethernet LAN that uses switches to connect individ-
ual hosts or segments. It is an effective and convenient way to extend the
bandwidth of existing Ethernets. Infrastructures such as Internet2 Network
uses switched Ethernet for its advanced capabilities.

• SONET/SDH Circuit: A standard for optical transport of TDM data.
SONET/SDH is operated over the optical network. Though it uses fiber as
the transmission medium, it does all the switching, routing, and processing
electronically.

• WDM Lightpath: Layer 1 circuit for optical transport of WDM data. It is
enabled by a circuit switched network that uses wavelength routing. It is used
for supporting applications that use huge bandwidth for a long time.

• WDM Wavebands: A band of wavelengths that is used to transmit data.
• Optical Burst Switching (OBS): Switching concept that operates at the sub-
wavelength level and is designed to better improve the utilization of wave-
lengths by rapid setup and teardown of the wavelength/lightpath for incom-
ing bursts. It is used when there is small or medium amount of data to be
transmitted.

5.4.2 Optical network testbeds and projects

A network testbed gives researchers a wide range of environments to develop,
debug, and evaluate their systems. Application requirements are drivers for band-
width needs. There are various testbeds and projects being deployed on them
available around the world. Some of the testbeds and projects are DRAGON
(http://dragon.east.isi.edu/), UltraScienceNet (www.csm.ornl.gov/ultranet/),
CHEETAH (www.ece.virginia.edu/cheetah/), ESNet (www.es.net/), HOPI
(www.internet2.edu/pubs/HOPIInfosheet.pdf), NLR (www.nlr.net/), GENI
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(www.geni.net/), DCN (www.internet2.edu/network/dc/) to name a few. The
various US-based optical network testbeds and projects are described below.

• UltraSciencenet: Developed for the needs of large-scale science applications. It
provides high-speed, wide-area, end-to-end guaranteed bandwidth provision-
ing. It was sponsored by the US Department of Energy.

• CHEETAH: Circuit-Switched High-speed End-to-End Transport Architec-
ture. It is developed to create a network to provide on-demand end-to-end
dedicated bandwidth channels (e.g., SONET circuits) to applications. It is
deployed in the US Southeast region. It is sponsored by NSF.

• DRAGON: Dynamic Resource Allocation over GMPLS Optical Networks.
Provides Cyber infrastructure application support and advanced network ser-
vices on an experimental infrastructure using emerging standards and technol-
ogy. It also dynamically provides Authentication, Authorization and Account-
ing and scheduling across a heterogeneous network. This control plane is also
the backbone of HOPI. It is deployed in the Washington DC region. It is
sponsored by NSF.

• ESNet: Energy Sciences Network. Developed to provide a network and collab-
oration services in support of the agency’s research missions. It was originally a
packet-switched IP network. It is sponsored by the US Department of Energy.
ESnet includes advanced circuit switching capabilities as well.

• HOPI: Hybrid Optical Packet Infrastructure. It is an infrastructure available
at national and local level. It implements a hybrid of shared IP packet switch-
ing and dynamically provisioned optical lambdas. It uses infrastructures such
as Internet2 waves and Regional Optical Networks (RONs). It is supported by
Internet2 corporate participants. The HOPI testbed capabilities are provided
now through Internet2 DCN (see below).

• NLR: National Lambda Rail. It was developed to bridge the gap between opti-
cal networking research and state-of-the-art applications research. It supports
Dense Wavelength Division Multiplexing (DWDM). Additional bandwidths
are provided to applications as needed. It also supports other testbeds such
as HOPI.

• GENI: Global Environment for Network Innovations. Emerging facility to pro-
vide researchers with physical network components and software management
system. GENI will provide virtual substrate that allows thousands of slices to
run simultaneously. It is sponsored by NSF.

• DCN: Dynamic Circuit Network. It is a switching service for a short term
between end-users that require dedicated bandwidth. It was developed to pro-
vide an automated reservation system to schedule a resource or a circuit on
demand. It is supported by Internet2 architecture. The DCN service is now
termed as Interoperable On-demand Network (ION).
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5.4.3 Computational resources

Supercomputers today are used mainly by the military, government agencies,
universities, research labs, and large companies to tackle enormously complex
calculations for tasks such as simulating nuclear explosions, predicting climate
change, designing airplanes, and analyzing which proteins in the body are likely
to bind with potential new drugs. But these experiments take a long time. If these
experiments can be executed in a distributed environment, it would reduce the
execution time. To enable this feature, there are Grid testbeds available to sched-
ule the computational resources. Portable Batch System (PBS) [4] is a queueing
system to perform job scheduling. Its primary task is to allocate computational
tasks among the available computing resources. Portable Batch System Pro [4]
was developed to automate the process of scheduling and managing compute
workload across clusters, Symmetric Multi Processor (SMP), and hybrid con-
figurations. It thus increases productivity and decision-making capabilities. It
supports on-demand computing, work load management, advanced scheduling
algorithms, scalability, and availability.
The TeraGrid integrates high-performance computers, data resources and

tools, and high-end experimental facilities around the USA. TeraGrid resources
include more than 750 teraflops of computing capability and more than
30 petabytes of online and archival data storage, with rapid access and retrieval
over high-performance networks. Researchers can also access more than 100
discipline-specific databases.
The open source Globus Toolkit (www.globus.org/toolkit/) is a fundamen-

tal enabling technology for the “Grid,” letting people share computing power,
databases, and other tools securely online across corporate, institutional, and
geographic boundaries without sacrificing local autonomy. The Globus Resource
Allocation Manager (GRAM) [5], facilitates the processing of requests for remote
application execution and active job management. It manages and supports the
protocol interaction between the application administration and the adminis-
tration of available resources. It is the only such mechanism offered by all of
TeraGrid’s computational resources.
The best tools for each job depend on the individual workflow needs. Sev-

eral software layers exist to simplify job submission. For local job submissions,
PBS can be used to create and submit batch jobs to a large number of cluster
machines. For remote job submissions, the Globus Toolkit lays on top of PBS,
but includes authentication, scheduling, and resources description tools required
for the remote submission. However, if there are a number of jobs to be run
independently, Condor-G provides a software layer on top of Globus, allowing
advanced job submission and monitoring capabilities using a single script.
Open Science Grid (OSG) is a consortium of software, service, and resource

providers from universities, national laboratories, and computing centers across
the USA. It is funded by the NSF and DoE. It was established to satisfy
the ever-growing computing and data management applications that require
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high-throughput computing. OSG collaborates with TeraGrid and Internet2 to
provide a better infrastructure.
Through a common set of middleware, OSG brings the computing and stor-

age resources together from campuses and research communities into a common,
shared Grid infrastructure over research networks. A combination of dedicated,
scheduled, and opportunistic alternatives is used by them to offer a low-threshold
access to more resources to the participating research communities than nor-
mally available. The Virtual Data Toolkit of OSG provides packaged, tested,
and supported collections of software for installation on participating compute
and storage nodes and a client package for end-user researchers.

5.4.4 Other resources

Apart from CPU and network bandwidth scheduling, other resources such
as storage and wireless sensors can also be scheduled. For example, Planet-
lab (www.planet-lab.org/) is a global network research testbed that enables
sharing resources such as storage, and even network measurement tools.
There are many testbeds available to share and schedule other resources
such as sensor networks, telescopes, and many others. WAIL Schooner
(www.schooner.wail.wisc.edu/) is a testbed managed by the University of
Wisconsin that enables the end-user to schedule network hardware components
such as routers, switches, and host components. There is also another testbed
called EMULab (www.emulab.net/) that is hosted by the University of Utah.
This testbed enables users to schedule sensor and other devices for their experi-
ments. Similarly, DETER (www.isi.edu/deter/docs/testbed.overview.htm) and
EMist (www.isi.edu/deter/emist.temp.html) are testbeds to run a variety of
experiments in the area of computer security.
In the following section, we discuss scheduling in Grid networks. We also dis-

cuss some scheduling techniques developed by researchers.

5.5 Scheduling

Scheduling and management of Grid resources is an area of ongoing research
and development. Effective scheduling is important in optimizing resource usage.
Scheduling is the spatial and temporal assignment of the tasks of a Grid appli-
cation to the required resources while satisfying their precedence constraints.
The effective usage of geographically distributed computing resources has been
the goal of many projects such as Globus, Condor, Legion, etc. Several open
source schedulers have been developed for clusters of servers which include Maui,
Condor, Catalina, Loadleveler, portable batch systems (PBS), and load sharing
facility. The primary objective of the various scheduling approaches is to improve
the overall system performance. The simultaneous scheduling of network and
computing resources has been termed as joint scheduling with the objective to
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maximize the number of jobs that can be scheduled. Classical list algorithm is
one of the techniques commonly used to jointly schedule the network for Grid
services. ILP formulation is also used to solve the scheduling problem in the
network. Recent studies [28], [21], [19], and [14] have deployed list algorithms to
solve the scheduling problem in the Lambda Grid network. Some authors such
as Liu et al. [21], Banerjee et al. [10], Demeyer et al. [14] also used the ILP to
formulate the scheduling problem in the Lambda Grid network to solve the joint
scheduling problem.
In [8], the co-allocation problem is formally defined and a novel scheme called

synchronous queueing (SQ), which does not require advance reservation capa-
bilities at the resources, is proposed for implementing co-allocation with quality
of service (QoS) assurances in Grids. In general, for task scheduling, the Grid
application can be modeled by a directed acyclic graph (DAG), where a node rep-
resents a task and an edge represents the communication between two adjacent
tasks [21]. Some algorithms have been proposed previously for this kind of DAG
scheduling [21], [18], [28]. However, most of them assume an ideal communica-
tion system in which the resources are fully connected and the communication
between any two resources can be provisioned at any time.
A new scheduling model [22] considers both replicated data locations and

maximizing processor utilizations to solve mismatch problems for scheduling.
Based on the scheduling model, the scheduler implemented, called chameleon,
shows performance improvements in data intensive applications that require both
large number of processors and data replication mechanisms. The scheduling
model is designed for job execution on one site.
Farooq et al. [15] presented a scalable algorithm for an NP-Hard problem

of scheduling on-demand and advanced reservation of lightpaths. The proposed
algorithm reschedules earlier requests, if necessary, and finds a feasible schedule
if one exists, at the arrival of a new request. In addition to advance reservations,
the algorithm can also schedule best-effort jobs that do not have an advance
reservation and do not have a deadline to meet.
In [17], two schemes are analyzed for reducing communication contention in

joint scheduling of computation and network resources in an optical Grid. The
two schemes considered are adaptive routing and Grid resource selection. The
adaptive routing scheme proposed detours the heavy traffic and finds an earliest
start route for each edge scheduling. In the Grid resource selection scheme, a
hop-bytes method is incorporated into the resource selection and a multi-level
method is proposed to schedule the tasks onto the nearby resources, reducing
the average data transferred across individual links.
Wang et al. [29] studied the accurate task scheduling in optical grids. They

proposed a theoretical model and revealed the variance between the theoretical
model and practical execution in an optical Grid testbed. A realistic model is
proposed by investigating an optical Grid’s task execution and data transfer
scenarios. In the theoretical model, an optical Grid earliest finish time algorithm
(OGEFT) is developed to schedule tasks (which uses list algorithms). But this
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algorithm does not consider an optical Grid’s practical running scenarios such
as lightpath establishment. The realistic model is acquired by incorporating τc
(light establishment and data transfer time) formula into OGEFT. The realistic
model demonstrated improved accuracy.
The authors of [26] proposed and developed a Grid broker that mediates

access to distributed resources by discovering computational and data resources,
scheduling jobs based on optimization of data resources and returning results
back to the user. The broker supports a declarative and dynamic parametric
programming model for creating Grid applications. The scheduler within the
broker minimizes the amount of data transfer involved while executing a job
by dispatching jobs to compute nodes close to the source of data. They have
applied this broker in Grid-enabling a high-energy physics analysis, Belle Anal-
ysis Software Framework, on a Grid test-bed having resources distributed across
Australia.
In [20], the authors proposed and compared a protection and restoration

scheme in optical grids. In the protection scheme, each communication is pro-
tected by a backup lightpath link-disjoint with the working lightpath. Once an
assignment of computing node with earliest finish time is decided for a given
task, the lightpath with early finish time will be considered as working and
the other as the backup lightpath. In the restoration scheme, a list scheduling
algorithm is used to generate the initial schedule without considering the link
failures. When a link failure occurs, if the backup lightpath can be established
fast enough to comply with the original schedule of the destination task, then
the recovery process is finished. Otherwise, the initial schedule is no longer valid
and, therefore, the schedule has to be released and a new schedule is recomputed
based on the available resources. The objective in both the cases is to minimize
the job completion time.
The authors of [11] introduced a new procedure called traffic engineering for

grids which enables Grid networks to self-adjust to fluctuations of resource avail-
ability. In order to do the self-adjusting, they monitored the network resources
periodically and performed code migration accordingly.
A new Ant Colony Optimization (ACO) routing heuristic has been proposed

[14] to find an optimal path between the source and the destination. The ACO
heuristic simulated a real ant colony to find an optimal path. Here, with the
destination node unknown and with data that cannot be sent to many desti-
nations, the heuristic chooses a destination where the job can be successfully
executed. In this work, the data packets were treated as ants which continu-
ously explored and signaled changes in the resources and the network state. An
increased performance has been determined with the proposed ACO heuristic.
In the following section we discuss various studies on Optical Grids based on

Optical Circuit Switching and Optical Burst Switching.
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5.6 Optical Circuit Switching and Optical Burst Switching

Several optical network architectures based on Optical Circuit Switching (OCS)
or Optical Burst Switching (OBS) have been proposed, with the objective of effi-
ciently supporting Grid services. The choice of OCS or OBS depends on band-
width or delay requirements of the Grid applications. Optical Circuit Switch-
ing allows the user to access bandwidth at the wavelength level (e.g., 10 or
40 Gbps), while Optical Burst Switching allows bandwidth to be accessed at the
sub-wavelength level.
In general, there are architectures based on either OCS (via wavelength rout-

ing) or OBS, depending on the bandwidth or delay requirement of Grid appli-
cations. In [25], an OCS-based approach (or Grid-over-OCS) was proposed for
applications requiring huge bandwidth for a long period. In this approach, the
Grid and optical-layer resources can be managed either separately in an overlay
manner or jointly by extending the optical control plane for Grid-resource provi-
sioning. Another type of architecture to support Grid services is based on OBS
(or Grid-over-OBS), which is suitable for applications having small job sizes [13].

5.6.1 Studies on OCS-based Grids

Recently many authors such as Wang et al. [28], Liu et al. [21], Banerjee et al.
[10], and Demeyer et al. [14] have proposed and developed new algorithms to
jointly schedule computing and network resources by modifying the traditional
list algorithm. An OCS-based approach was proposed in [25] for applications
requiring huge bandwidths, where managing the Grid and optical-layer resources
can be done either separately in an overlay manner or jointly by extending the
optical control.
In [18] the authors defined a joint scheduling problem in the context of pro-

viding efficient support for emerging distributed computing applications in a
Lambda Grid network. They focused on jointly scheduling both network and
computing resources to maximize job acceptance rate and minimize total schedul-
ing time. Various job selection heuristics and routing algorithms are proposed
and tested on a 24-node NSFNet topology. The feasibility and efficiency of the
proposed algorithms are evaluated on the basis of various metrics such as job
blocking rate and effectiveness.
The algorithms proposed by Wang et al. [28] and Liu et al. [21] have imple-

mented task scheduling to schedule the nodes for Grid resources. Wang et al.
[28] has also used an adaptive routing scheme in communication scheduling to
schedule the edges in the optical network along the lightpath.
Wang et al. [28] proposed a heuristic to minimize the completion time of jobs

submitted. They proposed a modified list scheduling algorithm, Earliest Start
Route First (ESRF). This algorithm has been used to map the resources from
DAG to the O-Grid model extended resource system. Here the ESRF algorithm
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has been used to improve the accuracy of the scheduling. This algorithm deter-
mined the earliest start route for each schedule by modifying the traditional Dijk-
stra algorithm and reduced the total scheduling length. Better performance was
identified with the ESRF algorithm, especially with average high node degree,
when compared with the fixed and alternative routing algorithms. It has also
been observed that the performances of all routing algorithms were identical
when sufficient communication resources were available. The modified list algo-
rithm uses the greedy approach to allocate resources which may not always be
the shortest path. For this reason, the authors remark that the performance of
the ESRF routing algorithm could have been improved with a better modified
list algorithm.
The new algorithm [28] was implemented on a 16-Node network, the NSF-

network and a mesh torus network and the algorithm of [21] was implemented
on the ASAP network. The uniqueness of the work by Liu et al. [21] and Banerjee
et al. [10] was that both used an integer linear programming (ILP) approach for
scheduling. The authors in [10] had also implemented a greedy approach over
ILP to improve the scalability of the network.
Liang et al. [19] proposed an optical Grid model based on the characteristics of

optical network. The model presented a communication contention-aware solu-
tion to minimize the total execution time. The solution was based on the list
scheduling for given tasks in an optical Grid. The Dijkstra algorithm was modi-
fied and deployed to minimize the total scheduling time. The modified Dijkstra
algorithm was proved to be more feasible and efficient.
Liu et al. [21] present formulations to minimize the completion time and mini-

mize the cost usage to satisfy a job. They propose an algorithm to jointly sched-
ule network and computing resources. They use fixed routing over any adaptive
algorithm to schedule the network resources. They proposed a greedy approach
to schedule and execute tasks sequentially without any contention. They also
propose a list scheduling approach that embeds the greedy approach in a list
heuristic algorithm. To minimize the cost usage in the network, they propose
a min-cost algorithm which tries to minimize the cost involved in the network
along with the deadline constraint. The results showed that for a pipelined DAG,
the scheduling length was less for the new list algorithm than for the tradi-
tional list algorithm. It has also been reported that for a general DAG the new
list algorithm had an insignificant advantage over the traditional list algorithm.
Though the network scheduling and computing node schedule is effective, it is
more application-specific. Usage of an adaptive algorithm can increase the per-
formance of the overall network.
Banerjee et al. [10] have considered the identification of a route for the file

transfer and scheduling it over the respective circuits. The authors formulated a
mathematical model and used the greedy approach to solve for the routing and
scheduling on a Lambda Grid. A hybrid approach for both online and offline
scheduling has been proposed. In this approach, offline scheduling solved for the
route and the transfer of files. The provision for readjustment of the time in
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online scheduling, to transfer the entire file, reduced the total transfer time. The
developed TPSP algorithm, proving its ability to optimize with MILP, was used
for offline scheduling. The inappropriate scaling with the MILP made the authors
use the greedy approach for TPSP. The approach chose a file and determined its
earliest route and then scheduled that file transfer along that route.
They [10] also proposed two heuristics to determine the best file which was

then routed and scheduled using the APT-Bandwidth scheduling or K-Random
Path (KRP) algorithms. The best file was chosen with either the largest file first
(LFF) or the most distant file first (MDFF) heuristics. For the chosen file, the
APT algorithm computed all the time slots between the source and destination
for a given duration. The bandwidth scheduling algorithm was implemented
which selected the best-fit time slot. Using the KRP algorithm, the best route is
chosen from K random paths. The file may be lost or transferred earlier than the
finish time during the file transfer within the network. Earlier completion of the
file transfer will allow the assignment of the sub-wavelength for later scheduled
applications. The entire file or the lost partial file has to be retransmitted when
the file is lost. Evaluating their proposed heuristics and algorithms on different
networks, the authors identified that the LFF heuristics and the KRP algorithm
together had better performance.

5.6.2 Studies on OBS-based Grids

In [12], the authors proposed a novel efficient and cost-effective infrastructure
for Grids based on a Dual-Link-Server OBS network to improve the performance
of the burst contention resolution scheme with an aim of solving the collision
problem. The authors in [13] discussed an architecture which supports the Grid
services based on OBS, suitable for applications having small job sizes. In [24]
OBS is used for the Multi-Resource Many-cast (MRM) technique for its ability to
statistically multiplex packet switching without increasing the overheads. Various
heuristics are used to determine the destinations and selection of resources.
Optical Burst Switching is an alternative to jointly scheduling the network

and computing resources and was proposed in [24, 25]. The work by She et al.
[24] used many-casting over the network to perform OBS and Simeonidou et al.
[25] have utilized an extension of the existing wavelength-switched network and
also an optical burst-switching network.
Multi-Resource Many-cast over OBS networks for distributed applications was

investigated in [24]. In this network, each source generates requests that required
multiple resources and each destination had different computing resources. Each
node was deployed with various requirements and resource availability. The
objective of this paper was to determine the destination with sufficient resources
and a route, to minimize the resource blocking rate. The OBS network was
selected for the MRM technique for its ability to statistically multiplex packet
switching without increasing the overheads. The authors have used the Closest
Destination First (CDF), Most Available First (MAF), and Random Selection
(RS) heuristics to determine the destinations. The Limit per Burst (LpB) and
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Limit per Destination (LpD) heuristics were used as resource selection policies.
It has been identified that the performance of the CDF was better than the MAF
and RS heuristics on a 14-node NSF network. The authors also suggested that
the use of destination selection heuristics minimized the resource blocking rate
in resource selection.
Two different optical network infrastructures for Grid services have been pro-

posed [25]. The architecture of extended wavelength-switched network facilitated
the user-controlled bandwidth provisioning for applications that were data inten-
sive. For this approach, three different solutions were provided. The first solu-
tion was to separately manage the Grid and optical layer. A Grid middleware
managed the Grid resources and the optical layer managed the lightpath. The
utilization of Grid middleware APIs enabled user application with the visibility
of optical-network topology resources. The G-OUNI interface was the other solu-
tion that participated in resource discovery and allocation mechanism functions.
The third solution utilized OBS and active router technologies. These solutions
were suitable only for data-intensive applications and future Grid services.
Another approach was the use of OBS for a programmable network. This

supported data-intensive and emerging Grid applications utilizing the advanced
hardware solutions and a new protocol. The OBS networking scheme provided
efficient bandwidth resource utilization. This proposed architecture offered a
global reach of computing and storage resource using fiber infrastructure. The
advantage of the OBS router was its usability in the normal network traffic and
also for Grid network traffic.
Similar to the work in [25], Adami et al. [6] have also used a resource broker

for a Grid network. It enhanced the capabilities by providing a network resource
manager to manage and integrate the scheduling mechanism of network and
computing resources.
In [23], the authors conducted simulation studies for various scheduling scenar-

ios within a data Grid. Their work recommends decoupling of data replication
from computation while scheduling jobs on the Grid and concludes that it is
best to schedule jobs to computational resources that are closest to the data
required for that job. But the scheduling and simulation studies are restricted to
homogeneous nodes with a simplified First-In-First-Out (FIFO) strategy within
local schedulers.

5.7 Conclusion

The introduction to Grid Computing and the ongoing research in Grid net-
working were presented in this chapter. The basic architecture of the Grid and
Lambda Grids was introduced. Various scheduling schemes in Grid networks have
been proposed under different scenarios. Some of the job scheduling schemes in
Lambda Grids proposed by researchers are discussed in this chapter. The concept
of cloud computing was also discussed. There is a huge scope for research and
development in Grid networking.
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6.1 Introduction

The Host Identity Protocol (HIP) and architecture [1] is a new piece of technol-
ogy that may have a profound impact on how the Internet will evolve over the
coming years.1 The original ideas were formed through discussions at a number
of Internet Engineering Task Force (IETF) meetings during 1998 and 1999. Since
then, HIP has been developed by a group of people from Ericsson, Boeing, HIIT,
and other companies and academic institutions, first as an informal activity close
to the IETF and later within the IETF HIP working group (WG) and the HIP
research group (RG) of the Internet Research Task Force (IRTF), the research
arm of the IETF.
From a functional point of view, HIP integrates IP-layer mobility, multi-

homing and multi-access, security, NAT traversal, and IPv4/v6 interoperability
in a novel way. The result is architecturally cleaner than trying to implement
these functions separately, using technologies such as Mobile IP [2, 3], IPsec [4],
ICE [5], and Teredo [6]. In a way, HIP can be seen as restoring the now-lost end-
to-end connectivity across various IP links and technologies, this time in a way
that it secure and supports mobility and multi-homing. As an additional bonus,
HIP provides new tools and functions for future network needs, including the
ability to securely identify previously unknown hosts and the ability to securely
delegate signaling rights between hosts and from hosts to other nodes.
From a technical point of view, the basic idea of HIP is to add a new name

space to the TCP/IP stack. These names are used above the IP layer (IPv4 and
IPv6), in the transport layer (TCP, UDP, SCTP, etc.) and above. In this new
name space, hosts (i.e., computers) are identified with new identifiers, namely
Host Identifiers. The Host Identifiers (HI) are public cryptographic keys, allowing
hosts to authenticate their peer hosts directly by their HI.
The Host Identity Protocol can be considered as one particular way of imple-

menting the so-called identifier/locator split approach [7] in the stack. In the

1 This chapter is based on “Host Identity Protocol (HIP): Connectivity, Mobility, Multi-
homing, Security, and Privacy over IPv4 and IPv6 Networks” by P. Nikander, A. Gurtov,
T. Henderson, which will appear in IEEE Communication Surveys and Tutorials. c© 2010
IEEE.

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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current IP architecture, the IP addresses assume the dual role of acting both
as host identifiers and locators; in HIP, these two roles are cleanly separated.
The Host Identifiers take, naturally, the host identifying role of the IP addresses
while the addresses themselves preserve their locator role.
As a result of adding this new name space to the stack, when applications open

connections and send packets, they no longer refer to IP addresses but to these
public keys, i.e., Host Identifiers. Additionally, HIP has been designed in such a
way that it is fully backwards compatible with applications and the deployed IP
infrastructure. Hence, for example, when an existing, unmodified e-mail client
opens a connection to the e-mail server hosting the mailbox, the e-mail client
hands over a reference to the public key to the operating system, denoting that
it wants the operating system to open a secure connection to the host that holds
the corresponding private key, i.e., the e-mail server. The resulting connection
can be kept open even if both of the hosts, i.e., the client and the server, are
mobile and keep changing their location. If the hosts have multiple access links
at their disposal, HIP allows these multiple links to be used for load balancing
or as backups, invisible from the applications.
To deploy HIP in a limited environment, all that is required is to update the

operating system of the involved hosts to support HIP. No changes are required
to typical applications nor the IP routing infrastructure; all nodes will remain
backwards compatible with existing systems and can continue to communicate
with non-HIP hosts. For full HIP support, it is desirable to add HIP related
information to the Domain Name System (DNS); additionally, a piece of new
infrastructure is needed to support HIP rendezvous services. If it is impossible to
upgrade the operating system of some particular host, e.g., a legacy mainframe,
it is also possible to add a front-end processor to such a system. The front-end
processor acts as a HIP proxy, making the legacy host appear (a set of) HIP
host(s) to the rest of the network.
In this chapter, we describe the history behind HIP, the HIP architecture, the

associated protocols, the potential benefits and drawbacks for prospective users,
and the current status of HIP acceptance.

6.2 Fundamental problems in the Internet today

Before discussing the details of the HIP architecture and protocols, we take
a brief look at a few of the most challenging problems in the contemporary
Internet: loss of universal connectivity, poor support for mobility and multi-
homing, unwanted traffic, and lack of authentication, privacy, and accountability.
This forms a baseline for later sections, where we explain how HIP and other
mechanisms relying on HIP alleviate these problems.
At the same time, it must be understood that HIP does not provide much

remedy, at least not currently, to a number of other hard problems in the Internet,
such as self-organizing networks and infrastructure, or intermittent connectivity.
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On the other hand, there may certainly be new, still-unfound ways to utilize HIP
to make those or other hard problems easier to solve.

6.2.1 Loss of universal connectivity

Compared to the original Internet, perhaps the largest of all current problems is
the loss of connectivity, caused by NATs, firewalls, and dynamic IP addresses.
The HIP architecture offers a possible path for overcoming these limitations

by providing a new end-to-end naming invariant and protocol mechanism that
allows the IP addresses used on a wire to be used as ephemeral locators rather
than host identifiers themselves.

6.2.2 Poor support for mobility and multi-homing

Effective mobility support requires a level of indirection [7] to map the mobile
entity’s stable name to its dynamic, changing location. Effective multi-homing
support (or support for multi-access/multi-presence) requires a similar kind of
indirection, allowing the unique name of a multi-accessible entity to be mapped
to the multitude of locations where it is reachable.
As briefly mentioned above, HIP provides a novel approach to implementing

mobility and multi-homing. It explicitly adds a new layer of indirection and a new
name space, thereby adding the needed level of indirection to the architecture.
Mobility of hosts participating to multicast is a largely unsolved problem.

Especially, if the multicast source changes its IP address, the whole multicast
tree needs to be reconstructed. Two common approaches for multicast receiver
mobility are bi-directional tunneling, based on Mobile IP [2], which tunnels mul-
ticast data to and from the home and visited networks, and remote subscription
[8], in which each visiting multicast receiver joins the local multicast tree.
Some solutions to provide authentication to multicast receivers have been pro-

posed. However, they are only able to authenticate subnetworks where the user
is located, but not the host itself. Therefore, other hosts from the same subnet-
work can receive the stream without authentication. Researchers have started to
explore whether HIP can help also to alleviate these problems by allowing hosts
to be more directly authenticated by the network [9].

6.2.3 Unwanted traffic

The various forms of unwanted traffic, including spam, distributed denial of
service (DDoS), and phishing, are arguably the most annoying problems in the
current Internet. Most of us receive our daily dosage of spam messages; the more
lucky of us just a few of them, the more unlucky ones a few hundreds each day.
Distributed denial of service attacks are an everyday problem to large ISPs, with
each major website or content provider getting their share. Phishing is getting
increasingly common and cunningly sophisticated.
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The current unwanted traffic problem is a compound result from the following
factors:

• An architectural approach where each recipient has an explicit name and
where each potential sender can send packets to any recipient without the
recipient’s consent.

• A business structure where the marginal cost of sending some more packets
(up to some usually quite high limit) is very close to zero.

• The lack of laws, international treaties, and especially enforcement structures
that would allow effective punishment of those engaging in illegal activity in
the Internet.

• The basic profit-seeking human nature, driving some people to unethical
behavior in the hopes for easy profits.

Of course, there is nothing that one can do with the last cofactor (human
nature), other than to accept it. The third one is more regulatory in nature
and therefore falls beyond the scope of this chapter. For the other two, the
separation of identifiers and locators can be used to create architectures where
a sender must acquire the recipient’s consent before it can send data beyond
severely rate-limited signaling messages.

6.2.4 Lack of authentication, privacy, and accountability

The aim of authentication, privacy, and accountability is to prevent organization-
ally or socially undesirable things from happening. The Host Identity Protocol
does not directly provide means to address the privacy and accountability prob-
lems. However, it changes the landscape in a number of ways. Firstly, it uses
cryptographic host identifiers as an integral part of connectivity, thereby provid-
ing automatic identity authentication. This makes it easier to attribute a series of
acts to a distinct host. Secondly, the separation of identities and locators makes
it easier to hide the topological location of communicating parties. Thirdly, there
are a few privacy extensions to HIP [10, 11] that allow the identities of the com-
municating parties to be hidden from third parties.

6.3 The HIP architecture and base exchange

In this section, we describe what HIP is in detail; after that, in the two next
sections, we turn our attention to how HIP can be used as a tool in alleviating
the above discussed architectural problems.
Over the years, the aims of the HIP-related work have broadened from a

name space that works as a security and mobility tool, through generalizing
the mobility support to cover also multi-homing, towards a general sublayer
that provides interconnectivity in the same way the original IP did. In other
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words, the current HIP aim can be characterized as providing the lowest layer
in the stack that encompasses location-independent identifiers and end-to-end
connectivity. Furthermore, HIP cleanly separates host-to-host signaling and data
traffic into separate planes, i.e., it can act both as an interconnectivity-level
signaling protocol and as a general carrier for higher-layer signaling. Thereby it
has appeal for architectures where control is separated from data, e.g., due to
commercial requirements.
Starting from the architectural ideas, i.e., the desire to add a new, secure

name space and a new layer of indirection, HIP has been carefully engineered
towards two goals that are in partial conflict with the architectural ideas. Firstly,
it is inherently designed to utilize, in an unmodified form, the current IP-based
routing infrastructure (IPv4 and IPv6). At the same time, it was engineered to
support the current application networking APIs with sufficient semantic com-
patibility. Hence, HIP is backwards compatible and deployable in parallel to the
existing stack, requiring no changes to the routing infrastructure or to the typi-
cal user-level applications. Secondly, the goal has been to implement the desired
new (or renewed) functionality with a minimal set of changes to the existing
system. In practical terms, a HIP implementation that is integrated with an
existing kernel-level TCP/IP typically requires only a few hundred lines of code
modifications to the kernel; all the rest runs in user space.

6.3.1 Basics

As mentioned above, the core of HIP lies in implementing the so-called identi-
fier/locator split in a particular way. As already briefly discussed, in traditional
IP networks each host has an IP address that serves for two different purposes: it
acts both as a locator, describing the current topological location of the host in
the network graph, and as a host identifier, describing the identity of the host, as
seen by the upper-layer protocols [7]. Today, it has become impossible to use the
same IP address for both purposes, due to the host mobility and multi-homing
requirements.
A solution to this problem is to separate the identity and location information

from each other. The Host Identity Protocol separates the locator and identifier
roles of IP addresses by introducing a new name space, the Host Identity (HI)
name space. In HIP, a Host Identity is a public cryptographic key from a public–
private key-pair. A host possessing the corresponding private key can prove the
ownership of the public key, i.e., its identity. As discussed briefly above, this
separation of the identifiers and locators makes it also simpler and more secure
to handle mobility and multi-homing than is currently possible.
Figure 6.1 shows, in approximate terms, how the new HIP sublayer is located in

the current stack. On the layers above the HIP sublayer, the locator(s) of the host
need not be known. Only the HI (or its 128-bit representation, a Host Identity
Tag, HIT, or a 32-bit local representation, a Local Scope Identifier, LSI) are used.
The Host Identity sublayer maintains mappings between identities and locators.
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Figure 6.1 Approximate location of the HIP sublayer within the TCP/IP stack.

When a mobile host changes its location, HIP is used to transfer the information
to all peer hosts. The dynamic mapping from the identifier to locators, on other
hosts, is modified to contain the new locator information. Upper layers, e.g.,
applications, can remain unaware of this change; this leads to effective division
of labor and provides for backwards compatibility.
During the connection initialization between two HIP hosts, a four-way hand-

shake, a Base Exchange, is run between the hosts [12]. During the exchange, the
hosts identify each other using public key cryptography and exchange Diffie–
Hellman public values. Based on these values, a shared session key is generated.
Further, the Diffie–Hellman key is used to generate keying material for other
cryptographic operations, such as message integrity and confidentiality. During
the Base Exchange, the hosts negotiate what cryptographic protocols to use to
protect the signaling and data messages. As of today, the default option is to
establish a pair of IPsec Encapsulated Security Payload (ESP) Security Associa-
tions (SA) between the hosts [13]. The ESP keys are retrieved from the generated
Diffie–Hellman key and all further user data traffic is sent as protected with the
ESP SAs. However, the HIP architecture is not limited to support only ESP.
With suitable signaling extensions, some in preparation [14], it is possible to
use HIP for protecting the user data of almost any standalone data protection
protocol, such as SRTP [15] for real-time multimedia, and perhaps even with
data-oriented, copy-and-forward protocols, such as S/MIME [16].

6.3.2 HITs and LSIs

When HIP is used, the Host Identity public keys are usually not written out
directly. Instead, their 128-bit long representations, Host Identity Tags (HIT),
are used in most contexts. According to the current specifications [17], a HIT
looks like an IPv6 address with the special 28-bit prefix 2001:0010::/28, called
Orchid, followed by 100 bits taken from a cryptographic hash of the public key.
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It is important to note that embedding a cryptographic hash of the public key
to the short identifier allows one to verify that a given HIT was derived from the
given Host Identity. That is, due to the second pre-image resistance of the used
hash functions, it is believed to be computationally unfeasible to construct a
new Host Identity that hashes to a given, existing Host Identity Tag. Therefore,
HITs are compact, secure handles to the public keys they represent.
As described in sections below, HITs are used to identify the communication

parties both in the HIP protocol itself and in the legacy APIs. From the legacy
API point of view, the second pre-image resistance establishes implicit channel
bindings between the HIT and the underlying IPsec or other security associa-
tions. That is, if an application uses a HIT to connect a socket, it implicitly gains
assurance that once the socket connects, the sent packets will be delivered to the
entity identified by the corresponding Host Identity, and any received packets
indeed come from that entity.
Unfortunately, in the IPv4 API the host identifiers, i.e., IP addresses, are only

32 bits long. Hence, even if all of these 32 bits were derived from the hash of the
public key, there still would be occasional collisions. Hence, the approach taken
by HIP is to use so-called Local Scope Identifiers (LSIs) in the IPv4 API [18].
These are assumed to be only locally unique; there are also no implicit channel
bindings. However, with suitable IPsec policy expression it is still possible to
create explicit channel bindings even for LSIs. Unlike HITs, LSIs are not sent on
the wire within the HIP protocol.

Figure 6.2 IPsec NAT traversal.

6.3.3 Protocols and packet formats

From the protocol point of view, HIP consists of a control protocol, a number of
extensions to the control protocol, and any number of data protocols. The control
protocol consists of the base exchange, any number of status update packets
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(that are typically used to convey extension protocols), and a three-message
termination handshake that allows the peer hosts to cleanly terminate a protocol
run [12]. For most extensions, there is some flexibility in which messages are used
to carry the parameters comprising the extension. For example, multi-homing
related information may be sent in three of the initial handshake messages or in
update packets. With suitable extensions, HIP may be extended to use almost
any data protocols. However, today the only defined data protocol is IPsec ESP
[13].
By default, the HIP control protocol is carried directly in IPv4 and IPv6 pack-

ets, without any intervening TCP or UDP header. However, a larger fraction of
the existing IPv4 NATs will not pass traffic with this protocol number through,
or at best will allow only one host to communicate from behind the NAT. There-
fore, work is being conducted to specify how HIP control messages may be carried
in UDP packets [14–19]. The basic idea there is to use UDP encapsulation iden-
tical to IPsec IKE NAT traversal [20, 21]; see Figure 6.2. However, the other
aspects will differ, and since mere packet encapsulation is not enough to allow
NATed hosts to be contacted from the Internet, the UDP encapsulation format
must be accompanied by a specification for NAT traversal details. At the time
of writing, there were several competing proposals for that [19, 22, 23].

Figure 6.3 HIP control packet format.
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The HIP control protocol packet format is depicted in Figure 6.3. The packet
consists of a fixed header that is modeled after IPv6 extension headers. As the
most important information, it also carries a packet type field and the sender’s
and receiver’s HITs. The fixed header is followed by a variable number of param-
eters. The base exchange and each extension defines what parameters are needed
and on what kind of HIP control messages the parameters may be carried. Most
(but not all) messages also carry a cryptographic Hashed Message Authentication
Code (HMAC) and a signature in the end of the packet. The former is meant for
the peer host, which can use the Diffie–Hellman session keys necessary to verify
the HMAC. The latter is meant for middle boxes, which typically do not have
access to the Diffie–Hellman key but may well have access to the sender’s public
key [24]. After the base exchange, where the signature is used by the peer hosts
for authentication, the signature is typically ignored by the receiver.

Figure 6.4 HIP base exchange.

The base exchange is depicted in Figure 6.4. It consists of four messages,
named by letters and numbers. The letters denote the sender of the packet, I for
initiator or R for responder. The numbers are simply sequential. Hence, the four
messages are named as I1, R1, I2, and R2. The I1 message is a mere trigger. It is
used by the initiator to request an R1 message from the responder. By default,
any HIP host that receives an I1 packet will blindly reply with an R1 packet;
that is, the responder will not remember the exchange.
Remaining stateless while responding to an I1 with an R1 protects the respon-

der from state-space-exhausting denial-of-service attacks, i.e., attacks similar to
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the infamous TCP SYN one [25, 26]. However, as a side effect, it adds flexibility
to the architecture. It does not need to be the responder itself that replies to
an I1. Hence, if there is some other means by which the initiator may acquire
a fresh R1 message, such as a directory lookup, it is perfectly fine to skip the
I1/R1 exchange. As long as the host responding with an R1 has a supply of fresh
R1s from the responder, it can be any node. This flexibility is used by some more
advanced architecture proposals based on HIP, such as the Hi3 proposal [27].
The R1 message contains a cryptographic puzzle, a public Diffie–Hellman key,

and the responder’s public Host Identity key. The Diffie–Hellman key in the R1
message allows the initiator to compute the Diffie–Hellman session key. Hence,
when constructing the I2 message, the initiator already has the session key and
can use keys derived from it.
In order to continue with the base exchange, the initiator has to solve the

puzzle and supply the solution back to the responder in the I2 message. The
purpose of this apparently resource-wasting method is to protect the responder
from CPU-exhausting denial-of-service attacks by enforcing the initiator to spend
CPU to solve the puzzle. Given the puzzle solution, the responder can, with very
little effort, make sure that the puzzle has been recently generated by itself and
that it has been, with high probability, solved by the initiator and is not a result
of a puzzle posted much earlier or a puzzle generated by someone else. That is, by
verifying the puzzle solution the responder knows that, with high probability, the
initiator has indeed used quite a lot of CPU to solve the puzzle. This, assumedly,
is enough to show the initiator’s commitment to the communication, thereby
warranting the forthcoming CPU cycles that the responder needs to process the
rest of the I2 message. The difficulty of the puzzle can be varied depending on
the load of the responder. For example, if the responder suspects an attack, it
can post harder puzzles, thereby limiting its load.
The I2 message is the main message in the protocol. Along with the puzzle

solution, it contains the initiator’s public Diffie–Hellman key, the initiators public
Host Identity key, optionally encrypted with the Diffie–Hellman key, and an
authenticator showing that the I2 message has been recently constructed by the
initiator.
Once the responder has verified the puzzle, it can confidently continue to

construct the Diffie–Hellman session key, to decrypt the initiator’s Host Identity
public key (if encrypted), and to verify the authenticator. If the verification
succeeds, the responder knows that there is out there a host that has access to
the private key corresponding to the initiator’s Host Identity public key, that
the host wants to initiate a HIP association with the responder, and that the
two hosts share a Diffie–Hellman session key that no other node knows (unless
one of the hosts has divulged it) [28]. Given this information, the responder can
consult its policy database to determine if it wants to accept the HIP association
or not. If it does, the responder computes an authenticator and sends it as the
R2 packet to the initiator.



Host identity protocol 117

The details of this relatively complex cryptographic protocol are defined in
the HIP-based exchange specification [12]. From the high-level point of view, the
HIP protocol can be considered as a member of the SIGMA family [29] of key
exchange protocols.

6.3.4 Detailed layering

Figure 6.5 New layering, with the HIP sublayer in detail.

Let us now focus in more detail on how the new HIP sublayer is wedged into
the existing stack. Figure 6.5 depicts the positioning of the new functionality
in detail. The current IP layer functionality is divided into those functions that
are more end-to-end (or end-to-middle) in nature, such as IPsec, and those that
are more hop-by-hop in nature, such as the actual forwarding of datagrams.
The Host Identity Protocol is injected between these two sets: architecturally
immediately below IPsec, in practice often functionally embedded within the
IPsec SA processing [30].
Now, in a communications system, the main function of in-packet identifiers is

to allow demultiplexing. Forwarding nodes, such as routers, use the identifiers to
determine which of the outgoing links to forward the packet to. The receiving host
uses the identifiers to make sure that the packet has reached its right destination
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and to determine which upper layer protocol (if any) should process the packet. In
the classical IP system, the IP address is used both by the routers to determine
the next outgoing link and by the destination system to make sure that the
packet has reached the right end host. With HIP, the separation of the location
and identity information disentangles these two functions. Routers continue to
use IP addresses to make their forwarding decisions.
At the hosts the behavior changes. For HIP control packets, the source and

destination HIT fields in the packet determine the right processing context. For
data packets, the receiving hosts identifies (and verifies) the correct HIP associ-
ation indirectly, typically by first retrieving the correct session keys based on the
ESP Security Parameter Index (SPI) in the received packet, and then decrypt-
ing the packet and verifying its integrity. Thus, the actual IP addresses that
were used for routing the packet are irrelevant after the packet has reached the
destination interface.
This is in stark contrast with the prevailing IP practice, where the trans-

port layer identifiers are created by concatenating the IP-layer identifiers (IP
addresses) and the port numbers. The main benefit of the current practice is
implied security: since the transport identifiers are bound to the actual network
locations, the transport connections get automatically bound to the locations.
That allows the routing and forwarding system to be used as a weak form of secu-
rity: binding identity to the location allows reachability to be used as a (weak)
proxy for the identity. When HIP is used, this weak-security-by-concatenation
is replaced by strong cryptographic security, based on the public cryptographic
host identity keys.

6.3.5 Functional model

We now consider what happens underneath the applications, in the API, kernel,
and network, when a typical, existing legacy application is configured to use
HIP. Naturally, before anything HIP-related can happen, HIP must be installed
into the system and the application(s) must be configured to use it. Today,
typically the installation requires that a pre-compiled HIP package is installed;
in most operating systems this requires administrator privileges. As the second
step, the applications must be configured to use HIP. In most cases, there are
three alternative configuration options. The simplest but least generic way is
to configure the peer hosts’ HITs directly into the application. For example, an
IPv6-capable e-mail application can be configured to use HIP by entering the
mail server’s HIT into the configuration field that usually contains either a DNS
name or an IP address. An IPv4-only application could be similarly configured
with an LSI; however, to be secure, there should also be a corresponding IPsec
policy rule in the IPsec policy database [18].
A more transparent way is to change the mapping from DNS names to IP

addresses in a way that resolving a DNS name returns a HIT (or an LSI), instead
of an IP address, to the application. Obviously, there are several options of how
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to implement that. In most UNIX-based systems the simplest way to change the
mapping is to modify the local/etc./hosts file. Another, non-standard way is to
store the HIT or LSI into the DNS in an AAAA or an A record. The drawback
of this method is that as a result of such practice non-HIP-aware hosts may
fail in non-obvious ways. Finally, the standard way is to store the HIT (and
other information) into the new HIP resource record [31]. That allows both HIP
and non-HIP hosts to create new connections with the target host without new
difficulties. However, using the HIP resource record also means that the DNS
software in the client has to be modified, so that it can give the requesting
legacy application the HIT (or the LSI) instead of the IP address.
Once the application has got a HIT (or an LSI), it uses it in various socket

API calls. In a typical implementation, the underlying libraries and the commu-
nication stack handles the HIT just as if it were a vanilla IPv6 address, all the
way until the resulting packet is delivered to the IPsec module for processing. At
the IPsec level, an IPsec policy rule is used to detect that the destination and
source IP address fields in the packet contain the Orchid prefix. (For LSIs, an
explicit, LSI-specific rule is typically required.) Usually, all Orchid packets are
passed to IPsec ESP for processing. If there are no ESP Security Associations
yet, the IPsec module requests a suitable pair of security associations from the
HIP control functionality, which in turn creates the SAs by executing the HIP
ESP extension [13], either as a part of a base exchange or over an existing HIP
control association using update messages.
For ESP processing, typical HIP implementations use a non-standard vari-

ant of the ESP modes, called the BEET mode [30]. The BEET mode can be
considered as standard transport mode that is enhanced with built-in address
rewriting capabilities. To achieve HIP functionality, at the sending end the SA is
configured so that the HITs in an outgoing packet are converted to IP addresses.
Conversely, at the receiving end, the IP addresses in the packet are discarded
and, if the packet passes integrity verification, the HITs are placed in the packet
header. As a part of this processing, it is also possible to rewrite the IPv6 header
used to carry the HITs (or the IPv4 header carrying LSIs) into an IPv4 header
carrying IPv4 addresses (resp. IPv6 header carrying IPv6 addresses). Between
the sender and the receiver, the packet looks like a standard IPsec ESP transport
mode packet, with IP addresses in the header, and is handled by all HIP-unaware
nodes as such.
At the receiving end, once an incoming packet has been processed by the IPsec

ESP module, the packet contains the sender’s HIT in its source field. Since this
HIT was placed to the packet during the IPsec processing, and only if the packet
passed verification, the HIP sublayer provides assurance to all of the upper layers
that the packet was indeed received through an IPsec Security Association that
was securely created through a cryptographic protocol where the private key
corresponding to the HIT was present. In other words, the upper layers at the
receiver end can trust that the Host Identity represented by the source address
is indeed valid and not a result of IP source address spoofing.
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6.3.6 Potential drawbacks

While HIP has generally been carefully designed to be backwards compatible
with existing applications and infrastructure, obviously any change may have its
drawbacks; so with HIP, too. In this section we briefly discuss the most general
potential drawbacks; there certainly are others, more situation-specific ones.
Perhaps the biggest difference to present communication is that HIP introduces

a slight delay, caused by the base exchange, whenever starting to communicate
with a new host. This delay is mainly caused by the time taken to solve the
puzzle, to process the public key signatures, and to produce the Diffie–Hellman
public key. While the amount of time can be somewhat reduced by using trivial
puzzles and short keys, it cannot be eliminated. One potential way to alleviate
the situation is to use Lightweight HIP (LHIP), a variant of HIP proposed by
Heer [32]. However, both using trivial puzzles/keys and using LHIP are clearly
less secure than baseline HIP.
A second, often-mentioned drawback is the need to change the operating sys-

tem kernel; many people are understandably concerned about this, even though
the modifications are very small, as discussed above. One alternative, used by the
Boeing implementation, is to divert the traffic to user level and process all pack-
ets there. However, this alternative is somewhat less efficient than a kernel-based
implementation.
An often-cited potential drawback with HIP relates to the so-called third-party

referral problem, where one host sends a name of a second host to a third host. In
practice, in a third-party referral situation the names are IP addresses and there
are three IP hosts, A, B, and C. Hosts A and B have an ongoing connection (such
as a TCP connection); therefore A knows B’s IP address. Host A now wants to
initiate a connection between B and C by telling C to contact B. Obviously, it
does that by sending B’s IP address to C. With the IP address at hand, C is
now able to open a new connection to B. Now, as the HITs are not routable, it
is hard to open a new HIP association to a HIP host if all that one has is a HIT.
Hence, if the third-party-referral application is a legacy one and if it chooses to
use IP addresses and uses HITs instead, the referral process may fail.
We claim that the third-party referral problem is not that important nor bad

in practice. Firstly, in a NATted environment, third-party referrals already fail
now, indicating that the problem may be less important than sometimes claimed.
That is, most commonly used applications no longer rely on third-party referral
working. Secondly, using an overlay network to route HITs, it is possible to
support even legacy applications that rely on third-party referrals working.
Another drawback is that HIP does impose a new management load on hosts

and enterprises to manage the additional namespace. Key management needs
to be more carefully considered and worked out; especially, the lack of aggre-
gateability of flat key names for access control lists may cause problems in some
environments. Also, an additional level of indirection may cause an increase in
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hard-to-debug network configuration errors and failures, which current imple-
mentations are only beginning to address adequately.
There are some considerations related to how HIP will work in a host where

IPsec is used also for other, non-HIP purposes. For example, it remains an open
question whether it is possible to first convert HITs into IP addresses, then run
these IP addresses over an IPsec VPN connection. While these problems are real,
they are not problems for HIP alone. The current IPsec architecture specification
[4] is not too specific in explaining how a host should behave in a situation where
IPsec is applied repeatedly.
Finally, some diagnostic applications, and probably a few other ones, will not

work with HIP, at least not as intended. For example, the diagnostic tool ping
can be used with HIP, but when given a HIT it no longer tests IP connectivity
but HIP-based connectivity. Similar surprises are likely to be detected with other
diagnostic applications. However, given the fact that HITs and other IP addresses
are clearly distinguishable by the Orchid prefix, we doubt whether these new
failure models would hamper operations in practice.

6.4 Mobility, multi-homing, and connectivity

Equipped with a basic understanding of what HIP is and how it works, we now
continue to study how it can be used, together with a number of defined and
prospective extensions, to address the problems discussed earlier.

6.4.1 HIP-based basic mobility and multi-homing

With HIP, packet identification and routing can be cleanly separated from each
other. A host receiving a HIP control packet (other than I1) can verify its origin
by verifying the packet signature; alternatively, the two end points of an active
HIP association can simply verify the message authentication code. A host receiv-
ing a data packet can securely identify the sender through a three-step process: it
first locates an ESP Security Association based on the Security Parameter Index
(SPI) carried in the packet. As the second step, it verifies packet integrity and
then decrypts the packet, if needed. Finally, as the third step, it places into the
packet the source and destination HITs, as stored within the ESP BEET-mode
SA. Thus, the actual IP addresses that were used for routing the packet are
irrelevant after the packet has reached the destination interface.
Hence, to support mobility and multi-homing with HIP, all that is needed

is the ability of controlling what IP addresses are placed in outgoing packets.
As the addresses will be ignored by the recipient in any case, the sender may
change the source address at will; for the destination address, however, it must
know the address or addresses at which the receiver is currently being able to
receive packets.
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The HIP mobility and multi-homing extension [33] defines a Locator parameter
that contains the current IP address(es) of the sending entity. For example, when
the mobile host changes its location and therefore IP address, it generates a
HIP control packet with one or more Locator parameters, protects the packet’s
integrity, and sends the packet to its currently active peer hosts. Note that the
IP version of the locators may vary; it is even possible to use both IPv4 and
IPv6 addresses simultaneously, and make a decision about the IP version used
on outgoing IP packets depending on a local policy.
When the host receives a Locator parameter over an active HIP association,

it needs to verify the reachability of the IP address(es) that are included in the
parameter. Reachability verification is needed to avoid accepting non-functional
and falsified updates. The verification can be skipped in special circumstances,
for example, when the peer host knows that the network screens all address
updates and passes only valid ones.

6.4.2 Facilitating rendezvous

While the mobility and multi-homing extension specifies how two hosts that
already have a HIP association can exchange locator information and change the
destination address in outgoing traffic, there remains another mobility-related
problem: rendezvous. When another host wants to make a contact with a mobile
host, when two mobile hosts have moved simultaneously and both have stale
peer address information, or whenever the destination host’s current IP address
is unknown, e.g., since it is dynamic or kept private, there needs to be an external
means to send packets to the host whose current locator is not known. In the
Mobile IP world, this function is provided by the Home Agent, which forwards
any messages sent to the mobile host’s home address to the mobile host itself.
In the HIP mobility architecture, a similar function is provided by a Ren-

dezvous server. Like a Mobile IP home agent, a HIP rendezvous server tracks
the IP addresses at which hosts are reachable and it forwards packets received
thereto. Unlike a home agent, a HIP rendezvous server forwards only HIP sig-
naling packets (by default only the first packet of a base exchange), and the
rest of the base exchange, as well as all subsequent communications, proceed
over a direct path between the host and its peer. Furthermore, a HIP host may
have more than one rendezvous server; it may also dynamically change the set
of rendezvous servers that is able to serve it.
In HIP terms, a rendezvous server is simply a HIP host that knows another

HIP host’s current locator and is willing to forward I1 packets (and possibly
other HIP control packets) to that host. In theory, any HIP host could act as a
rendezvous server for any of its active peer hosts, as it already knows the peer
host’s locator or locators. However, in practical terms, it is expected that there
will be a number of stationary hosts, located in the public Internet, providing
rendezvous as a service.
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The rendezvous service is defined by means of two HIP extensions. First, the
generic service registration extension [34] is used by a rendezvous server and a
prospective client to agree on the existence and usage of the service in the first
place. Second, the rendezvous service extension [35] defines the terms of the spe-
cific service. Both of the specifications are quite simple and straightforward. The
reason there are two documents, and not only one, is reusability: the registration
extension can also be used to define other services besides the rendezvous service.
The HIP rendezvous server is very simple. When processing incoming HIP

control packets, if the server receives a packet that does not contain any of its
own HITs, the server consults its current HIT-to-locator mapping table. If there
is a match, the packet is forwarded to the locator listed in the table. To facilitate
tracking, the packet is augmented with the original addresses from the incoming
packet. However, what is noteworthy here is that the IP addresses in the incoming
packet are not used for any demultiplexing decisions. They are simply copied to
a new HIP parameter, which is then added to the packet. Hence, the rendezvous
server does not need a pool of IP addresses, in the way a Mobile IP Home Agent
does. This is because each mobile host is identified by the HIT and not the
address; the destination address in the incoming packet is transient.

6.4.3 Mobility between addressing realms and through NATs

As described earlier, HIP supports mobility between and within different IP
address realms, i.e., both within and between IPv4 and IPv6 networks. How-
ever, all addresses in the scenarios above have been assumed to be drawn from
the public address space, i.e., we have implicitly assumed that the (functional)
addresses in the Locator payload are routable. As of today, the mobility and
multi-homing specification [33] does not describe how one can be mobile when
the host has addresses only from a private address space, i.e., when it is behind
a legacy NAT device. However, there is ongoing work to define how NATs can
be enhanced to understand HIP and how HIP can be enhanced to pass legacy
NATs [19, 22, 23, 24].
We now turn our attention to how to make NATs an integral part of the archi-

tecture. In contrast to the legacy NATs, which can be seen as a hack as they
require both UDP encapsulation and explicit support nodes at the un-NATed
side of the network, integrated NATs are architecturally cleaner; they pass all
data protocols, including ESP, and do not require external support nodes. One
such approach is presented in the SPINAT proposal [36]. A SPINAT-based NAT
device is HIP-aware and can take advantage of the passing-by HIP control pack-
ets, using them to learn the necessary details for demultiplexing data protocols.
Additionally, a SPINAT device must also implement the HIP rendezvous func-
tionality, acting as a rendezvous server for all hosts that are behind it.
In practice, a SPINAT device uses information from the HIP base exchange and

UPDATE packets to determine the IP addresses, HITs, and SPI values (or other
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contextual identifiers) in the data protocol. With this information, the SPINAT
device can do required address translations between public and private address
spaces, mapping several HIP identities (and corresponding data protocols) to a
single external IP address.
With SPINAT, a HIP host residing behind a NAT device learns directly the

mapped address as a part of rendezvous registration. Furthermore, there is no
difference between a mapped address, as identified by STUN, and an allocated
address, as offered by TURN. They are both replaced by one shared external
address, the data protocols being explicitly mapped with the help of the infor-
mation from the HIP control messages.

6.4.4 Subnetwork mobility

So far we have only considered mobility in terms of mobile hosts. Now we turn our
attention towards mobility at other granularity levels, first considering how HIP
can be used to implement subnetwork mobility and then, in the next subsection,
how application-level mobility can be implemented. A key feature of both of these
is delegation. That is, the use of public cryptographic keys as identifiers adds
cryptographically secure delegation, as a primary element, into the architecture.
The basic idea behind cryptographic delegation is simple, but the result is

powerful [37]. When a principal (e.g., a host), identified by a public key, wants
to delegate some rights (such as access rights) to another principal, identified
by another public key, all that is needed is that the former signs a statement
indicating that the latter is authorized to perform the operations needing the
rights. The statement must include the delegate’s public key to identify the del-
egate and it must be properly signed by the delegator’s private key so that its
validity can be verified. Furthermore, the delegator must itself possess the del-
egated right. Typically, but not necessarily, such delegations form an implicit
loop where authority flows from a resource possessor through some intermedi-
ates to the prospective resource consumer, and from there back to the resource
owner [37].
In the context of mobility and mobile sub-networks, delegation can be used to

delegate the actual act of sending HIP control messages containing new locators
from the individual mobile hosts to a mobile router, and further from the mobile
router to some infrastructure node at the fixed network side.
Figure 6.6 illustrates the basic idea. First, individual mobile hosts in a mobile

network delegate, to a mobile router, the right to inform their peer hosts about
their location. At this stage the mobile router could send HIP signaling messages
on behalf of all the hosts behind it, but such a practice would use quite a lot of
capacity at the air interface. Hence, in the next step, the mobile router further
delegates that right to a router (or another infrastructure node) within the fixed
part of the network (illustrated as a cloud). Once the fixed-side router learns
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Figure 6.6 A moving network scenario.

that the mobile subnetwork has moved, it will send updates to the relevant peer
hosts.
As an additional optimization, if the underlying IP-layer router mobility func-

tionality is arranged in such a way that the fixed-side router gets directly
informed whenever the mobile router changes its point of attachment, it becomes
possible for the fixed-side router to send the mobility messages directly to the
corresponding hosts of all mobile hosts within the mobile subnetwork, without
any signaling at all over the air interface. Hence, for HIP-based mobility sig-
naling, no HIP-related messages need to be transmitted over radio at mobility
events. On the other hand, whenever a new host joins the mobile network, a few
messages are needed to establish the delegation.
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Figure 6.7 Using abstract hosts as a base for service-level names.

6.4.5 Application-level mobility

Another area, where delegation can be applied, is applications and services [38].
As illustrated in Figure 6.7, Host Identities can be allocated to abstract ser-
vices and service instances, in addition to physical hosts. With that kind of
arrangement, using a suitable service resolution infrastructure, a client applica-
tion can ask for a connection to the abstract service, using the HIT assigned
to the abstract service, and get delegated and redirected to one of the service
instances. Furthermore, for host mobility, the signaling right for mobility sig-
naling can be further delegated from the service instances to the physical node,
thereby allowing host mobility to securely update the clients’ understanding of
the locations of the service instances.

6.5 Privacy, accountability, and unwanted traffic

In this section, we briefly describe ongoing work on how HIP can help to solve
the privacy and accountability problem and drastically reduce some forms of
unwanted traffic. While this work is less mature than what has been discussed
above, it still appears relatively solid with a number of publications backing it.

6.5.1 Privacy and accountability

The base use of public cryptographic keys for host identification is clearly a
means that enhances accountability. At the same time, it can endanger privacy.
HIP tries to approach a balance, allowing both enhanced accountability and
privacy. Naturally, achieving such a balance is tricky, and it remains to be seen
whether the mechanisms currently built-in and proposed are sufficient.
In HIP, the Host Identity public keys may be anonymous in the sense they do

not need to be registered anywhere. For example, a privacy conscious host could
create a multitude of key pairs and identify itself through a different key to each
website during a surfing session. Were this combined with dynamically changing
IP addresses, the websites could not correlate the activity through lower-layer
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identifiers; however, anything identity-revealing in HTTP, such as cookies, could
still be used, of course.
Unfortunately, while using multiple identities and changing addresses allows

one to preserve privacy towards remote peer hosts, that is not sufficient to remain
anonymous or pseudonymous towards the network. The network nodes close to
the host could easily correlate the public keys over multiple IP addresses, deter-
mining which traffic flows belong to which host, with high probability. Encrypting
the Host Identity key in the I2 packet is not sufficient to defeat such tracking,
as the HITs, present in all control packets, can be easily used instead.
To alleviate the situation, a few years ago we proposed a so-called BLIND

extension to HIP [10]. The basic idea is simple: instead of sending plain HITs
in control packets, one hashes the HIT with a random number and sends the
hash result and the random number in the initial control packets. Once the
connection has been established, the actual HIT can be revealed to the responder.
Alternatively, if the responder has only a limited number of HITs that it accepts
connections from, it can try each of them in turn to see if the incoming connection
is from a trusted peer host.
The BLIND approach was recently implemented and simultaneously enhanced

by Lindqvist and Takkinen [39]. Besides using BLIND, their approach also uses
identifier sequences [40]. That is, they replace all constant, easily trackable identi-
fiers, in the HIP control protocol and in the data protocol below the encryption
layer, with pseudo-random sequences of identifiers. The peer hosts derive the
seeds for the pseudo-random number generator from the HIP Diffie–Hellman
session key. While the exact details of their approach fall beyond the scope of
this chapter, the result appears to provide a high level of privacy towards all
eavesdropping third parties, while still allowing the peer hosts to communicate
efficiently and securely.
Altogether, it looks like that while the exact details of a comprehensive, HIP-

based privacy and accountability approach remain to be defined, the pieces of
existing work clearly indicate that it is possible to simultaneously enhance both
privacy and accountability through clever use of HIP-based mechanisms.

6.5.2 Reducing unwanted traffic

As discussed earlier, there are two technical aspects in unwanted traffic that
allow its fundamental root causes to be affected. First, we can change the archi-
tecture so that the recipient names are either not immediately accessible to the
prospective senders or require the recipient’s consent before the network delivers
any packet to the recipient. Second, we can attempt to raise the marginal cost
of sending packets or reduce the marginal cost of receiving packets.
In the HIP context, we can consider the base exchange to employ the latter

approach to defeat state-space and CPU-exhausting denial-of-service attacks.
Using the former approach requires more changes; one possible way might be
what we have formerly proposed in the Hi3 overlay architecture [27]. The basic
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idea is to hide recipients’ IP addresses and to require explicit consent from the
recipients before a sender can use the addresses as destinations for sending traffic
to.
From an architectural point of view, overlays similar to Hi3 create an addi-

tional “routing” layer on top of the IP layer. Also other overlays aiming at
added protection, such as SOS by Keromytis et al. [41] or k-anonymous overlays
by Wang et al. [42], work basically in the same way.
An important aspect in overlay networks is that they change the naming struc-

ture. In more primitive cases, they merely replace the current IP addressing
structure with another destination-oriented name space. However, at the same
time, they may make denial-of-service attacks harder by dispersing the interface,
i.e., instead of choking a single target host, the potential attacker must now flood
the whole overlay system, which may consist of thousands or millions of nodes.
That increases the overall cost of sending by introducing artificial costs to force
the participating nodes to play by the rules. The more advanced overlays further
change the rules by changing the naming focus from hosts and locations to pieces
of information.

Figure 6.8 Hi3 architecture.

The basic Hi3 setting is illustrated in Figure 6.8. The network consists of two
“planes,” a data plane that is a plain IP-based router network, with HIP-enabled
firewalls located at strategic points, and a control plane that is implemented as
an overlay on top of the data plane. In practice, the control plane consists of
enhanced HIP rendezvous servers that typically synchronize location information
either partially or fully between each other.
As should be apparent by now, HIP-enabled firewalls can authenticate passing

HIP base exchange and update packets, and punch holes for IPsec ESP traffic
selectively [27]. In the Hi3 architecture all servers are located behind HIP-enabled
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firewalls. To become accessible, the servers must register to the rendezvous infras-
tructure, creating a binding between the servers’ identity (ID) and the prospec-
tive locators (LOC). While registering, the servers may also cache a number of
pre-computed R1 packets at the rendezvous infrastructure.
When a client wants to make a contact with a server, it sends the first HIP

base exchange message, I1, as usual. However, this packet cannot be sent to the
server, for two reasons. First, the client will not know the server’s IP address.
Secondly, even if it knew one, an intervening firewall would drop the packet.
Hence, the only option is to send the packet to the rendezvous infrastructure.
The infrastructure looks up a cached R1 packet, if it has one, and passes it to the
client (otherwise it needs to pass the packet to the server, which is undesirable).
The client solves the puzzle, in the usual way, and sends an I2 packet, again to the
rendezvous infrastructure. The receiving node within the infrastructure verifies
that the puzzle has been correctly solved and, if so, passes the I2 packet to the
server. The firewall will pass the packet as it is coming from the infrastructure.
At this point, the server can verify the clients identity and determine if the client
is authorized to establish a HIP association. Hence, if and only if the client can
be positively identified and has proper authority, the server responds to the client
with an R2 packet. The R2 packet can either be sent directly to the client if it
will pass the firewalls anyway, or it may be necessary to direct it through the
infrastructure, thereby indirectly triggering hole punching at the firewall. Finally,
the actual data traffic traverses directly at the data plane, through the firewalls.
The result of this arrangement is that only authorized clients will ever learn

the server’s IP address. Furthermore, if an IP address is still revealed and used to
launch a traffic-based denial-of-service attack against the server or its network,
the firewall will stop most of the traffic, as the packets would be arriving with
unauthorized packet identifiers. In case the firewall itself becomes congested,
remaining legitimate traffic can be redirected through other firewalls, using the
HIP mobility and multi-homing extension.
In summary, the Hi3 proposal introduces one particular way to make cer-

tain types of denial-of-service attacks harder than they are today, by making IP
addresses less accessible, without compromising legitimate connectivity or data
traffic efficiency.

6.6 Current status of HIP

This section describes the current status of HIP and its usage in the Internet
today.

Maturity status
So far we have described the HIP architecture, basic design, a number of exten-
sions, and discussed how they can or possibly could be used to alleviate a number
of hard problems in the present Internet. We now turn our focus more to the
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present, and describe the current standardization and implementation status.
All basic research and development for the first usable version of HIP is ready.
There are three open source implementations, by Ericsson Research Nomadic
Lab, Helsinki Institute for Information Technology (HIIT), and Boeing Research
and Technology (the OpenHIP project). These all are mature for experimental
use, differing on used platforms and supported extensions. Today, HIP is used
by a few people on a daily basis, and is in daily production use at one Boeing air
plane assembly factory. RFCs 5201–5207 were published during 2008 and HIP
implementations were updated according to the specifications.

Usage of HIP today
Individual researchers at Ericsson, HIIT, and Boeing use HIP in their everyday
life, mostly using Linux laptops to access specific HIP-enabled services, such as
e-mail. Most of their traffic still flows over vanilla IPv4, though, with HIP being
used only for the few services where the servers are also HIP-enabled.
The Boeing Company has been experimenting with HIP as a component of an

overall Secure Mobile Architecture (SMA) [43] in its enterprise network. Boeing’s
SMA implementation integrates HIP with the company’s public-key infrastruc-
ture (PKI) and Lightweight Directory Access Protocol (LDAP) back-end, as well
as with location-enabled network services (LENS) that can identify the location
of a wireless device through triangulation and signal strength measurements [44].
The SMA architecture responds to Boeing’s enterprise needs to better secure a
de-perimeterized network environment, as well as to Federal Aviation Admin-
istration (FAA) requirements that every step in the process of building an air
plane be documented with the individual and equipment used [45]. HIP under-
pins the SMA architecture, and the identifiers in use in the network include
machine (tool) host identifiers as well as temporary host identifiers linked to
employee smart badges that are presented as part of the network log-in process.
Boeing has deployed an SMA pilot in its Everett, WA manufacturing facility.

The architecture allows for network-based policy enforcement using Endboxes
that can limit network connectivity using cryptographic identity rather than IP
or MAC addresses. Complex trust relationships between contractors, employees,
tools, and the enterprise network can be reflected in the network policy. One
pilot deployment has been to secure the wireless network between Boeing’s 777
“crawlers” and their “controllers” (part of the implementation of the moving
assembly line for the 777 aircraft) [44].
In the IETF Peer-to-Peer SIP (P2PSIP) working group there are proposals by

two independent organisations (Avaya and HIIT) to use HIP as a connectivity
and security platform [46, 47]. The basic idea in these approaches is to apply
HIP’s ability to separate control and data traffic into different planes. This is
accomplished using a distributed, peer-to-peer rendezvous service to establish
HIP associations and to carry SIP packets, while running the actual data traffic
directly over IP networks. The attractive features of HIP here seem to be oppor-
tunistic and leap-of-faith security [40], ability to work through NAT devices,
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seamless support for mobility and multi-homing, and the ability to pass control
traffic through an overlay-like rendezvous structure.

Standardization situation
The HIP architecture document was published as RFC 4423 [1] in 2006. All
the base protocol documents were published in 2008. The documents define the
base exchange [12], using ESP transport format with HIP [13], the protocols and
details for end-host mobility and multi-homing with HIP [33], the registration
extension used in announcing and requesting HIP-based services [34], the ren-
dezvous extension needed to use rendezvous services [35], HIP Domain Name
System (DNS) extensions [31], and the details of using the HIP with legacy
applications [18]. Additionally, a HIP Research Group at the Internet Research
Task Force (IRTF) published a document specifying the issues related to NAT
and firewall traversal [48].
After publication of the base RFCs, the HIP Working Group has been re-

charted to focus on details for NAT traversal [19], native API [49], HIP-based
overlay networks (HIP-BONE) [50], and carrying certificates in the HIP base
exchange [51]. Several research drafts, such as the use of distributed hash tables
(DHTs) for HIT-based lookups and a HIP experiment report [52] are being pro-
gressed at the HIP Research Group at IRTF.

6.7 Summary

In this chapter, an overview of the Host Identity Protocol was presented. The
chapter discussed the need for a protocol such as HIP, the functional details of
the HIP architecture and protocol messages, its potential applications and key
advantages, and the current status of HIP’s adoption and standardization efforts.
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The Internet’s simple best-effort packet-switched architecture lies at the core of
its tremendous success and impact. Today, the Internet is firmly a commercial
medium involving numerous competitive service providers and content providers.
However, current Internet architecture neither allows (i) users to indicate their
value choices at sufficient granularity, nor (ii) providers to manage risks involved
in investment for new innovative quality-of-service (QoS) technologies and busi-
ness relationships with other providers as well as users. Currently, users can only
indicate their value choices at the access/link bandwidth level, not at the rout-
ing level. End-to-end (e2e) QoS contracts are possible today via virtual private
networks, but with static and long-term contracts. Further, an enterprise that
needs e2e capacity contracts between two arbitrary points on the Internet for a
short period of time has no way of expressing its needs.
We propose an Internet architecture that allows flexible, finer-grained,

dynamic contracting over multiple providers. With such capabilities, the Internet
itself will be viewed as a “contract-switched” [15] network beyond its current sta-
tus as a “packet-switched” network. A contract-switched architecture will enable
flexible and economically efficient management of risks and value flows in an
Internet characterized by many tussle points [4]. We view “contract-switching”
as a generalization of the packet-switching paradigm of the current Internet
architecture. For example, size of a packet can be considered as a special case
of the capacity of a contract to expire at a very short term, e.g., transmission
time of a packet. Similarly, time-to-live of packet-switching is roughly a special
case of the contract expiration in contract-switching. Thus, contract-switching is
a more general case of packet-switching with additional flexibility in terms of its
economics and carefully reduced technical flexibility due to scalability concerns
particularly at the routing level.
In this chapter, we report our recent work [15, 6] on contract-switching and a

sample intra-domain contracting scheme with bailouts and forwards. We describe
a contract-switching network architecture for flexible value flows for the future
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Internet, and for allowing sophisticated financial engineering tools to be employed
in managing the risks involved in composition of e2e QoS contracts. We concen-
trate on the design of our contract-switching framework in the context of multi-
domain QoS contracts. Our architecture allows such contracts to be dynamically
composable across space (i.e., across ISPs) and time (i.e., over longer timescales)
in a fully decentralized manner. Once such elementary instruments are available
and a method for determining their value is created (e.g., using secondary finan-
cial markets), ISPs can employ advanced pricing techniques for cost recovery,
and financial engineering tools to manage risks in establishment of e2e contracts
and performance guarantees for providers and users in specific market struc-
tures, e.g., oligopoly or monopoly. In particular, we investigate elementary QoS
contracts and service abstractions at micro (i.e., tens-of-minutes) or macro (i.e.,
hours or days) timescales. For macro-level operation over long timescales (i.e.,
several hours or days, potentially involving contracts among ISPs and end-users),
we envision a link-state like structure for computing e2e “contract routes.” Sim-
ilarly, to achieve micro-level operation with more flexibility over shorter time-
scales (i.e., tens of minutes, mainly involving contracts among ISPs), we envision
a Border Gateway Protocol (BGP) style path-vector contract routing.
Several QoS mechanisms have been adopted within single ISP domains, while

inter-domain QoS deployment has not become reality. Arguably the reasons for
this include the highly fragmented nature of the ISP market and the glut in
core optical capacity due to overinvestment and technological progress of the late
1990s. BGP routing convergence and routing instability issues [5] also contribute
to inter-domain performance uncertainties. Recent QoS research [10] clearly iden-
tified a lack of inter-domain business models and financial settlement methods,
and a need for flexible risk management mechanisms including insurance and
money-back-guarantees. Specifically, attempts to incorporate economic instru-
ments into inter-domain routing and to allow more economic inter-domain flexi-
bility to end-users [14] have surfaced. Our work directly focuses on these issues,
and also relates to the Internet pricing research [8, 16].
In Section 7.1, we define the essence of the contract-switching paradigm. Sec-

tion 7.2 details architectural characteristics and challenges of contract-switching.
Then, in Section 7.3, we provide the motivation and tools from financial engi-
neering that can be used for risk management in the Internet. We conclude in
Section 7.4 by summarizing the key ideas developed in this chapter.

7.1 Contract-switching paradigm

The essence of “contract-switching” is to use contracts as the key building block
for inter-domain networking. As shown in Figure 7.1, this increases the inter-
domain architecture flexibility by introducing more tussle points into the protocol
design. Especially, this paradigm will allow the much-needed revolutions in the
Internet protocol design: (i) inclusion of economic tools in the network layer
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Figure 7.1 Packet-switching introduced many more tussle points into the Internet
architecture by breaking the end-to-end circuits of circuit-switching into routable
datagrams. Contract-switching introduces even more tussle points at the edge/peering
points of domain boundaries by overlay contracts.

functions such as inter-domain routing (the current architecture only allows basic
connectivity information exchange), and (ii) management of risks involved in
QoS technology investments and participation in e2e QoS contract offerings by
allowing ISPs to potentially apply financial engineering methods.
In addition to these design opportunities, the contract-switching paradigm

introduces several research challenges. As the key building block, intra-domain
service abstractions call for the design of (i) single-domain edge-to-edge (g2g)
QoS contracts with performance guarantees, and (ii) nonlinear pricing schemes
geared towards cost recovery. Moving one level up, composition of e2e inter-
domain contracts poses a major research problem which we formulate as a “con-
tract routing” problem by using single-domain contracts as “contract links.”
Issues to be addressed include routing scalability, contract monitoring, and veri-
fication as the inter-domain context involves large-size effects and crossing trust
boundaries. Several economic tools can be used to remedy pricing, risk sharing,
and money-back problems of an ISP.

7.2 Architectural issues

Inclusion of concepts such as values and risks into the design of network routing
protocols poses various architectural research challenges. We propose to abstract
the point-to-point QoS services provided by each ISP as a set of “overlay con-
tracts” each being defined between peering points, i.e., ingress/egress points of
the ISP. By considering these overlay contracts as “contract links,” we envi-
sion a decentralized framework that composes an e2e contract from contracts
at each ISP hop. This is similar to a path made up of links, except that we
have “contracts” instead of links. Just like routing protocols are required for
actually creating e2e paths from links, we need “contract routing” to find an
inter-domain route that concatenates per-ISP contracts to compose an e2e path
and an associated e2e contract bundle.
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Figure 7.2 An illustrative scenario for link-state contract routing.

7.2.1 Dynamic contracting over peering points

We consider an ISP’s domain as an abstraction of multiple g2g contracts involv-
ing buyer’s traffic flowing from an ingress point to an egress point, i.e., from one
edge to another. Previous work showed that this kind of g2g dynamic contract-
ing can be done in a distributed manner with low costs [16]. Customers can only
access network core by making contracts with the provider stations placed at
the edge points. A key capability is that an ISP can advertise different prices for
each g2g contract it offers, where locally computed prices can be advertised with
information received from other stations.
Composition of better e2e paths requires flexibility in single-domain contract-

ing capabilities. In our design, we consider point-to-point g2g contracting capa-
bilities with unidirectional prices, which pose the question of “How should an ISP
price its g2g contracts?”. Though similar questions were asked in the literature
[16] for simple contracts, bailout forward contracts (BFCs) require new pricing
methodologies. Availability of such flexible g2g contracting provides the neces-
sary building blocks for composing e2e QoS paths if inter-domain contracting
is performed at sufficiently small timescales. This distributed contracting archi-
tecture gives more flexibility to users as well, e.g., users can potentially choose
various next-hop intermediate ISPs between two peering points that are involved
in users’ e2e paths [14].

7.2.2 Contract routing

Given contracts between peering points of ISPs, the “contract-routing” problem
involves discovering and composing e2e QoS-enabled contracts from per-ISP
contracts. We consider each potential contract to be advertised as a “contract
link” which can be used for e2e routing. Over such contract links, it is possible
to design link-state or BGP-style path-vector routing protocols that compose
e2e “contract paths.” ISPs (or service overlay network providers) providing e2e
services will need to be proactive in their long-term contracting and financial
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commitments and thus will need link-state style routing to satisfy this need.
It is also possible to achieve scalable BGP-style path-vector routing at short
timescales to accommodate on-demand dynamic user requests.

Macro-level operations: link-state contract routing
One version of inter-domain contract routing is link-state style with long-term
(i.e., hours or days) contract links. For each contract link, the ISP creates a
“contract-link-state” including various fields. We suggest that the major field
of a contract-link-state is the forward prices in the future as predicted by the
ISP now. Such contract-link-states are flooded to other ISPs. Each ISP will be
responsible for its flooded contract-link-state and therefore have to be proactively
measuring validity of its contract-link-state. This is very similar to the periodic
HELLO exchanges among OSPF routers. When remote ISPs obtain the flooded
contract-link-states, they can offer point-to-point and e2e contracts that may
cross multiple peering points. Though link-state routing was proposed in an
inter-domain context [3], our “contract links” are between peering points within
an ISP, and not between ISPs (see Figure 7.2).
To compute the e2e “contract paths,” ISPs perform a QoS-routing-like compu-

tation procedure to come up with source routes, and initiate a signaling protocol
to reserve these contracts. Figure 7.2 shows a sample scenario where link-state
contract routing takes place. There are three ISPs participating with five peering
points. For the sake of example, a contract-link-state includes five fields: Owner
ISP, Link, Term (i.e., the length of the offered contract link), Offered After (i.e.,
when the contract link will be available for use), and Price (i.e., the aggregate
price of the contract link including the whole term). The ISPs have the option
of advertising by flooding their contract-link-states among their peering points.
Each ISP has to maintain a contract-link-state routing table as shown in the
figure. Some of the contract-link-states will diminish in time, e.g., the link 1–3
offered by ISP A will be omitted from contract routing tables after 5 hrs and 15
mins. Given such a contract routing table, computation of “shortest” QoS con-
tracts involves various financial and technical decisions. Let’s say that the user
X (which can be another ISP or a network entity having an immediate access to
the peering point 1 of ISP A) wants to purchase a QoS contract from 1 to 5. The
ISP can offer various “shortest” QoS contracts. For example, the route 1–2–4–5
is the most cost-efficient contract path (i.e., (10Mb/s*2 hrs + 100Mb/s*3 hrs +
60Mb/s*24)/($10 + $110 + $250) = 27.2Mb/s*hr/$), while the 1–3–5 route is
better in terms of QoS. The ISPs can factor in their financial goals when calcu-
lating these “shortest” QoS contract paths. The 1–2–4–5 route gives a maximum
of 10Mb/s QoS offering capability from 1 to 5, and thus the ISP will have to sell
the other purchased contracts as part of other e2e contracts or negotiate with
each individual contract link owner. Similarly, the user X tries to maximize its
goals by selecting one of the offered QoS contracts to purchase from 1 to 5. Let’s
say that the ISP offers user X two options as: (i) using the route 1–2–4–5 with
10Mb/s capacity, 2 hrs term, starting in 5 hrs with a price $15, and (ii) using the
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Figure 7.3 Path-vector contract routing.

route 1–3–5 with 20Mb/s capacity, 1 hr term, starting in 30mins with a price
$6, and user X selects the 1–3–5 route. Then, the ISP starts a signaling protocol
to reserve the 1–3 and 3–5 contract links, and triggers the flooding of contract
link updates indicating the changes in the contract routing tables.
One issue that will arise if an ISP participates in many peering points

is the explosion in the number of “contract links,” which will trigger more
flooding messages into the link-state routing. However, the number of contract
links can be controlled by various scaling techniques, such as focusing only
on the longer-term contracts offered between the major peering points and
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aggregating contract-link-states “region-wise.” Also, in our proposed link-state
contract routing floods only need to be performed if there is a significant change
in contracting terms or in the internal ISP network conditions. However, in
traditional link-state routing, link-states are flooded periodically regardless if
any change has happened.

Micro-level operations: path-vector contract routing
To provide enough flexibility in capturing more dynamic technical and econom-
ical behaviors in the network, it is possible to design contract routing that
operates at short timescales, i.e., tens of minutes. This timescale is reasonable
as current inter-domain BGP routing operates with prefix changes and route
updates occurring at the order of a few minutes [11]. Further, an ISP might want
to advertise a spot price for a g2g contract to a subset of other ISPs instead of
flooding it to all. Similarly, a user might want to query a specific contracting capa-
bility for a short term and involving various policy factors. Such on-demand reac-
tive requests cannot be adequately addressed by the link-state contract routing.
Just like BGP composes paths, e2e contract paths can be calculated in an on-

demand lazy manner. In our design, each ISP has the option of initiating contract
path calculations by advertising its contract links to its neighbors. Depending
on various technical, financial, or policy factors, those neighbors may or may not
use these contracts in composing a two-hop contract path. If they do, then they
advertise a two-hop contract path to their neighbors. This path-vector compo-
sition process continues as long as there are participating ISPs in the contract
paths. Users or ISPs receiving these contract paths will have the choice of using
them or leaving them to invalidation by the time the contract path term expires.
Provider initiates: Figure 7.3(a) shows an example scenario where a provider

initiates contract-path-vector calculation. An ISP C announces two short-term
contract-path-vectors at peering points 3 and 4. The ISPs B and A decide
whether or not to participate in these contract-path-vectors, possibly with addi-
tional constraints. For example, ISP B reduces the capacity of the initial path-
vector to 20Mb/s and increases its price to $11. Though each ISP can apply
various price calculations, in this example ISP B adds $5 for its own contract
link 2–4 on top of the price of the corresponding portion (i.e., $9*20/30 = $6)
of the contract link 4–5 coming from ISP C. Similarly, ISP A constrains the
two contract-path-vector announcements from ISPs B and C at peering points
2 and 3 respectively. Then, ISP A offers the two contract-path-vectors to the
user X, who may choose to use the 1–5 short-term QoS path. In this path-vector
computation scheme, whenever an ISP participates in a contract it will have to
commit the resources needed for it, so that the users receiving the contract path
announcements will have assurance in the e2e contract. Therefore, ISPs will have
to decide carefully as potential security and trust issues will play a role. This
game theoretic design exists in the current BGP inter-domain routing. In BGP,
each ISP decides which route announcements to accept for composing its routes
depending on policy, trust, and technical performance.
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User initiates: Users may query for an e2e short-term contract path with
specific QoS parameters which do not exist in the currently available path-vector.
This kind of design can potentially allow involvement of end-users in the process
depending on the application-specific needs. For example, in Figure 7.3(b), user X
initiates a path-vector calculation by broadcasting a “contract-path request” to
destination 5 with a capacity range 10–30Mb/s, term range 15–45mins with up
to $10 of total cost. This contract-path request gets forwarded along the peering
points where participating ISPs add more constraints to the initial constraints
identified by the user X. For example, ISP B narrows the term range from 15–
30mins to 20–30mins and the capacity range from 15–30Mb/s to 15–20Mb/s
while deducting $4 for the 2–4 contract link of its own from the leftover budget of
$8. Such participating middle ISPs have to apply various strategies in identifying
the way they participate in these path-vector calculations. Once ISP C receives
the contract-path requests, it sends a reply back to user X with specific contract-
path-vectors. The user X then may choose to buy these contracts from 1 to 5
and necessary reservations will be done through more signaling.

7.3 A contract link: bailouts and forwards

From a services perspective, one can define a contract as an embedding of three
major flexibilities [6] in addition to the contracting entities (i.e., buyer and seller):
(i) performance component, (ii) financial component, and (iii) time component.
The performance component of a contract can include QoS metrics such as delay
or packet loss to be achieved. The financial component of a contract include
various fields to aid financial decisions of the entities related with value and
risk tradeoffs of the contract. The basic fields can be various prices, e.g., spot,
forward, and usage-based. Interesting financial component fields can be designed
to address financial security and viability of the contract, e.g., whether or not
the contract is insured or has money-back guarantees. The time component can
include operational time-stamp (e.g., contract duration, insured period when
money-back guarantee expires) which are useful for both technical decisions by
network protocols and economic decisions by the contracting entities. Note that
all the three components operate over an aggregation of several packets instead of
a single packet. For the potential scalability issues, this is the right granularity
for embedding economic tools into network protocols rather than at the finer
granularity of packet level, e.g., per-packet pricing.
In this section, we first formally define a forward contract and a BFC, and

then present mathematical formalization for determining the price of a bailout
forward contract (BFC) [6]. A bailout forward is useful for a provider since it
eliminates the risk of demand for bandwidth in the future without imposing
a binding obligation to meet the contract if the network cannot support it. A
customer of a bailout forward contract locks in the bandwidth required in future,
but obtains the bandwidth at a discount. The discount is provided since the
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customer shares the risk of the scenario that if the network is congested at the
future time, the contracted bandwidth may not be delivered due to the bailout
clause. The customer may choose not to purchase a forward, but in that case runs
the risk of not being able to obtain the necessary bandwidth at the future time
due to congestion or price reasons. Therefore, constructing and offering bailout
forwards is beneficial for both providers and customers.

7.3.1 Bailout forward contract (BFC)

A forward contract is an obligation for delivering a (well-defined) commodity (or
service) at a future time at a predetermined price – known as the ‘Forward Price’.
Other specifications of the contract are Quality Specification and Duration (start
time – Ti, and end time – Te, for the delivery of a timed service).
In the case of a capacitated resource underlying a forward contract, restrictions

may be necessary on what can be guaranteed for delivery in future. A key factor
that defines the capacity of the resource is used to define the restriction. A bailout
clause added to the forward contract releases the provider from the obligation of
delivering the service if the bailout clause is activated, i.e., the key factor defining
the capacity rises to a level making delivery of the service infeasible. A setup is
essential for the two contracting parties to transparently observe the activation
of the bailout clause in order for the commoditization of the forward contract
and elimination of moral hazard issues. The forward price associated with a
bailout forward contract takes into account the fact that in certain scenarios the
contract will cease to be obligatory.
Creation and pricing of a bailout forward contract on a capacitated resource

allows for risk segmentation and management of future uncertainties in demand
and supply of the resource. Contracts are written on future excess capacity at
a certain price, the forward price, thus guaranteeing utilization of this capacity;
however, if the capacity is unavailable at the future time, the bailout clause
allows a bailout. Therefore, it hedges the precise segment of risk. The price of
the bailout forward reflects this.

7.3.2 Formalization for pricing a bailout forward contract (BFC)

For pricing a bailout forward, we first need to define the price of spot contracts
on which the forward is defined. The spot prices reflect present utilization of
the network and price the contract using a nonlinear pricing kernel to promote
utilization and cost recovery. The risks underlying the spot contract prices are
key determinants for formulating the pricing framework for the bailout forward
contract. Appropriate modeling abstractions are necessary.
In our “contract” abstraction of the network, a contract is defined unidirection-

ally between two endpoints in the network (between an ingress edge point and
an egress edge point, in case of a single domain) instead of the traditional point-
to-anywhere contracting scheme of the Internet. We model the time-dependent
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demand for the spot contract, µt, and the available capacity on this contract,
At, where µt < At. Price of the spot contract is a nonlinear transformation,
St = P (µt, At). A predictive model for At is used as the bailout factor to define
the bailout condition and to price the BFCs. Therefore, the forward price, Ft,
is a function of the spot contract price, predicted future available capacity, and
parameters that define the bailout term.
We model the time-dependent demand for the spot contract as follows:

dµt = γ(m− µt)dt+ b1µt dW 1
t , (7.1)

and the available capacity on the contract path as

dAt = β(A−At)dt+ b2At dW 2
t , (7.2)

where the two Wiener processes (W 1
t and W

2
t ) are taken to be uncorrelated.

Parameters in the evolution equations include the long-run mean, m and A, the
volatility constants, b1 and b2, and γ and β are rate of reversion to the long-run
mean.
A specific choice of demand profile results in the spot price being the following

function of µt and At:

St = P
(
µt
At

)
=

∫ µt/At

0
p(q)dq, (7.3)

where p(q) is the nonlinear pricing kernel, obtained as

p

(
µt
At

)
=
c+ (1− µt/At)× α

1 + α
. (7.4)

Parameters c and α are the marginal cost and the Ramsey number, respectively.
The Ramsey number captures the extent of monopoly power the provider is able
to exert [13], where α = 0 corresponds to a perfect competition, and marginal
price is the marginal cost. If f(St, t) is the price of a bailout forward at some time
t, then by the standard derivative pricing derivation for any derivative defined
on the spot contract, St, gives that f(St, t) should satisfy the following partial
differential equation

∂f

∂t
+
1
2
p2

(
µt
At

) (
b21
µ2
t

A2
t

+ b22A
2
t

)
∂2f

∂S2 +
∂f

∂St
rSt − rf = 0, (7.5)

together with the end condition

f(ST , T ) = (ST − F )I{AT>Th}, (7.6)

where T is the time of delivery of service in future, F is the forward price, and
I is the indicator function for no bailout defined in terms of a threshold level,
Th [12]. The r in the partial differential equation is the short-term, risk-free
interest rate. The solution of the above equation is obtained as follows:

f(S0, 0) = E[e−rT (ST − F )I{AT>Th}]. (7.7)
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Since initially there are no payments, only the forward price is determined, we
obtain the forward price, F , by equating the above equation to zero and solving
for F ,

F =
1

P (AT > Th)
E[ST I{AT>Th}], (7.8)

where St in the risk-neutral world evolves by the process

dSt = rSt dt+ p
(
µt
At

)
b1µt
At

dW 1
t − p

(
µt
At

)
b2µt
At

dW 2
t . (7.9)

Multiple edge-to-edge (g2g) BFC definition and management
To capture a realistic network topology, we will need to generalize from a single
g2g contract abstraction of the network to a set of g2g contracts. In the “multiple
contracts” abstraction that we describe next, we model the pairwise interaction
of available capacities of g2g contracts to denote the intensity of overlap between
the contracts. In this abstraction, the time-dependent demand for spot contract
on each contract is modeled by µit, the available capacity on each contract is
modeled by Ait, and the price of the spot contract is a nonlinear transformation,
Sit = f(µ

i
t, A

i
t). The key difference in models used in the single g2g contract link

case is the intensity of overlap, ρijt , which models the correlation between the
contracts. The predictive model for Ait, used as the bailout factor to define and
price the BFCs on each g2g path of the network, utilizes the intensity of overlap
as follows:

dAit = β
i(A

i −Ait)dt+ bi2Ait dW 2i
t , (7.10)

where the intensity of overlap describing the correlation between available capac-
ity on each g2g path is captured by correlation between the driving Wiener
processes as

dW 2i dW 2j = ρij dt, (7.11)

where ρij is the intensity of overlap describing the shared resources between
path i and path j. As before, A

i
is the long-run mean, bi2 is the volatility constant,

and βi is the rate of reversion to the long-run mean.
With the rest of the derivation as before, we obtain the forward price for

contract link i, F i, to be as follows:

F =
1

P (AiT > Thi)
E[SiT I{Ai

T>Th
i}], (7.12)

where Sit in the risk-neutral world evolves by the process

dSit = rS
i
tdt+ p

(
µit
Ait

)
bi1µ

i
t

Ait
dW 1i

t − p
(
µit
Ait

)
bi2µ

i
t

Ait
dW 2i

t . (7.13)

Therefore, the forward price of a g2g path is modified to the extent the evolution
characteristic of Ait is affected by variability in the available capacity in other
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g2g paths. To evaluate the risk involved in advertising a particular g2g contract,
knowledge of the interactions among crossing flows within the underlying network
is crucial. As discussed before, we develop our multiple g2g BFC terms based on
the assumption that an intensity of overlap, ρij , abstractly models the correlation
between flows i and j. High correlation means that flows i and j are tightly
coupled and share more of the network resources on their paths.
We model the correlation between flows i and j as

ρij = Ulink ×
(

τi
τi + τj

)
,

where τk is the portion of bandwidth that flow k can have according to maxmin
fair share among all flows passing through the common bottleneck link, and Ulink
is the utilization of the bottleneck link. Note that this formula takes into account
the asymmetric characteristic of overlaps arising due to the unequal amounts of
traffic that flows generate. The maxmin bandwidth share can be calculated using
well-known techniques like the “bottleneck” algorithm described in [2].

7.3.3 Bailout forward contract (BFC) performance evaluation

Our performance study attempts to reveal answers to the following questions:

• Robustness of g2g BFCs: What is the probability that a g2g BFC will break
due to a link/node failure in the ISP’s network?

• Efficiency of network QoS: There is a tradeoff between the risk undertaken to
provide a better service (e.g., longer contracts with larger capacity promise)
and the loss of monetary benefit due to bailouts. In comparison to simple
contracting, what are the additional expected revenues, profits, or losses of
the ISP due to BFCs?

Network model
In our experimental setup, we first devise a realistic network model with router-
level ISP topologies obtained from Rocketfuel [9], shortest-path intra-domain
routing, and a gravity-based traffic matrix estimation. We assume that the QoS
metric of BFCs is the g2g capacity. We focus on developing our network model
to reflect a typical ISP’s backbone network. We first calculate a routing matrix
R for the ISP network from the link weight information, using the shortest path
algorithm. With a realistic traffic matrix T , we can then calculate the traffic
load pertaining to individual links by taking the product of T and R. We use
this realistic network model to identify a demand (i.e., µ) and supply (i.e., A)
model, which we use to develop multiple g2g BFCs.
We obtain the topology information (except the link capacity estimation) from

the Rocketfuel [9] data repository which provides router-level topology data for
six ISPs: Abovenet, Ebone, Exodus, Sprintlink, Telstra, and Tiscali. We updated
the original Rocketfuel topologies such that all nodes within a PoP (assuming
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that a city is a PoP) are connected with each other by adding links to construct
at least a ring among routers in the same PoP. We estimated the capacity of
the links between routers i and j as Ci,j = Cj,i = κ[max(di, dj)] where di, dj are
the BFS (breadth-first-search) distances of nodes i,j, when the minimum-degree
router in the topology is chosen as the root of the BFS tree, and κ is a decreasing
vector of conventional link capacities.
We choose κ[1] = 40Gb/s, κ[2] = 10Gb/s, κ[3] = 2.5Gb/s, κ[4] = 620Mb/s,

κ[5] = 155Mb/s, κ[6] = 45Mb/s, and κ[7] = 10Mb/s. The intuition behind this
BFS-based method is that an ISP’s network would have higher capacity and
higher degree links towards the center of its topology.
To construct a reasonable traffic matrix, we first identify the edge routers from

the Rocketfuel topologies by picking the routers with smaller degree or longer
distance from the center of the topology. To do so, for each of the Rocketfuel
topologies, we identified Degree Threshold and BFS Distance Threshold values
so that the number of edge routers corresponds to 75–80 percent of the nodes
in the topology. We then use gravity models [7] to construct a feasible traffic
matrix composed of g2g flows. The essence of the gravity model is that the
traffic between two routers should be proportional to the multiplication of the
populations of the two cities where the routers are located. We used CIESIN [1]
dataset to calculate the city populations, and generated the traffic matrices such
that they yield a power-law behavior in the flow rates as was studied earlier [7].

Model analysis
In the Rocketfuel’s Exodus topology, we used data for a total of 372 g2g paths
to calibrate the mathematical model for developing the definition and pricing
of BFCs. It is possible to apply the price analysis to a much larger set of g2g
paths; however, we select a relatively smaller set of paths for ease of presentation.
For these paths, we use summary statistics for available capacity and demanded
bandwidth, such as means and standard deviations, to calibrate the models.
We begin our model-based analysis of the BFC framework by analyzing single

g2g paths. For a single g2g path, we display sample paths for evolution of avail-
able capacity, demanded bandwidth, price of the spot contracts in panels (i)–(iii)
of Figure 7.4. Based on a calibrated model for demand, available capacity and
spot prices given by the derivation of Section 7.3.2, we determine the price of
BFCs for a range of choice of the thresholds defining the bailout. The probability
of bailout, plotted in panel (iv) of Figure 7.4, shows an increasing trend with an
increasing threshold level, as expected. The thresholds are defined in terms of a
low percentile of the distribution of available capacity.
We report price of the BFC for a sample of five g2g paths in Figure 7.5,

determined within the single g2g framework of Section 7.3.2. The BFC delivers
service five days in the future with the threshold for bailout set at 15th percentile
of available capacity. The objective in this display is to indicate how the forward
prices compare with the spot contract prices. On average the forward prices
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Figure 7.4 (i) One sample demand evolution for the next 5 days; (ii) Available
capacity evolution for next 5 days; (iii) Price of spot contract; (iv) Probability of
bailout as function of Threshold.

Link Forward Prices E[ST] Prob{ST>F} Prob{AT<Th}
1 0.20609 0.20305 0.502 0.09
2 0.27162 0.24982 0.449 0.065
3 0.21293 0.21213 0.486 0.079
4 0.25039 0.24825 0.477 0.094
5 0.22177 0.21211 0.465 0.093

Th = 15%

Figure 7.5 Sample BFC prices for five g2g paths.

remain slightly above the spot price at maturity; however, the risk in future
spot prices entails that the forward prices will be below future spot prices by
a probability exceeding 45 percent (see the 4th column in Figure 7.5). We also
indicate for these five g2g paths, the probability of BFCs to bailout in the last
column. For these paths, the probability of bailout is well bounded by 10 percent.
We next implement the multiple g2g path framework for BFC pricing to ana-

lyze the effect of interaction between paths captured in terms of the intensity of
overlap, ρij . The forward price of a set of 372 paths is determined and plotted
in a histogram in Figure 7.6(a). As the histogram suggests, although there is
variability in forward prices across the set of paths, many of the paths pick a
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Figure 7.6 1000 simulations of 372 g2g BFC paths: (a) Histogram of forward prices;
(b) Histogram for bailout fraction.

forward price in a similar range, in this case approximately around 0.25. This
suggests that a unique forward price for each of the thousands of g2g paths in a
topology may be an overkill, and hence, directs us to a much desired simplicity
in the forward pricing structure.
Bailout characteristic is the next important feature to study to evaluate the

BFC framework. We plot the fraction of 372 g2g paths bailing out in 1000 runs
of simulation in a histogram in Figure 7.6(b). The mean fraction of g2g paths
bailing out from this histogram is 0.16403, or 16.4 percent. To highlight which
specific paths bail out in these simulation runs, we also plot the number of times
each link bails out in the 1000 runs of simulation in Figure 7.7(a). There are
a few paths that clearly stand out in bailing out most frequently, marking the
“skyline,” while most of the paths cluster in the bottom. Another important
measure of performance is how much revenue is lost when the BFC on a g2g
path bails out. This is shown also by each g2g link in Figure 7.7(b). Clearly, the
pattern of clusters here will be similar to Figure 7.7(a), however the height of
the bars is a function of the forward price of each g2g path and how frequently
it bailed out in the runs of simulation.

Network analysis
In the previous subsection we showed how our multiple g2g BFC definitions can
perform when traffic demand and g2g available capacity processes change. We
studied the performance under three different failure modes, each corresponding
to a major link failure in the Exodus topology.
To test the viability of our BFC definitions, we evaluate the performance of our

BFCs when a failure happens in the underlying network, i.e., Exodus. Specifically,
we take the baseline BFC definition and identify the fraction of g2g BFCs getting
invalidated (i.e., to be bailed out) due to a link failure in the underlying network
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Figure 7.7 1000 simulations of 372 g2g BFC paths: (a) The number of times each BFC
path fails; (b) The amount of revenue lost for each path failure.
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Figure 7.8 Histogram of the fraction of g2g paths bailing out after a link failure in the
Exodus network. The average fraction of bailed out BFCs is 27.6 percent.

topology. Notice that this analysis conservatively assumes no a-priori knowledge
of the failure scenarios.
To perform the analysis we take down each link of the Exodus topology one

by one. After each link failure, we determine the effective g2g capacity each BFC
will be able to get based on maxmin fair share (and equal share with the excess
capacity). We then compare this effective g2g capacity with the bailout capacity
thresholds identified for each g2g BFC. Figure 7.8 shows the distribution of the
fraction of bailed out BFCs after a link failure in the Exodus network. The
distribution roughly follows a similar pattern observed in Figure 7.6(b) which
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was obtained under a dynamic demand-capacity pattern. The results clearly
show that our abstraction of intensity of overlap can be practically used to ease
the process of pricing multiple g2g BFCs. This is also evident from the average
bailout fraction being close to the one we obtained from the model analysis,
i.e., 16.4 percent. Another key observation here is that our multiple g2g BFC
definitions are pretty robust and can survive even over a very hub-and-spoke
network topology such as Exodus’.
The reason why our network analysis results in an approximately 11 percent

higher bailout rate is due to the fact that intensity of overlap abstraction does
leave out some of the realistic situations for the sake of easing the multiple
g2g BFC pricing computations. One reasonable strategy to follow can be to
define BFC terms with more conservative values than the ones obtained based
on intensity of overlap approximations.

7.4 Summary

The current Internet architecture needs increased flexibility in realizing value
flows and managing risks involved in inter-domain relationships. To enable such
flexibility, we outlined the contract-switching paradigm that promotes using
contracts overlaid on packet-switching intra-domain networks. In comparison
to packet-switching, contract-switching introduces more tussle points into the
architecture. By routing over contracts, we showed that economic flexibility can
be embedded into the inter-domain routing protocol designs and this framework
can be used to compose e2e QoS-enabled contract paths. Within such a “con-
tract routing” framework, we also argued that financial engineering techniques
can be used to manage risks involved in inter-domain business relationships.
Since e2e contracts can be composed by concatenating multiple single-domain
g2g contracts, we discussed the fundamental pricing and risk management princi-
ples that must guide g2g contracting, including the notions of forward contracts
and bailout options. In the proposed contracting mechanism, a network service
provider can enter into forward bandwidth contracts with its customers, while
reserving the right to bail out (for a predetermined penalty) in case capacity
becomes unavailable at service delivery time. The proposed risk-neutral con-
tract pricing mechanism allows the ISPs to appropriately manage risks in offer-
ing and managing these contracts. In the proposed architecture, providers can
advertise different prices for different g2g paths, thereby providing significantly
increased flexibility over the current point-to-anywhere prices. Experimentations
on a Rocketfuel-based realistic topology shows that our g2g bailout contracting
mechanism is quite robust to individual link failures in terms of the bailout
fraction and revenue lost.
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8.1 Introduction

The last decade has seen some dramatic changes in the demands placed on core
networks. Data has permanently replaced voice as the dominant traffic unit. The
growth of applications like file sharing and storage area networking took many by
surprise. Video distribution, a relatively old application, is now being delivered
via packet technology, changing traffic profiles even for traditional services.
The shift in dominance from voice to data traffic has many consequences.

In the data world, applications, hardware, and software change rapidly. We are
seeing an unprecedented unpredictability and variability in traffic patterns. This
means network operators must maintain an infrastructure that quickly adapts
to changing subscriber demands, and contain infrastructure costs by efficiently
applying network resources to meet those demands.
Current core network transport equipment supports high-capacity global-scale

core networks by relying on higher speed interfaces such as 40 and 100 Gb/s. This
is necessary but in and of itself not sufficient. Today, it takes considerable time
and human involvement to provision a core network to accommodate new service
demands or exploit new resources. Agile, autonomous, resource management is
imperative for the next-generation network.
Today’s core network architectures are based on static point-to-point trans-

port infrastructure. Higher-layer services are isolated within their place in the
traditional Open Systems Interconnection (OSI) network stack. While the stack
has clear benefits in collecting conceptually similar functions into layers and
invoking a service model between them, stovepiped management has resulted
in multiple parallel networks within a single network operator’s infrastructure.

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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Such an architecture is expensive to build and operate, and is not well-suited to
reacting quickly to variable traffic and service types. This has caused the network
operators to call for “network convergence” to save operational and capital costs.
In the area of traffic engineering and provisioning, IP services now dominate

core network traffic, but IP networks utilize stateless per-node forwarding – costly
at high data rates, prone to jitter and packet loss, and ill-suited to global opti-
mization. Layer 2 switching mechanisms are better by some measures but lack
fast signaling. Generalized multi-protocol label switching (GMPLS) attempts
layer 2 and 3 coordination but is not yet mature enough for optical layer 1 and
shared protection over wide areas. Today’s SONET 1+1 method of provisioning
protected routes for critical services consumes excessive resources, driving down
utilization, increasing cost, and limiting the use of route protection.
Thus, network operators are looking to integrate multiple L1–L2 functions

to reduce cost and minimize space and power requirements. They also aim
to minimize the costly equipment (router ports, transponders, etc.) in the
network by maximizing bypass at the lowest layer possible. To allow maximum
flexibility for unpredictable services, they require a control plane that supports
dynamic resource provisioning across the layers to support scalable service
rates and multiple services, e.g., Time Division Multiplexing (TDM), Storage
Area Networking (SAN), and IP services. Such a control plane also enables
automated service activation and dynamic bandwidth adjustments, reducing
both operational and capital costs.
Surmounting these challenges requires a re-thinking of core network architec-

tures to overcome the limitations of existing approaches, and leverage emerging
technologies. In response to these challenges, the US Defense Advanced Research
Projects Agency (DARPA) created the Dynamic Multi-Terabit Core Optical
Networks: Architecture, Protocols, Control and Management (CORONET)
program with the objective of revolutionizing the operation, performance, sur-
vivability, and security of the United States’ global IP-based inter-networking
infrastructure through improved architecture, protocols, and control and
management software. CORONET envisions an IP (with Multi-Protocol Label
Switching (MPLS)) over Wavelength Division Multiplexing (WDM) architec-
ture on global scale. The target network includes 100 nodes, has aggregate
network demands of between 20 and 100 Tb/s using up to 100 40 or 100 Gb/s
wavelengths per fiber (higher demand uses higher capacity waves), and supports
a mix of full wavelength and IP services.
The network is highly dynamic with very fast service setup and teardown.

A key CORONET metric in this regard is very fast service setup (VFSS) in
less than 50 ms + round-trip time. There are also fast services (FSS) with 2
second setup requirements, scheduled services and semi-permanent services. The
IP traffic includes both best effort and guaranteed IP services with a variety
of granularities as low as 10 Mb/s per flow. The network must be resilient to
multiple concurrent network failures, with double- and triple-protected traffic
classes in addition to singly protected and unprotected services. Restoration
of services is enacted within 50 ms + round-trip time. To ensure efficiency in
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handling protected traffic, CORONET specifies a metric, B/W , where B is the
amount of network capacity reserved for protected services and measured in
wavelength-km, andW is the total working network capacity, also in wavelength-
km. B/W must be less than 0.75 for the CONUS-based traffic in the CORONET
target network.
In this chapter, we present PHAROS (Petabit/s Highly-Agile Robust Optical

System) – an architectural framework for next-generation core networks that
meets the aggressive CORONET objectives and metrics. Through its framework,
optimization algorithms, and control plane protocols, the PHAROS architecture:

• substantially improves upon today’s 30-day provisioning cycle with its auto-
mated systems to provide less than 50 ms + round-trip time in the fastest
case;

• replaces opaque, stovepiped layer 1, 2, and 3 management systems with acces-
sible administration;

• qualitatively improves the tradeoff between fast service setup and network
efficiency; and

• assures network survivability with minimal pools of reserved (and therefore
normally unused) capacity.

The CORONET program is the first program to explore control and man-
agement solutions that support services across global core network dimension
with 50-ms-class setup time, and also to respond to multiple network failures
in this time frame. The PHAROS architecture is designed in response to that
challenge. The PHAROS architecture has been designed with awareness of cur-
rent commercial core network practice and the practical constraints on core net-
work evolution. The design of PHAROS also includes support for asymmetric
demands, multicast communications, and cross-domain services, where a domain
is a network or set of networks under common administrative control.
PHAROS aims to build upon recent research that highlights intelligent groom-

ing to maximize optical bypass to reduce core network costs [1, 2, 3, 4, 5,
6, 7, 8]. The program also exploits the use of optical reconfiguration to pro-
vide bandwidth-efficient network equipment that responds gracefully to traffic
changes and unexpected network outages [9, 10, 11].
While a large body of work exists on several exciting research problems in

next-generation networks, our focus in this chapter is on the system architecture
– how we can leverage individual solutions and clever breakthroughs in transport
and switching from a signaling, control and management perspective in order to
hasten deployment. We therefore see PHAROS as a bridge between the state of
art in research and the next-generation deployed system.
Architecting any system requires selecting choices within a tradeoff space. In

this chapter, we not only describe the choices we made, but in many cases, we
also discuss the alternatives, their pros and cons and the reasons for our choice.
We hope this gives the reader a flavor of the typical strategies in this space, and
an appreciation of how requirements drive the choice.
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The remainder of this chapter is organized as follows. After surveying back-
ground work, we begin with an overview of the PHAROS architecture. Follow-
ing that we describe three key components of PHAROS, namely, the cross-layer
resource allocation algorithm (Section 8.4), the signaling system (Section 8.5),
and the core node implementation (Section 8.6). Finally, we give some prelimi-
nary results on performance estimation.

8.2 Background

We briefly survey prior work on some of the topics discussed in this chap-
ter, namely, path computation, protection, and node architectures. Unlike IP
networks, path computation in optical networks involves computation of work-
ing and protection bi-paths. Approaches can be classified by the nature of the
required paths (e.g., node-disjoint, link-disjoint, k-shortest), the order for com-
puting them (e.g., primary-then-protection vs. joint-selection), and the cost asso-
ciated with each path. Some works include [12, 13]. Our approach is a hybrid
one and uses the concept of joint or shared protection.
The various levels of protection defined for different traffic demands in a core

optical network, along with the low-backup-capacity targets, motivate the use of
shared-protection schemes for this application. Such techniques fall into broad
categories of the various computational and graph-theoretic approaches: con-
strained shortest paths [14], cycle covers [15], and ILP formulations like the
p-cycles [16]. As these techniques can guarantee only single protection for all the
flows, they would have to be augmented to guarantee double or triple protection
for the set of flows that require it. In this chapter, we have outlined the prelim-
inary formulation of a shared-mesh-protection algorithm based on virtual links
and jointly protected sets that deliver double- and triple-protection services.
The sophistication of optical-network-node architectures has risen as the state

of the art for the optical components within these nodes has advanced. Recent
advances in optical-switch reliability and functionality, along with the size of the
available switch fabrics, have motivated node architectures that allow such mul-
tiple functionalities as reconfigurable add/drop, regeneration, and wavelength
conversion [17]. The cost, power, size, and reliability calculations for these differ-
ent implementations are highly technology-dependent and are changing rapidly
as new technologies are transitioned into the commercial market. As a result of
this rapidly changing trade-space, we have chosen to remain agnostic to the exact
switch architecture in our nodes, a feature we discuss further in the next section.

8.3 PHAROS architecture: an overview

In designing the PHAROS system, we were guided by some high-level principles
and tenets, such as technology-agnosticism, fault-tolerance, global optimizations,
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Figure 8.1 Multi-level topology abstractions make PHAROS technology-agnostic.

etc. These motivated some innovations such as topology abstractions, triangula-
tion, etc. In this section, we first discuss these principles guiding our architecture,
along with features associated with them. We then give a brief overview of the
logical functional blocks and their roles.
A basic tenet of the PHAROS architecture is a technology-agnostic design that

maximizes bypass to achieve lower cost-per-bit core network services and accom-
modates future generations of switch technology for long-term graceful capacity
scaling. Current systems employ some degree of abstraction in managing network
resources, using interface adapters that expose a suite of high-level parameters
describing the functionality of a node. Such adapters, however, run the twin risks
of obscuring key blocking and contention constraints for a specific node imple-
mentation, and/or tying their interfaces (and the systems resource management
algorithms) too tightly to a given technology.
The PHAROS system avoids both of these problems by using topology abstrac-

tions – abstract topological representations for all levels of the network. The
representations extend down to an abstract network model of the essential con-
tention structure of a node, as illustrated in Figure 8.1, and extend upward to
address successive (virtual) levels of functionality across the entire network.
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With a uniform approach, common to all levels of resource representation
and allocation, PHAROS accurately exploits the capabilities of all network ele-
ments, while remaining independent of the switching technology. At the signal-
ing and control level, the PHAROS architecture also provides a set of common
mechanisms for its own internal management functions (such as verification and
failover); these mechanisms provide significant architectural immunity to changes
in the technologies used in implementing specific PHAROS functional compo-
nents.
The PHAROS architecture uses multi-level topological abstractions to achieve

global multi-dimensional optimization, that is, efficient integrated resource opti-
mization over the fundamental dimensions of network management: network
extent, technology levels, route protection, and timescales. Abstraction allows
a given request to be optimized across the network, simultaneously trading off
costs of resources within individual network levels as well as the costs of transit
between levels (such as the optical–electrical boundary). Resources of all lev-
els can be considered, including wavelengths, timeslots, grooming ports, and IP
capacity.
PHAROS optimization unites analysis of the resources needed to deliver the

service with any resources required for protection against network element fail-
ures. Protection resources (at all levels) are allocated in conjunction with the
resources required by other demands and their protection, achieving dramatic
reductions in the total resources required for protection (the CORONET B/W
metric). Our optimization design allows PHAROS to unify the handling of
demand timescales, exploiting current, historical, and predicted future resource
availability and consumption. Timescales are also addressed by the overall
PHAROS resource management strategy, which selects mechanisms to support
available time constraints: for example, PHAROS employs pre-calculation and
tailored signaling strategies for very fast service setup; selects topology abstrac-
tions to perform more-extensive on-demand optimization where feasible; and
evaluates long-term performance out of the critical path to enable rebalancing
and improve the efficiency of the on-demand optimizations.
Finally, the PHAROS architecture achieves a high degree of fault-tolerance by

using a design construct that combines redundancy and cross-checking in a flex-
ible way to mitigate single point of failure and corrupt behavior in a Cross-layer
Resource Allocator (CRA), a critical component of the PHAROS architecture
described in Section 8.4. This design construct, which we refer to as triangula-
tion, pairs up the consumer of the CRA function (typically a network element
controller) with a “primary” and a “verify CRA.” The verify CRA checks that
the primary CRA is performing correctly, and corrupt behavior can be detected
by using appropriate protocols amongst the consumer and the primary and verify
CRAs.
PHAROS is a system that dynamically applies network resources to satisfy

subscriber requests in an efficient and timely manner. It can be applied to a
broad range of service models, topologies, and network technologies. Such broad
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Figure 8.2 Functional components comprising the PHAROS system.

applicability is possible because our high-level architecture remains technology-
agnostic; the benefit is that PHAROS can provide new capabilities and services
whether they entail working with legacy infrastructures or with technologies not
yet envisioned.
The PHAROS functional architecture separates governance, decision making,

and action, streamlining the insertion of new services and technologies. The
relationships among these roles are summarized in Figure 8.2.
The governance role is critical for correct operation but is not time-critical.

Governance establishes policy and reaction on a human timescale. It is not on
the critical path for service instantiations. The network management system
(NMS), described further below, is the primary repository of non-volatile gov-
ernance information and the primary interface between human operators and
the network. For the human operator, PHAROS maintains the functionality of
a single, coherent network-wide NMS; this functionality is robustly realized by
an underlying multiple-agent implementation.
The decision role is the application of policy to meeting subscriber service

requests, and is therefore highly time-critical. That is, the role lies in the critical
path for realizing each service request on demand: the decision process is applied
to each subscriber service request to create directives for control of network
resources. The cross-layer-resource allocator (CRA) function, described further
in the next section, is the primary owner of the decision process. Because of
the critical contribution of the decision role to the network’s speed, efficiency,
and resilience, the CRA function is implemented by a distributed hierarchy of
CRA instances. In conjunction with our mechanisms for scoping, verification,
and failover, the instance hierarchy autonomously sustains our unitary strategy
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for resource management: each service request and each network resource within
a domain is managed by exactly one CRA instance at any point in time, with a
dynamic choice of the particular CRA instance. The result is globally consistent
resource allocation, with consistently fast service setup.
The action role implements the decisions made in the decision role. It is a time-

critical function. The responsibility of the action role is limited to implementing
directives. The network element controllers (NECs), described in a later section,
are the primary architectural components responsible for this role.
Our approach allows network operators to take advantage of technological

improvements and emerging service models to meet the increasing requirements
of their subscribers’ applications. The governance function controls the behavior
of the PHAROS system, establishing those actions and parameters that will be
performed automatically and those that require human intervention. The deci-
sion function applies these policies to effectively allocate resources to meet real-
time subscriber service requests. The action function implements the decisions
quickly, reporting any changes in the state of the system.

8.4 Resource allocation

We begin with a discussion of possible resource allocation strategies and describe
our approach. In Section 8.4.2 we discuss means of protecting allocated resources
from failure. To be agile, we use the concept of “playbooks” described in Sec-
tion 8.4.3. We conclude in Section 8.4.4 with a short description of our “groom-
ing” approach for increasing resource utilization.

8.4.1 Resource management strategies

A key architectural decision in any communications network is the organization
of the control of resources. Two of the most important aspects are whether global
state or just local state is tracked, and how many nodes participate. Based on
these and other choices, approaches range from “fully distributed” where each
node participates using local information, to “fully centralized” where resource
control is in the hands of a single node utilizing global information. We first
discuss the pros and cons of several points in this spectrum and then motivate
our choice.
The fully centralized or single master strategy entails a single processing node

that receives all setup requests and makes all resource allocation decisions for
the network. This approach allows, in principle, global optimization of resource
allocation across all network resources. It has the further virtue of allowing highly
deterministic setup times: it performs its resource calculation with full knowledge
of current assignments and service demands, and has untrammeled authority to
directly configure all network resources as it decides. However, it requires a single
processing node with sufficient capacity for communications, processing, and
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memory to encompass the entire network’s resources and demands. This node
becomes a single point of failure, a risk typically ameliorated by having one or
more additional, equally capacious standby nodes. Moreover, each service request
must interact directly with the master allocator, which not only adds transit time
to service requests (which may need to traverse the entire global network) but
also can create traffic congestion on the signaling channel, potentially introducing
unpredictable delays and so undercutting the consistency of its response time.
At the other end of the spectrum is the fully distributed or path threading

strategy. Each node controls and allocates its local resources, and a setup request
traces a route between source and destination(s). When a request reaches a given
node, it reserves resources to meet the request, based on its local knowledge, and
determines the next node on the request path. If a node has insufficient resources
to satisfy a request, the request backtracks, undoing the resource reservations,
until it fails or reaches a node willing to try sending it along a new candidate path.
This strategy can yield very fast service setup, provided enough resources are
available and adequately distributed in the network. There is no single point of
failure; indeed, any node failure will at most render its local resource unavailable.
Similarly, there is no single focus to the control traffic, reducing the potential
for congestion in the signaling network. However, the strategy has significant
disadvantages. Setup times can be highly variable and difficult to predict; during
times of high request rates, there is an exceptionally high risk of long setup times
and potential thrashing, as requests independently reserve, compete for, and
release partially completed paths. Because backtracking is more likely precisely
during times when there are already many requests being set up, the signaling
network is at increased risk of congestive overload due to the nonlinear increase
in signaling traffic with increasing request rate. The path-threading strategy is
ill-suited to global optimization, as each node makes its resource allocations and
next-hop decisions in isolation.
One middle-of-the-road strategy is pre-owned resources. In this strategy, each

node “owns” some resources throughout the network. When a node receives a
setup request, it allocates resources that it controls and, if they are insufficient,
requests other nodes for the resources they own. This strategy has many of
the strengths and weaknesses of path-threading. Setup times can be very quick,
if sufficient appropriate resources are available, and there is no single point of
failure nor a focus for signaling traffic. Under high network utilization or high
rates of service requests, setup times are long and highly unpredictable; thrashing
is also a risk. Most critically, resource use can be quite suboptimal. Not only is
there the issue of local knowledge limiting global optimization, there is also an
inherent inefficiency in that a node will pick routes that use resources it owns
rather than ones best suited to global efficiency. In effect, every node is reserving
resources for its own use that might be better employed by other nodes setting
up other requests.
Which of these strategies, if any, are appropriate for the next-generation core

optical network? Future core networks present some unique factors influencing
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our choice of PHAROS control organization. First, there is adequate signaling
bandwidth and processing resources available, which allow for global tracking of
resource use if necessary. Second, nodes are neither mobile nor disruption prone,
again making it feasible to concentrate control functionality. Third, under high
loads, efficient (preferably optimal) allocation is required. Fourth, the stringent
service requirements and expectations make the user of the core optical system
highly intolerant of stability issues.
We believe that these factors shift the optimum point significantly toward

a centralized control for PHAROS although not completely. In essence, our
approach is to move away from a single point of failure but retain the ability
to use global information for resource allocation decisions resulting in a strategy
that we term unitary resource management. The unitary strategy relies upon the
previously described CRA function to determine the optimal joint resource use
for a service and its protection, integrating optimization across multiple layers
of technology (e.g., wavelengths, sub-wavelength grooming, and IP).
In the unitary strategy, system mechanisms autonomously sustain the follow-

ing three invariants across time and across network changes: (1) the integrated
CRA algorithm is sustained by a resilient hierarchy of CRA instances; (2) for
each request for a given combination of service class, source, and destination(s),
there is exactly one CRA instance responsible at any time; and (3) for each net-
work resource there is exactly one CRA instance controlling its allocation at any
time. Each CRA instance has an assigned scope that does not overlap with that
of any other CRA instance; its scope consists of a service context and a suite
of assigned resources. The service context defines the service requests for which
this CRA instance will perform setup: a service context is a set of tuples, each
consisting of a service class, a source node, and one or more destination nodes.
The unitary strategy allows a high degree of optimization and highly consistent

setup times, as a CRA instance can execute a global optimization algorithm that
takes into account all resources and all service demands within its scope. There
is no backtracking or thrashing, and no risk of nonlinear increases in signaling
traffic in times of high utilization or of high rates of setup requests. There is some
risk of suboptimal resource decisions, but the PHAROS architecture allows for
background offline measurement of the efficacy of allocation decisions and the
reassignment of resources or service contexts by the NMS function. The unitary
strategy uses multiple CRA instances to avoid many of the problems of the sin-
gle master strategy: under the PHAROS mechanisms for scoping, failover, and
mutual validation, a hierarchy of CRA instances provides load distribution, fast
local decisions, and resilience against failure, partition, or attack. Moreover, by
concentrating routing and resource-assignment decisions in a few computation-
ally powerful nodes, the strategy allows for complex optimizations based on a
global picture, while reducing switch cost and complexity. The CRA instances are
maintained on only a small subset of the network nodes, which can be accorded
higher security and a hardened physical environment if network policy so chooses.
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In the case of the CORONET target network, three CRA instances are used, one
CONUS based, one in Europe, and one in Asia.

8.4.2 Protection

Protection can be link-based, segment-based or path-based. We summarize the
pros and cons of these approaches below.
In link-based protection, for each interior element along the primary path, a

protection route is found by omitting that one element from the network topology
and recalculating the end-to-end path. Thus for each protected path there is a set
of n protection paths where n is the number of interior elements on the primary
path. These paths need not be (and usually are not) interior-disjoint from the
primary path or from one another. For a single failure, link-based protection
may give an efficient alternate route; however, the approach faces combinatorial
explosion when protecting against multiple simultaneous failures.
In segment-based protection, like in link-based protection, a protected primary

path is provided with a set of n protection paths, one for each interior link or
node. A given protection path is associated with one of these interior elements;
it is not based on the end-to-end service requested but simply defines a route
around that element. A classic example of segment-based restoration can be
found in SONET Bi-directional Line Switched Rings (BLSR), where any one
element can fail and the path is rerouted the other way round the ring. Because
segment-based restoration paths are independent of any particular primary path,
they may be defined per failed element instead of per path. However, they can
also be highly non-optimal from the perspective of a specific service request, and
are ill-suited to protecting against multiple simultaneous failures.
Path-based protection defines one or more protection paths for each protected

primary path. A primary with one protection path is said to be singly protected;
a primary with two protection paths is doubly protected; and similarly for higher
numbers. Each protection path for a primary is interior-disjoint with the primary
path and interior-disjoint with each of the primary path’s other protection paths
(if any). Practical algorithms exist for jointly optimizing a primary path and its
protection path(s).
In the current PHAROS implementation, we use the path-based protection

strategy. Relative to other protection approaches, path-based protection maxi-
mizes bandwidth efficiency, provides fast reaction to partial failures, and is read-
ily extended to protection against multiple simultaneous failures. Further, fault-
localization is typically not required to trigger the restoration process. In the
past, one of the drawbacks was the number of cross-connections that might need
to be made to create a new end-to-end path; however, with schemes based on
pre-connected subconnections, invoked in the PHAROS implementation, this is
less of an issue. The main drawback is higher signaling load for protection.
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Figure 8.3 Illustration of shared protection.

8.4.2.1 Shared protection
Having selected path-based restoration for the CRA function, there is still a
choice of approaches for allocating the network resources required to ensure that
each protection path is supported if a failure (or combination of failures) requires
its use. Broadly speaking, there are two general protection strategies for path-
based restoration: dedicated and shared [18].
In dedicated protection, each protection path has reserved its own network

resources for its exclusive use. In shared protection, a subtler strategy signif-
icantly reduces the total amount of network resources reserved for protection
while providing equal assurance of path restoration after failures. It is based on
the observation that for a typical given failure or set of failures, only some pri-
mary paths are affected, and only some of their protection paths (in the case of
multiple failures) are affected. Thus, a protection resource can be reserved for
use by an entire set of protection paths if none of the failures under consideration
can simultaneously require use of that resource by more than one path in the
set.
PHAROS uses shared (or “joint”) protection, which significantly reduces the

total amount of network resources reserved for protection while providing equal
assurance of path restoration after failures. Shared protection is illustrated by
an example in Figure 8.3, where there are two primary paths (the solid gray
and black lines), each with its own protection path (the dotted gray and black
lines).
No single network failure can interrupt both primary paths, because they are

entirely disjoint. So to protect against any single failure, it is sufficient to reserve
nodes A and B and the link between them for use by either the gray or the black
protection path: a failure that forces use of the dotted gray path will not force
use of the dotted black path, and vice versa. For an in-depth treatment of shared
protection in practice, the reader is referred to [18].
Shared protection provides substantial savings in bandwidth. Figure 8.4 shows

an example network and the capacity used by dedicated and shared protection
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Figure 8.4 Capacity (in lambdas) used by dedicated (top) and shared (bottom)
protection strategies.

strategies respectively. Shared protection uses about 34 percent less overall
capacity in this example.

8.4.3 Playbooks

One significant contribution to agility in the PHAROS architecture is a strategy
we term playbooks. A playbook is a set of pre-calculated alternatives for an action
(such as selecting a protection path) that has a tight time budget. The playbook
is calculated from the critical path for that action using the CRA function’s
global knowledge and optimization algorithms. The playbook is stored on each
instance that must perform the action; on demand, each instance then makes a
fast dynamic selection from among the playbook’s alternatives. Playbooks are
used to ensure fast, efficient resource use when the time constraints on an action
do not allow the computation of paths on demand. In the PHAROS architecture,
we use playbooks in two situations: for Very Fast Service Setup (VFSS), and for
Restoration. We describe the approach used in PHAROS for both of these below.

8.4.3.1 Very Fast Service Setup (VFSS) playbooks
Our current approach is that for each (src, dest, demand rate) combination, we
precompute and store two bi-paths:
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• First bi-path: The bi-path with the minimum sum of optical edge distances in
the working and protection paths. It is computed a priori based only on the
topology and as such ignores the network load and protection sharing.

• Second bi-path: Saved copy of the last computed optimal bi-path. The bi-
path is optimal in the sense that it minimizes a combined load- and shared-
protection-aware cost metric. Since some time has elapsed since the bi-path
was initially computed, it may no longer be optimal (or even valid).

The first bi-path is dependent only on the network topology, and needs to be
computed only during initialization or after topology changes (a rare event). Note
that a link failure is not interpreted as a topology change. For the second bi-path
the CRA is constantly running a background process that iterates through the
list of valid (src, dest, rate) triplets and computes these optimal bi-paths based
on the instantaneous network conditions. Once all (src, dest, rate) combinations
have been considered, the process starts once again from the top of the list. Thus,
when a new demand arrives, the last saved copy of the corresponding bi-path is
just a few seconds old.
In addition, a third bi-path is computed when a new demand arrives. The

primary path is computed using Dijkstra’s shortest path first (SPF) algorithm
where the optical edge costs are related to the current network load. Once the
primary path is computed, its links and nodes are removed from the topology,
the costs of protection links conditional on the primary path are determined, and
then the protection path is computed by running the Dijkstra algorithm again.
Since the removal of the primary path may partition the network, there is no
guarantee that this bi-path computation will succeed.
These three bi-paths are incorporated into a playbook for that (src, dest,

demand rate) combination and cached in the primary CRA (pCRA) instance for
the source node. Because VFSS playbooks reside uniquely in the source node’s
pCRA, there is no possibility of inconsistency. Finally, when an instance receives
a demand for that (src, dest, demand rate) combination, it computes the costs
of these three bi-paths, taking into account the current network resource avail-
ability, and selects the cheapest valid bi-path.

8.4.3.2 Restoration playbooks
A particular failure, such as a fiber cut, may affect thousands of individual
demands. Computing alternative paths for all of these demands (for path-based
restoration) within the restoration budget is not feasible. Furthermore, unless
the resources in the protection path are preallocated, there is no guarantee that
a particular demand will successfully find an alternate path after a failure. Thus,
path-based protection requires the protection path to be computed along with
the primary path, and the resources in the protection path to be reserved.
For each existing demand, there is a playbook entry specifying the path (or

paths, for doubly and triply protection demands) to use in case the primary path
fails. Each entry specifies the path and regeneration and grooming strategies,
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Figure 8.5 PHAROS restoration playbooks allow efficient on-demand selection of
restoration paths.

and identifies the pool of resources (such as wavelengths) to choose from upon
failure. The playbook does not specify the resource to use, as such assignment
can be made (efficiently under shared protection) only after a failure occurs, as
illustrated in Figure 8.5.
Wavelengths W1 and W2 are enough to protect P1, P2, and P3 against any

single failure. However, it is not possible to uniquely assign a wavelength to each
demand before the failure occurs. For example, suppose we were to assign W1

to P1. Since P1 and P2 are both affected by link e1 failure, then P2 should be
assigned W2. Similarly, since P1 and P3 are both affected by link e2 failure, P3

should also be assigned W2. However, P2 and P3 should not be assigned the
same wavelength, since this will result in blocking if link e3 fails.

8.4.4 Sub-lambda grooming

Finally, many demands do not fill a full wavelength. If one such demand is
uniquely assigned to a full wavelength, without sharing it with other demands,
it will result in wasted bandwidth and long-reach transponders. To alleviate this
problem, demands can be aggregated into larger flows at the source node. They
can also be combined with other nodes’ demands at intermediate nodes (a process
we refer to as sub-lambda grooming, or SLG) so that wavelength utilization at
the core is close to 100%. Once demands have been sub-lambda-groomed, they
can be optically bypassed.
Deciding where and when to sub-wavelength-groom demands is a difficult opti-

mization problem. It must take into account different tradeoffs among capacity
available, the cost (both capital and operational) of the SLG ports and transpon-
ders, and the fact that constantly adding or removing demands will unavoidably
result in fragmentation inside a wavelength. What may appear to be a good
grooming decision now may hurt performance in the future. Grooming decisions,
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then, must balance medium- to long-term resource tradeoffs and be based on
medium-term traffic patterns.
Within our topology-abstraction-based architecture, grooming is a general-

ized operation where each level packs its smaller bins into larger bins at the level
immediately below. Currently, we have a three-level system where we aggregate
and groom sub-lambda demands into full wavelengths, and wavelengths onto
fibers. However, aggregation and grooming of smaller bins into larger bins con-
stitutes a fundamental operation that repeats itself at multiple layers.

8.5 Signaling system

The PHAROS signaling architecture is designed to support operations in the
control as well as management planes. Its function is the delivery of data between
the elements of the architecture in a timely, resilient, and secure fashion. The
main requirements for the signaling architecture are:

• Performance: the architecture must support the stringent timing requirements
for connection setup and failure restoration.

• Resiliency: the architecture must be resilient to simultaneous failures of several
elements and still be able to perform the most critical functions.

• Security: the architecture must support flexible security arrangements among
architectural elements to allow for proper authentication, non-repudiation and
encryption of messages between them.

• Extensibility: the architecture must be extensible to be able to accommodate
new features and support the evolution of the PHAROS architecture.

The PHAROS signaling and control network (SCN) is the implementation of
the PHAROS signaling architecture. It allows NECs to communicate to poten-
tial CRA/NMS, with signaling links segregated from the data plane to minimize
the risk of resource exhaustion and interference attacks. The PHAROS architec-
ture supports an SCN topology that is divergent from the fiber-span topology,
and does not require that the network element controllers and network elements
be co-located. For next-generation core optical networks providing deterministic
and minimal delay in signaling for service setup and fault recovery, it is recom-
mended that the SCN be mesh-isomorphic to the fiber-span topology, and the
network element controllers be collocated with the network elements as shown
in Figure 8.6. This configuration minimizes the signaling delay for service setup
and fault recovery.
Based on bandwidth sizing estimates that take into account messaging require-

ments for connection setup, failure signaling and resource assignment, a 1 Gb/s
channel is sufficient to maintain stringent timing for setup and restoration under
heavy load and/or recovery from multiple fault scenarios. Two performance goals
drive the channel size requirements for the PHAROS SCN: very fast service



170 I. Baldine, A. Jackson, J. Jacob, et al.

Figure 8.6 The signaling and control network (SCN) connects network elements (NE)
and their associated network element controllers (NEC), cross-layer resource allocator
(CRA) and network management system (NMS).

setup and 50-ms-class restoration from simultaneous failures. The sizing esti-
mates assume worst case signaling load for a 100-Tb/s-capacity 100-node global
fiber network with service granularity ranging from 10 Mb/s to 800 Gb/s. Fibers
connecting nodes were presumed to carry 100 100-Gb/s wavelengths.
The majority of the signaling traffic (with some exceptions) travels through the

links that constitute the SCN topology. Thus the signaling architecture accom-
modates both the control and the management planes. Each link in the SCN has
sufficient bandwidth to support the peak requirements of individual constituent
components. This is done to reduce queueing in the signaling plane, thus expe-
diting the transmission of time-critical messages. Additionally, to ensure that
the time-critical messages encounter little to no queueing delay, each link is logi-
cally separated into a Critical Message Channel (CMC), and a Routine Message
Channel (RMC). All time-critical traffic, such as connection setup messages and
failure messages, travels on the CMC, while the rest (including the management
traffic) use the RMC.
As in traditional implementations, the SCN is assumed to be packet-based

(IP) and to possess a routing mechanism independent of the data plane that
allows architectural elements to reach one another outside of the data plane
mechanisms.
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8.5.1 Control plane operation

In our approach to connection setup, the two competing objectives are:

• The need to perform connection setup very rapidly (for Fast Service Setup
(FSS) and Very Fast Service Setup (VFSS) service classes).

• The need for global optimization of protection, which requires the entity
responsible for path computation, the primary CRA instance (pCRA), to have
a global view of the network.

There are two basic approaches to connection setup: NEC-controlled and
CRA-controlled. They vary in complexity of implementation, the tradeoffs being
between the connection setup speed and the need for a global view of resource
allocation.
In the NEC-controlled approach, the NEC instance at the source node com-

municates with its assigned pCRA to receive the information about the routes
for working and protection paths and then, in a manner similar to RSVP-TE
with explicit route option, sends signaling messages along these paths to the
affected NEC instances to service this request. (RSVP-TE reserves resources
on the forward path and configures the network elements on the reverse path
from destination to source.) This approach has the advantage of fitting into
the traditional view of network traffic engineering. One issue in the approach
is connection-setup latency: the NEs on each path are configured serially, after
the response from the pCRA is received, with processing at each NEC incurring
additive delays. Adding to the initial delay of requesting path information from
the pCRA makes this approach too slow to be applied in the case of very fast
and fast connection classes.
In the CRA-controlled approach, the NEC instance in the source node com-

municates the service setup request and parameters to its assigned pCRA and
leaves it up to this CRA instance to compute the optimal path and to instruct
individual NEC instances on the computed path to configure their NEs for the
new connection. This approach has several advantages over the NEC-controlled
approach. First, NEC configuration occurs in parallel, which serves to speed up
connection setup. Second, only CRA instances are allowed to issue NE config-
uration requests to NECs, which is a desirable property from the viewpoint of
network security, as it allows PHAROS to leverage strong authentication mecha-
nisms in NEC-to-CRA communications to prevent unauthorized node configura-
tions. The disadvantage of this approach is its scalability, as a real network may
contain a large number of NEC instances, and having a single pCRA presents a
scalability limit.
Given our requirement of supporting very fast connection setups, the serializa-

tion delay incurred by the NEC-controlled approach is prohibitive. We therefore
use the CRA-controlled approach, but address the disadvantage by exploiting
the unitary resource management strategy (see Section 8.4). In other words, by
dividing the space of all possible service requests into disjoint scopes, a hierarchy
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Figure 8.7 The PHAROS federated approach for signaling across domains.

of pCRA instances can divide the load while providing more local pCRA access
for localized requests.
In an approach that we term the federated approach, the initial NEC contacts

the pCRA in its scope with a service-setup request as illustrated in Figure 8.7.
The pCRA maps the service’s path onto domains based on its network state and
provisions the service path across its own domain, while at the same time for-
warding the request to the appropriate pCRAs in the neighboring domains. This
approach deals with the inter-domain state consistency problem by leveraging the
fact that a pCRA is likely to have up-to-date information about its own domain
and somewhat stale information about other domains. This approach also accom-
modates security requirements by restricting the number of CRA instances that
may configure a given NEC to only those within its own domain. It also retains
the parallelizing properties, thus speeding up connection setup.

8.5.2 Failure notification

Traditionally, in MPLS and GMPLS networks, failure notifications are sent in
point-to-point fashion to the node responsible for enabling the protection mech-
anism. This approach works when the number of connections traversing a single
fiber is perhaps in tens or hundreds. In PHAROS, assuming the worst-case com-
bination of fine-granularity connections (10Mbps) and large capacity of a single
fiber (10Tbs), the total number of connections traversing a single fiber may
number in tens or hundreds of thousands (a million connections in this case).
It is infeasible from the viewpoint of the signaling-plane bandwidth to be able
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to signal individually to all restoration points in case of a failure, because the
number of points and connections whose failure needs to be signaled may be very
large. Additionally, point-to-point signaling is not resilient to failures, meaning
that, due to other failures in the network, point-to-point failure messages rely
on the SCN routing convergence to reach intended recipients and to trigger pro-
tection, which may be a lengthy process.
The solution we adopted in PHAROS relies on two simultaneous approaches:

• Signaling on aggregates that can indicate failure of a large number of connec-
tions at once.

• Using intelligent flooding as a mechanism to disseminate failure information.

The first approach significantly cuts down on the amount of bandwidth needed
to signal a failure of many connections resulting from a fiber cut, but it requires
that the nodes receiving failure notifications are able to map the failed aggregates
to specific connections requiring protection actions.
The second approach, in addition to reducing bandwidth requirements, also

has the desirable property that a signaling message always finds the shortest
path to any node in the network even in the presence of other failures, without
requiring the signaling-plane routing to converge after a failure.
Combined, these two approaches create a PHAROS solution to the failure-

handling problem that is resilient and scalable and addresses the stringent
restoration-timing requirements.

8.6 Core node implementation

In this section we discuss a core node implementation that is designed to optimize
the capabilities of the PHAROS architecture. We note that the PHAROS archi-
tecture does not depend upon the core node being implemented this particular
way – as mentioned earlier, it is technology-agnostic.
The PHAROS core node design focuses on maximizing flexibility and minimiz-

ing the complexity of intra-node ports required to provide the complete range of
PHAROS services and reducing the capital and operational costs per unit of bits.
The primary objectives identified to satisfy this vision include: (1) arrange sub-
scriber traffic onto wavelength and sub-wavelength paths to enable switching at
the most economic layer, (2) enable shared protection, and (3) enable transpon-
ders to be repurposed to service both IP and wavelength services and also service
transit optical–electrical–optical (OEO) regeneration functions. When combined
with a control plane designed for optimum resource allocation, the PHAROS
optical node is highly adaptable to incoming service requests. The PHAROS
node architecture defines the principal hardware systems extending from the
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Figure 8.8 PHAROS core node implementation showing various optical network
elements.

fiber connections with the subscriber facility to the fiber connections in the
physical plant of the core network, as illustrated in Figure 8.8.
The PHAROS node is composed of the following elements:

• Subscriber service layer connections to bring client services into the core node.
• Edge router (packet switch) to support best-effort IP services.
• Fast optical switch to allow sharing of sub-wavelength switch and transport
ports.

• Sub-lambda grooming switch and DWDM transport platform to support full
and sub-wavelength switched (via MPLS, OTN or SONET) and packet ser-
vices with fast setup, tightly bounded jitter specifications. This equipment
also provides OEO regeneration.

• Core optical switch to manage optical bypass, optical add/drop, and routing
between optical fibers.

Note that these elements may or may not be instantiated in the same hard-
ware platform. The PHAROS architecture emphasizes configuration, and can be
applied to a variety of different network element configurations.
The core node implementation results in reduced excess network capacity

reserved for protection via protection sharing between IP, TDM, and wavelength
services that arise at the subscriber ports. The desire to support guaranteed QoS
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Figure 8.9 Qualitative representation of “hop cost” for services on the network. IP
hops are the highest cost, optical (lambda) the lowest. Cross-layer resource
management chooses the network path with the minimum total “hop cost.”

and high transport efficiency is supported either via TDM switching to realize
the hard guarantees for latency or MPLS, for higher transport efficiency, depend-
ing on the needs of the particular carrier. Across the network, reduced equip-
ment and port costs are realized by minimizing average hops at high-cost layers
via dynamic cross-layer resource allocation. Layer cost is represented pictori-
ally in Figure 8.9. Most high-performance packet-based router/switches include
hidden convergence layers in the switch, which adds more buffering and switch
PHY costs. TDM switches (SONET, OTN) operate directly at their convergence
layer, which is the main reason they are much simpler/less costly. The minimum
cost node hop is at the optical layer. The use of colorless and directionless all-
optical switching, though not required since OEO processes can be used, can
reduce the number of OEO ports by as much as 30 percent in the global net-
work configuration. In colorless switching, any wavelength may be assigned to
any fiber port, removing the restriction common in today’s reconfigurable opti-
cal add/drop multiplexers where a given wavelength is connected to a particular
fiber port. Directionless switching means the ability to cross-connect any incom-
ing port to any outgoing port in a multi-degree configuration.

8.7 Performance analysis

We have created a high fidelity OPNET simulation of the PHAROS system.
Figure 8.10 compares the performance of three protection approaches: (1) ded-
icated protection in which each primary path receives its own protection path;
(2) shared protection, where a set of protection paths may share a resource as
explained in Section 8.4; (3) opportunistic shared protection, a sophisticated
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Figure 8.10 B/W comparison of different protection strategies

version of (2) where the protection paths are chosen to maximize shared protec-
tion opportunities.
Requests for bandwidth are generated over time. For each approach, we plot

theB/W metric as a function of time;B/W is defined as the Backup (Protection)
over Working capacity (B andW are in units of km-wavelength), which is a rough
measure of the relative cost incurred in protection. Thus, the lower the B/W ,
the better.
Results shown here are for a 100-node optical network model with 75 nodes

in the Continental USA (CONUS), 15 in Europe and 10 in Asia. The line rate is
40 Gb/s, and the aggregate traffic is 20 Tb/s of which 75% is IP traffic and 25%
is wavelength services; 90% of the source–destination pairs are within the USA.
The bit-averaged distance for the intra-CONUS traffic is about 1808 km. The
B/W numbers shown in Figure 8.10 are for CONUS-contained resources only.
We see that the PHAROS shared protection strategies significantly outperform

dedicated protection. Specifically, shared protection has about 50% lower B/W
than dedicated, and opportunistic improves this further by about 10%.

8.8 Concluding remarks

The emergence of data as the dominant traffic and the resultant unpredictabilty
and variability in traffic patterns has imposed several challenges to the design
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and implementation of the core network – from agile, autonomous resource man-
agement, to convergence and L1–L2 integration to the signaling system.
In this chapter we have described the architecture of a future core network

control and management system along with a node implementation that enables
future scalable and agile optical networks developed as part of the DARPA/STO
CORONET program. This work provides control and management solutions that
support services across core network dimension with 50-ms-class setup time,
and also to respond to multiple network failures in this time frame. It provides
a method of cross-layer resource allocation that delivers efficient allocation of
bandwidth, both working and protection, to services at all layers in the network,
including IP and wavelength services. Preliminary evaluations show significant
advantages in using PHAROS.
The architecture described in this chapter enables core network scale beyond

10 times that of today’s networks by optimizing path selection to maximize
optical bypass, and minimize the number of router hops in the network. As a
result, a higher capacity of network services can be supported with less network
equipment.
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9 Customizable in-network services
Tilman Wolf
University of Massachusetts Amherst, USA

One of the key characteristics of the next-generation Internet architecture is its
ability to adapt to novel protocols and communication paradigms. This adapt-
ability can be achieved through custom processing functionality inside the net-
work. In this chapter, we discuss the design of a network service architecture
that can provide custom in-network processing.

9.1 Background

Support for innovation is an essential aspect of the next-generation Internet
architecture. With the growing diversity of systems connected to the Inter-
net (e.g., cell phones, sensors, etc.) and the adoption of new communication
paradigms (e.g., content distribution, peer-to-peer, etc.), it is essential that not
only existing data communication protocols are supported but that emerging
protocols can be deployed, too.

9.1.1 Internet architecture

The existing Internet architecture is based on the layered protocol stack, where
application and transport layer protocols processing occurs on end-systems and
physical, link, and network layer processing occurs inside the network. This
design has been very successful in limiting the complexity of operations that
need to be performed by network routers. In turn, modern routers can support
link speeds to tens of Gigabits per second and aggregate bandwidths of Terabits
per second.
However, the existing Internet architecture also poses limitations on deploying

functionality that does not adhere to the layered protocol stack model. In partic-
ular, functionality that crosses protocol layers cannot be accommodated without
violating the principles of the Internet architecture. But in practice, many such
extensions to existing protocols are necessary. Examples include network address

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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translation (where transport layer port numbers are modified by a network layer
device), intrusion detection (where packets are dropped in a network layer device
based on data in the packet payload), etc.
To avoid this tension in the next-generation Internet, it is necessary to include

deployment of new functionality as an essential aspect of the network architec-
ture.

9.1.2 Next-generation Internet

The main requirement for a next-generation Internet is to provide data communi-
cation among existing and emerging networked devices. In this context, existing
protocols as well as new communication paradigms need to be supported. Since it
is unknown what kind of devices and communication abstractions may be devel-
oped in the future, it is essential that a next-generation network architecture
provide some level of extensibility.
When considering extensibility, it is important to focus on the data plane of

networks (i.e., the data path in routers). The control plane implements control
operations that are necessary to manage network state, set up connections, and
handle errors. But the data plane is where traffic is handled in the network. To
deploy new protocol functionality into the network, it is necessary to modify the
way traffic is handled in the data plane.
Extensions in the data plane have been explored in related research and dif-

fer in generality and complexity. Some extensions simply allow selection from a
set of different functions. Others permit general-purpose programming of new
data path operations. What is common among all solutions is the need for cus-
tom processing features in the data path of the routers that implement these
extensions.

9.1.3 Data path programmability

The implementation of data communication protocols is achieved by performing
processing steps on network traffic as it traverses a network node. The specific
implementation of this processing on a particular system or device can vary
from ASIC-based hardware implementation to programmable logic and software
on general-purpose processors. In the existing Internet, ASIC-based implementa-
tions are common for high-performance routers. This approach is possible since
the protocol operations that need to be implemented do not change over time.
(RFC 1812, which defines the requirements for routers that implement IP ver-
sion 4, has been around since 1995.)
In next-generation networks, where new functionality needs to be introduced

after routers have already been deployed, it is necessary to include software-
programmable devices in the data path. By changing the software that performs
protocol processing, new protocol features can be deployed. Thus, programma-
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bility is no longer limited to end-systems, but gets pushed into the data path of
networks.

9.1.4 Technical challenges

Programmability in the data path of routers does not only affect the way traffic
is processed, but also places new demands on the control infrastructure and
thus on the network architecture. The available programmability needs to be
managed and controlled during the operation of the network. There are a number
of technical challenges that arise in this context.

• Programmable router systems design: programmable packet processing plat-
forms are necessary to implement custom packet processing. The design and
implementation of such systems require high-performance processing plat-
forms that support high-speed I/O and efficient protocol processors to sustain
high-bandwidth networking. Secure execution of code, system-level runtime
resource management, and suitable programming interfaces need to be devel-
oped.

• Control of custom functions: the functionality that is implemented on routers
needs to be controlled, as different connections may require different functions.
This control may require traffic classification, custom routing, and network-
level resource management.

• Deployment of new functions: custom functions that are developed need to be
deployed onto router systems. Code development environments need to be
provided. The deployment process can range from manual installation to per-
flow code distribution. Trust and security issues need to be resolved as multiple
parties participate in code creation, distribution, and execution.

Some of these problems have been addressed in prior and related research.

9.1.5 In-network processing solutions

Several solutions to providing in-network processing infrastructure and control
have been proposed and developed. Most notably, active networks provide per-
connection and even per-packet configurability by carrying custom processing
code in each packet [1]. Several active network platforms were developed [2, 3]
differing in the level of programmability, the execution environment for active
code, and hardware platform on which they were built. Per-packet programma-
bility as proposed in active networks is very difficult to control. In practical net-
works, such openness is difficult to align with service providers’ need for robust
and predictable network behavior and performance. Also, while active networks
provide the most complete programming abstraction (i.e., general-purpose pro-
grammability), the burden of developing suitable code for particular connection
is pushed to the application developer.
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A less general, but more manageable way of exposing processing capabilities
in the network is with programmable routers. While these systems also pro-
vide general-purpose programmability, their control interface differs consider-
ably: system administrators (i.e., the network service provider) may install any
set of packet processing functions, but users are limited to selecting from this
set (rather than providing their own functionality) [4, 5].
In the context of next-generation network architecture, programmability in

the data (and control) plane appears in network virtualization [6]. To allow
the coexistence of multiple networks with different data path functionality, link
and router resources can be virtualized and partitioned among multiple virtual
networks. Protocol processing for each virtual slice is implemented on a pro-
grammable packet processing system.
The technology used in router systems to provide programmability can range

from a single-core general-purpose processor to embedded multi-core network
processors [7] and programmable logic devices [8, 9]. Studies of processing work-
loads on programmable network devices have shown that differences to conven-
tional workstation processing are significant and warrant specialized processing
architectures [10, 11]. The main concern with any such router system is the need
for scalability to support complex processing at high data rates [12].
One of the key challenges for existing solutions is the question of how to provide

suitable abstractions for packet processing as part of the network architecture.
On end-systems, per-flow configurability of protocol stacks has been proposed as
a key element of next-generation networks [13, 14]. For in-network processing,
our work proposes the use of network services as a key element in the network
architecture.

9.2 Network services

To provide a balance between generality and manageability, it is important to
design the right level of abstractions to access programmability and customiza-
tion. We discuss how network services provide an abstraction that supports pow-
erful extensibility to the network core while permitting tractable approaches to
connection configuration, routing, and runtime resource management.

9.2.1 Concepts

The concept of a “network service” is used to represent fundamental process-
ing operations on network traffic. A network service can represent any type of
processing that operates on a traffic stream. Note that the term “service” has
been used broadly in the networking domain and often refers to computational
features provided on end-system (e.g., on a server). In our context, network ser-
vice refers to data path operations that are performed on routers in the network.
Examples of network services include very fundamental protocol operations as
they can be found in TCP (e.g., reliability, flow control) and security protocols
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(e.g., privacy, integrity, authentication) as well as advanced functionality (e.g.,
payload transcoding for video distribution on cell phones).
When a connection is established, the sender and receiver can determine a

“sequence of services” that is instantiated for this particular communication.
The dynamic composition of sequences of services provides a custom network
configuration for connections.
We envision that network services are well-known and agreed-upon functions

that are standardized across the Internet (or at least across some of the Internet
service providers). New network services could be introduced via a process sim-
ilar to how protocols are standardized by the Internet Engineering Task Force
(IETF). Thus, it is expected that the number of network services that a con-
nection can choose from is in the order of tens, possibly hundreds. The network
service architecture does not assume that each application introduces its own ser-
vice (as it was envisioned in active networks), and therefore a very large number
of deployed network services is unlikely. Even with a limited number of net-
work services, the number of possible combinations (i.e., the number of possible
sequences of services) is very large. For example, just 10 distinct network services
and an average of 4 services per connection lead to thousands of possible service
sequences. While not all combinations are feasible or desirable, this estimation
still shows that a high level of customization can be achieved while limiting the
specific data path processing functions to a manageable number.
To further illustrate the concept of network services, consider the following

examples:

1. Legacy TCP: conventional Transmission Control Protocol (TCP) function-
ality can be composed from a set of network services, including: reliability
(which implements segmentation, retransmission on packet loss, and reassem-
bly), flow control (which throttles sending rate based on available receive
buffer size), and congestion control (which throttles sending rate based on
observed packet losses). Network service abstractions support modifications
to legacy TCP in a straightforward manner. For example, when a connection
wants to use a rate-based congestion control algorithm, it simply instantiates
the rate-based congestion control network service (rather than the loss-based
congestion control service).

2. Forward Error Correction: a connection that traverses links with high bit-
error rates may instantiate a forward error correction (FEC) network service.
Similar to reliability and flow control, this functionality consists of a pair
of network services (the step that adds FEC and the step that checks and
removes FEC). This service could be requested explicitly by the end-systems
that initiate the connection or it could be added opportunistically by the
network infrastructure when encountering lossy links during routing.

3. Multicast and video transcoding: a more complex connection setup example
is video distribution (e.g., IPTV) to a set of heterogeneous clients. The trans-
mitting end-system can specify that a multicast network service be used to
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Figure 9.1 Network service architecture.

reach a set of receiving end-systems. In addition, a video transcoding net-
work service can be used to change the video format and encoding. Such a
network service is useful when the receiving end-system (e.g., a cell phone)
cannot handle the data rate (e.g., due to low-bandwidth wireless links or due
to limited processing capacity). In this scenario, network services are used to
perform processing from the network layer to the application layer.

Note that the end-systems that set up a connection using network services
do not specify where in the network a particular service is performed. It is up
to the network to determine the most suitable placement of the network service
processing. Leaving the decision on where and how to instantiate service to the
network allows the infrastructure to consider the load on the network, policies,
etc., when placing services. End-system applications are not (and should not have
to be) aware of the state of the infrastructure and thus could not make the best
placement and routing decisions. In some cases, constraints can be specified on
the placement of network services (e.g., security-related network services should
be instantiated within the trusted local network).

9.2.2 System architecture

An outline of the network service architecture is shown in Figure 9.1. There are
three major aspects that we discuss in more detail: control plane, data plane,
and the interface used by end-systems.
The control plane of the network service architecture determines the funda-

mental structure and operation. Following the structure of the current Internet,
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which consists of a set of federated networks (i.e., autonomous systems (AS)),
our architecture also groups the network into networks that can be managed
autonomously. When exchanging control information (e.g., connection setup,
routing information) each AS can make its own local decisions while interacting
with other AS globally. In each AS, there is (at least) one node that manages
control plane interactions. This “service controller” performs routing and place-
ment computations, and instantiates services for connections that traverse the
AS.
In the data plane, “service nodes” implement network service processing on

traffic that traverses the network. During connection setup, service controllers
determine which nodes perform what service and how traffic is routed between
these nodes. Any configuration information that is necessary for performing a
network service (e.g., parameters, encryption keys) are provided by the service
controller.
The end-system API is used by applications that communicate via the network.

Using this interface, communication is set up (similar to how sockets are used
in current operating systems) and the desired sequence of services is specified.
When initiating a connection setup, the end-system communicates with its local
service controller. This service controller propagates the setup request through
the network and informs the end-system when all services (and the connections
between them) have been set up.
There are several assumptions that are made in this architecture.

• The sequence of services specified by a connection is fixed for the duration of
the connection. If a different service sequence is necessary, a new connection
needs to be established.

• The underlying infrastructure provides basic addressing, forwarding, etc.
There is ongoing research on how to improve these aspects of the next-
generation Internet, which is beyond the scope of this chapter. Progress in this
domain can be incorporated in the network service architecture we describe
here.

• Routes in the network are fixed once a connection is set up. This can be
achieved by tunneling or by using a network infrastructure that inherently
allows control of per-flow routes (e.g., PoMo [15], OpenFlow [16]).

Given the fundamental concept of network services and the overarching system
architecture, there are a number of important technical problems.

• End-system interface and service specification: the interface used by applica-
tions on the end-systems using the network service architecture needs to be
sufficiently expressive to allow the specification of an arbitrary sequence of
services without introducing too much complexity.

• Routing and service placement: during connection setup, the network needs
to determine where network service processing should take place and on what
route traffic traverses the network. With constraints on service availability,
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processing capacity, and link bandwidth, this routing and placement problem
is considerably more complex than conventional shortest-path routing.

• Runtime resource management on service nodes: the workload of service nodes
is highly dynamic because it is not known a priori what network service pro-
cessing is used by a connection. Thus, processing resources allocated to par-
ticular network services may need to be adjusted dynamically over time. This
resource management is particularly challenging on high-performance packet
processing platforms that use multi-core processors.

We address solutions to these problems in the following sections. It is important
to note that even though the solutions are specific to our network service archi-
tecture, similar problems can be solved in other systems that employ in-network
processing.

9.3 End-system interface and service specification

When using the network for communication, an end-system application needs to
specify which network services should be instantiated. We describe how a “service
pipeline” can be used to describe these services and how it can be composed and
verified. The service pipeline has been described in our prior work [17]. Our
recent work has extended the pipeline concept and integrated it into a socket
interface [18]. Automated composition and pipeline verification is described in
[19].

9.3.1 Service pipeline

A connection setup in a network with services is conceptually similar to the
process in the current Internet. The main difference is that the set of parameters
provided to the operating system not only includes the destination and socket
type, but also needs to specify the network services. Since we use a sequence of
services, we can provide this information in the form of a service pipeline.
The service pipeline is conceptually similar to the pipeline concept in UNIX,

where the output of one command can be used as the input of another command
by concatenating operations with a ‘|’ symbol. For network services, we use the
same concatenation operation (with different syntax) to indicate that the output
of one service becomes the input of another. For each service, parameters can
be specified. When streams split (e.g., multicast), parentheses can be used to
serialize the resulting tree.
Elements of a service specification are:

• Source/sink: source and sink are represented by a sequence of IP address and
port number separated by a “:” (e.g., 192.168.1.1:80). the source may leave
the IP address and/or port unspecified (i.e., *:*).
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• Network service: the service is specified by its name. If configuration param-
eters are necessary, they are provided as a sequence in parentheses after the
name (e.g., compression(LZ) specifies a compression service that uses the
Lempel-Ziv algorithm).

• Concatenation: the concatenation of source, network service(s), and sink is
indicated by a “>>” symbol.

The service specifications for the three examples given in Section 9.2.1 are:

1. Legacy TCP: *:*>>reliability tx(local)>>flowcontrol tx(local)>>

congestioncontrol tx(local)>>congestioncontrol rx(remote)>>

flowcontrol rx(remote)>>reliability rx(remote)>>192.168.1.1:80

The three key features of TCP (reliability, flow control, and congestion con-
trol), which are provided as separate services, need to be instantiated indi-
vidually. Each consists of a receive and a transmit portion. The local and
remote parameters indicate constraints on the placement of these services.

2. Forward Error Correction: *:*>>[FEC tx>>FEC rc]>>192.168.1.1:80

Forward error correction is similar to the services in TCP. The brackets indi-
cate that it is an optional service.

3. Multicast and video transcoding: *:*>>multicast(192.168.1.1:5000,
video transcode(1080p,H.264)>>192.168.2.17:5000)

The multicast service specifies multiple receivers. Along the path to each
receiver different services can be instantiated (e.g., video transcoding).

Service pipelines provide a general and extensible method for specifying net-
work services.

9.3.2 Service composition

Clearly, it is possible to specify service combinations that are semantically incor-
rect and cannot be implemented correctly by the network. This problem leads
to two questions: (1) how can the system verify that a service specification is
semantically correct and (2) how can the system automatically compose correct
specifications (given some connection requirements)? The issue of composition
of services has been studied in related work for end-system protocol stacks [20]
as well as in our prior work on in-network service composition [19].
To verify if a service specification is valid, the semantic description of a service

needs to be extended. For a service to operate correctly, the input traffic needs to
meet certain characteristics (e.g., contain necessary headers, contain payload that
is encoded in a certain way). These characteristics can be expressed as precondi-
tions for that service. The processing that is performed by a service may change
the semantics of the input. Some characteristics may change (e.g., set of headers,
type of payload), but others may remain unchanged (e.g., delay-sensitive nature
of traffic). The combination of input characteristics and modifications performed
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by the service determines output characteristics. By propagating these charac-
teristics through the service sequence and by verifying that all preconditions are
met for all services, the correctness of a service sequence can be verified. The
semantics of a service can be expressed using a variety of languages (e.g., web
ontology language (OWL)). The verification operation can be performed by the
service controller before setting up a connection.
A more difficult scenario is the automated composition of a service sequence.

An application may specify the input characteristics and desired output charac-
teristics of traffic. Based on the formal description of service semantics, a service
controller can use AI planning to find a sequence of services that “connects”
the input requirements to the output requirements [19]. This feature is particu-
larly important when multiple parties contribute to the service sequence (e.g., an
ISP may add monitoring or intrusion detection services to a service sequence).
In such a case, the originating end-system cannot predict all possible services
and create a complete service sequence. Instead, additional services are included
during connection setup.
Once a correct and complete service sequence is available, the services need to

be instantiated within the network.

9.4 Routing and service placement

There are a number of different approaches to determining a suitable routing and
placement for a given sequence of services. In our prior work, we have explored
how to solve this problem given complete information on a centralized node
[21] as well as in a distributed setting [22]. We have also compared the relative
performance of these approaches [23]. We review some of these results in this
section.

9.4.1 Problem statement

The service placement problem is stated as follows (from [23]): the network is rep-
resented by a weighted graph, G = (V,E), where nodes V correspond to routers
and end-systems and edges E correspond to links. A node vi is labeled with
the set of services that it can perform, ui = {Sk|service Sk is available on vi},
the processing cost ci,k (e.g., processing delay) of each service, and the node’s
total available processing capacity pi. An edge ei,j that connects node vi and
vj is labeled with a weight di,j that represents the link delay (e.g., communi-
cation cost) and a capacity li,j that represents the available link bandwidth.
A connection request is represented as R = (vs, vt, b, (Sk1 , . . . , Skm

)), where vs
is the source node, vt is the destination node, b is the requested connection
bandwidth (assumed to be constant bit-rate), and (Sk1 , . . . , Skm

) is an ordered
list of services that are required for this connection. For simplicity, we assume
that the processing requirements for a connection are directly proportional to



Customizable in-network services 189

the requested bandwidth b. For service Sk, a complexity metric zi,k defines the
amount of computation that is required on node vi for processing each byte
transmitted.
Given a network G and a request R, we need to find a path for the connec-

tion such that the source and the destination are connected and all required
services can be processed along the path. The path is defined as P = (EP ,MP )
with a sequence of edges, EP , and services mapped to processing nodes, MP :
P = ((ei1,i2 , . . . , ein−1,in), (Sk1 → vj1 , . . . , Skm

→ vjm)), where vi1 = vs, vin = vt,
{vj1 , . . . , vjm} ⊂ {vi1 , . . . , vin} and nodes {vj1 , . . . , vjm} are traversed in sequence
along the path. The path P is valid if (1) all edges have sufficient link capac-
ity (i.e., ∀ex,y ∈ EP , lx,y ≥ (b · t), assuming link ex,y appears t times in EP ),
and (2) all service nodes have sufficient processing capacity (i.e., ∀Skx

→ vjx ∈
MP , pjx ≥

∑
y|Sky→vjx∈MP b · zjx,ky

).
To determine the quality of a path, we define the total cost C(P ) of accommo-

dating connection request R as the sum of communication cost and processing
cost: C(P ) =

(∑n−1
x=1 dix,ix+1

)
+

(∑
{(jx,kx)|Skx→vjx∈MP } cjx,kx

)
. In many cases,

it is desirable to find the optimal connection setup. This optimality can be viewed
(1) as finding the optimal (i.e., least-cost) allocation of a single connection request
or (2) as finding the optimal allocation of multiple connection requests. In the
latter case, the optimization metric can be the overall least cost for all connec-
tions or the best system utilization, etc. We focus on the former case of a single
connection request.
It was shown in [21] that finding a solution to a connection request in a

capacity-constrained network can be reduced to the traveling salesman prob-
lem, which is known to be NP-complete. Therefore, we limit our discussion to
the routing and placement problem without constraints. Using heuristics, the
solutions can be extended to consider capacity constraints.

9.4.2 Centralized routing and placement

The centralized routing and placement solution was first described in [21]. The
idea is to represent both communication and processing in a single graph and
to use conventional shortest-path routing to determine an optimal placement.
This solution requires that a single cost metric is used for both communication
and processing cost. To account for processing, the network graph is replicated
for each of the m processing steps in the connection request (as illustrated in
Figure 9.2(a)). Thus, a total of m+ 1 network graphs (“layers”) exist. The top
graph, layer 0, represents communication that is performed before the first net-
work service is performed. The bottom graph, layer m, represents communica-
tion after all processing steps have been completed. To traverse from one layer to
another, vertical edges between layers are added. These edges can only connect
the same nodes in neighboring layers. The existence of a (directed) vertical edge
indicates that the necessary service processing step to reach the next layer is
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Figure 9.2 Routing and placement in network service architecture.

available on that node. The cost of traversing that edge is the cost of processing
on that node.
Routing is achieved by finding the least-cost path in the layered graph between

the source node on layer 0 and the destination node on layer m. This path is
projected back into a single layer with vertical edges indicating placement for
network service processing.
The algorithm is guaranteed to find the optimal path for a network with-

out capacity constraints. The computational cost is that of running Dijk-
stra’s shortest path algorithm on the layered graph. Since the layered graph
is m+ 1 times the size of the original network graph, the complexity is
O(|m||E|+ |m||V |+ |m||V | log(|m||V |)).

9.4.3 Distributed routing and placement

One of the drawbacks of the centralized layered graph solution is the need for
complete knowledge of all network links. In an Internet-scale deployment it is
unrealistic to assume that such information is available. Thus, we also present
a distributed approach, where information can be aggregated and nodes have a
limited “view” of the network. This algorithm has been described in [22].
The distributed routing and placement algorithm uses a dynamic programming

approach similar to distance vector routing [24]. Let ck1,...,km
v (t) denote the cost of

the shortest path from node v to node t where the requested services Sk1 , . . . , Skm
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are performed along the way. For shortest path computation (i.e., no services),
we use the notation c−v (t). Thus, a node v can determine the least-cost path by
considering to process i (0 ≤ i ≤ m) services and forwarding the request to any
neighboring node nv (nv ∈ {x ∈ V |ev,x ∈ E}):

ck1,...,km
v (t) = min

0≤i≤m

(
i∑
l=1

ckl
v (v) + min

nv

(
c−v (nv) + c

ki+1,...,km
nv

(t)
))
.

The argument i on the right side determines how many of the m services that
need to be performed should be processed on node v. Note that if i = 0, no
service is processed, i.e.,

∑i
l=1 c

kl
v (v) = 0. If i = m, all the services are processed

on node v, i.e., cki+1,...,km
nv (t) = c−nv

(t). The argument nv determines to which
neighbor of v the remaining request should be sent.
To acquire the necessary cost information, nodes exchange a “service matrix”

with their neighbors (as illustrated in Figure 9.2(b)). This matrix contains costs
for all destinations and all possible service combinations. Since the number of
service combinations can be very large, a heuristic solution has been developed
that only uses cost information for each individual service. This approach is
discussed in detail in [22].

9.5 Runtime resource management

The network service architecture presents a highly dynamic environment for
the processing system on which services are implemented. Each connection may
request a different service sequence, which can lead to variable demand for
any particular service. This type of workload is very different from conven-
tional IP forwarding, where each packet requires practically the same processing
steps. While operating systems can provide a layer of abstraction between hard-
ware resources and dynamic processing workloads, they are too heavy-weight
for embedded packet processors that need to handle traffic at Gigabit per sec-
ond data rates. Instead, a runtime system that is specialized for dealing with
network service tasks can be developed. Of particular concern is to handle pro-
cessing workloads on multi-core packet processing systems. We discuss the task
allocation system developed in our prior work [25].

9.5.1 Workload and system model

The workload of a router system that implements packet forwarding for the
current Internet or service processing for next-generation networks can be repre-
sented by a task graph. This task graph is a directed acyclic graph of processing
steps with directed edges indicating processing dependencies. Packet processing
occurs along one path through this graph for any given packet. Different packets
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may traverse different paths. An example of such a graph representation of packet
processing is the Click modular router abstraction [26].
As discussed above, changes in traffic may cause more or less utilization along

any particular path in the graph and thus more or less utilization for any partic-
ular processing step. To determine the processing requirements at runtime, it is
necessary to do runtime profiling and track (at least) the following information:

• Processing requirements for each task.
• Frequency of task usage.
In our runtime system prototype, we represent the processing requirement as
a random variable Si, which reflects the processing time distribution of task
ti. For any given packet, the task service time is si. The frequency of usage is
represented by the task utilization u(ti), which denotes the fraction of traffic
traversing task ti.
Based on this profiling information, the runtime system determines how to

allocate resources to tasks.

9.5.2 Resource management problem

The formal problem statement for runtime management of multi-core service
processors is as follows (from [25]): Assume we are given the task graph of all
subtasks in all applications by T task nodes t1, . . . , tT and directed edges ei,j
that represent processing dependencies between tasks ti and tj . For each task,
ti, its utilization u(ti) and its service time Si are given. Also assume that we rep-
resent a packet processing system by N processors with M processing resources
on each (i.e., each processor can accommodate M tasks and the entire system
can accommodate N ·M tasks). The goal is to determine a mapping m that
assigns each of the T tasks to one of N processors: m : {t1, . . . , tT } → [1, N ].
This mapping needs to consider the constraint of resource limitations: ∀j, 1 ≤
j ≤ N : |{ti|m(ti) = j}| ≤M .
The quality of the resource allocation (i.e., mapping) can be measured by

different metrics (e.g., system utilization, power consumption, packet processing
delay, etc.). Our focus is to obtain a balanced load across processing components,
which provides the basis for achieving high system throughput.

9.5.3 Task duplication

One of the challenges in runtime management is the significant differences in
processing requirements between different tasks. Some tasks are highly utilized
and complex and thus require much more processing resources than tasks that
are simple and rarely used. Also, high-end packet processing systems may have
more processor cores and threads than there are tasks.
To address this problem, we have developed a technique called “task dupli-

cation” that exploits the packet-level parallelism inherent to the networking
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domain. Task duplication provides a straightforward way to distributing pro-
cessing tasks onto multiple processing resources. For the discussion, we assume
processing is stateless between packets. If stateful processing is performed, the
runtime system can ensure that packets of the same flow are sent to the same
instance of the processing task.
Task duplication creates additional instances of tasks with high work require-

ments. The amount of work, wi, a task performs is the product of the process-
ing requirements for a single packet and the frequency with which the task is
invoked: wi = u(ti) · E[Si]. This amount of work can be reduced if the number of
task instances is increased. If a task is duplicated such that there are di instances
and traffic is spread evenly among these instances, then the amount of utilization
for each instance decreases to u(ti)/di. Thus, the effective amount of work per
instance is w′i = u(ti)/di · E[Si]. Therefore, a more balanced workload can be
obtained by greedily duplicating the task with the highest amount of work until
all M ·N resources are filled with tasks. This also allows the use of all resources
if there are fewer tasks than resources.
Note that the work equation also shows that the differences in the amount

of work per task are not only due to the inherent nature of the task (i.e., the
expected service time E[Si]), but also due to the dynamic nature of the network
(i.e., the current utilization of the task u(ti)). Thus, the imbalance between tasks
cannot be removed by achieving a better (i.e., more balanced) offline partitioning,
and there is always need to adapt to current conditions at runtime.

9.5.4 Task mapping

Once the tasks and their duplicates are available, the mapping of tasks to proces-
sors needs to be determined. There are numerous different approaches to placing
tasks. When using tasks with vast differences in the amount of work that they
need to perform, then a mapping algorithm needs to take care in co-locating
complex tasks with simple tasks. If too many complex tasks are placed on a
single processor, then that system resource becomes a bottleneck and the overall
system performance suffers. Solving this type of packing problem is NP-complete
[27].
The benefit of having performed task duplication is that most tasks require

nearly equal amounts of work. Thus, the mapping algorithm can place any combi-
nation of these tasks onto a processor without the need for considering difference
in processing work. Instead, secondary metrics (e.g., locality of communication)
can be considered to make mapping decisions. We have shown that a depth-first
search to maximize communication locality is an effective mapping algorithm.
Our prototype runtime system that uses duplication and this mapping strategy
shows an improvement in throughput performance over a system with conven-
tional symmetric multiprocessing (SMP) scheduling provided by an operating
system [25]. More recent work considers not only processing resource alloca-
tion, but also memory management [28]. In particular, the partitioning of data
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structures among multiple physical memories with different space and perfor-
mance characteristics is an important issue. Static partitioning used in tradi-
tional packet processing systems is not sufficient for the same reasons that static
processing allocations cannot adapt to changing networking conditions.
Overall, runtime management of processing resources is an important aspect

of packet processing platforms in next-generation networks – especially as the
complexity and diversity of such services continues to increase.

9.6 Summary

The functionality provided by the networking infrastructure in the next-
generation Internet architecture encompasses not only forwarding, but also more
advanced protocol and payload processing. A key challenge is to find suitable
abstractions that allow end-systems to utilize such functionality, while maintain-
ing manageability and controllability from the perspective of service providers.
We presented an overview of a network service architecture that uses network
services as fundamental processing steps. The sequence of services that is instan-
tiated for each connection can be customized to meet the end-system applica-
tion’s needs. We discussed how service specifications can be used to express these
custom processing needs and how they can be translated into a constrained map-
ping problem. Routing in networks that support services is a problem that needs
to consider communication and processing costs. We presented two solutions,
one centralized and one distributed, to address the routing problem. We also
presented how runtime management on packet processing systems can ensure an
effective utilization of system resources.
The use of network service abstractions to describe in-network processing ser-

vice can be used beyond the work presented here. For example, when developing
virtualized network infrastructure, network service specifications can be used to
describe data path requirements for virtual slices.
In summary, in-network processing services are an integral part of the next-

generation Internet infrastructure. The work we presented here can provide one
way of making such functionality possible.
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Starting in August of 2006 our collaborative team of researchers from North
Carolina State University and the Renaissance Computing Institute, UNC-CH,
have been working on a Future InterNet Design (NSF FIND) project to envision
and describe an architecture that we call the Services Integration, controL, and
Optimization (SILO). In this chapter, we describe the output of that project.
We start by listing some insights about architectural research, some that we
started with and some that we gained along the way, and also state the goals
we formulated for our architecture. We then describe that actual architecture
itself, connecting it with relevant prior and current research work. We show
how the promise of enabling change is validated by showing our recent work on
supporting virtualization as well as cross-layer research in optics using SILO. We
end with an early case study on the usefulness of SILO in lowering the barrier
to contribution and innovation in network protocols.

10.1 Toward a new Internet architecture

Back in 1972 Robert Metcalfe was famously able to capture the essence of net-
working with a phrase “Networking is inter-process communication,” however,
describing the architecture that enables this communication to take place is by
no means easy. The architecture of something as complex as the modern Internet
encompasses a large number of principles, concepts and assumptions, which nec-
essarily bear periodic revisiting and reevaluation in order to assess how well they
have withstood the test of time. Such attempts have been made periodically in
the past, but really started coming into force in the early 2000s, with programs
like DARPA NewArch [24], NSF FIND [11], EU FIRE [12] and China’s CNGI all
addressing the question of the “new” Internet architecture. The degree to which
the Internet continues to permeate modern life with hundreds of new uses and
applications, adapted to various networking technologies (from optical, to mobile
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wireless, to satellite), raises concerns with the longevity of Internet architecture.
The original simple file transfer protocols and UUNET gave way to e-mail and
WWW, which by now are becoming eclipsed by streaming media, compute grids
and clouds, instant messaging and peer-to-peer applications. Every step in this
evolution raises the prospect of reevaluation of the fundamental principles and
assumptions underlying the Internet architecture. So far this architecture has
managed to survive and adapt to the changing requirements and technologies
while providing immense opportunities for innovation and growth. On the one
hand, such adaptability seems to confirm that some of the original principles have
truly been prescient to allow the architecture to survive for over 30 years. On
the other, it begs the question if the survival of the architecture is in fact being
ensured by the reluctance to question those principles, cemented by shoehorning
novel applications and technologies into the existing architecture without giving
thought to its suitability.
Such contradiction will not be easily resolved, nor should it be. A dramatic

shift to a new architecture should only be possible for the most compelling of
reasons, and so, the existence of this contradiction creates the ultimate “tus-
sle” [7] for the networking researcher community. This tussle pits the investment
in time, technologies and capital made in the existing architecture against the
possibilities which open up by adapting the new architecture in allowing for cre-
ation of novel and improved services over the Internet as well as opening new
areas of research and discovery. It also allows us to continually refine the defini-
tion of the Internet architecture and separate and reexamine the various aspects
of it. A sampling of the projects funded through the NSF FIND program, tar-
geted at re-examining the architecture of the Internet, illustrates the point: there
are projects concerned with naming [17, 14]), routing [4, 15], protocol architec-
tures [8], which examine these and other aspects from perspectives of security,
management [21], environmental impact [2] and economics [14]. Another dimen-
sion is presented by the range of technologies allowing devices to communicate:
wireless, cellular, optical [5] and adaptations of the Internet architecture to them.
This diversity of points of view makes it difficult to see clearly the funda-

mental elements of the architecture and their influence over each other. Most
importantly for the researcher interested in architecture, this makes it nearly
impossible to answer concisely the question of what the Internet architecture
actually is, or even what concerns are encompassed by the term “Internet archi-
tecture.” What things should be considered part of the architecture of a complex
system, and what should be considered specific design decisions, comparatively
more mutable? This further fuels the “to change or not to change” tussle we
alluded to above.
One way to make progress in the tussle appears to be in creating modifications

in the current architecture, which enable new functionality or services not pos-
sible today, while limiting the impact on the rest of the architecture, in essence
evolving the architecture while preserving backward compatibility. This approach
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has the additional merit of taking the concerns expressed in some recent papers
regarding the potential of clean-slate approaches to be far divorced from reality,
with no reasonable chance of translating to deployment; such concerns have been
epitomized by the phrase “Clean-slate is not blue-sky.”
In our project named SILO (Services Integration, controL and Optimization)

we started, in a way, by following this approach. We did not attempt to rethink
the Internet as a whole. Instead, we identified one particular aspect of the Inter-
net architecture that, in our opinion, created a significant barrier to its future
development. We proposed a way to modify this aspect of the architecture in a
way that is least impactful on the rest of the architecture and demonstrated the
use of this new architecture via a prototype implementation and case studies.
Somewhat to our surprise, however, what emerged from our research, was a

new understanding regarding the problem at hand. The important problem is not
to obtain a particular design or arrangement of specific features, but rather, to
obtain a meta-design that explicitly allows for future change. With a system like
the Internet, the goal is not to design the “next” system, or even the “best next”
system, but rather a system that can sustain continuing change and innovation.
This principle, which we call designing for change, became fundamental to

our project. In the process, we have come to develop our own answer to the
question of what architecture actually is: it is precisely the characteristics of
the system that does not change itself, but provides a framework within which
the system design can change and evolve. The current architecture houses an
effective design, but is not itself effective in enabling evolution. Our challenge
has been to articulate the necessary minimum characteristics of an architecture
that will be successful in doing so.

10.2 The problems with the current architecture

As witnessed by the breadth of scope of the various FIND-related projects, ideas
on how to improve the current Internet cover a wide range of approaches. These
ideas are frequently driven by the difficulties in attempting to integrate some
new functionality into the Internet architecture. In the SILO project we began
with a single basic observation: that protocol research has stagnated despite
the clear need to improve data transfers over the new high-speed optical and
wireless technologies and has been reduced to designing variants of TCP. This
stagnation points to a weak point in the original Internet architecture, that
somehow has disallowed the evolution and development of this aspect of the
architecture. The cause of this stagnation, in our opinion, lies in (a) the difficult
barrier to entry in implementing new data transfer protocols in the TCP/IP
stack, except for user-space, (b) perhaps more importantly, the lack of clear
separation between policies and mechanisms in TCP/IP design (e.g., window-
based flow control vs. the various ways in which the window size can respond to
changes in the network environment) preventing the reuse of various components,
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and (c) the lack of a predefined agreed-upon way for protocols at different layers
to share information with each other for the purpose of optimizing their behavior
for different optimization criteria (of the user, the system or the network).
Such lack of flexibility, for example, prevented applications that would ideally

prefer to use some parts of the functionality of the TCP/IP stack, but not others,
in transmitting data. For instance, being able to request a specific mode of flow
control (or totally remove it), while still retaining in-order delivery of TCP may
be desirable. However, the current implementations make no allowance for such
flexibility.
The lack of explicit and well-defined cross-layer interaction mechanisms

resulted in more subtle problems: these interactions are implemented anyway,
but in an ad-hoc fashion, resulting in a monolithic implementation where TCP
and IP codes are intermingled to achieve higher efficiencies. As a result, clar-
ity and reusability are sacrificed, with the unintended consequence of making
each further unit of development and research more difficult. In a way, this is a
self-reinforcing process, each modification making further modificiations of the
whole structure more difficult, ensuring that in the long run TCP and its modi-
fications remain the dominant mode of data transport. When it comes to adding
new cross-layer interactions, particularly with the physical layer, the problem is
even more pronounced, as is indicated by the fact that no standard cross-layer
solution has been widely adopted, for example, to assist TCP over wireless by
taking advantage of physical layer conditions, despite a clear need.
Finally, the proliferation of half-layer solutions, like MPLS or IPSec, pointed

at another aspect of this problem: that the protocols layers as we know them
(TCP/IP or OSI stacks) were no longer relevant and were merely markers for
some vague functional boundaries within the architecture. These half-layer solu-
tions clearly addressed important needs, yet the Internet architecture had no
way of describing their place within a data flow.
In essence, the TCP/IP stack has become ossified, preventing further devel-

opment and evolution of protocols within its framework. Applications written
today that require data services not accommodated by the TCP/UDP dichotomy
are left to take one of several paths: (a) implement their own UDP-based data
transfer mechanisms without the ability to reuse the elements of the existing
architecture or to take advantage of kernel-space optimizations in buffer manage-
ment, (b) adapting an existing TCP implementation to new situations, e.g., new
media like wireless, or large bandwidth–delay product in optical networks, and
(c) abandoning the old and “rolling their own” implementation, as has occurred
in sensor networks, where TCP/IP has been supplanted by a simpler implemen-
tation suitable for the low-cost/low-power sensor hardware.
These approaches point to a significant risk of fracturing the future protocol

development into their applicable domains (wireless, optical, sensor, mobile). In
turn, these networks are then forced to communicate with each other or “the
(canonical) Internet” via proxies or gateways. In a way, this is a “balkanization”
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of the network as apprehended in [18]. From our perspective, such an outcome
is undesirable and presents the fundamental challenge to the concept of IP as a
simple convergence point (often referred to as IP being the “narrow waist” of the
“hourglass” protocol stack), which stands as one of the fundamental assumptions
of the current Internet architecture.
Based on the identified shortcomings of the current Internet architecture, it

became clear that what is needed is a new architectural framework that will
address these deficiencies and allow for a continuing evolution of protocols and
their adaptation to new uses and media types.

10.3 SILO architecture: design for change

As a starting point, we adopted a view that layering of protocol modules within a
dataflow was a desirable feature that has withstood the test of time, as it made
data encapsulation easy, and simplified buffer management. The layer bound-
aries, on the other hand, do not have to be in specific places; to our minds, this
caused entrenchment of existing protocols, and is one of the causes of the iden-
tified ossification of the Internet architecture. Based on this initial assumption,
the desirable characteristics of the new architecture started to emerge: that (a)
each data flow should have its own arrangement of layered modules, such that
the application or the system could create such arrangements based on applica-
tion needs and underlying physical layer attributes; (b) the constituent modules
should be small and reusable to assist in the evolution by providing ready-made
partial solutions; and (c) that the modules should be able to communicate with
each other over a well-defined set of mechanisms.
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These three principles became the basis of the SILO architecture. We refer
to each individual layered arrangement serving a single dataflow as a silo and
we refer to individual layers within a silo as services and methods (more on this
later). Figure 10.1 depicts the basic elements of the architecture.
Several other architectural elements developed from these basic principles. As

the system evolved, the reusable modules (services and methods) could be added
to fulfill the changing requirements of various applications, while allowing the
reuse of existing ones. One could think of a downloadable driver model as being
appropriate in this context – new services and methods could be added to the
system via one or more trusted remote repositories.
Since not all modules can be assumed to be able to coexist with each other in

the same silo, it is necessary to keep track of module compatibility. We refer to
these as composability constraints. These constraints could be specified by the
creators of the modules when the modules are made available, or they could
be automatically deduced based on the description of module functionality. We
envision that knowledge distilled from deployment experience of network oper-
ators, collectively, can also be stored here. The number of such constraints can
be expected to be large and grow with time. This pointed out to us the need for
automated silo composition, which can be accomplished by one or more algo-
rithms based on the application specification. This automated construction of
silos became a crucial part of the architecture.
From the perspective of cross-layer interactions, it also became desirable to not

simply allow modules to communicate with each other outside the dataflow, but
to allow for an external entity to access module states for purposes of optimiz-
ing the behavior of individual silos and/or the system as a whole. We referred
to this function as cross-service tuning, which was accomplished by querying
individual modules via gauges and modifying their state via knobs. Both gauges
and knobs had to be well defined and exposed as part of the module interface.
The important aspect of this approach is that the optimization algorithm could
be pluggable, just like the modules within a silo, allowing for easy retarget-
ing of optimization objectives by a substitution of the optimization algorithm.
This addresses the previously identified deficiency of the current architecture,
where policies and methods in protocol implementations were frequently mixed
together, not allowing for evolution of one without the other.
The service/method dichotomy introduced earlier becomes important from the

point of view of system scalability. Borrowing from object-oriented programming
concepts, what we call services are generic functions like encryption or header
checksum or flow control, while methods are specific implementations of services.
Thus, in some sense, methods are polymorphic on services. This relationship
allows for aggregation of some composability constraints based on generic ser-
vice definitions, which necessarily propagate to the methods implementing this
service, thus making the job of the developer, as well as of the composition
algorithm, substantially easier.
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Each service is described from the point of view of its functionality, its generic
interfaces (to the services immediately above and below it in a silo), as well as
the knobs and gauges it exposes. These, as well as composability constraints
are inherited by methods implementing this service. The methods implementing
services must conform to this interface definition; however, they may be allowed
to expose method-specific knobs and gauges, as seen in Figure 10.2.
Another way to look at the SILO architecture is from the point of view of

functional blocks. This architectural view also served as the basis of the proto-
type implementation of this architecture. At the heart of the system is the Silo
Management Agent (SMA), which is responsible for maintaining the state of indi-
vidual dataflows and associated silos. The application communicates with this
entity via a standard API passing both data, as well as silo meta-information,
like descriptions of desired services. The SMA is assisted by a Silo Composition
Agent (SCA) which contains algorithms responsible for assembling silos based
on application requests and known composability constraints between services
and methods. All service descriptions, method implementations, constraints and
interface definitions are stored in a Universe of Services Storage (USS). Both
SMA and SCA consult this module in the course of their operations. Finally there
is a separate Tuning Strategies Storage, which houses various algorithms capa-
ble of optimizing the behavior of individual silos (or their collections) for specific
objectives. This optimization is achieved by monitoring gauges and manipulating
knobs that methods inside instantiated silos expose. This architecture is shown
in Figure 10.3.
The normal sequence of operations for this architecture looks something like

this: (a) an application requests a new silo from the SMA specifying, possibly in
some vague form, its communications preferences, (b) SMA passes the request to
the SCA, which invokes one of the composition algorithms and, when successful,
passes back to the SMA a silo recipe, which explicitly describes the ordered list
of services which will make up the new silo, (c) SMA instantiates a new silo by
loading the methods described in the recipe and instantiating a state for the
new data flow; it passes a silo handle back to the application, (d) the application
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begins communicating while an appropriate tuning/optimization algorithm is
applied to the silo via the tuning agent.
It is quite clear that, while this architecture offers a great deal of flexibility

in arranging communication services, this flexibility comes at some cost. One
important problem that needs to be addressed is that of an agreement on the
silo structure between two communicating systems, noting that the silos need
not be identical to accomplish communications tasks (monitoring or accounting
services are a trivial example of services that require no strict counterpart in the
far-end silo). The solution to this problem comes in one of several flavors. One
approach may be an out-of-band channel, which allows two SMAs to communi-
cate and create an agreement between them prior to applications commencing
their communications. This approach may be suitable for peer-to-peer models
of communications. Another, more suitable for client-server models, allows for a
just-in-time analysis of compatibility between two silos by embedding a finger-
print of the client silo structure in the first packet that is sent out. Based on
the information in that packet, the SMA can determine if the communication
between a client and an already instantiated server is possible. In our work, this
remains a problem still open for further investigation.
The last important question that remains to be addressed is why this archi-

tecture is better suited for evolution than the current one. As was mentioned in
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Figure 10.4 The SILO hourglass.

the previous section, our mantra for this project has been “design for change,”
and we believe we have succeeded in that. The architecture we have described
does not mandate that any specific services be defined or methods implemented.
It does not dictate that the services be arranged in a specific fashion and leaves
a great deal of freedom to the implementors of services and methods. What
it does define is a generic structure in which these services can coexist to help
applications fulfill their communications needs, which can vary depending on the
type of application, the system it is running on, and the underlying networking
technologies available to it. Thus, as the application needs evolve along with the
networking technologies, new communications paradigms can be implemented by
adding new modules into the system. At the same time, all previously developed
modules remain available, ensuring the smooth evolution.
The described architecture is a meta-design which allows its elements (the ser-

vices and methods, the composition and tuning algorithms) to evolve indepen-
dently, as application needs change and networking technologies evolve. Where,
in the current architecture, the IP protocol forms the narrow waist of the hour-
glass (i.e., the fundamental invariant), in the SILO architecture the convergence
point is the conformance to the meta-design, not a protocol (which is part of
the design itself). Rather than a protocol which all else must be built on and
under, SILO offers the silo abstraction as an invariant, the narrow waist in the
hourglass of this particular meta-design (Figure 10.4).
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10.4 Prior related work

One of the earliest attempts to impose orderly design rules on networking pro-
tocols is definitely the x-kernel project [13]. While SILO is similar to the x-
kernel in introducing well-defined interfaces for protocol modules and organizing
module interactions, it is important to recognize several major differences: (a)
x-kernel was an OS-centric effort in implementing existing network protocols
as sets of communicating processes inside the novel kernel, while SILO is an
attempt to introduce a network protocol meta-design that is independent of any
assumptions about the underlying OS; (b) x-kernel made an early attempt at
streamlining some of the cross-layer communications mechanisms; SILO makes
cross-layer tuning and optimization enabled by such mechanisms an explicit focus
of the framework; and finally (c) SILO is focused on the problem of automated
dynamic composition of protocol stacks based on individual application requests
and module composability constraints, while the x-kernel protocols are prear-
ranged statically at boot time.
Among recent clean-slate research, there are two projects whose scope extends

to include the whole network stack and hence are most closely related to our own
project.
The first is work on the role-based architecture (RBA) [6], carried out as part

of the NewArch project [24]. Role-based architecture represents a non-layered
approach to the design of network protocols, and organizes communication in
functional units referred to as “roles.” Roles are not hierarchically organized,
and thus may interact in many different ways; as a result, the metadata in the
packet header corresponding to different roles form a “heap,” not a “stack” as in
conventional layering, and may be accessed and modified in any order. The main
motivation for RBA was to address the frequent layer violations that occur in the
current Internet architecture, the unexpected feature interactions that emerge
as a result [6], and to accommodate “middle boxes.”
The second is the recursive network architecture (RNA) [26, 20] project, also

funded by FIND. Recursive network architecture introduces the concept of a
“meta-protocol” which serves as a generic protocol layer.
The meta-protocol includes a number of fundamental services, as well as con-

figurable capabilities, and serves as a building block for creating protocol layers.
Specifically, each layer of a stack is an instantiation of the same meta-protocol;
however, the meta-protocol instance at a particular layer is configured based on
the properties of the layers below it. The use of a single tunable meta-protocol
module in RNA makes it possible to support dynamic service composition, and
facilitates coordination among the layers of the stack; both are design goals of
our own SILO architecture, which takes a different approach in realizing these
capabilities.
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10.5 Prototype and case studies

As part of the outcome of our current FIND project, we have produced a working
prototype implementation, which serves as proof-of-concept demonstration of the
feasibility of the SILO framework. This prototype, which is publicly available
from the project website [23], is implemented in portable C++ and Python as a
collection of user-space processes running in a recent version of Linux (although
the prototype carries no explicit dependencies on the Linux kernel). Individual
services as well as tuning algorithms are implemented as dynamically loadable
libraries (DLLs or DSOs). The general structure of the prototype follows Figure
10.3.
One of the important issues we encountered when addressing the problem of

dynamically composable silos was the problem of representation of the relation-
ships (composability constraints) between different services and modules. This
is, essentially, a problem of knowledge representation. These constraints take the
form of statements similar to “Service A requires Service B” or “Service A cannot
coexist with Service B,” which can be modulated by additional specifications like
“above” or “below” or “immediately above” or “immediately below.” Addition-
ally, we also needed to deal with the problem of specifying application preferences
or requests for silos, which can be described as application-specific composabil-
ity constraints. To address this problem we turned to ontologies, specifically,
ontology tools developed by the Semantic Web community.
We adopted RDF (Resource Description Framework) as the basis for ontol-

ogy representation in the SILO framework. Relying on RDF-XML syntax we
were able to create a schema defining various possible relationships between the
elements of the SILO architecture: services and methods. These relationships
include the aforementioned composability constraints, which can be combined
into complex expressions using conjunction, disjunction, and negation. Using this
schema we have defined a sample ontology for the services we implemented in
the current prototype. The application constraints/requests are expressed using
the same schema. This uniform approach to describing both application requests
as well as the SILO ontology is very advantageous in that a request, issued
by the application, and expressed in RDF-XML, can be merged into the SILO
ontology to create a new ontology with two sets of constraints – the original
SILO constraints, and those expressed by the application, on which the com-
position algorithm then operates. Using existing Semantic Web tools we have
implemented several composition algorithms that operate on these ontologies
and create silo recipes, from which silos can be instantiated.
Our RDF schema also allows us to express other knowledge, such as the func-

tions of services (an example of a service function could be “Congestion Con-
trol” or “Error Correction” or “Reliable Delivery”), as well as their data effects
(examples include cloning of a buffer, splitting or combining of buffers, transfor-
mation, and finally null, which implies no data effect). These are intended to aid
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composition algorithms in deciding the set of services that need to be included
in a silo, when an application is unable to provide precise specifications in the
request. Using this additional information in the composition algorithm is an
active area of our research.

10.6 Future work: SDO, stability, virtualization, silo-plexes

As was mentioned throughout this chapter, the SILO architecture enables a
number of potential areas for research. In this section we try to address some of
the more interesting and forward-looking ones.

10.6.1 Virtualization

Network virtualization efforts have attracted growing interest recently. Virtual-
ization allows the same resource to be shared by different users, with independent
and possibly different views. In network virtualization, a substrate network is
shared by a virtualization system or agent which provides interfaces to different
clients.
Testbeds such as PlanetLab have demonstrated network virtualization, and

other efforts such as Emulab have allowed investigation of a virtualized net-
work through an emulated environment. The Global Environment for Network-
ing Innovation (GENI) has identified virtualization as a basic design strategy
for the envisioned GENI facility to enable experimentation support for diverse
research projects. More importantly, it has been conjectured that virtualization
itself could become an essential part of the future Internet architecture. The
FIND portfolio also contains projects on virtualization [27, 3]. Nevertheless, net-
work virtualization is comparatively less mature than OS virtualization, being a
significantly more recent field. We can expect there will be substantial ongoing
work in increasing the isolation, generality and applicability of this area in the
short- to mid-term. As such, it is an important area for any new architecture to
consider.
Accordingly, we consider how virtualization can be realized in the SILO frame-

work in order to achieve greater reusability. We go on to conjecture that such a
realization might allow the concept of network virtualization to be generalized.

10.6.1.1 Virtualization as service
So far, network virtualization has been strongly coupled to the platform and
hardware of the substrate. Logically, however, network virtualization consists
of many coordinated individual virtualization capabilities, distributed over net-
working elements, that share the common functionality of maintaining resource
partitions and enforcing them. In keeping with the SILO vision, we can view
these functions as separate and composable services.
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Figure 10.5 Successive virtualization.

The most basic of these services is that of splitting andmerging flows; these ser-
vices must obviously be paired. This is no more than the ability to mux/demux
multiple contexts. Note that this service is a highly reusable one, and can be
expected to be useful in diverse scenarios whenever there is aggregation/dis-
aggregation of flows, such as mapping to/from physical interfaces, or at interme-
diate nodes for equivalence classes on a priority or other basis, or label stacking.
In the networking context, virtualization is usually interpreted as implying

two capabilities beyond simple sharing. The first is isolation: each user should
be unaware and unaffected by the presence of other users, and should feel that it
operates on a dedicated physical network. This is sometimes also called “slicing.”
This can be broken down into two services: (i) slice maintenance, which keeps
track of the various slices and the resources used by them, and (ii) access con-
trol, which monitors and regulates the resource usage of each slice, and decides
whether any new slices requested can be allowed to be created or not; for exam-
ple, rate control such as leaky bucket would be an access control function.
The second capability is diversity: each user should be able to use the substrate

in any manner in which it can be used, rather than being restricted to use a single
type of service (even if strictly time-shared). This is akin to the ability to run
different operating systems on different virtual machines. In SILO, this capability
is natively supported, through the composable nature of the stack. Not only do
different silos naturally contain different sets of services, but the composability
constraints provide a way to indicate what set of upper services may be chosen
by different slices when building on a particular virtualized substrate.
The definition of a standard set of services for virtualization means that every

realization of this service (for different substrates) would implement the func-
tional interfaces specified by the service itself, thus any user of the virtualization
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agent would always be able to depend on these standard interfaces. Articulating
this basic interface is part of our goal in this regard. For example, consider the
case of virtualizing an 802.11 access point with the use of multiple SSIDs; the
interface must allow specification of shares, similar to the example above. How-
ever, since the different slices can use different varieties of 802.11 with different
speeds, the sharing must really be specified in terms of time shares of the wireless
medium, which is the appropriate sharing basis in this context.

10.6.1.2 Generalizing virtualization
Following the principle that a virtual slice of a network should be perceived just
like the network itself by the user, we are led to the scenario that a slice of a
network may be further virtualized. A provider who obtains a virtual slice and
then supports different isolated customers may desire this scenario. The current
virtualization approaches do not generalize gracefully to this possibility, because
they depend on customized interfaces to a unique underlying hardware. If virtu-
alization is expressed as a set of services, however, it should be possible to design
the services so that such generalization is possible simply by reusing the services
(see Figure 10.5). There would obviously be challenges and issues. One obvious
question is whether the multiple levels of virtualization should be mediated by
a single SMA or whether the SMA itself should run within a virtualization, and
thus multiple copies of SMA should run on the multiple stacks. Either approach
is possible to proceed with, but we believe the former is the correct choice. In OS
virtualization, the virtualization agent is itself a program and requires some level
of abstraction to run, though it maps virtual machine requests to the physical
machine down to a high level of detail. Successive levels of virtualization with
agents at all levels being supported by the same lower-level kernel are difficult
to conceive. However, networking virtualization agents do not seek to virtualize
the OS which supports them. As such, the kernel support they require can be
obtained through a unique SMA.
It may appear from this discussion that in fact with per-flow silo states, there

is no need to virtualize, and in fact it is possible to extend all the slices to the
very bottom (dotted lines in Figure 10.5). However, the advantage lies precisely
in state maintenance; a service which is not called upon to distinguish between
multiple higher-level users can afford to keep state only for a single silo, and the
virtualization service encapsulates the state keeping for the various users.

10.6.1.3 Cross-virtualization optimization
Finally, it is possible to conceive of cross-layer interaction across virtualization
boundaries, both in terms of composability constraints, and tuning. The service
S1 in Figure 10.5 may require the illusion of a constant bit-rate channel below
it, and the virtualization below it may be providing it with this by isolation.
If, however, there is some service still further down that does not obey this
restriction (some form of statistical multiplexing, for example), then the illusion
will fail. It must be possible to express this dependence of S1 as a constraint,
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which must relate services across a virtualization boundary. It appears harder
to motivate the need to tune performance across boundaries, or even (as the
SMA could potentially allow) across different slices. Although we have come
up with some use cases, they are not persuasive. However, we recall that the
same was true of the layering abstraction itself, and it is only recently that
cross-layer interactions have come to be perceived as essential. We feel that
cross-virtualization optimization is also an issue worth investigation, even if the
motivation cannot be clearly seen now.

10.6.2 SDO: “software defined optics”

In today’s networks, the physical layer is typically considered as a black box:
sequences of bits are delivered to it for transmission, without the higher layers
being aware of exactly how the transmission is accomplished.
This separation of concerns imposed by the layering principle has allowed

the development of upper-layer protocols that are independent of the physical
channel characteristics, but it has now become too restrictive as it prevents other
protocols or applications from taking advantage of additional functionalities that
are increasingly available at the physical layer.
Specifically, in the optical domain, we are witnessing the emergence of what

we call software defined optics (SDO), i.e., optical layer devices that are:

1. intelligent and self-aware, that is, they can sense or measure their own char-
acteristics and performance, and

2. programmable, that is, their behavior can be altered through software control.

Our use of the term SDO is a deliberate attempt to draw a parallel to another
recent exciting technology, software defined radios (SDR), devices for which
nearly all the radio waveform properties and applications are defined in soft-
ware [25, 10, 16, 1].
The software logic defining more and more of these SDO devices requires

cross-layer interactions, hence the current strictly layered architecture cannot
capture the full potential of the optical layer. For instance, the optical substrate
increasingly employs various optical monitors and sensors, as well as pools of
amplifiers and other impairment compensation devices.
The monitoring and sensing devices are capable of measuring loss, polarization

mode dispersion (PMD), or other signal impairments; based on this information,
it should then be possible to use the appropriate impairment compensation to
deliver the required signal quality to the application.
But such a solution cannot be accomplished within the current architecture,

and has to be engineered outside of it separately for each application and impair-
ment type; clearly, this is not an efficient or scalable approach.
Reconfigurable optical add-drop multiplexers (ROADMs) and optical splitters

with tunable fanout (for optical multicast) are two more examples of currently
available SDO devices whose behavior can be programmed according to the
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wishes of higher-layer protocols. Looking several years into the future, one can
anticipate the development of other sophisticated devices such as programmable
mux-demux devices (e.g., that allow the waveband size to adjust dynamically),
or even hardware structures in which the slot size can be adjustable
In the SILO architecture, all these new and diverse functionalities within (what

is currently referred to as) the physical layer will typically be implemented as
separate services, each with its own control interfaces (knobs) that would allow
higher-level services and applications direct access to, and control of, the behavior
of the optical substrate.
Hence, the SILO architecture has the ability to facilitate a diverse collec-

tion of critically important cross-layer functions, including traffic grooming [9],
impairment-aware routing [22, 28], and multi-layer network survivability [19]
that have been studied extensively, as well as others that may emerge in the
future.
We also note that there is considerable interest within the GENI community to

extend the programmability and virtualization functionality that is core to the
GENI facility, all the way down to the optical layer so as to enable meaningful
and transforming optical networking research. Currently, however, a clear road
map on how to achieve such a “GENI-ized” optical layer has not been articulated,
mainly due to the lack of interfaces that would provide GENI operations access
to the functionality of the optical layer devices.
We believe that the SILO architecture would be an ideal vehicle for enabling

optical-layer-aware networking within GENI, as well as enabling cross-layer
research through explicit control interfaces (e.g., such as SILO knobs). Therefore,
we are in the process of outlining specific strategies for incorporating the SILO
concepts within the GENI architecture whenever appropriate.

10.6.3 Other open problems

In this section we identify and briefly describe additional open problems associ-
ated with the SILO architecture we plan to study:

Agreement on silo structure with remote end: as was mentioned in Sec-
tion 10.3, the flexibility offered by the SILO architecture comes at a price: the
need for an agreement between communicating applications about the struc-
ture of silos on both ends. We have already identified several solutions to this
problem, however it is an interesting enough problem to continue keeping it
open. Some desirable characteristics of an ideal solution are: low overhead of
the agreement protocol, high degree of success in establishing agreement, and
security of the agreement process.

Stability and fairness: the stability of today’s Internet is in part guaranteed
by the fact that the same carefully designed algorithms govern the behav-
iors of TCP flows to achieve fairness between flows. As demonstrated in the
literature, this stability is fragile and can be taken advantage of by non-
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compliant TCP implementations to achieve higher throughput rates com-
pared to unmodified versions. SILO allows a plug-and-play approach to sub-
stituting optimization policies into protocol stacks, thus ensuring stability and
fairness of the system within some predefined envelope of behavior becomes
paramount.

SILO in the core and associated scalability problems: all examples in
this chapter concentrated on the edge of the network where applications con-
struct silos to communicate with one another. Nothing so far has been said
about the structure of the networking stacks in the core. It is clear that the
SILO concept can be extended to the core, by providing value addition mod-
ules/services to individual flows or groups of flows, as long as the problem of
scalability of this approach is addressed.

Silo composition based on fuzzy application requests: as indicated in
Section 10.3, the problem of composition of silos based on application requests
remains open. One of the important areas to be studied is the ability to
construct silos based on vague specifications from the application which
may provide minimal information about its needs like “reliable delivery with
encryption.” This type of fuzzy or inexact specification requires an extended
ontology of services in which some reasoning can take place. The solutions will
be multiple and the system must pick the one that by some criteria optimizes
overall system behavior, or perhaps addresses some other optimization goal.

10.7 Case study

Does SILO work? Is there any evidence to show that it lowers the barrier to
continuing innovation, its stated goal? Of course, the answer to such a question
would take a long and diverse experimental effort, and to be convincing, would
have to come at least partly from actual developer communities after at least
partial deployment.
However, we have been able to conduct a small case study which gives us hope.

In the Fall of 2008, we made a simplified version of the SILO codebase available
to graduate students taking the introductory computer networks course at North
Carolina State University. Students are encouraged to take this course as a pre-
requisite to advanced graduate courses on networking topics, and most students
taking the course have no prior networking courses, or a single undergraduate
course on general networking topics. Students are required to undertake a small
individual project as one of the deliverables, which is typically a reading of a
focused topic in the literature and synthesizing in a report. In this instance,
students were told that they could try their hand at programming a small net-
working protocol as a SILO service as an alternative project. Nine out of the
around fifty students in the class chose to do so. All but one of these students
had not coded any networking software previously. To our satisfaction, all nine
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produced code to perform non-trivial services, and the code not only worked,
but it was possible to compose the services into a stack and interoperate them,
although there was no communication or effort among the students to preserve
interoperability during the semester. In one case, the code required reworking by
the teaching assistant, because the student concerned had (against instructions)
modified the SILO codebase distribution. The services coded by the students
were implementations of ARQ, error control, adaptive compression, rate control,
and bit stuffing. Testing services such as bit-error simulators were also coded,
and two students attempted to investigate source routing and label switching,
going into the territory of SILO services over multiple hops, which are as yet
comparatively unformed and malleable in our architectural vision.
While this is only the veriest beginnings of trying to validate SILO, we feel

that it at least shows that the barrier to entry into programming networking
services has been lowered, in that the path from conceptual understanding of a
networking protocol function to attaining the ability to produce useful code for
the same is dramatically shorter. In future similar case studies, we hope to study
the reaction to such beginning programmers to the tuning agent and ontology
capabilities. And as always, we continue to invite the community to download
the SILO code from our project website, try using it, and send us news about
their positive and negative experiences.
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11 Separating routing policy from
mechanism in the network layer
James Griffioen, Kenneth L. Calvert, Onur Ascigil, and Song Yuan
University of Kentucky, USA

11.1 Introduction

Despite the world-changing success of the Internet, shortcomings in its routing
and forwarding system (i.e., the network layer) have become increasingly appar-
ent. One symptom is an escalating “arms race” between users and providers:
providers understandably want to control use of their infrastructure; users under-
standably want to maximize the utility of the best-effort connectivity that
providers offer. The result is a growing accretion of hacks, layering violations
and redundant overlay infrastructures, each intended to help one side or the
other achieve its policies and service goals.
Consider the growing number of overlay networks being deployed by users.

Many of these overlays are designed specifically to support network layer ser-
vices that cannot be supported (well) by the current network layer. Examples
include resilient overlays that route packets over multiple paths to withstand link
failures [4], distributed hash table overlays that route packets to locations repre-
sented by the hash of some value [19, 16, 24], multicast and content distribution
overlays that give users greater control of group membership and distribution
trees [10, 14], and other overlay services. In many of these examples, there is a
“tussle” between users and providers over how packets will be routed and pro-
cessed. By creating an overlay network, users are able to, in a sense, impose their
own routing policies – possibly violating those of the provider – by implementing
a “stealth” relay service.
The lack of support for flexible business relationships and policies is another

problem area for the current network layer. The provider–customer relationship
is largely limited to the first-hop (local) provider. Customers only form business
relationships with (i.e., pay) their local provider, and then rely on the provider to
get their packets to the destination. This limits customers to the paths selected
(purchased) by the local provider, and makes it difficult to obtain paths with
specific properties (e.g., QoS), since almost all end-to-end paths involve multiple

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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providers. Ideally, a customer would be allowed to negotiate and purchase ser-
vice from any provider along the path(s) to the destination, thereby controlling
its own business policies and economic interests rather than being subject to
the business policies of the local provider. As others have observed, the current
network layer (IP) is not designed so that users and providers can negotiate
solutions to their “tussles” [11]; thus, the “arms race” continues.
While some of these problems might be addressed piecemeal in the context

of the present architecture, their root causes are so embedded in the current
network layer that solving all of them may not be feasible within the constraints
imposed by the current protocol specifications; a fresh start is required. Even
solutions like IPv6 do not get to the fundamental problems mentioned above.
In other words, it is time to start over from scratch. While the original Inter-
net’s primary goal was to support end-to-end connectivity from any host to
any host, today’s networks must go farther, providing support for features such
as protection, security, authentication, authorization, quality of service, flexible
billing/payment, and simplified network configuration and management.
If we were to start over and design a new network layer, what would it look

like? We present our answer – a “clean-slate” approach to the network layer that
enables users and providers to jointly control routing and forwarding policies,
thus allowing tussles to play out in ways that do not interfere with the deploy-
ment of new services. Our design separates routing from forwarding, addressing,
and topology discovery; uses a flat, topology-independent identifier space; and
achieves scalability via hierarchy based on the hiding of topology information.
In the next section we present design goals for our new PFRI network layer

architecture. Section 11.3 then describes how a simple PFRI network is organized
and operates. Section 11.4 then addresses the issue of scalability, showing how
PFRI can be scaled to support large networks. Section 11.5 discusses issues
that arose while designing the architecture, and Section 11.6 describes an initial
prototype implementation. Finally, Section 11.7 discusses related approaches and
compares them with PFRI.

11.2 PoMo design goals

The Postmodern Internet Architecture (PoMo) project [6] is a collaborative
research project between the University of Kentucky, the University of Mary-
land, and the University of Kansas that is exploring a clean-slate redesign of the
network layer to address the issues raised in Section 11.1. In what follows, we
focus on the forwarding and routing features of the PoMo architecture, which we
call the Postmodern Forwarding and Routing Infrastructure (PFRI). The authors
bear primary responsibility for this design.
PFRI’s overarching design goal is the separation of routing policy from forward-

ing mechanisms, thereby allowing the “tussles” between users and providers to
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occur outside the forwarding plane. In the current Internet architecture, rout-
ing, forwarding, and addressing are tightly interwoven, and we believe this is the
source of many of its limitations. For example, each forwarding element in the
Internet takes part in the routing protocol and makes its own routing decisions,
based on the hierarchical addresses carried in packets. The end-to-end path fol-
lowed by a packet has a particular property (e.g., QoS) only if every forwarding
element along the path chooses routes according to a policy consistent with that
property. Moreover, trying to change either the routing or the addressing scheme
of the current network layer requires changing every forwarding element in the
network.
A key goal of PFRI is to disentangle the roles of routing, forwarding, and

addressing, to allow users and network designers to deploy and use alternative
addressing and routing policies. The role of the forwarding plane is simply to
act on (enforce) those policies. To achieve this separation, we identified several
design goals for PFRI.

• Users and providers should be empowered to arrive at a collective decision
about how packets should be handled by the network layer. More precisely,
the (routing) policies should be decided independent of the forwarding infras-
tructure, separating (routing) policy from (forwarding) mechanisms.

• There must be greater flexibility in customer–provider relationships. Cus-
tomers should be able to arrange transit services from providers other than
the local provider to which they are attached. This provides for competition
among transit providers and incentives for deployment of advanced features
that users may leverage (e.g., to support end-to-end QoS).

• Users should be able to negotiate the infrastructure’s treatment of their pack-
ets (including routing) on a per-packet basis. Although one could envision a
system that supported control only at flow-level granularity, the architecture
should not rule out per-packet control. Instead, it should provide mechanisms
that support flow-level control as an optimization for flows that do not need
the finer level of control.

• To promote the alignment of incentives and to raise the cost of misusing
the network, each packet should carry an explicit indication that it has been
checked for policy compliance, as well as an indication of who benefits from
its being forwarded.

• Hierarchical identifiers (addresses) that contain embedded structure, mean-
ing, and policies are counter to our other goals. Instead, identifiers should
be location-independent, semantics-free identifiers whose only purpose is to
uniquely identify network elements.

• Address assignment (and network configuration in general) should be auto-
mated to the greatest extent possible.

• The architecture should be scalable both in the forwarding (data) plane and
in the routing (control) plane.



222 J. Griffioen, K. L. Calvert, O. Ascigil, and S. Yuan

PFRI achieves these goals through a variety of features, including:

• User- and provider-controlled packet-based routing state (as opposed to
provider-controlled, router-based routing state).

• A flat, unstructured address space.
• A motivation mechanism that ensures that only policy-compliant packets are
forwarded.

• An accountability mechanism that enables users to verify that they receive the
service purchased.

• An autoconfiguration mechanism that allows the network to configure itself
using only information about administrative boundaries.

• A recursive architecture that allows for multiple levels of hierarchy and
abstraction.

In the following sections we present the PFRI architecture and show how it
achieves these design goals.

11.3 Architecture overview

The PFRI network layer is defined in a recursive manner, starting with simple
packet delivery across a flat network structure (i.e., the base case), and then
moving to more complex packet delivery across a hierarchical network struc-
ture (i.e., the induction step). We will begin our description with the base case
which highlights PFRI’s main features and operation. After presenting the basic
features we turn our attention to scaling the architecture in Section 11.4.

11.3.1 PFRI network structure and addressing

PFRI, like most networks, is structured as a set of nodes and channels. Channels
provide a bi-directional best-effort packet transit service between nodes. Nodes
come in two types: forwarding nodes (FNs) are used to relay packets from one
channel to another, while endpoints act as the source (sender) of packets or the
sink (receiver) of packets. For purposes of this discussion, we classify channels as
either infrastructure channels, which provide connectivity between FNs, or end-
channels, which connect an FN to an endpoint. The basic network components
and structure are shown in Figure 11.1.
Unlike most networks, PFRI assigns addresses to channels, not nodes. As we

will see in Section 11.4 assigning addresses to channels rather than nodes allows
PFRI to define the network structure recursively (i.e., hierarchically) without the
need to name hierarchical nodes. Each channel is assigned a unique, flat, unstruc-
tured channel ID (CID). CIDs assigned to end-channels are called Endpoint IDs
(EIDs) to highlight the fact that the channel attaches to an endpoint.
When assigning CIDs to channels, it is sufficient that each CID be glob-

ally unique. Consequently, CIDs can be assigned (pseudo)randomly – without
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Figure 11.1 An example base-level PFRI network structure.

requiring a centralized naming authority – if the namespace from which they are
selected is sufficiently large. However, PFRI takes it a step further and creates an
unforgeable binding between a channel and the two nodes the channel connects.
In particular, PFRI computes a channel’s CID by cryptographically hashing the
public keys of the two endpoints together. It uses this binding between channel
and the nodes it connects to prove that packets traversed the specified channels.
The downside of this approach is that CIDs must be large, and thus they consume
more space in packet headers. Although this concern should not be overlooked,
we prefer not to base our design on yesterday’s resource constraints, when header
bits were individually justified and packet sizes were small. In cases where header
size is an issue, various techniques such as compression or tag switching can be
used to reduce packet header sizes.

11.3.2 PFRI forwarding

Unlike current Internet routers that each make independent routing decisions
and must converge in order for routing to stabilize, FNs do not make routing
(policy) decisions, participate in routing protocols, or maintain state needed to
make routing decisions. Instead, routing policy decisions are made by the source
of a packet and (possibly) by routing services along the path to the destination.
These decisions are then carried in the PFRI packet header to inform FNs along
the path. The selected path is represented in the packet by a sequence of CIDs.
Although the forwarding infrastructure does not select paths, it assists sources
in two ways.
First, information about the network topology is discovered and maintained

by a network-level topology service (TS). All FNs send link-state announcements
(LSAs) to the topology server, which assembles the LSAs into a complete graph of
the topology. Each announcement carries the FN’s adjacent CIDs, channel prop-
erties, transit properties, and motivation information (motivation is discussed in
the next section). Once the TS knows the topology, the TS can be queried for
information about the topology, returning subsets of the topology (e.g., paths).
To reduce the size of the (transmitted and stored) LSAs and to avoid the volatil-
ity of endpoints going up and down, FNs only include infrastructure channels
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in each LSA, omitting all end-channels. (Scalability in general is discussed in
Section 11.4 and Section 11.5.)
Second, the locations of endpoints in the topology are maintained by an EID-

to-Locator (E2L) service. The E2L service does not know the location of all
endpoints. Only endpoints that want to be “found” will register with the E2L
service. All other endpoints will remain hidden. It should be noted that “hidden”
does not imply unreachable. A “hidden” endpoint may initiate a packet flow to
a “findable” endpoint, which can respond to the “hidden” endpoint using the
reverse of the path carried in the packet header. When an endpoint registers with
the E2L service, it sends a tuple called a locator to the E2L server. A locator
maps an EID to the set of access channels (aCIDs) used to reach it. More pre-
cisely, a locator is a tuple consisting of 〈EID, (aCID0, aCID1, . . . , aCIDn)〉.
For example, in Figure 11.2, the access channels for E1 are a and b. Given a des-
tination EID’s locator and topology information from the TS, senders can form
the complete path to the destination. The paths needed to reach the TS and the
E2L servers are discovered (by all nodes) during the network’s autoconfiguration
process [5].
Consider the base-level topology shown in Figure 11.2. Initially all FNs send

LSA advertisements to the TS. The endpoints that want to be “found” register
with the E2L server resulting in the locator tables shown in Figure 11.2. To
send a packet from endpoint E1 to endpoint E2, the source first contacts the
EID-to-Locator server to obtain the locator (E2, {d, e}). Knowing that its own
locator is (E1, {a, b}), the sender contacts the TS to find the path(s) from
{a,b} to {d,e} and selects one of the paths. The source then places the path,
say 〈E1→b→c→e→E2〉, in the packet header and gives it to the PFRI layer to
forward. (Note we are omitting – for the moment – a critical step related to
motivation that will be discussed in the next section.) Each FN along the path
examines the packet header to find the next channel ID and forwards the packet
out the associated interface.
Note that packets can in principle be sent from a source to a destination

as soon as the TS and E2L servers receive enough information from the FNs
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to discover a path through the network – unlike in the current Internet, where
routing protocols must converge (sometimes at multiple levels) before any packet
can be reliably sent. The TS collects link-state announcements, but there is
no distributed link-state computation that must converge. Likewise, when the
topology changes, forwarding can continue unaffected along any path that is not
changed. Moreover, flows affected by the change can be quickly rerouted along
different paths.

11.3.3 PFRI routing policies

In the previous example, the (routing) policy decisions were made entirely by the
sender. To facilitate and support the types of “tussles” outlined in Section 11.1,
the PFRI forwarding infrastructure is designed to interact with policy services
controlled by the various stakeholders, each supplying some part of the overall
policy to determine the path traversed. Precisely how these services are imple-
mented – say, as a single do-it-all service or as multiple distributed services – is
not as important as the way in which these services interface with and control
the forwarding infrastructure, and so our discussion will focus on the interfaces.
Conceptually, PFRI separates the process of path discovery from the process

of path selection. Discovering that a path exists is not sufficient to use the path,
however. Although the TS may have complete information about the topology,
senders cannot use the TS’s paths without first obtaining permission to use the
channels along the path. Permission to use a channel is obtained by contacting
a motivation server (MS). A motivation server decides which senders should be
allowed to use a channel, or more precisely, whether a sender is allowed to use
the relay service at an FN to transit a packet between two channels. Motivation
servers grant use of a channel by returning a capability to the requestor. The
capability can be used to create a motivation token, which is carried in the
packet and serves as “proof” to the FN that the sender has the right to use
the relay service. In other words, a motivation token is required at each hop to
check for policy compliance. The details of how motivation tokens are generated
and checked are beyond the scope of this chapter, but the basic idea is that the
motivation server shares secrets with each FN for which it is responsible, and
uses those shared secrets to generate capabilities whose motivation tokens can
be verified by the FN. In summary, before a sender can use a path discovered
via the TS, the sender must first obtain motivation tokens for all channels along
the path and include them in the packet header. To ensure that capabilities are
not misused, the motivation tokens must be bound to the packet contents (and
in some cases to the path segment carried in the packet).
Motivation servers provide a way for users to “purchase” transit capabilities

from the providers that own and operate the infrastructure. However, senders
may not be interested in selecting all the channels along a path, and instead
would prefer to “purchase” a single motivation token to go from the source EID
to the destination EID, letting some other entity decide the path. To support
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Figure 11.3 The structure of the forwarding directive (FD) in a PFRI packet header.

a model in which providers select some or all of the path, PFRI supports the
concept of partial paths and path faults. A partial path is a sequence of channels
where some of the channels in the sequence do not share a common FN (i.e., are
not directly connected). When an FN encounters a packet whose next channel
in the header is not directly attached to the FN, we say a path fault occurs. In
this case, the FN forwards the packet to a path fault handler (PFH) to resolve
the path fault. The PFH maps the faulting next channel to a gap-filling segment
(GFS), where the gap-filling segment is a sequence of channel IDs representing
a (possibly partial) path that will get the packet to the next channel.
The path fault handler itself does not make any policy decisions, but rather

acts as an interface between the forwarding plane and the policy services. Policy
services preload the PFHs with gap-filling segments (i.e., policy decisions), and
thus a PFH only needs to return the gap-filling segment (i.e., policy decision).
This enables providers to select paths and influence the routes that packets take.
Like senders, providers must also supply motivation for the gap-filling segment
so that FNs along the path will relay the packet.

11.3.4 PFRI packet header mechanisms

Having described the basic network structure, addresses, and network layer ser-
vices, we are now able to describe the PFRI packet header structure. As noted
earlier, PFRI uses the packet header to carry policy decisions rather than storing
policy state in routers (as is the case in the current Internet).
The PFRI packet header consists of various fixed fields that describe the ver-

sion, packet length, etc., followed by a variable length forwarding directive(FD).
The forwarding directive describes the (partial) path the packet must traverse
using an array of entries representing channels. Each entry contains a CID iden-
tifying a channel, a motivation token needed to relay the packet to the next
channel, and an accountability field that can be filled in with a “signature” indi-
cating the processing that the packet actually received (for example, that it
actually passed through the indicated link). The first field in an FD is the cur-
rent channel pointer indicating the channel in the FD where processing should
be resumed (i.e., the channel over which the packet just arrived). The channel
following the current channel is the next channel over which the packet should
be forwarded. The FD structure is illustrated in Figure 11.3.
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11.4 Scaling the PFRI architecture

The flat network structure that we have assumed until this point highlighted sev-
eral of PFRI’s features and showed how policy can be separated from the forward-
ing and addressing mechanisms. However, the flat network structure described so
far does not scale to the size of the entire Internet, and is not capable of support-
ing the explosive growth next-generation networks will experience, particularly
with the widespread deployment of mobile and sensor devices.
To address the scalability problem, PFRI leverages abstraction and hierar-

chy to hide information and minimize the scope of the network level services
described earlier. While other architectures also use hierarchy to improve scala-
bility, PFRI’s approach is different in that it attempts to maintain the same net-
work structure, services, and abstractions at all levels of the hierarchy. Because
layers of the hierarchy have the same properties, we can define the overall network
architecture recursively using an inductive model. Moreover, PFRI can support
any number of levels of hierarchy, as opposed to the two levels commonly asso-
ciated with the Internet architecture.
Section 11.3 described how routing and forwarding work in the base case: a flat

network topology. In the induction step, PFRI allows a set of channels and nodes
to be abstracted and represented as a single node, which we call a realm. Because
PFRI assigns identifiers to channels rather than nodes, the resulting realm does
not need to be identified and can remain nameless. In contrast, architectures that
assign identities to nodes must come up with a new identity for each aggregated
node at the next level – typically assigning some sort of hierarchical identifier to
the new entity. Figure 11.4 illustrates the two approaches.
Because realms do not need to be assigned new names, PFRI only needs to

specify the border channels that define the boundary of a realm in order to
define the hierarchy. Once the border channels have been defined, the resulting
realm takes on the appearance and behavior of a (nameless) forwarding node
or endpoint. In other words, realms become indistinguishable from FNs and
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endpoints. Paths across the network continue to be specified as a sequence of
channel IDs, using the flat unstructured channel IDs defined at the base level.
To identify realm boundaries in PFRI each channel is assigned two channel-

levels, one for each end of the channel. Intuitively, one can think of a channel-level
as identifying a channel’s level in the hierarchy. For non-border channels, both
ends of a channel reside in the same realm and will be assigned the same channel-
level. However, border channels by definition cross realm boundaries, and thus
may have differing channel-levels for their two ends. For example, one level may
reside in a sub-realm, and the other in the “parent” realm. To be precise, we
define the level of a channel c at a node to be the maximum level of all realms
containing that node whose boundary is crossed by c. We define the level of a
realm to be the maximum depth of nesting within that realm; in other words,
the height of the tree, whose nodes are realms and whose edges are defined by
the “contains” relation, rooted at that realm.
In order for a realm to behave in a manner indistinguishable from an FN or

endpoint, it needs to perform the same operations as an FN or endpoint. In
general this boils down to the fact that each realm must have all the structural
characteristics and all the services of the base-level network described earlier.
The FNs, for example, send out LSA announcements to the TS, implying that

a realm must also send LSA announcements to the TS. To accomplish this we
assume each realm has a TS that knows the entire topology of the realm including
the border channels and can send an LSA on behalf of the realm to the TS in the
parent realm. (A TS discovers its parent TS during the initial autoconfiguration
process.) The LSA contains information about all the border channels for the
realm, much like the LSA for a node contains information about all its directly
attached channels.
Like an FN, a realm needs to be able to relay packets from its ingress border

channels to its egress border channels. To provide cross-realm relaying, PFRI
leverages the path fault handler, routing, and motivation services in a realm.
When a packet enters a realm through an ingress border channel, the border
FN incurs a path fault because the next channel (i.e., the egress channel) is not
directly attached. The packet is then forwarded to the PFH to be filled with a
gap-filling segment that will transit the packet to the requested egress channel.
As described earlier, PFRI routing services control the mappings in the PFH. We
assume each realm has such a service, called the Realm Routing Service(RRS),
which knows the entire topology for the realm and can provide the PFH with the
gap-filling segments it needs to support cross-realm relaying. Much like MPLS
networks [17], PFRI pushes and pops gap-filling segments onto/off-of the packet
header as the packet traverses the internal channels within a realm. This enables
the packet to follow the user-specified path, but not reveal the internal topology
of the realm.
Note that part of handling a path fault involves checking the motivation

token to verify that the sender has been authorized to transit packets across the
realm. Much like FNs have an associated motivation server, each realm needs an
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of the hierarchy.

associated motivation server to give out motivation tokens used to transit the
realm. Consequently, motivation servers may arrange themselves into a hierar-
chy (much like the TS servers) to ensure cross-realm motivation tokens are made
available to higher level realms.
Realms also need to act like endpoints. Recall that endpoints originate packets

and receive packets. As we saw in the base-level example, endpoints must register
their locators with their E2L server in order to be “findable.” The same is true for
realms. A realm, acting like an endpoint must register its locator with its parent
realm’s E2L server. The parent realm’s E2L server must, in turn, register the EID
with its parent’s E2L server. Consider the hierarchy shown in Figure 11.5. As
the EID is registered at successively higher levels of the hierarchy, the associated
locator accumulates additional channel IDs. Each time the partial path in the
locator is extended based on the parent realm’s policies.
It should also be noted that an endpoint that does not want to be “found”

need not register its EID with the E2L service. However, it must still discover
its locator in order to send packets. To assist in this process, the E2L service
can be used without registering an EID. Instead of sending a “register” request
to the E2L service, a sender sends a “self locate” request to the E2L service.
Like a register request, the self locate request traverses the hierarchy building up
the locator. When it reaches the topmost realm, the self locate request returns
the locator to the sender indicating an egress path out of the sender’s enclosing
realms.
A sender can then find the (EID→locator) mapping for the destination EID

by invoking the E2L service with a “lookup” request for the destination EID.
The lookup request works its way up the E2L hierarchy until it finds a mapping
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for the requested EID. The resulting (EID→locator) mapping is then returned
to the sender that requested it. At this point a sender knows the egress locator
needed to exit its encompassing realms, and it knows the ingress locator needed
to enter the realms containing the destination.
The last step is determining the transit path that connects the egress locator

and the ingress locator. This transit path can be obtained by contacting the
routing service (i.e., the Realm Routing Service (RRS)) that knows the entire
topology of the level that connects the egress and ingress locators. The RRS
returns a partial path of channel IDs that can be used to connect the two locators.
As in the base case, policies are independent of the forwarding infrastructure.

Given the locators and transit paths, the sender is free to select the end-to-end
path(s) that best suits its needs. Providers, on the other hand, have the ability
to select the transit parts of the path for the realms they operate. Moreover,
providers play a role in the selection of the ingress and egress paths returned in
the locators. Either during the selection process or once the selection has been
made, the sender (or the providers that are returning paths) must obtain the
motivation tokens needed to relay the packets through each hop along the path.

11.5 Discussion

Historically, particularly in the Internet, policy state has been embedded in
routers and switches. In fact, decision-making computations (e.g., routing proto-
cols) are executed directly on the forwarding infrastructure to create the policy
state. This embedded policy state and computation is part of what keeps the
Internet from being able to adapt to the needs of next-generation networks.
Postmodern Forwarding and Routing Infrastructure on the other hand, sep-

arates the basic question “is forwarding this packet in my interest?” into two
parts: one in the control plane, and one in the data plane. The policies that
determine the answer to the original question involve various considerations –
such as the sender’s identity, exchange of money or other value, or operational
requirements – should not have to be present (implicitly or explicitly) at every
forwarding node. Instead, they should be applied out-of-band, separately. The
answer, if positive (i.e., the proposed transmission complies with policy), can
then be encoded in the form of a capability allowing the source to create a
cryptographic seal (i.e., a motivation token) that testifies to the validity of the
packet. At forwarding time, the node in the middle of the network need only
check the validity of the motivation token. (This idea has been explored in a
different incarnation in the Platypus system [15].)
We believe that this structure – which isolates the complexity and dynamics

of policy from the infrastructure itself – gives users and providers better and
more dynamic control over the behavior of the network. It allows stakeholders
(users and providers) to “tussle” and potentially arrive at solutions that are not
possible today.



Separating routing policy from mechanism 231

Of course, this approach also has costs. One is obviously increased packet
size. As was pointed out earlier, carrying a sequence of (large) CIDs in the
packet header represents a significant increase over typical IP packet header
sizes. Moreover, the credential placed in the packet for each relay hop must
be relatively large (so that guessing is not feasible). This implies that PFRI
headers could be large enough to exceed small channel MTUs. A variety of
approaches can be applied to this problem, including header compression, and
other (typically stateful) methods. In some cases it may be necessary to add
a shim layer to do fragmentation and reassembly over the underlying physical
channel that implements a virtual channel with large MTUs. In parts of the
network where this is not possible (e.g., a network of resource-poor sensor nodes)
it may be necessary to abstract the region as a separate realm, which interacts
with the rest of the network through a more powerful gateway.
Another cost of removing policy state from the infrastructure is the forwarding-

time computation required to verify a motivation token’s validity. This typically
involves computing a cryptographic function over a portion of the packet’s con-
tents using a secret shared between the node and the motivation token’s creator.
There are several concerns here. The first is how to arrange for a secret to be
shared between an arbitrary source and an arbitrary FN – clearly it is not feasi-
ble for every node to “pre-share” a secret with every potential (or even actual)
sender. The proposed solution is to use a delegation hierarchy. Each FN shares a
secret with its responsible motivation server. Through cryptographically secure
techniques (such as hashing the secret with an identifier and a timestamp), that
secret can be used to derive another, which is provided to the delegatee. The
FN can repeat this computation at run time to derive the secret on-the-fly (and
then cache it for future use).
Another concern is the expense of cryptographic computation on the forward-

ing path. Traditional cryptographic hashes are considered to be incompatible
with high performance [20], but recently specified primitives such as GMAC-
AES [13] are defined specifically for high-performance applications, with up to
40 Gbps throughput advertised by some vendors. However, achieving this perfor-
mance requires strictly limiting the number of applications of the cryptographic
primitive per packet. The simple delegation scheme outlined above requires an
amount of cryptographic computation that is linear in the number of delegations.
Fortunately, it is possible to leverage precomputation to arrange things so that
the linear part of the computation requires only simple bitwise XOR operations,
and one cryptographic primitive per packet suffices.
Another potentially challenging aspect of our approach is the need for various

components, including the sender, to obtain paths and/or locators before send-
ing/forwarding a packet. In a network where the vast majority of the topology
changes slowly, this can be addressed to a large extent through caching. As a
realm’s E2L service learns (EID→locator) mappings it can cache them to speed
future requests. Similarly, FNs are allowed to cache gap-filling segments provided
by the PFH to avoid similar path faults in the future. Senders are also expected
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to cache the paths (and corresponding motivation capabilities) they receive and
reuse them on subsequent packets heading for the same destination.
A nice feature of PFRI is that invalid paths are detected quickly. When an

FN receives a packet that cannot be forwarded because of a failed channel, the
FN immediately returns an ICMP-like error message along the reversed path. A
source can immediately select an alternate path (that avoids the failed channel)
from among the ones originally received, and begin using it. In the case where
a transit realm pushed a gap-filling segment, the packet is returned to the PFH
that pushed the gap-filling segment. In other words, route failures/changes in
PFRI can be corrected quickly without the need to wait for a set of distributed
routing protocols to converge, as is the case in the current Internet.
A final concern is the computational cost of finding paths at the global level.

Conventional wisdom holds that “link-state routing doesn’t scale.” That may be
true in the Internet, where all nodes must have consistent views of the topology
in order to prevent looping. Moreover, it is far from clear that the current AS-
level structure of the Internet would be natural or even suitable for the PFRI
architecture. Even if it were, however, several factors make it seem reasonable to
contemplate some form of centralized route computation at that scale. The first is
the simple observable fact that existing services perform on-demand search com-
putations over much larger datasets, using large-scale computational infrastruc-
tures, on timescales that would be acceptable for an initial route-determination
step. A second is the ability to postpone some parts of the computation until
they are needed. For example, the set of all paths connecting second- and third-
tier providers through a fully connected “core” could be computed in advance
(and recomputed whenever topology changes), with the “tails” of transit paths
computed only on demand. Finally, the fact that paths are strictly local means
that the computation can be distributed in ways that maximize the benefits of
caching.
Ultimately, the question is whether the benefits of the additional services

enabled by our architecture outweigh the aforementioned costs. That question
can only be answered by deploying and using the architecture, a process that is
now ongoing.

11.6 Experimental evaluation

As a first step to understanding and evaluating the PFRI architecture, we have
constructed a simple prototype of the PFRI network layer. The prototype is
implemented as an overlay on top of the current Internet using UDP to tunnel
PFRI packets between overlay nodes. The overlay nodes are implemented in the
Ruby scripting language which is useful for quick prototyping, but is not designed
for high performance. Although performance is adequate to execute most appli-
cations, the goal of the prototype is to evaluate the correctness, flexibility, ease
of use, and limitations of our architecture, not its performance. Because the
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prototype executes as user-level processes, it can be run on most any set of com-
puters, including Emulab [21] and Planetlab [2] which offer the ability to control
the network environment or offer real-world traffic loads, respectively.
One of the first things we wanted to evaluate was PFRI’s ability to automat-

ically configure and “boot” the network with as little human intervention as
possible. We began with a base-level network consisting of a single realm that
required no boundary definitions. Booting the network simply involved starting
the various components needed by a realm including a TS, PFH, RRS, E2L, MS,
and all the FNs, and endpoints. We began by showing that no user configuration
is needed to assign addresses to nodes – a feature not present in the current
Internet. (Note that the use of DHCP does not completely remove the need
to configure addresses, particularly for routers.) Upon booting, each component
randomly generated a private/public key for each of its channels, which in turn
was used to generate the channel IDs. At this point all channels have a unique
CID. The next step was to see if the components could discover one another and
exchange the information needed to make the network operate correctly. The
TS, PFH, and MS then announce their existence so that FNs and endpoints
can discover the path to these crucial network layer services. Once the paths
are known, link-state announcements are sent to the TS, which in turn makes
the information available to the RRS that is used by senders and the PFH to
fill in the FDs carried in packets. In our prototype, FNs send their motivation
secret to the MS in an encrypted packet. Having configured themselves with no
user intervention, endpoints were now able to select paths and send and receive
packets over those paths.
Our next experiment tested whether autoconfiguration works in the inductive

case – i.e., with a hierarchy of realms. To test this, we created a multi-level
hierarchy of realms with endpoints in the innermost sub-realms. Realm bound-
aries were specified by assigning channel-levels to each of the channels. Each
realm was given a set of network servers (TS, PFH, RRS, E2L, and MS) that
were not configured to know the hierarchical structure of the network. Like the
base-level, components quickly assigned CIDs to their associated channels, and
then discovered and began exchanging information with the other components
in the local realm. Once the innermost realms had configured themselves, they
began to transit the announcement messages of services in the next level up,
allowing components at that level to discover one another. The announcements
also enabled services in the inner realm to find paths to their parent service
at the next level in the hierarchy. Like the base-level, the hierarchical network
structure was also able to autoconfigure with no user configuration other than
the specification of the boundary channels.
To evaluate our new architecture using real-world applications, we imple-

mented a PFRI tunneling service that intercepts conventional IP traffic, tunnels
it across our PFRI network, and then reinjects it on the destination IP network.
We used the TUN/TAP virtual network interface [3] to capture IP packets at
the sender and also used it to deliver IP packets to the receiver. Our software
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interfaces with the TUN/TAP to encapsulate/de-encapsulate packets in PFRI
packets, mapping IP addresses to PFRI endpoints. Policies (e.g., to select routes)
can be defined for IP packets that match certain patterns – say, all packets des-
tined to a certain IP address or originating from a certain TCP port. Using this
facility we have been able to execute conventional network applications (e.g.,
ssh, ftp, and remote desktop apps) running over our PFRI network, with the
potential to take different routes based on the type of application being used.

11.7 Other clean-slate approaches

While a clean-slate approach may abandon backward compatibility, it need not
consist entirely of new ideas. Indeed, most of the techniques used in PFRI have
been proposed before, even in the context of the present Internet architecture. In
that sense, PFRI “stands on the shoulders of giants” to leverage a long history
of related work – more than can be listed here. The unique aspect of PFRI is
the way in which it integrates these techniques. We briefly highlight some of the
related architectures and techniques here, but by no means intend this to be an
exhaustive list given the massive body of work done on network architectures in
the past.
An early proposal for an inter-network protocol based on source routing was

Cheriton’s proposed Sirpent(tm) system [9]. The design provided for in-band
policy-compliance verification, via an analogue of PFRI’s motivation tokens.
Destinations were specified using hierarchical names stored in the Domain Name
System. In addition, routing information was to be distributed via the DNS.
The Nimrod Routing Architecture [7] supported user-directed, service-specific

routes tailored to the needs of a particular application, offering control over
routes similar to the control that PFRI offers its users. To limit the amount
of routing information propagated across the network, Nimrod introduced the
concept of hierarchical topology maps that offered multiple levels of abstraction,
an approach that has similarities to PFRI’s hierarchical realms and link-state
topology distribution. Unlike PFRI, Nimrod uses hierarchical addresses/locators
to identify nodes rather than channels. A source-routed approach using hierar-
chical addresses was also used in the ATM Forum’s Private Network/Network
Interface (PNNI) [18].
The New Internet Routing Architecture (NIRA) [23] also offers users the abil-

ity to select routes. As in Nimrod, NIRA nodes must be assigned hierarchical
addresses (where the hierarchy is defined by customer–provider relationships
between realms, and not by containment as in PFRI). This hierarchy plays an
important role in route specification. Basic valley-free routes – that is, routes
that consist of two segments, one ascending and one descending in the hierarchy
– use common prefixes to find the “turnaround” point in the hierarchy, while
valley-free segments in non-canonical (source) routes can reduce the representa-
tion size. But PFRI, on the other hand, does not require hierarchical identifiers
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and assigns identifiers to channels so that hierarchical nodes never need to be
configured with an ID, making it possible to autoconfigure the entire network
hierarchy. PFRI also supports partial paths that both reduce the path size and
allow providers to control their respective part of the path.
The Tesseract [22] architecture takes a four-dimensional view of the network

control plane, breaking the components of routing into distinct activities. This
separation has similarities to PFRI’s goal of separating routing from forwarding,
but does not consider separating addressing. Tesseract uses logically central-
ized decision elements to make policy decisions and push those decisions into
the forwarding state of switches. The Internet Engineering Task Force (IETF)
Forwarding and Control Element Separation (FORCES) working group [1] also
advocated an approach somewhat similar to Tesseract in the sense that the
controlling entity was separated from the forwarding entity, pushing decisions
made by the controlling entity into the forwarding elements; PFRI, on the other
hand, distributes the decision-making process among the sender, receiver, and
providers, and carries the decisions along with the packet, allowing policy to
change on a per-packet basis.
The Dynamic Host Configuration Protocol (DHCP) [12] commonly used in the

Internet today avoids the need to configure addresses on host computers. How-
ever, the addresses it hands out are topology-based, and it does not help assign
addresses to routers. Network Address Translation (NAT) in the Internet also
avoids the need to assign topology-based addresses, but is only useful for nodes
that do not wish to be reachable. A variety of other address translation schemes
have also been proposed as part of the Internet Research Task Force (IRTF)
Routing Research Group (RRG) working group to separate addresses from loca-
tion. Another approach to avoid topology-based address assignment, Routing
on Flat Labels (ROFL) [8], uses flat addresses, with a distributed hash table-
style ring. Like PFRI, caching plays an important role in achieving efficiency in
ROFL. Unlike PFRI, it uses hop-by-hop routing/forwarding, and suffers from
the drawbacks it entails.
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Although there are many reasons for the adoption of a multi-path routing
paradigm in the Internet, nowadays the required multi-path support is far from
universal. It is mostly limited to some domains that rely on IGP features to
improve load distribution in their internal infrastructure or some multi-homed
parties that base their load balance on traffic engineering. This chapter explains
the motivations for a multi-path routing Internet scheme, commenting on the
existing alternatives, and detailing two new proposals. Part of this work has been
done within the framework of the Trilogy1 research and development project,
whose main objectives are also commented on in the chapter.

12.1 Introduction

Multi-path routing techniques enable routers to be aware of the different pos-
sible paths towards a particular destination so that they can make use of them
according to certain restrictions. Since several next hops for the same destina-
tion prefix will be installed in the forwarding table, all of them can be used at
the same time. Although multi-path routing has a lot of interesting properties
that will be reviewed in Section 12.3, it is important to remark that in the cur-
rent Internet the required multi-path routing support is far from universal. It
is mostly limited to some domains that deploy multi-path routing capabilities
relying on Intra-domain Gateway Protocol (IGP) features to improve the load
distribution in their internal infrastructure and normally only allowing the usage
of multiple paths if they all have the same cost.

1 Trilogy: Architecting the Future (2008–2010). ICT-2007-216372 (http://trilogy-project.org).
The research partners of this project are British Telecom, Deutsche Telekom, NEC Europe,
Nokia, Roke Manor Research Limited, Athens University of Economics and Business, Uni-
versidad Carlos III de Madrid, University College London, Université Catholique de Louvain,
and Stanford University.

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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However, multi-path routing would also present important advantages in the
inter-domain routing environment.
In the Internet, for example, the routing system and the congestion control

mechanisms which are two of its main building blocks, work in a completely
independent manner. That is, the route selection process is performed based on
some metrics and policies that are not dynamically related to the actual load
of the different available routes. On the other hand, when there is congestion
in some parts of the network, the only possible reaction is to reduce the offered
load. Current flow control mechanisms cannot react to congestion by rerout-
ing excess traffic through alternative links because typically these alternatives
are not known. Clearly, coupling routing, and more specifically multi-path rout-
ing, and congestion control has significant potential benefits since it would, for
instance, enable routers to spread the traffic through multiple routes based on
the utilization of the links.
This kind of coupling and interactions between multi-path and other tech-

niques will be explained in Section 12.2, since they constitute one of the main
objectives of the Trilogy project, which is described in this section.
Despite the fact that multi-path alternatives for the inter-domain routing are

not available yet in the Internet, some of the existing proposals are described in
Section 12.4. Finally, this chapter introduces two additional solutions in Sections
12.4.4.2 and 12.4.4.3. These two solutions are some of the proposals being con-
sidered in the Trilogy project to provide non-equal cost multi-path routing at
the inter-domain level. The goal of both mechanisms is to enable inter-domain
multi-path routing in an incrementally deployable fashion that would result in
increased path diversity in the Internet. Unlike the rest of the existing alterna-
tives these new proposals imply minimum changes to the routers and to Border
Gateway Protocol (BGP) semantics, are interoperable with current BGP routers,
and have as one of their most important objectives an easier adoption of multi-
path inter-domain solutions so their advantages can be realized earlier.

12.2 Trilogy project

12.2.1 Objectives

Trilogy is a research and development project funded by the European Commis-
sion by means of its Seventh Framework Programme. The main objective of the
project is to propose a control architecture for the new Internet that can adapt
in a scalable, dynamic, autonomous, and robust manner to local operations and
business requirements.
There are two main motivations for this objective. The first one is the tra-

ditional limited interaction that has always existed between congestion control,
routing mechanisms, and business demands. This separation can be considered
as the direct cause of many of the problems which are leading to a proliferation
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of disperse control mechanisms, fragmentation of the network into private envi-
ronments, and growing scalability issues. Re-architecting these mechanisms into
a more coherent whole is essential if these problems are to be tackled.
The second motivation comes from the observation of the success of the current

Internet. More than from its transparency and self-configuration, it comes from
the fact that it is architected for change. The Internet seamlessly supports evo-
lution in applications use and adapts to configuration changes; deficiencies have
arisen where it is unable to accommodate new types of business relationships.
To make the Internet richer and more capable will require more sophistication
in its control architecture, but without imposing a single organizational model.

12.2.2 Trilogy technologies

Past attempts to provide joint congestion control and routing have proven that
the objective of the Trilogy project is a challenging task. In the late 1980s, a
routing protocol that used the delay as the metric for calculating the shortest
paths was tried in the ARPANET [16]. While this routing protocol behaved well
under mild load conditions, it resulted in severe instabilities when the load was
high [16]. Since that experience, it is clear that the fundamental challenge to
overcome when trying to couple routing to congestion information is stability.
Recent theoretical results [14, 10] have shown that it is indeed possible to achieve
stability in such systems. The Trilogy project relies on these recent results in
order build a stable joint multi-path routing and congestion control architecture.
One key difference between Trilogy’s architecture and the previous ARPANET
experience is that Trilogy embeds multi-path routing capabilities. Intuitively
stability is easier to achieve in a multi-path routing scenario where the load split
ratio varies based on the congestion in the different paths than in a single-path
routing approach, where all the traffic towards a given destination is shifted to
an alternative path when congestion arises in the currently used path. So, multi-
path routing capabilities are one of the fundamental components for Trilogy’s
architecture. In addition, the distribution of traffic among the multiple routes
is performed dynamically based on the congestion level of the different paths,
as opposed to current multi-path routing schemes. Normal equal cost multi-
path practice is to perform round-robin distribution of flows among the multiple
routes. It is possible to distribute the flows across the multiple routes in a way
that optimizes the traffic distribution for a given traffic matrix [7, 26].
The proposed approach is based on the theoretical results presented in

[14]. The basic idea is to define a Multi-Path Transmission Control Protocol
(MPTCP) that is aware of the existence of multiple paths. This protocol will
then characterize the different paths based on their congestion level. That means
that MPTCP will maintain a separate congestion window for each of the avail-
able paths and will increase and reduce the congestion window of each path
based on the experienced congestion. An MPTCP connection is constituted by
multiple subflows associated to the different paths available and each subflow has
its own congestion control. By coupling the congestion window of the different
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Figure 12.1 Three basic components of the Trilogy project.

subflows, additional benefits may be obtained like the resource pooling benefits,
described in [28] (this occurs when the network’s resources behave as though they
make up a single pooled resource and facilitates increasing reliability, flexibility
and efficiency). While the coupling of the congestion windows of the different
subflows of MPTCP allows users to move away from congested paths and leave
space for flows that have more pressing needs due to the lack of path diversity
toward their destination, Trilogy’s architecture includes a third component that
allows users to provide accountability for the congestion caused in the network,
a piece that is missing in the current Internet architecture, but deemed critical
for the next-generation Internet. This accountability component, called Re-ECN
(Explicit Congestion Notification)[19] would allow users to be accountable for
the congestion they generate.
These are the three main components of Trilogy’s architecture, see Figure 12.1,

and their interaction is detailed in [3].
The rest of the article will detail the multi-path routing component of the

architecture, analyzing its most important motivations, different alternatives,
and particular proposals.

12.3 Multi-path routing

The adoption of a multi-path routing solution in the Internet will imply changes.
Such changes imply costs that need to be assumed by the different business
roles and in order to deploy an effective solution it is critical to have the right
motivations for the affected parties. In particular, it is critical to have the right
incentives, i.e., a scheme where the parties that have to pay for the costs also
get some of the resulting benefits. In this section, some motivations to deploy a
multi-path routing solution for the Internet are presented from the perspective
of each of the stakeholders involved.
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12.3.1 Higher network capacity

It is fairly intuitive to see that when multi-path routing is used it is possible
to push more traffic through the network (and particularly when it is used in
conjunction with congestion-dependent load distribution). This is so basically
because the traffic will flow through any path that has available capacity, filling
unused resources, while moving away from congested resources. Using a general-
ized cut constraints approach (see [17] and [15]), it is actually possible to model
the capacity constraints for logical paths existing in a network and prove that
the set of rates that a multi-path routing capable network that uses logical paths
can accommodate is larger than the set of input rates in the same network using
uni-path routing directly over the physical paths. This basically means that the
network provider can accommodate more traffic with its existing network, reduc-
ing its operation costs and becoming more competitive. From the end-users’ per-
spective, they will be able to push more traffic through their existing providers.

12.3.2 Scalable traffic engineering capabilities

The Internet global routing table contains over 300 000 entries and it is updated
up to 1 000 000 times a day, according to recent statistics [12], resulting in the
scalability challenges identified by the Internet community. There are multiple
contributors to the global routing table, but about half of the routing table entries
are more specific prefixes, i.e., prefixes that are contained in less specific ones [18].
In addition, they exhibit a much less stable behavior than less specific prefixes,
making them major contributors to the BGP churn. Within those more specific
prefixes, 40% can be associated with traffic engineering techniques [18] used by
the ASs (Autonomous Systems) to change the normal BGP routing. Among the
most compelling reasons for doing traffic engineering, we can identify avoiding
congested paths. This basically means that ASs inject more specific prefixes to
move a subset of traffic from a congested route towards a route with available
capacity. In this case, more-specific prefixes act as a unit of traffic sinks that can
be moved from one route to another when a path becomes congested. While this
is a manual process in BGP, because of its own nature, these more specific prefix
announcements tend to be more volatile than less specific prefixes announced
to obtain real connectivity. Deploying a multi-path routing architecture would
remove the need to use the injection of routes for more specific prefixes in BGP
to move traffic away from congested links, especially when used in combination
with congestion control techniques.

12.3.3 Improved response to path changes

Logical paths that distribute load among multiple physical paths are more robust
than each one of the physical paths, hence, using multiple logical paths would
normally result in improved fault tolerance. However, it can be argued that
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current redundancy schemes manage to use alternative paths when the used path
fails without needing to rely on multi-path. Nowadays, there are several mech-
anisms to provide fault tolerance in the Internet that would allow switching to
an alternative path in case the one actually used fails. Notably, BGP reacts to
failures, and reroutes packets through alternate routes in case of failures but its
convergence times may be measured in minutes and there are a certain amount
of failures that are transparent to BGP because of aggregation. There are also
other means to provide fault tolerance in the network, such as relying on the
IGP, or in local restoration, and although some of them can have good response
times, they are not able to deal with all the end-to-end failure modes, since they
are not end-to-end mechanisms. On the other hand, end-to-end mechanisms for
fault tolerance have been proposed, such as HIP (Host Identity Protocol) [20]
or the REAP (REAchability Protocol) [6]. However, in all these cases, only one
path is used simultaneously and because they are network layer protocols, it
is challenging to identify failures in a transport layer agnostic way, resulting in
response times that are measured in seconds [6]. The improved response to path
changes that multi-path routing would allow is relevant to the end-users, since
they will obtain better resiliency, but it is also a motivation for the network oper-
ator, since the path change events would behave in a more congestion friendly
manner.

12.3.4 Enhanced security

Logical paths that distribute load among multiple physical paths exhibit superior
security characteristics than the physical paths. This is so due to a number of
reasons. For instance, man-in-the-middle attacks are much harder to achieve,
since the attacker needs to be located along the multiple paths, and a single
interception point is unlikely to be enough. The same argument applies to sniffers
along the path, resulting in enhanced privacy features. In addition, logical paths
are more robust against denial-of-service attacks against any of the links involved
in the paths, since attacking any link would simply imply that the traffic will
move to alternative physical paths that compose the logical path. The result is
that a multi-path routing based architecture results in improved security. This
is a benefit for the end-user that would take advantage of the improved security
features.

12.3.5 Improved market transparency

Consider the case where a site has multiple paths towards a destination through
multiple transit providers. Consider now that it uses the different logical paths
that include physical paths through its different transit providers. Since traffic
will flow based on congestion pricing, at the end of the day the client may be
able to have detailed information about how much traffic has routed through
each of its providers. Having more perfect information of the actual quality of
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the service purchased allows clients to make more informed decisions about their
providers, thereby fostering competition and improving the market.

12.4 Multi-path BGP

In the Internet there have already been deployed some alternative means to sup-
port the simultaneous usage of multiple paths to reach a certain destination. The
best known solutions are the ones being used within the domain of a particular
provider (intra-domain routing) since traffic can be conveniently controlled and
directed while all the routing devices are under a single management entity, and
the multi-path solution is typically common throughout the domain. However,
these solutions are not directly applicable to the inter-domain routing framework
since there are other important factors beyond the technical ones that must be
considered, which are mainly related to policy and economic constraints.
This section provides an overview of the most relevant solutions proposed so far

both for the intra-domain and the inter-domain environments, finally focusing on
the motivations for other multi-path BGP alternatives and also exposing some of
the problems that may arise when designing multi-path inter-domain protocols.

12.4.1 Intra-domain multi-path routing

One of the easiest frameworks to implement multi-path routing would be to use
IP source routing, as long as the end systems are provided with enough topolog-
ical information for them to calculate these multiple paths. However, apart from
the security concerns on the use of source routing [4] and the lack of support for
IP source routing in current routers, it also has some drawbacks strictly talking
from a multi-path practical perspective, such as scalability problems due to the
provision of topology maps to the end systems, worse use of resources of the
provider since traffic will typically be unbalanced in the network, and the fact
that some links may remain unused while others may become congested or form
a less flexible routing scheme since IP traffic will normally flow following the
same paths. One interesting feature that this scheme would enable is the usage
of disjoint paths: since path selection is centrally done by the end systems it
can be guaranteed that the selected paths do not partially overlap, improving
resiliency that way.
Link-state protocols like OSPF (Open Shortest Path First) [22] explicitly allow

equal cost multi-path routing. When multiple paths to the same destination
have the same cost, an OSPF router may distribute packets over the different
paths. The Dijkstra algorithm makes sure each path is loop-free. A round-robin
schedule could be easily used for this, but there are protocols such as TCP that
perform better if packets belonging to a certain flow follow the same path and for
this more complex techniques are often used (see [11] or [5]). Equal-cost multi-
path in general provides a better use of network resources than normal uni-path
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routing schemes and a better resilience, and this is completely transparent to
the end-user. However, sometimes it may not provide enough path diversity
so a more aggressive multi-path routing technique may be used. A well-known
alternative for the intra-domain routing is the unequal cost multi-path used
in EIGRP (Enhanced Interior Gateway Protocol) [1]. Unequal-cost multi-path
solutions imply using some other routes in addition to the shortest ones, but these
new routes do not guarantee loop freeness in the routing infrastructure. This is
solved in most protocols using loop-free conditions like the ones defined in [27].
In essence, this comes down to a router only advertising routes to neighboring
routers that have a higher cost than the routes that the router itself uses to reach
a destination. See Section 12.4.4.2 for further details.
Open Shortest Path First is also capable of doing multi-topology routing and

OSPF type-of-service routing (updated to be more general in [23]) overlays mul-
tiple logical topologies on top of a single physical topology. A single link may
have different costs in different topologies. As such, the shortest paths will be dif-
ferent for different topologies. However, packets must be consistently forwarded
using the same topology to avoid loops. This is different from other types of
multi-path routing, where each link that a packet traverses brings the packet
closer to its destination, in the sense that the cost for reaching the destination is
smaller after each hop. This is also true in multi-topology routing, but only when
a packet stays within the same topology, so multi-topology routing requires more
complex IP forwarding function than regular hop-by-hop forwarding. If a packet
is moved from one topology to another, it could face a higher cost towards its
destination after traversing a link. A second topology change then creates a loop.
This makes multi-topology routing appropriate for link-state protocols where all
routers have the same information, less suitable for distance vector protocols
where each router only has a limited view of the network, and unsuitable for
policy-based routing protocols such as BGP, where contradictory policies may
apply in different parts of the network.

12.4.2 Inter-domain multi-path routing

For the inter-domain environment there are also existing solutions providing
limited multi-path routing. For instance, when there are parallel links between
two eBGP (external BGP) neighbors, operators may configure a single BGP
session between the two routers using addresses that are reachable over each of
the links equally. This is normally done by assigning the address used for the BGP
session (and thus, the NEXT HOP address) to a loopback interface, and then
having static routes that tell the router that this address is reachable over each of
the parallel links. The BGP routes exchanged will now have a next hop address
that is not considered directly reachable. Even though the BGP specification does
not accommodate this, implementations can typically be configured to allow it.
They will then recursively resolve the BGP route’s NEXT HOP address, which
will have multiple resolutions in the multi-path case. This will make the IP
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forwarding engine distribute packets over the different links without involvement
from the BGP protocol. For iBGP (internal BGP), the next hop address is not
assumed to be directly reachable, so it is always resolved recursively. So in the
case of iBGP, the use of multiple paths depends on the interior routing protocol
or the configuration of static routes.
Border Gateway Protocol is also capable of explicitly managing equal cost

multi-path routing itself. This happens when a BGP router has multiple eBGP
sessions, the router is configured to use multiple paths concurrently, and the
routes learned over different paths are considered sufficiently equal. The lat-
ter condition is implementation specific. In general, if the LOCAL PREF,
AS PATH, and MED are all equal, routes may be used concurrently. In this
case, multiple BGP routes are installed in the routing table and packets are for-
warded accordingly. Because all the relevant BGP attributes for the routes over
different paths are the same, there is no impact on BGP loop detection or other
BGP processing.
Apart from these existing solutions that are currently being applied, there are

some other proposals that are worthwhile mentioning.
The source routing alternative is also possible for the inter-domain and similar

comments would apply here as the ones made for the intra-domain (see [30] and
[13]). In addition, one of the most important considerations now is that lack of
flexibility for intermediate providers to apply their policies if packets come to a
fixed path from the origin. In intra-domain routing this is not an issue, since it is
all related to a single provider, but, for the inter-domain routing, this is critical.
Some other solutions consist of overlays that run on top of the generic Internet

routing mechanism. Additional paths are normally obtained by tunneling packets
between different nodes that belong to the overlay. The typical problems related
to overlays are the additional complexity associated with the tunneling setup
mechanisms and the overhead that the tunnels themselves introduce. One of
these proposals is MIRO (Multi-path Inter-domain ROuting, [29]) that reduces
the overhead during the path selection phase by means of a cooperative path
selection involving the different intermediate AS’s (additional paths are selected
on demand rather than disseminating them all every time). Another alternative
is RON (Resilient Overlay Networks, [2]) that builds an overlay on top of the
Internet routing layer and continuously probes and monitors the paths between
the nodes of the overlay. Whenever a problem is detected, alternate paths are
activated using the overlay.
Another recent solution is called path splicing [21] following the multi-topology

idea and generating the different paths by running multiple protocol instances to
create several trees towards the destination but without sharing many edges in
common. While normal multi-topology schemes will just use different topologies
for different packets (or flows), the idea here is to allow packets to switch between
topologies at any intermediate hop, increasing the number of available paths for
a given source–destination pair. The selection of the path is done by the end
systems including certain bits in the packets that select the forwarding table
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that must be used at each hop. This proposal claims for a higher reliability and
faster recovery than normal multi-topology alternatives providing less overhead
than overlay-based solutions.

12.4.3 Motivations for other solutions

Due to different reasons the previous proposals have still not been promoted
into real alternatives. In this chapter two proposals are introduced based on the
following motivations and assumptions for an early adoption:

• Change BGP semantics as little as possible.
• Change BGP routers as little as possible.
• Be interoperable with current BGP routers.
• Provide more path diversity than exists today.
In addition, it is worth noting that any solution should comply with the peer-

ing/transit Internet model based on economic considerations (see [8]). The ratio-
nale for this model is to realize that in most cases a site only carries traffic to or
from a neighbor as a result of being paid for this (becoming a provider that serves
a customer, or serving a paid peering), or because an agreement exists in which
both parties obtain similar benefit (peering). This results in the requirement to
enforce two major restrictions:

• Egress route filtering restrictions: customer ASs should advertise their own
prefixes and the prefixes of its customers, but they should never advertise
prefixes received from other providers. In this way, a site does not offer itself
to carry traffic for a destination belonging to a site for which it is not going to
obtain direct profit.
• Preferences in route selection: routers should prefer customer links over peering
links because sending and receiving traffic over customer links enables them
to earn money, and peering over provider links, because peering links at least
does not cost them money. According to this, the multi-path route selection
process can aggregate routes from many different customer links; or many
peering links; or many provider links; but it can never mix links associated to
different relationship types. Note that the administrator may even have specific
preferences for routes received from neighbors with the same relationship with
the site, because of economic reasons, traffic engineering, etc.

As a result of the peering/transit model, paths in the Internet can start going
“up” from the originating site to a provider, and up to another provider, many
times until it reaches a peering relationship, and then descend to a customer
of this site, descend again, many times until it reaches the destination. Since it
is impossible to find paths in which descending from a site to a customer and
ascending again, or paths in which a peering link is followed by an ascending
turn to a provider, it is said that the Internet is “valley-free” [8] as a result of
the application of the peering/transit model.
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The “valley-free” model suggests that a loop in the advertising process (i.e., a
route advertised to a site that already contains in the AS PATH the AS number
of that site) can only occur for a route received by a provider. This is because a
customer or peer of a site S, cannot advertise a route that has been previously
advertised by S, according to the restrictions stated above. The valley-free condi-
tion also assures that a route containing S that is received from a provider P1(S)
was advertised by S to another provider. Since S only announces to its providers
its own prefixes or customer prefixes, the prefixes received by any provider, whose
selection would result in a loop, are its own prefix or customer prefixes. Note that
these routes would never be selected because either the destination is already in
the site, or because it always prefers customer links to provider links. Conse-
quently, although there is a specific mechanism in BGP for detecting loops in
the routes, the application of the peer/transit model by itself would be enough to
assure that loops never occur. Of course, loop prevention mechanisms must exist
in order to cope with routing instabilities, configuration errors, etc. However, we
can extend this reasoning to the multi-path case to state that, if any multi-path
BGP strategy complies with the peering/transit model, as requested before, the
aggregation of routes with equal condition (just customer routes; if not, just
peering routes; and if not just provider-received routes) will not result in route
discarding due to loop prevention in the steady state for well-configured net-
works. However, any multi-path BGP mechanism must provide loop prevention
to cope with transient conditions and configuration errors.
In this chapter we present two proposals that share some mechanisms, such

as part of the route selection approach, and differ in others, such as the loop
prevention mechanism.

12.4.4 mBGP and MpASS

12.4.4.1 Route selection and propagation
Because a router running BGP tends to receive multiple paths to the same desti-
nation from different neighboring routers, the modifications to allow for the use of
multiple paths can be limited to each individual router and modifications to the
BGP protocol are unnecessary. The selection process for multi-path BGP should
take as a starting point the rules for uni-path BGP, deactivating the rules that
are used for tie-breaking among similar rules to allow the selection of multiple
routes instead of just a single one. Note that the more rules that are deactivated,
the larger number of routes with the same preference can be selected for multi-
path forwarding. However, only routes that are equivalent for the administrator
must be selected, arriving at this preference from economic reasons, traffic engi-
neering considerations, or in general any policy that the administrator wants to
enforce. So a modified multi-path router first applies normal BGP policy criteria
and then selects a subset of the received paths for concurrent use. The attributes
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and rules through which relevant preferences of the administrator are enforced,
in the order in which they are applied, are:

• Discard routes with higher LOCAL PREF. This rule enforces any specific wish
of the administrator, and is the rule used to assure that only routes received
from customers are selected; or if no routes from customers exist, only routes
received from peers; or if none of the previous exist, routes received from
providers.
• Discard routes with higher MED. This rule is used to fulfill the wishes of the
customers in order to implement “cold-potato” routing so that customers’ costs
in terms of transit cost are reduced.
• Discard lowest ORIGIN. This rule is used in some cases as a traffic-engineering
tool. If not, the impact of its application is low, since almost all routes should
have equal ORIGIN attribute.
• Discard iBGP routes if eBGP routes exist. It is used to deploy “hot-potato”
routing, which may be relevant to reduce internal transit costs. In addition,
it also eliminates internal loops in route propagation. When applied, routers
receiving a route from an external neighbor uses only external neighbors, so
internal loops never occur. Routers not receiving a route from an external
neighbor selects the router inside the AS that will send the packet out of the
AS.
• Discard routes with higher cost to NEXT HOP. This is also used to enforce
“hot-potato” routing. However, some relaxation on this rule can be introduced,
provided that prevention of loops in intra-domain forwarding is achieved by
means such as some kind of tunneling like MPLS.

The rest of the rules (selecting route received from router with minimum loop-
back address, etc.) are provided to ensure uniqueness in the result, so they can
be removed for multi-path routing.
Therefore, a modified router first applies normal BGP policy criteria and then

selects a subset of the received paths for concurrent use. Note that multiple paths
mainly come from the possibility of ignoring AS PATH length (although some
conditions on this length could be established for accepting a route), and from
accepting routes with different NEXT HOP distances.

12.4.4.2 LP-BGP: Loop-freeness in multi-path BGP through
propagating the longest path
In this particular proposal, after obtaining the different paths that will be
installed in the forwarding table for the same destination prefix, the path with
longest AS PATH length to upstream ASs will be disseminated to neighboring
routers where allowed by policy. Although disseminating a path that has a larger
number of ASs in its AS PATH seems counterintuitive, it has the property of
allowing the router to use all paths with a smaller or equal AS PATH length
without risking loops (see Figure 12.2).
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Figure 12.2 Multi-path selection in LP-BGP.

However, this change has the implication that there is no longer a one-to-
one relationship between the paths that packets follow through the network and
the path that is advertised in BGP. The resulting obfuscation of the network’s
topology as seen by observers at the edge can either be considered harmful,
for those who want to study networks or apply policy based on the presence
of certain intermediate domains, or useful, for those intent on hiding the inner
workings of their network.
The multi-path BGP modifications allow individual ASs to deploy multi-path

BGP and gain its benefits without coordination with other ASs. Hence, as an
individual BGP router locally balances traffic over multiple paths, changes to
BGP semantics are unnecessary.
Under normal circumstances, the BGP AS PATH attribute guarantees loop-

freeness. Since the changes allow BGP to use multiple paths concurrently, but
only a single path is disseminated to neighboring ASs, checking the AS PATH
for the occurrence of the local AS number is no longer sufficient to avoid loops.
Instead, the the Vutukury/Garcia-Luna-Aceves LFI (Loop-free Invariant) [27]
conditions are used to guarantee loop-freeness.
Intuitively, these conditions are very simple: because a router can only use

paths that have a lower cost than the path that it disseminates to its neighbours
(or, may only disseminate a path that has a higher cost than the paths that
it uses), loops are impossible. A loop occurs when a router uses a path that
it disseminated earlier, in which case the path that it uses must both have a
higher and a lower cost than the path that it disseminates, situations that can
obviously not exist at the same time. When the following two LFI conditions
as formulated by Vutukury and Garcia-Luna-Aceves are satisfied, paths are
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loop-free:

FDij ≤ Dkji k ∈ N i

Sij = {k|Dijk < FDij ∧ k ∈ N i}

“where Dkji is the value of D
k
j reported to i by its neighbor k; and FD

i
j is the

feasible distance of router i for destination j and is an estimate ofDij , in the sense
that FDij equals D

i
j in steady state but is allowed to differ from it temporarily

during periods of network transitions” [27]; Dkj is the distance or cost from router
k to destination j, Ni is the set of neighbors for router i, and Sij is the successor
set that router i uses as next hop routers for destination j.
Our interpretation of the two LFI conditions as they relate to BGP is as

follows:

cp(pr) < cpr(pr)
P = {p|cp(p) ≤ cp(pr) ∧ p ∈ π}

where P is the set of paths towards a destination that are under consideration
for being used and π is the set of paths towards a destination disseminated to
the local router by neighboring routers; pr is the path selected for dissemination,
cpr(x) the cost to reach a destination through path x that is reported to other
routers and the cost cp(x) is taken to mean the AS PATH length of path x in
the case of eBGP and the interior cost for iBGP. The interior cost is the cost to
reach a destination as reported by the interior routing protocol that is in use.
Because the local AS is added to the AS PATH when paths are disseminated

to neighboring ASs, the smaller and strictly smaller requirements are swapped
between the two conditions.
The BGP-4 specification [24] allows for the aggregation of multiple prefixes

into a single one. In that case, the AS numbers in the AS PATH are replaced
with one or more AS SETs, which contain the AS numbers in the original paths.
Should the situation arise where a topology is not valley-free [8] and there is
both a router that implements multi-path BGP as described in this chapter as
well as, in a different AS, a router that performs aggregation through the use of
AS SETs, then routing loops may be possible. This is so because, depending on
the implementation, a router creating an AS SET could shorten the AS PATH
length and break the limitations imposed by the LFI conditions. To avoid these
loops, P may either contain a single path with an AS PATH that contains an
AS SET, or no paths with AS PATHs that contain AS SETs. Note that AS SETs
are rarely used today; a quick look through the Route Views project data reveals
that less than 0.02 percent of all paths have one or more AS SETs in their
AS PATH [25].
All paths that remain in the multi-path set after the previous steps and after

applying policy are installed in the routing table and used for forwarding packets.
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MpASS:  AS_SET {5, 6, 7, 9, 10}, 2, 5, 27

Figure 12.3 BGP propagation in LP-BGP and MpASS.

The determination of traffic split ratios between the available paths is a topic
for future work.
At this point, the path with the longest AS PATH within P is selected for

dissemination to BGP neighbors. As a result of the LFI conditions, multi-path-
aware ASs will suppress looped paths with a multi-path-aware AS in the looped
part of the path, while regular BGP AS PATH processing suppresses looped
paths with no multi-path-aware ASs in the looped part of the path. To avoid
loops for non-multi-path-aware iBGP routers, the selected path is also not dis-
seminated over any BGP session through which the router learned a path that is
in the multi-path set, and if the router previously disseminated a path over a ses-
sion towards a neighboring router that supplied a path in the selected multi-path
set P , it now sends a withdrawal for the multi-path destination.

12.4.4.3 MpASS: Multi-path BGP with AS SETs
The main idea behind MpASS is to include in the AS PATH all the AS num-
bers resulting from the union of the AS PATH attributes of the routes aggre-
gated so far. In particular, the AS PATH is obtained by concatenating an
AS SEQUENCE structure containing the AS PATH corresponding to the route
that the BGP router would select from applying BGP uni-path selection rules,
and an AS SET structure that includes all the AS numbers of the rest of the
routes, and the AS number of the site. This particular construction mechanism
assures that all AS numbers are included and the length of the AS PATH struc-
ture, as defined for the AS PATH length comparison rule [24], is equal to the
length of the AS PATH of the best route plus 1 (as it would occur for legacy uni-
path BGP routers). In this way, when a legacy route applies the rule of discarding
routes with larger AS PATH length, this multi-path route is not penalized com-
pared to the uni-path route that it would have generated.
Loop prevention is enforced by the check performed by regular uni-path

BGP and it is not necessary to define any additional mechanism or particular
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condition, i.e., discarding routes that contain the AS number of the site of the
router receiving the advertisement (see Figure 12.3). An additional characteristic
is that the inclusion of all the AS numbers of the sites that may be traversed
by a packet sent to the destination allows the application of policies based on
the particular AS traversed when selecting a route. Legacy BGP routers receive
a route that is indistinguishable to a regular BGP route, and if they select it,
packets may benefit from the multiple available paths.

12.5 Conclusions and future work

Multi-path routing presents many advantages when compared with single-
path routing: higher network capacity, scalable traffic engineering capabilities,
improved response to path changes and better reliability, enhanced security,
improved market transparency.
For the intra-domain routing environment there are different solutions that

can be applied (and effectively are), and the fact of having the deployment con-
strained to a single routing domain particularly facilitates this task (only in the
interior of a provider’s network).
In the inter-domain routing framework, the situation is more complex because

most of the different existing proposals imply important changes in the well-
established inter-domain communication technology based on BGP, linking dif-
ferent providers, each one with its own interests and requirements.
The European research and development project Trilogy considers multi-path

routing as one of its main objectives. In the project, multi-path routing is con-
sidered together with congestion control mechanisms and the different Internet
economic drivers, so as to try to improve the existing Internet communication
mechanisms by means of providing a synergic solution based on the liaison of
these three areas.
This chapter is focusing on one of these areas, the multi-path routing, and

we have presented two mechanisms for providing multiple routes at the inter-
domain level that are being considered in the project. The mechanisms differ in
the way routes are selected and how loop prevention is enforced. The first one,
LP-BGP, has the potential to reduce the number of BGP updates propagated to
neighboring routers, as updates for shorter paths do not influence path selection
and are not propagated to neighboring routers. However, in longer paths there
is more potential for failures, so the inclusion of long paths in the set of paths
that a multi-path router uses may expose it to more updates compared to the
situation where only short paths are used. When propagating just the longest
path, BGP no longer matches the path followed by all packets. The second
proposal (MpASS) allows the selection of routes with any AS PATH length,
since loop prevention relies on transporting the complete list of traversed AS
numbers.
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One difference between them is that LP-BGP may propagate a route with an
AS PATH larger than the best of the aggregated routes, so that the result of
a multi-path aggregation may be a route less attractive to other BGP routers
(presenting longer paths to customers may put service providers at a commer-
cial disadvantage). Still, propagating the longest path has robust loop detection
properties and operators may limit acceptable path lengths at their discretion,
so the second disadvantage is relatively minor (they could require for instance
all best routes to be equal length).
On the other hand, MpASS may suffer from excessive update frequency, since

each time a new path is aggregated in a router, a new Update must be propagated
to all other routers receiving this route, to ensure that loop prevention holds (note
that in the uni-path case, BGP only propagates a route if the newly received one
improves on the previous one, while in this case many routes may be gradually
added to the forwarding route set). This problem can be relieved by setting a
rate limit to the aggregation process.
As part of the future work we plan to do a deeper analysis of the stability

properties of both protocols, i.e., routing convergence and convergence dynam-
ics. Some intuition around the routing algebra theory developed by Griffin and
Sobrinho [9] suggests the LP-BGP is stable and that MpASS is assured to be
stable if only routes with equal AS PATH length are aggregated, although more
analysis is required to determine if the use of different lengths may lead to stable
solutions.
Finally, an evaluation of the effect of applying these mechanisms in the real

Internet is required in order to analyze the path diversity situation: is the current
number of available paths too low, or too high? Is it enough to use equal length
AS PATH routes? What is the cost added to the already stressed inter-domain
routing system? Work will continue in Trilogy; stay tuned.
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[6] A. de la Oliva, M. Bagnulo, A. Garćıa-Mart́ınez, and I. Soto. Performance
analysis of the reachability protocol for IPv6 multihoming. Lecture Notes in
Computer Science, 4712:443–454, 2007.



Multi-path BGP: motivations and solutions 255

[7] B. Fortz and M. Thorup. Internet traffic engineering by optimizing OSPF
weights. In IEEE INFOCOM 2000. Proceedings, volume 2, pages 519–528,
2000.

[8] L. Gao and J. Rexford. Stable Internet routing without global coordination.
IEEE/ACM Transactions on Networking, 9(6):681–692, 2001.

[9] T. G. Griffin and J. L. Sobrinho. Metarouting. ACM SIGCOMM Computer
Communication Review, 35(4):1–12, 2005.

[10] H. Han, S. Shakkottai, C. V. Hollot, R. Srikant, and D. Towsley. Overlay
TCP for multi-path routing and congestion control. IEEE/ACM Transactions
on Networking, 14(6):1260–1271, 2006.

[11] C. Hopps. Analysis of an Equal-Cost Multi-Path Algorithm. RFC2992,
2000.

[12] G. Huston. Potaroo.net. [Online]. Available: www.potaroo.net/, 2009.
[13] H. T. Kaur, S. Kalyanaraman, A. Weiss, S. Kanwar, and A. Gandhi.
BANANAS: An evolutionary framework for explicit and multipath routing in
the Internet. ACM SIGCOMM Computer Communication Review, 33(4):277–
288, 2003.

[14] F. Kelly and T. Voice. Stability of end-to-end algorithms for joint rout-
ing and rate control. ACM SIGCOMM Computer Communication Review,
35(2):5–12, 2005.

[15] F. P. Kelly. Loss networks. The Annals of Applied Probability, 1(3):319–378,
1991.

[16] A. Khanna and J. Zinky. The revised ARPANET routing metric. ACM
SIGCOMM Computer Communication Review, 19(4):45–56, 1989.

[17] C. N. Laws. Resource pooling in queueing networks with dynamic routing.
Advances in Applied Probability, 24(3):699–726, 1992.

[18] X. Meng, B. Zhang, G. Huston, and S. Lu. IPv4 address allocation and the
BGP routing table evolution. ACM SIGCOMM Computer Communication
Review, 35(1):71–80, 2005.

[19] T. Moncaster, B. Briscoe, and M. Menth. Baseline encoding and transport of
pre-congestion information. IETF draft. draft-ietf-pcn-baseline-encoding-02,
2009.

[20] R. Moskowitz, P. Nikander, P. Jokela, and T. Henderson. Host Identity
Protocol. RFC5201, 2008.

[21] M. Motiwala, N. Elmore, M. Feamster, and S. Vempala. Path splicing. In
ACM INFOCOM. Proceedings, 2008.

[22] J. Moy. OSPF Version 2. RFC2328, 1998.
[23] P. Psenak, S. Mirtorabi, A. Roy, L. Nguyen, and P. Pillay-Esnault. Multi-
topology (MT) routing in OSPF. RFC4915, 2007.

[24] Y. Rekhter, T. Li, and S. Hares. A Border Gateway Protocol 4 (BGP-4).
RFC4271, 2006.

[25] Routeviews. University of Oregon Route Views Project. [Online] Available:
http://routeviews.org/, 2009.



256 F. Valera, I. van Beijnum, A. Garćıa-Mart́ınez, and M. Bagnulo
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In the design of large-scale communication networks, a major practical concern
is the extent to which control can be decentralized. A decentralized approach to
flow control has been very successful as the Internet has evolved from a small-
scale research network to today’s interconnection of hundreds of millions of hosts;
but it is beginning to show signs of strain. In developing new end-to-end pro-
tocols, the challenge is to understand just which aspects of decentralized flow
control are important. One may start by asking how should capacity be shared
among users? Or, how should flows through a network be organized, so that
the network responds sensibly to failures and overloads? Additionally, how can
routing, flow control, and connection acceptance algorithms be designed to work
well in uncertain and random environments?
One of the more fruitful theoretical approaches has been based on a framework

that allows a congestion control algorithm to be interpreted as a distributed
mechanism solving a global optimization problem; for some overviews see [1, 2, 3].
Primal algorithms, such as the Transmission Control Protocol (TCP), broadly
correspond with congestion control mechanisms where noisy feedback from the
network is averaged at endpoints, using increase and decrease rules of the form
first developed by Jacobson [4]. Dual algorithms broadly correspond with more
explicit congestion control protocols where averaging at resources precedes the
feedback of relatively precise information on congestion to endpoints. Examples
of explicit congestion control protocols include the eXplicit Control Protocol
(XCP) [5] and the Rate Control Protocol (RCP) [6, 7, 8].
There is currently considerable interest in explicit congestion control. A major

motivation is that it may allow the design of a fair, stable, low-loss, low-delay,
and high-utilization network. In particular, explicit congestion control should
allow short flows to complete quickly, and also provides a natural framework
for charging. In this chapter we review some of the theoretical background on
explicit congestion control, and provide some new results focused especially on
admission management.
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In Section 13.1 we describe the notion of proportional fairness, within a math-
ematical framework for rate control which allows us to reconcile potentially con-
flicting notions of fairness and efficiency, and exhibits the intimate relationship
between fairness and charging. The Rate Control Protocol uses explicit feedback
from routers to allow fast convergence to an equilibrium and in Section 13.2 we
outline a proportionally fair variant of the Rate Control Protocol designed for
use in a network where queues are small. In Section 13.3 we focus on admission
management of flows where we first describe a step-change algorithm that allows
new flows to enter the network with a fair, and high, starting rate. We then
study the robustness of this algorithm to sudden, and large, changes in load. In
particular, we explore the key tradeoff in the design of an admission manage-
ment algorithm: namely the tradeoff between the desired utilization of network
resources and the scale of a sudden burst of newly arriving traffic that the net-
work can handle without buffer overload. Finally, in Section 13.4, we provide
some concluding remarks.

13.1 Fairness

A key question in the design of communication networks is just how should
available bandwidth be shared between competing users of a network? In this
section we describe a mathematical framework which allows us to address this
question.
Consider a network with a set J of resources. Let a route r be a non-empty

subset of J , and write j ∈ r to indicate that route r passes through resource
j. Let R be the set of possible routes. Set Ajr = 1 if j ∈ r, so that resource j
lies on route r, and set Ajr = 0 otherwise. This defines a 0− 1 incidence matrix
A = (Ajr, j ∈ J, r ∈ R).
Suppose that route r is associated with a user, representing a higher-level

entity served by the flow on route r. Suppose if a rate xr > 0 is allocated to
the flow on route r then this has utility Ur(xr) to the user. Assume that the
utility Ur(xr) is an increasing, strictly concave function of xr over the range
xr > 0 (following Shenker [9], we call traffic that leads to such a utility function
elastic traffic). To simplify the statement of results, we shall assume further that
Ur(xr) is continuously differentiable, with U ′r(xr)→∞ as xr ↓ 0 and U ′r(xr)→ 0
as xr ↑ ∞.
Assume further that utilities are additive, so that the aggregate utility of

rates x = (xr, r ∈ R) is
∑
r∈R Ur(xr). Let U = (Ur(·), r ∈ R) and C = (Cj , j ∈

J). Under this model the system optimal rates solve the following problem.
SY STEM(U,A,C):

maximize
∑
r∈R

Ur(xr)

subject to Ax ≤ C
over x ≥ 0.
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While this optimization problem is mathematically fairly tractable (with a
strictly concave objective function and a convex feasible region), it involves utili-
ties U that are unlikely to be known by the network. We are thus led to consider
two simpler problems.
Suppose that user r may choose an amount to pay per unit time, wr, and

receives in return a flow xr proportional to wr, say xr = wr/λr, where λr could
be regarded as a charge per unit flow for user r. Then the utility maximization
problem for user r is as follows.
USERr(Ur;λr):

maximize Ur

(
wr
λr

)
− wr

over wr ≥ 0.
Suppose next that the network knows the vector w = (wr, r ∈ R), and attempts
to maximize the function

∑
r wr log xr. The network’s optimization problem is

then as follows.
NETWORK(A,C;w):

maximize
∑
r∈R

wr log xr

subject to Ax ≤ C
over x ≥ 0.

It is known [10, 11] that there always exist vectors λ = (λr, r ∈ R), w = (wr, r ∈
R) and x = (xr, r ∈ R), satisfying wr = λrxr for r ∈ R, such that wr solves
USERr(Ur;λr) for r ∈ R and x solves NETWORK(A,C;w); further, the vec-
tor x is then the unique solution to SY STEM(U,A,C).
A vector of rates x = (xr, r ∈ R) is proportionally fair if it is feasible, that

is x ≥ 0 and Ax ≤ C, and if for any other feasible vector x∗, the aggregate of
proportional changes is zero or negative:

∑
r∈R

x∗r − xr
xr

≤ 0. (13.1)

If wr = 1, r ∈ R, then a vector of rates x solves NETWORK(A,C;w) if and
only if it is proportionally fair. Such a vector is also the natural extension of
Nash’s bargaining solution, originally derived in the special context of two users
[12], to an arbitrary number of users, and, as such, satisfies certain natural axioms
of fairness [13, 14].
A vector x is such that the rates per unit charge are proportionally fair if x is

feasible, and if for any other feasible vector x∗,

∑
r∈R

wr
x∗r − xr
xr

≤ 0. (13.2)
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The relationship between the conditions (13.1) and (13.2) is well illustrated
when wr, r ∈ R, are all integral. For each r ∈ R, replace the single user r by wr
identical sub-users, construct the proportionally fair allocation over the result-
ing

∑
r wr users, and provide to user r the aggregate rate allocated to its wr

sub-users; then the resulting rates per unit charge are proportionally fair. It is
straightforward to check that a vector of rates x solves NETWORK(A,C;w) if
and only if the rates per unit charge are proportionally fair.

13.1.1 Why proportional fairness?

RCP approximates the processor-sharing queueing discipline when there is a
single bottleneck link, and hence allows short flows to complete quickly [15, 7].
For the processor-sharing discipline at a single bottleneck link, the mean time
to transfer a file is proportional to the size of the file, and is insensitive to
the distribution of file sizes [16, 15]. Proportional fairness is the natural network
generalization of processor-sharing, with a growing literature showing that it has
exact or approximate insensitivity properties [17, 18] and important efficiency
and robustness properties [19, 20].
In their study of multi-hop wireless networks, Le Boudec and Radunovic [20]

highlight that proportional fairness achieves a good tradeoff between efficiency
and fairness, and recommend that metrics for the rate performance of mobile ad
hoc networking protocols be based on proportional fairness. We also highlight
the two-part paper series [21] that studies the use of proportional fairness as the
basis for resource allocation and scheduling in multi-channel multi-rate wireless
networks. Among numerous aspects of their study, the authors conclude that the
proportional fairness solution simultaneously achieves higher system throughput,
better fairness, and lower outage probability with respect to the default solution
given by today’s 802.11 commercial products.
Briscoe [22] has eloquently made the case for cost fairness, that is, rates per

unit charge that are proportionally fair. As Briscoe discusses, it does not nec-
essarily follow that users should pay according to the simple model described
above; for example, if users prefer ISPs to offer flat rate subscriptions. But to
avoid perverse incentives, accountability should be based on cost fairness. For
example, ISPs might want to limit the congestion costs their users can cause,
not just charge them for whatever unlimited costs they cause.
In the next section we show that the Rate Control Protocol may be adapted

to achieve cost fairness, and further that it is possible to show convergence, to
equilibrium, on the rapid timescale of round-trip times.

13.2 Proportionally fair rate control protocol

In this section we recapitulate the proportionally fair variant of RCP introduced
in [23]. The framework we use is based on fluid models of packet flows where the
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dynamics of the fluid models allows the machinery of control theory to be used
to study stability on the fast timescale of round-trip times.
Buffer sizing is an important issue in the design of end-to-end protocols. In

rate controlled networks, if links are run close to capacity, then buffers need to
be large, so that new flows can be given a high starting rate. However, if links
are run with some spare capacity, then this may be sufficient to cope with new
flows, and allow buffers to be small. Towards the goal of a low delay and low
loss network, it is imperative to strive to keep queues small. In such a regime,
the queue size fluctuations are very fast – so fast that it is impossible to control
the queue size. Instead, as described in [24, 25], protocols act to control the
distribution of queue size. Thus, on the timescale relevant for convergence of the
protocol it is then the mean queue size that is important. This simplification of
the treatment of queue size allows us to obtain a model that remains tractable
even for a general network topology. Next we describe our network model of RCP
with small queues, designed to allow buffers to be small.
Recall that we consider a network with a set J of resources and a set R of

routes. A route r is identified with a non-empty subset of J , and we write j ∈ r to
indicate that route r passes through resource j. For each j, r such that j ∈ r, let
Trj be the propagation delay from the source of flow on route r to the resource
j, and let Tjr be the return delay from resource j to the source. Then

Trj + Tjr = Tr j ∈ r, r ∈ R, (13.3)

where Tr is the round-trip propagation delay on route r: the identity (13.3) is a
direct consequence of the end-to-end nature of the signaling mechanism, whereby
congestion on a route is conveyed via a field in the packets to the destination,
which then informs the source. We assume queueing delays form a negligible
component of the end-to-end delay – this is consistent with our assumption of
the network operating with small queues.
Our small queues fair RCP variant is modeled by the system of differential

equations

d

dt
Rj(t) =

aRj(t)
CjT j(t)

(Cj − yj(t)− bjCjpj(yj(t))) , (13.4)

where

yj(t) =
∑
r:j∈r

xr(t− Trj) (13.5)

is the aggregate load at link j, pj(yj) is the mean queue size at link j when the
load there is yj , and

T j(t) =

∑
r:j∈r xr(t)Tr∑
r:j∈r xr(t)

(13.6)



262 F. Kelly and G. Raina

is the average round-trip time of packets passing through resource j. We suppose
the flow rate xr(t) leaving the source of route r at time t is given by

xr(t) = wr


∑
j∈r

Rj(t− Tjr)−1



−1

. (13.7)

We interpret these equations as follows. Resource j updates Rj(t), the nominal
rate of a flow which passes through resource j alone, according to Equation (13.4).
In this equation the term Cj − yj(t) represents a measure of the rate mismatch,
at time t, at resource j, while the term bjCjpj(yj(t)) is proportional to the mean
queue size at resource j. Equation (13.7) gives the flow rate on route r as the
product of the weight wr and reciprocal of the sum of the reciprocals of the
nominal rates at each of the resources on route r. Note that Equations (13.5)
and (13.7) make proper allowance for the propagation delays, and the average
round-trip time (13.6) of packets passing through resource j scales the rate of
adaptation (13.4) at resource j.
The computation (13.7) can be performed as follows. If a packet is served

by link j at time t, Rj(t)−1 is added to the field in the packet containing the
indication of congestion. When an acknowledgement is returned to its source,
the acknowledgement feedbacks the sum, and the source sets its flow rate equal
to the returning feedback to the power of −1.
A simple approximation for the mean queue size is as follows. Suppose that

the workload arriving at resource j over a time period τ is Gaussian, with mean
yjτ and variance yjτσ2

j . Then the workload present at the queue is a reflected
Brownian motion [26], with mean under its stationary distribution of

pj(yj) =
yjσ

2
j

2(Cj − yj) . (13.8)

The parameter σ2
j represents the variability of resource j’s traffic at a packet

level. Its units depend on how the queue size is measured: for example, packets
if packets are of constant size, or kilobits otherwise.
At the equilibrium point y = (yj , j ∈ J) for the dynamical system (13.4)–(13.8)

we have

Cj − yj = bjCjpj(yj). (13.9)

From Equations (13.8)–(13.9) it follows that at the equilibrium point

p′j(yj) =
1
bjyj

. (13.10)

Observe that in the above model formulation there are two forms of feedback:
rate mismatch and queue size.
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13.2.1 Sufficient conditions for local stability

For the RCP dynamical system, depending on the form of feedback that is
incorporated in the protocol definition one may exhibit two simple sufficient
conditions for local stability; for the requisite derivations and associated analysis
see [23].

Local stability with feedback based on rate mismatch and queue size. A sufficient
condition for the dynamical system (13.4)–(13.8) to be locally stable about its
equilibrium point is that

a <
π

4
. (13.11)

Observe that this simple decentralized sufficient condition places no restriction
on the parameters bj , j ∈ J , provided our modeling assumptions are satisfied.
The parameter a controls the speed of convergence at each resource, while

the parameter bj controls the utilization of resource j at the equilibrium point.
From (13.8)–(13.9) we can deduce that the utilization of resource j is

ρj ≡ yj
Cj

= 1− σj
(
bj
2
· yj
Cj

)1/2

,

and hence that

ρj =


(

1 +
σ2
j bj

8

)1/2

−
(
σ2
j bj

8

)1/2



2

= 1− σj
(
bj
2

)1/2

+O(σ2
j bj).

(13.12)

For example, if σj = 1, corresponding to Poisson arrivals of packets of
constant size, then a value of bj = 0.022 produces a utilization of 90 percent.

Local stability with feedback based only on rate mismatch. One may also derive
an alternative sufficient condition for local stability. If the parameters bj are all
set to zero, and the algorithm uses as Cj not the actual capacity of resource j,
but instead a target, or virtual, capacity of say 90 percent of the actual capacity,
then this too will achieve an equilibrium utilization of 90 percent. In this case
the equivalent sufficient condition for local stability is

a <
π

2
. (13.13)

Although the presence of a queueing term is associated with a smaller choice
for the parameter a − note the factor two difference between conditions (13.11)
and (13.13) − nevertheless the local responsiveness is comparable, since the
queueing term contributes roughly the same feedback as the term measuring
rate mismatch.
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13.2.2 Illustrative simulation

Next we illustrate our small queue variant of the RCP algorithm with a simple
packet-level simulation in the case where there is feedback based only on rate
mismatch.
The network simulated has a single resource, of capacity one packet per unit

time and 100 sources that each produce Poisson traffic. Let us motivate a sim-
ple calculation. Assume that the round-trip time is 10 000 units of time. Then
assuming a packet size of 1000 bytes, this would translate into a service rate of
100Mbytes/s, and a round-trip time of 100ms, or a service rate of 1 Gbyte/s
and a round-trip time of 10ms. The figures bearing observations or traces from
packet-level simulations were produced using a discrete event simulator of packet
flows in RCP networks where the links are modeled as FIFO queues. The round-
trip times that are simulated are in the range of 1000 to 100 000 units of time.
In our simulations, as the queue term is absent from the feedback, i.e., b = 0, we
set a = 1 and replace C with γC for γ ∈ [0.7, . . . , 0.90] in the protocol definition.
The simulations were started close to equilibrium.
Figure 13.1 shows the comparison between theory and the simulation results,

when the round-trip times are in the range of 1000 to 100 000 units of time.
Observe the variability of the utilization, measured over one round-trip time,
for shorter round-trip times. This is to be expected, since there would remain
variability in the empirical distribution of queue size. This source of variability
decreases as the bandwidth-delay product increases, and in such a regime there
is excellent agreement between theory and simulations.
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Figure 13.1 Utilization, ρ, measured over one round-trip time, for different values of
the parameter γ with 100 RCP sources that each produce Poisson traffic.

13.2.3 Two forms of feedback?

Rate controlled communication networks may contain two forms of feedback: a
term based on rate mismatch and another term based on the queue size.
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It has been a matter of some debate whether there is any benefit in including
feedback based on rate mismatch and on queue size. The systems with and
without feedback based on queue size give rise to different nonlinear equations;
but, notwithstanding an innocuous-looking factor of two difference, they both
yield decentralized sufficient conditions to ensure local stability.
Thus far, as methods based on linear systems theory have not offered a pre-

ferred design recommendation – note the simple factor two difference between
conditions (13.11) and (13.13) – for further progress it is quite natural to employ
nonlinear techniques. For a starting point for such an investigation see [27], where
the authors investigate some nonlinear properties of RCP with a conclusion that
favors the system whose feedback is based only on rate mismatch.

13.2.4 Tatonnement processes

Mechanisms by which supply and demand reach equilibrium have been a central
concern of economists, and there exists a substantial body of theory on the stabil-
ity of what are termed tatonnement processes. From this viewpoint, the rate con-
trol algorithm described in this section is just a particular embodiment of aWal-
rasian auctioneer searching for market clearing prices. The Walrasian auctioneer
of tatonnement theory is usually considered a rather implausible construct; how-
ever, we showed that the structure of a communication network presents a rather
natural context within which to investigate the consequences for a tatonnement
process.
In this section, we showed how the proportionally fair criteria could be imple-

mented in a large-scale network. In particular, it was highlighted that a simple
rate control algorithm can provide stable convergence to proportional fairness
per unit charge, and be stable even in the presence of random queueing effects
and propagation time delays.
A key issue, however, is how new flows should be admitted to such a network,

a theme that we pursue in the next section. The issue of buffer sizing in rate
controlled networks is a topical one and the reader is referred to [28], and ref-
erences therein, for some recent work in this regard. However, our focus in this
chapter will be on developing the admission management process of [23].

13.3 Admission management

In explicit congestion controlled networks when a new flow arrives, it expects to
learn, after one round-trip time, of its starting rate. So an important aspect in
the design of such networks is the management of new flows; in particular, a key
question is the scale of the step-change in rate that is necessary at a resource to
accommodate a new flow. We show that, for the variant of RCP considered here,
this can be estimated from the aggregate flow through the resource, without
knowledge of individual flow rates.
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We first describe, in Section 13.3.1, how a resource should estimate the impact
upon it of a new flow starting. This suggests a natural step-change algorithm
for a resource’s estimate of its nominal rate. In the remainder of this section
we explore the effectiveness of the admission management procedure based on
the step-change algorithm to large, and sudden, variations in the load on the
network.

13.3.1 Step-change algorithm

In equilibrium, the aggregate flow through resource j is yj , the unique value
such that the right-hand side of (13.4) is zero. When a new flow, r, begins
transmitting, if j ∈ r, this will disrupt the equilibrium by increasing yj to yj + xr.
Thus, in order to maintain equilibrium, whenever a flow, r, begins, Rj needs to
be decreased, for all j with j ∈ r.
According to (13.5)

yj =
∑
r:j∈r

wr

(∑
k∈r

R−1
k

)−1

and so the sensitivity of yj to changes in the rate Rj is readily deduced to be

∂yj
∂Rj

=
yjxj
R2
j

, (13.14)

where

xj =

∑
r:j∈r xr

(∑
k∈r R

−1
k

)−1∑
r:j∈r xr

.

This xj is the average, over all packets passing through resource j, of the
unweighted fair share on the route of a packet.
Suppose now that when a new flow r, of weight wr, arrives, it sends a request

packet through each resource j on its route, and suppose each resource j, on
observation of this packet, immediately makes a step-change in Rj to a new
value

Rnewj = Rj · yj
yj + wrRj

. (13.15)

The purpose of the reduction is to make room at the resource for the new flow.
Although a step-change in Rj will take time to work through the network, the
scale of the change anticipated in traffic from existing flows can be estimated
from (13.14) and (13.15) as

(Rj −Rnewj ) · ∂yj
∂Rj

= wrxj · yj
yj + wrRj

.

Thus the reduction aimed for from existing flows is of the right scale to allow one
extra flow at the average of the wr-weighted fair share through resource j. Note
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that this is achieved without knowledge at the resource of the individual flow
rates through it, (xr, r : j ∈ r): only knowledge of their equilibrium aggregate yj
is used in expression (13.15), and yj may be determined from the parameters Cj
and bj as in (13.9).
We now describe an important situation of interest.

Large and sudden changes in the number of flows. It is quite natural to ask about
the robustness of any protocol to sudden, and large, changes in the number of
flows. A network should be able to cope sensibly to local surges in traffic. Such
surges in traffic could simply be induced by a sudden increase in the number of
users wishing to use a certain route. Or, such a surge may be induced by the
failure of a link, where a certain fraction, or all, of the load is transferred to a
link which is still in operation.

13.3.2 Robustness of the step-change algorithm

In this subsection we briefly analyze the robustness of the admission control
process based on the above step-change algorithm against large, and sudden,
increases in the number of flows.
Consider the case where the network consists of a single link j with equi-

librium flow rate yj . If there are n identical flows, then at equilibrium Rj =
yj/n. When a new flow begins, the step-change (13.15) is performed and Rj
becomes Rnewj = yj/(n+ 1). Hence equilibrium is maintained. Now suppose
that m new flows begin at the same time. Once the m flows have begun,
Rj should approach yj/(n+m). However, each new flow’s request for band-
width will be received one at a time. Thus the new flows will be given rates
yj/(n+ 1), yj/(n+ 2), . . . , yj/(n+m). So when the new flows start transmit-
ting, after one round-trip time, the new aggregate rate through j, ynewj will
approximately be

ynewj ≈ n yj
n+m

+
∫ n+m

n

yj
u
du.

If we let ε = m/n, we have

ynewj ≈ yj
(

1
1 + ε

+ log(1 + ε)
)
. (13.16)

For the admission control process to be able to cope when the load is increased
by a proportion ε, we simply require ynewj to be less than the capacity of link j.
Direct calculation shows that if the equilibrium value of yj is equal to 90% of
capacity, then (13.16) allows an increase in the number of flows of up to 66%.
Furthermore, if at equilibrium yj is equal to 80% of capacity, then the increase in
the number of flows can be as high as 122% without ynewj exceeding the capacity
of the link.
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Figure 13.2 Utilization one can expect to achieve and still have the system be robust
against an ε% sudden increase in load; numerical values computed from (13.16).

13.3.3 Guidelines for network management

Figure 13.2 highlights the tradeoff between the desired utilization of network
resources and the scale of a sudden burst of newly arriving traffic that the
resource can absorb. The above analysis and discussion revolves around a single
link, but it does provide a simple rule of thumb guideline for choosing parameters
such as bj or Cj . If one takes ε to be the largest plausible increase in load that
the network should be able to withstand, then from (13.16), one can calculate
the value of yj which gives ynewj equal to capacity. This value of yj can then be
used to choose bj or Cj , using the equilibrium relationship Cj − yj = bjCjpj(yj).
There are two distinct regimes that are possible after a sudden increase in the
number of flows:

1. If, after the increase, the load yj remains less than the capacity Cj , then we
are in a regime where the queue remains stable. Its stationary distribution
(13.8) will have an increased mean and variance, but will not depend on the
bandwidth-delay product.

2. If, after the increase, the load yj exceeds Cj , then we are in a regime where
the queue is unstable, and in order to prevent packet drops it is necessary for
the buffer to store an amount proportional to the excess bandwidth times the
delay.

The approach we advise is to select buffer sizes and utilizations to cope with
the first regime, and to allow packets to be dropped rather than stored in the
second regime. The second regime should occur rarely if the target utilization is
chosen to deal with plausible levels of sudden overload.
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13.3.4 Illustrating the utilization–robustness tradeoff

We first recapitulate the processes involved in admitting a new flow into an RCP
network. A new flow first transmits a request packet through the network. The
links, on detecting the arrival of the request packet, perform the step-change
algorithm to make room at the respective resources for the new flow. After one
round-trip time the source of the flow receives back acknowledgement of the
request packet, and starts transmitting at the rate (13.7) that is conveyed back.
This procedure allows a new flow to reach near equilibrium within one round-
trip time. We now illustrate, via some simulations, the admission management
procedure for dealing with newly arriving flows.
We wish to exhibit the tradeoff between a target utilization, and the impact

at a resource of a sudden and large increase in load. Consider a simple network,
depicted in Figure 13.3, consisting of five links where we do not include feedback
based on queue size in the RCP definition and the end-systems produce Poisson
traffic. In our simulations, as the queue term is absent from the feedback, i.e.,
b = 0, we replace Cj with γjCj for γj < 1, in the protocol definition, in order to
aim for a target utilization. The value of a was set at 0.367 ≈ 1/e, to ensure that
the system is well within the sufficient condition for local stability. In our exper-
iments, links A, B, C and D each start with 20 flows operating in equilibrium.
Each flow uses link X and one of links A, B, C or D. So, for example, a request
packet originating from flows entering link C, would first go through link C and
then link X before returning back to the source.

A

B

C

D

X

Figure 13.3 Toy network used, in packet-level simulations, to illustrate the process of
admitting new flows into a RCP network. The links labeled A, B, C, D and X have a
capacity of 1, 10, 1, 10 and 20 packets per unit time, respectively. The physical
transmission delays on links A, B and X are 100 time units and on links C and D are
1000 time units.

The experiment we conduct is as follows. The target utilization at all the links
is set at 90%, and the scenarios we consider are a 50%, a 100%, and then a 200%
instantaneous increase in the number of flows. The choice of these numbers is
guided by the robustness analysis above, which is illustrated in Figure 13.2. Since
our primary interest is to explore the impact at the resource of a sudden, and
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instantaneous, increase in load we shall exhibit the impact at one of the ingress
links, i.e., link C.
When dealing with new flows there are two quantities that we wish to observe

at the resource: the impact on the rate, and the impact on the queue size. In
Figures 13.4(a)–(c), the necessary step-change in rate required to accommodate
the new flows is clearly visible. The impact on the queue sizes is, however, more
subtle. In Figure 13.4(a), which corresponds to a 50% increase in the number of
flows, observe the minor spike in the queue at approximately 4000 time units.
The spike in queue size gets more visible when we have a 100% increase in the
number of flows; see Figure 13.4(b). The spike lasts for approximately 2200 time
units, which is twice the sum of the physical propagation delays along links C
and X; the round-trip time of flows originating at link C. With a 200% increase
in the number of flows, this spike is extremely pronounced and in fact pushes the
peak of the queue close to 300 packets; see Figure 13.4(c). However, the queue
does return to its equilibrium state, approximately one round-trip time later.
Figure 13.4(a) illustrates the first regime described in Section 13.3.3: after the

increase in load the queue remains stable, albeit with an increased mean and
variance. Figures 13.4(b) and (c) illustrate the second regime, where after the
increase the load yj exceeds the capacity Cj . In Figure 13.4(b) the excess load is
relatively small, and there is only a gentle drift upwards in the queue size, with
random fluctuations still prominent. In Figure 13.4(c) the excess load, Cj − yj ,
causes an approximately linear increase in the queue size over a period of length
one round-trip time. Recall that these two cases correspond respectively to a
doubling and a tripling of the number of flows.
The above experiments serve to illustrate the tradeoff between a target uti-

lization and the impact a large and sudden load would have at a resource. The
step-change algorithm helps to provide a more resilient network; one that is
capable of functioning well even when faced with large surges in localized traffic.
A comprehensive performance evaluation of the step-change algorithm, which
forms an integral part of the admission management process, to demonstrate its
effectiveness in rate controlled networks is left for further study.

13.3.5 Buffer sizing and the step-change algorithm

The Transmission Control Protocol is today the de facto congestion control stan-
dard that is used in most applications. Its success, in part, has been due to the
fact that it has mainly operated in wired networks where losses are mainly due to
the overflow of a router’s buffer. The protocol has been designed to react to, and
cope with, losses; the multiplicative decrease component in the congestion avoid-
ance phase of TCP provides a risk averse response when it detects the loss of a
packet. Losses, however, constitute damage to packets. This concern is expected
to get compounded in environments where bit error rates may not be negligible;
a characteristic usually exhibited in wireless networks.
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(a) Impact on link C of a 50% instantaneous increase in the number of flows.
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(b) Impact on link C of a 100% instantaneous increase in the number of flows.
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(c) Impact on link C of a 200% instantaneous increase in the number of flows.
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Figure 13.4 Illustration of a scenario with a 50%, 100% and then a 200% increase in
the flows which instantaneously request to be admitted into the network depicted in
Figure 13.3. The target utilization for all the links in the simulated network is 90%.

In rate controlled networks, loss gets decoupled from flow control and it is
possible to maintain small queues in equilibrium and also in challenging situa-
tions. A consequence of this is that buffers, in routers, can be dimensioned to be
much smaller than the currently used bandwidth-delay product rule of thumb
[25] without incurring losses. The role played by the step-change algorithm in
ensuring that the queue size remains bounded is exhibited, and so it forms a
rather natural component of system design; for example, in developing buffer
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sizing strategies to minimize packet loss and hence provide a high-grade quality
of service.

13.4 Concluding remarks

Traditionally, stability has been considered an engineering issue, requiring an
analysis of randomness and feedback operating on fast timescales. On the other
hand, fairness has been considered an economic issue, involving static compar-
isons of utility. In networks of the future this distinction, between engineering
and economic issues, is likely to lessen and will increase the importance of an
inter-disciplinary perspective. Such a perspective was pursued in this chapter
where we explored issues relating to fairness, charging, stability, feedback and
admission management in a step towards the design of explicit congestion con-
trolled networks.
A key concern in the development of modern communication networks is charg-

ing and the mathematical framework described enabled us to exhibit the inti-
mate relationship between fairness and charging. Max-min fairness is the most
commonly discussed fairness criteria in the context of communication networks.
However, it is not the only possibility, and we highlighted the role played by
proportional fairness in various design considerations such as charging, stability,
and admission management.
Analysis of the fair variant of RCP on the timescale of round-trip times reveals

an interesting relationship between the forms of feedback and stability. Incorpo-
rating both forms of feedback, i.e., rate mismatch and queue size, is associated
with a smaller choice for the RCP control parameter. Nevertheless, close to the
equilibrium we expect the local responsiveness of the protocol to be compara-
ble, since the queueing term contributes approximately the same feedback as the
term measuring rate mismatch. Analysis of the system far away from equilibrium
certainly merits attention; however, it is debatable if both forms of feedback are
indeed essential and this issue needs to be explored in greater detail.
As networks grow in both scale and complexity, mechanisms that may allow

the self regulation of large-scale communication networks are especially appeal-
ing. In a step towards this goal, the automated management of new flows plays
an important role in rate controlled networks and the admission management
procedure outlined does appear attractive. The step-change algorithm that is
invoked at a resource to accommodate a new flow is simple, in the sense that the
requisite computation is done without knowledge of individual flow rates. It is
also scalable, in that it is suitable for deployment in networks of any size. Addi-
tionally, using both analysis and packet-level simulations, we developed insight
into a fundamental design aspect of an admission management process: there is
a tradeoff between the desired utilization and the ability of a resource to absorb,
and hence be robust towards, sudden and large variations in load.
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In the design of any new end-to-end protocol there is considerable interest
in how simple, local and microscopic rules, often involving random actions, can
produce coherent and purposeful behavior at the macroscopic level. Towards the
quest for desirable macroscopic outcomes, the architectural framework described
in this chapter may allow the design of a fair, stable, low-loss, low-delay, high-
utilization, and robust communication network.
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14 KanseiGenie: software
infrastructure for resource
management and programmability
of wireless sensor network fabrics
Mukundan Sridharan, Wenjie Zeng, William Leal, Xi Ju, Rajiv Ramnath,
Hongwei Zhang, and Anish Arora
The Ohio State University, USA

This chapter describes an architecture for slicing, virtualizing, and federating
wireless sensor network (WSN) resources. The architecture, which we call Kan-
seiGenie, allows users – be they sensing/networking researchers or application
developers – to specify and acquire node and network resources as well as sen-
sor data resources within one or more facilities for launching their programs.
It also includes server-side measurement and management support for user pro-
grams, as well as client-side support for experiment composition and control. We
illustrate KanseiGenie architectural concepts in terms of a current realization of
KanseiGenie that serves WSN testbeds and application-centric fabrics at The
Ohio State University and at Wayne State University.

14.1 Introduction

Deployed wireless sensor networks (WSN) have typically been both small-scale
and focused on a particular application such as environmental monitoring or
intrusion detection. However, recent advances in platform and protocol design
now permit city-scale WSNs that can be deployed in such a way that new,
unanticipated sensing applications can be accommodated by the network. This
lets developers focus more on leveraging existing network resources and less on
individual nodes.
Network abstractions for WSN development include APIs for scheduling tasks

and monitoring system health as well as for in-the-field programming of applica-
tions, network components, and sensing components. As a result, WSN deploy-
ments have in several cases morphed from application-specific custom solutions
to “WSN fabrics” that may be customized and reused in the field. In some cases,

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.



276 M. Sridharan, W. Zeng, W. Leal, et al.

Figure 14.1 Traditional network model and fabric model.

these fabrics support and manage the concurrent operation of multiple applica-
tions. Figure 14.1 compares the traditional WSN model with the emerging fabric
model of WSNs.
Why programmable WSN fabrics? A primary use case of programmable
WSN fabrics is that of testbeds. High-fidelity validation of performance-sensitive
applications often mandates rigorous end-to-end regression testing at scale.
Application developers need to evaluate candidate sensing logics and network
protocols in the context of diverse realistic field conditions. This can be done in
the field, but in many cases locating the testbed in the field is inconvenient, so
field conditions can be emulated by collecting data from relevant field environ-
ments and injecting those datasets into the testbed. Application developers also
need to configure and tune system performance to meet application requirements.
System developers, in contrast, need to gain insight and concept validation by
examining phenomena such as link asymmetry, interference, jamming behavior,
node failure, and the like.
Sensing platforms that focus on people and on communities are another impor-

tant use case for WSN fabrics. It is now economically feasible to deploy or
technically feasible to leverage a number of connected devices across campus,
community, and city spaces. In several cases, the cost of the facility is shared
by multiple organizations and individuals; consider, for example, a community
of handheld users who are willing to share information sensed via their privately
owned devices. Assuming a programmable WSN fabric with support for these
devices, hitherto unanticipated applications, missions, and campaigns can be
launched upon demand, exploiting the existence of multiple sensor modalities
and the benefits of fusion. Programs can also be refined based on data obtained
from the field. Not least, a range of users must be supported – from non-expert
clients/application developers that will access and use fabric resources and data,
to expert domain owners with whom the responsibility of managing and main-
taining the network will lie.
GENI. The Global Environment for Network Innovation project [1] con-

cretely illustrates an architecture in which a WSN fabric is a key component.
GENI is a next-generation experimental network research infrastructure cur-
rently in its prototyping phase. It includes support for control and programming
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Figure 14.2 GENI federated fabric overview.

of resources spanning facilities with next-generation fiber optics and switches,
novel high-speed routers, city-wide experimental urban radio networks, high-end
computational clusters, and sensor grids. It intends to support large numbers of
individuals and large and simultaneous experiments with extensive instrumen-
tation designed to make it easy to collect, analyze, and share real measurements
and to test load conditions that match those of current or projected Internet
usage. To this end, it is characterized by the following features.

• Programmability – researchers may download software into GENI-compatible
nodes to control how they behave.

• Slice-based experimentation – each GENI experiment will be on a designated
slice that consists of an interconnected set of reserved resources on platforms
in diverse locations. Researchers, represented by slices in the GENI context,
will remotely discover, reserve, configure, program, debug, operate, manage,
and teardown distributed systems established across parts of the GENI suite.

• Virtualization – when feasible, researchers can run experiments concurrently
on the same set of resources as if each experiment were running alone.

• Federation – different resources are owned and operated by different organi-
zations.

Figure 14.2 depicts the GENI architecture from a usage perspective. In a
nutshell, GENI consists of three entities: researchers, clearinghouses, and the
resource aggregates. A researcher queries the clearinghouse for the set of available
resources at one or more aggregates and requests reservations for those that she
requires.
Users and aggregates in GENI establish trust relationships with GENI clear-

inghouses. Aggregates and users authenticate themselves via the clearinghouse.
The clearinghouse keeps track of the authenticated users, resource aggregates,
slices, and reservations. Each resource provider may be associated with its own
clearinghouse but there are also central GENI clearinghouses for federated dis-
covery and management of all resources owned by participating organizations.
GENI also relies on a standard for all entities to describe the underlying resource.
This resource description language serves as the glue for the three entities because
all interactions involve some description of resource, be it a physical resource
such as routers and clusters or a logical resource such as CPU time or wireless
frequency.
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KanseiGenie. KanseiGenie is a GENI-compatible architecture that focuses
on WSN fabric resource aggegates. Global Environment for Network Innovation
aggregates that are instances of this architecture include the Kansei [3] and the
PeopleNet [8] WSN fabrics at The Ohio State University and NetEye [6] at Wayne
State University. Since the effort to create and deploy a WSN fabric can be high,
KanseiGenie installer packages are being developed to enable rapid porting of
GENI-compatible programmability to other resource aggregates. The modular
design of the KanseiGenie software suite lets testbed and fabric developers cus-
tomize the package for any combination of sensor arrays already supported by
KanseiGenie or new sensor arrays.
Goals of this chapter. In this chapter, we overview requirements of next-

generation sensing infrastructures and motivate the various elements of Kan-
seiGenie architecture for WSN fabrics. We then describe how the architecture
can be extended and how it supports integration more broadly with other pro-
grammable networks.

14.2 Features of sensing fabrics

A fabric is an independent, decoupled, programmable network, capable of
sensing, storing, and communicating a set of physical phenomena [14]. A
programmable WSN fabric provides different services depending on its policy
and hardware capability. Services are provided in the form of application
programming interface (API). These services may be classified as horizontal
and vertical services. Horizontal services are generic services serving as building
blocks for more complex services. Vertical services are domain specific and
are optimized for specific application goals. Standardizing vertical services
is desirable, so that applications can be readily composed and ported across
fabrics geared to support a particular application domain. Note that, in general,
a fabric need not make guarantees about its quality of service, delivering its
results based only on a “best effort.”

14.2.1 Generic services

We identify four types of generic services that future WSN fabrics should provide:

• Resource management services: help researchers discover, reserve, and
configure the resource for experimentations.

• Experiment management services: provide basic data communication
and control between experiments.

• Operation and management services: enable administrators to manage
the resources.

• Instrumentation and measurement services: enable the fabric to make
measurements of physical phenomena, store the measurements and make them
securely available.
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14.2.1.1 Resource management
All fabrics provide a set of shareable resources. To utilize the resource, a
researcher needs to discover, reserve, and configure the resource. Resources are
allocated to a slice consisting of some sliver(s) of the fabric(s) that will serve as
the infrastructure in which she runs experiments. For consistency, we follow the
definitions of researcher, slice, and sliver from GENI [1]. We distinguish between
experiment creators and the experiment participants by calling the creators
“researchers” and the participants “end-users” building their experiments on
top of long running experiments. A slice is an empty container into which exper-
iments can be instantiated and to which researchers and resources may be bound.
All resources, be they physical or logical, are abstracted as components. A com-
ponent can be (for example) a sensor node, a Linux machine, or a network switch.
When possible, a component should be able to share its resource among multiple
slices. Thus, a subset of the fabric occupied by a slice is called a sliver, which is
isolated from other slivers. Only researchers bound to a slice are eligible to run
experiments on it and a slice can only utilize the resource (slivers) bound to it.
Resource management features include at least the following and possibly others.

• Resource publishing
• Resource discovery
• Resource reservation
• Resource configuration
For short-term experiments, resource discovery, reservation, and configuration

may be performed at the beginning of the experiment in a one-shot fashion
and assuming the underlying environment is relatively static in the short time
window. However, for long-term experiments, resource management has to be
an ongoing process to adapt to network changes. For example, nodes involved in
the experiment could crash or more suitable nodes might join the network.
Resource publishing. A fabric shares its resources by publishing infor-

mation about some subset to a clearinghouse. A clearinghouse may be held by
some well-known site or the fabric itself. To promote utilization, a fabric can
publish the same set of resources to multiple clearinghouses. This could result
in multiple reservation requests to the same resource; in the end, the fabric
decides which reservation(s) to honor, if any. Note that uncoordinated clearing-
houses could make inconsistent resource allocations resulting in deadlock or live-
lock situations. Global clearinghouses hierarchy and interaction architecture, as
well as clearinghouse and resource provider policy should explicitly address this
problem.
Resource discovery. Sensor fabrics provide heterogeneous types of resources

with diverse sensors, storage space, and computing and communication capa-
bilities. Resource discovery is two-fold. First, resource providers must be able
to accurately describe the resource, the associated attributes, and the rela-
tionships between the resources. Second, researchers need to search for the
resource they need with descriptions at different levels of details. Central to
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this discovery service is a resource description language for both the provider
and the researcher. The resource request provided by the researcher can be con-
crete, such as which physical node and router should be selected, or abstract,
such as a request for a 100 by 100 grid of fully connected wireless sensor nodes.
In this case the discovery service has to map the request onto a set of physical
resources by finding out the most suitable set of resources to fulfill the request.
Resource reservation. Once the desired resource is discovered, it needs to be

requested directly from the resource provider or a third-party broker to which the
resource has been delegated. Both the set of available resources and the permitted
operations on it will vary according to the researcher’s privileges. Note that if
a researcher reserves the resource from a third-party clearinghouse instead of
directly from the provider, the researcher only has a promise of the resource
rather than a guaranteed allocation of the resource. The reserved resource is
allocated to the researcher’s slice only after the researcher claims it from the
provider. The success of the resource claim depends on the resource availability
at the instant when the claim is issued as well as the provider’s local policy.
Resource configuration. The reserved resource slice needs to be config-

ured in the beginning to meet the application’s specification. Configurations
range from the software and runtime environment setups to setting the trans-
mission power or the network topology. The resource configuration service needs
to expose for each device the set of configurable parameters and the values these
parameters can take on. Eliminating redundancy and performing other optimiza-
tions could be important. For example, if different experiments running on the
same device require the same software library, this would result in wasted storage
if duplicates of the library are installed.

14.2.1.2 Experiment interaction
Experiments in wireless sensor networks take on many forms. Some run without
human intervention whereas some adapt to human inputs and new sensing needs.
Some run for months while some are short. We identify a set of features for
experiment interaction as a basis for standardizing a common set of ways that
researchers interact with their deployed experiments.
Debugging and logging. In some cases, a network is so resource poor (in

terms of memory, bandwidth and reliability) that it is difficult or impossible to
exfiltrate debugging data. But when it is possible to do so, standard services
that permit the experimenter to pause part of the experiment, inspect state,
and single-step the code should be provided. Logging is a related capability,
which, when the resources permit, provides output of the experiment and can
give after-the-fact debugging information. Typically a WSN application involves
tens to hundreds of nodes, so the logging service should provide a central point
of access to all the logging data.
Exfiltration and visualization. Exfiltration, either in push or pull mode,

allows researchers to collect the application output, possibly aggregated or
transformed as instructed by users. Advanced exfiltration patterns such as
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publish-subscribe should be supported. Standard visualizations of data exfil-
trated by an experiment, such as a node map with connectivity information,
should be provided, along with customization “hooks,” providing the option to
the researcher to build application-specific visualizations.
Data injection. Data injection may be of two forms. In compile-time injection

the content (i.e., when, where and what to inject) of the injection is already
determined at compile-time. During run-time injection a researcher generates
the data and injects it into the desired devices at run-time through client-side
software that provides data channels to the devices.
Key and frequency change. Long-running experiments evolve over time.

To ensure security and reduce interference, a researcher may change the shared
or public key or the communication frequency of the experiment every now and
then.
Pause and resume. As intuitive as it sounds, the difficulty to provide pause

and resume services varies dramatically depending on the semantics of an exper-
iment. The service boils down to the problem of taking a snapshot of the global
system state and then reestablishing it later. Ensuring consistency of the system
state after a pause just before a resume is a matter of research interest.
Move. The move service is an extension on top of the “pause and resume”

service. It enables the researcher to continue the experiment even when the
resource allocated to the experiment’s slice becomes unavailable or when a better
resource is found. A researcher can pause her experiment, remove it from the
current resource, acquire and configure other available resources for the slice,
and finally migrate and resume the experiment.
Experiment composition. Sometimes the fabric owner might not want to

directly run user executables on the fabric for security or other reasons. Exper-
iments on such fabrics can be viewed as black boxes that take certain end-user
input, such as sensor parameters, to compute certain outputs. On such fabric the
designer might want to provide experiment composition libraries, which can be
statically or dynamically recomposed to satisfy the user’s needs. Also to promote
the reuse of existing WSN applications, fabrics should provide a way to redirect
the output from existing fabric applications to the input of another experiment,
possibly the user application on another fabric. The redirected output can be
viewed as a data-stream resource. In other words, the user rather than utilizing
the physical resource of the fabric, uses configurable virtual (data) resources for
experimentation.
Batching. This service enables a researcher to schedule a series of experi-

ments, possibly with a number of controlled parameters. Instead of scheduling
and configuring these experiments individually, the researcher simply gives the
ranges that each parameter will iterate through and the step size between con-
secutive iterations. Such a batching service is especially useful when a researcher
is trying to find out the set of optimal parameters for her experiment or to study
different parameters’ impacts on experiment performance.
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14.2.1.3 Management and operations services

Operational global view. In many cases, managing the fabrics requires a
global operational view of the fabric or multiple federated fabrics. This service
provides a portal through which researchers can find operational information
such as node health and resource usage statistics. Since sensor nodes are much
less robust than PC class computing devices, a user must know which set of sensor
nodes worked correctly during the experiment in order to interpret the results.
Thus generic node health information such as whether a node and its com-
municating interfaces function correctly during an experiment should be made
available by this service. Resource usage auditing is necessary to check whether
the user abides by policies and does not abuse privileges. The auditing includes
such things as CPU, network, and storage consumption. However, for mote class
devices, detailed usage information on a per-node basis may be unavailable due
to resource limitations.
Emergency stop. When a misbehaving experiment is identified, the admin-

istrator must be able to either isolate or stop the experiment so that its negative
impact on the network is minimized.
Resource usage policy. It must be possible to limit the privileged operations

that an experiment may invoke over the underlying fabric. Example privileges
include the right to access certain sensors and the right to read and write fabric
states. Both compile-time and run-time support should be provided for enforcing
resource usage policies. For the run-time case, an administrator should be able
to grant or revoke a slice’s privileges for the set of reserved resources.
Reliable configuration. The fidelity of the experiment results depends on

how well a researcher’s experiment configuration specification was executed by
the resource provider. If there was any difference or error while configuring the
experiment, the researcher could possibly filter out the abnormalities from the
results, if a service is provided by the fabric that specifies the set of resources that
are correctly configured. Providing this service in a wireless network can be quite
a challenge where the process is subject to noise and interference and thus has a
higher failure rate. For example, wireless sensor nodes need to be programmed
before the experiment can be run on them. In many cases, the sensing program
is transferred to the sensor nodes in wireless channels. The fabric should provide
some service to make sure that every sensor node is programmed correctly.

14.2.1.4 Instrumentation and measurement services
These services will support multiple, concurrent, diverse experiments from physi-
cal to application layer that require measurements. Inexperienced researchers can
build their sensing applications by writing simple scripts on top of these services
instead of learning a complex programming language, such as nesC, to write their
sensing programs. Ideally, each measurement should carry the time and space
information for future analysis. Also, given the nature of the sensor network,
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each experiment can potentially generate a huge amount of measurements. As a
result, services for measurement storage, aggregation, and query of measurement
data are required. Another critical requirement is that the instrumentation and
measurements should be isolated from the execution of the experiments so that
results of the experiments are not affected.
Traffic monitoring. Traffic monitoring in the context of WSN includes both

application traffic and interfering traffic. One unique property of wireless sensing
fabrics is the complex interference phenomenon in their communications. Noise
and interference can have a substantial impact on the experiment result. There-
fore, collecting noise and interference data is necessary for the researchers to
correctly interpret their experiment results.
Sensing. Wireless sensor nodes are equipped with multiple sensors, each of

which are capable of measuring different physical phenomena with different accu-
racies. The sensing service should allow for controlling existing sensors as well
as adding new ones. Usually, wireless sensor nodes have very limited local stor-
age. Thus, storage of sensing data should be explicitly addressed by the sensing
service.

14.2.2 Domain-specific services

In the previous section we described four classes of generic (horizontal) services
that comprise the basic building blocks for most wireless sensing fabrics. In this
section, we shift our attention to domain-specific or vertical services, which are
tailored to the specific requirements of a given application. We give two examples
of vertical API, one a search service designed in the security context and the other
a rapid program development API for the KanseiGenie testbed.

14.2.2.1 Search API for security networks
In security networks (such as an intrusion detection network), a designer might
want to provide the end-user with a flexible search interface [14] that can search
for objects of interest and can re-task the network as necessary. These objects
can be various types of physical targets (such as humans, animals, cars, security
agents) or sensor and network data objects (such as failed nodes or nodes with low
battery life). These searches can be temporary (one-shot) or persistent (returns
data at periodic intervals). While such an interface would be useful, it would
be specific only to a security-oriented network and hence we call it a vertical
API. The key to providing such a search API is to design the sensor fabric
with a service, that will interpret the user queries and retask the network with
appropriate programs and parameters.

14.2.2.2 DESAL for KanseiGenie
DESAL [13] is a state-based programming language developed specifically
for sensor networks that is convenient for rapid prototyping of applications
for sensor networks. While DESAL is primarily a programming language, a
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platform-specific DESAL compiler can be viewed as a domain-specific service.
Current DESAL compilers produce programs in nesC [5], which can be com-
plied and executed on testbeds like Kansei. Thus DESAL is a vertical API for
KanseiGenie, which allows users to write their applications in high-level DESAL
code rather than in more laborious TinyOS/nesC.

14.3 KanseiGenie architecture

14.3.1 The fabric model

As we have noted, the architecture for KanseiGenie is based on a the idea of a
fabric, a general networking model that takes the view that the network designer
is not responsible for writing applications but for providing a core set of services
that can be used by the application developer to create applications. The fabric
model is agnostic about whether the application runs inside or outside of the
fabric. In fact, depending on the capabilities of the fabric, it can be a combination
of both. The generic services exposed by the fabric are analogous to those of a
modern operating system on a PC. The user interacts through well-defined APIs
and commands to develop sophisticated applications, while leaving the low-level
management functions to the OS.
The fabric model clearly separates the responsibilities of the network designer

from those of the application developer (who is less likely to be a sensor net-
work expert). A fabric manager, also called the Site Authority (SA), takes care
of implementing the services and exposing the APIs to the user, who might
access the fabric APIs through any of the available communication networks
(even possibly through another fabric leased to the user). Figure 14.3 shows the
interactions in the fabric model involving the user, site authority, and clearing-
house. Users could access the fabric through a specially designed user portal that
implements and automates a number of user functions like resource discovery,
reservation, configuration, and visualization. A clearinghouse (CH) arbitrates the
user access to the fabric and users might be able discover the user APIs and fab-
ric resources from the CH. The CH could potentially reside anywhere (even on
the same machine as that of the SA) so long as it can securely communicate with
the site authority. A single CH could manage access to multiple sensor fabrics
and a user could seamlessly compose an application using one or multiple sensor
fabrics. This aspect of the fabric model is especially suitable for the emerging
layered-sensing applications [4].
Depending on the policy or on platform ability, a fabric need not in general

share state or cooperate with other fabrics. A fabric designer must attend to two
key aspects:
Isolation. The designer must make sure that, programs, queries, and applica-
tions from one user do not interfere with the applications of other users using the
same fabric. Depending on the nature of the fabric this task might be hard, as in
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Figure 14.3 Fabric model.

the case of sensor networks. Nevertheless, coexistence of multiple user applica-
tions is especially important in fabrics, which are full-fledged deployments where
production applications are likely to be running at all times. While it is impor-
tant not to disrupt the data from the production application, it is also important
to let users test newer versions of the production application, short high-value
applications, and other applications
Sharing. In some fabrics, the designer might want to allow user applications to

interact, while providing isolation where necessary. A classic example is an urban
security network, where a federal agency might want to access data generated
by a state agency. But sometimes the trust relationships between two users is
not straightforward, such as when users who do not trust each other might want
to interact for achieving a mutually beneficial goal – like that of a peer-to-peer
file sharing service in the Internet. The challenge of fabric designers is to allow
dynamic trust relationships to enable such interaction, without compromising
the security of user applications or the fabric itself.

14.3.2 KanseiGenie architecture

KanseiGenie is designed for a multi-substrate sensor testbed. Each of these sub-
strates (also called arrays) can contain a number of sensor motes of the same
type. This physical architecture is abstracted by a software architecture com-
prised of components and aggregates. Each sensor device is represented as a
component that defines a uniform set of interfaces for managing that sensor
device. An aggregate contains a set of components of the same type and pro-
vides control over the set. It should provide at least the set of interfaces provided
by the contained components and possibly other internal APIs needed for inter-
component interactions. Given the collaborative nature of WSN applications, we
believe that most users will interact with a sensor fabric through the aggregate
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interface rather than through the individual component interfaces. We henceforth
denote the component and aggregate interface as component manager (CM) and
aggregate manager (AM), respectively.
Three major entities exist in the KanseiGenie system (analogous to the fabric

model), namely the site authority (SA), resource broker (RB) (aka the clear-
inghouse in the fabric model), and the reseacher portal (RP) (user in the fab-
ric model). The researcher portal is the software component representing the
researchers in the KanseiGenie context. All entities interact with one another
through well-defined interfaces, divided into four logical planes, namely the
resource plane, the experiment plane, the measurement plane, and the opera-
tion and management plane.
Resource brokers allocate resource from one or more site authorities and pro-

cess requests from the resource users. A broker can also delegate a subset of its
resources to some other broker(s).
Given that each sensor array is an aggregate, the KanseiGenie SA is conceptu-

ally an aggregate of aggregates managers (AAM) that provides access to all the
arrays. The AAM provides an AM interface for each sensor array through param-
eterization. Externally, the AAM (i) administrates the usage of the resource pro-
vided by the site according to local resource management policies, (ii) provides
the interface through which the SA advertises its shared resource to one or more
authenticated brokers, and (iii) provides a programming interface through which
a researcher (using RP) can schedule, configure, deploy, monitor, and analyze
their experiments. Internally, the AAM provides mechanisms for inter-aggregate
communications and coordination.
The RP is the software that interacts with the SA to run experiments on

behalf of the researcher. It contains a suite of tools that simplifies the life cycle
of an experiment from resource reservation to experiment cleanup. The RP could
provide a GUI, command line or a raw programming interface depending on the
targeted user. A GUI user interface will be the most user-friendly and the easiest
to use, though the kinds of interactions might be limited in their functionality
because of its graphical nature. Command line and programming interface would
be for more experienced users that need more control and feasibility than what
a GUI can offer. For example, a researcher can write scripts and programs to
run a batch of experiments using the provided command-line – something which
a GUI may not provide.
All these operations are based on trust relationships, and all entities must

implement appropriate authentication and authorization mechanisms to support
the establishment of trust. For example, the SA may either directly authorize and
authenticate resource users, or delegate such authorization and authentication
to other trusted third-party brokers. To invoke the AAM functions, a user will
need to present forms of authentication and authorization during the interaction
with the AAM. Since all AM interfaces in the AAM are the same except for
the parameter used to instantiate the AM interface for a specific array, it thus
suffices to describe just one AM interface to understand all the functionality
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of the AAM. The APIs provided by an AM are organized into the four planes
mentioned in Section 14.2.

14.3.3 GENI extension to KanseiGenie

Figure 14.4 illustrates the KanseiGenie architecture in the GENI context. The
KanseiGenie SA implements the interface for the aggregates. The SA interacts
with the clearinghouse for resource publishing while the researcher interacts with
the clearinghouse to reserve resources. The researcher also interacts with SA
to redeem their reservations and run experiments. The SA’s interface is imple-
mented as Web-service for extensibility and compatibility reasons.

Figure 14.4 KanseiGenie architecture.

KanseiGenie provides a Web-based researcher portal implementation for easy
access to its resource. A downloadable IDE-software (much like Eclipse) ver-
sion of the RP is under development and will be available for future users.
The researcher portal provides the most common interaction patterns with the
KanseiGenie substrate so that most researchers do not need to implement their
client-side software to schedule experiments in KanseiGenie.
KanseiGenie implements the clearinghouse utilizing the ORCA resource man-

agement framework [7]. Utilizing a third-party framework is motivated by the
need of federated experimentation in the GENI. Although the interface for each
entity is well defined, using a common and stable resource management frame-
work helps resolve many incompatibility issues and helps to decouple the con-
current evolutions of the SA and the broker.
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14.3.4 Implementation of KanseiGenie

The KanseiGenie software suite consist of the three entities: the researcher portal
software, the Orca-based resource management system, and the KanseiGenie site
authority.

14.3.4.1 Researcher portal (RP)
The researcher portal is implemented using the PHP programming language.
The PHP Web front-end interacts with the AAM through a Web service layer.
Such decoupling enables concurrent developments and evolvement of the RP
and SA. The Web-based RP abstracts the most common interactions with the
testbed, that of one-time, short experiments. To conduct experiments that are
long-running or repeating, researchers can gain more fine-grained control by writ-
ing their own programs based on KanseiGenie Web service APIs. The current
RP portal allows users to interact with only one Site Authority. We are in the
process of extending the RP to work with multiple Site Authorities in a federated
environment.

14.3.4.2 ORCA-based resource management system
The ORCA system consist of three actors.

1. Service manager. The service manager interacts with the user and gets the
resource request, forwards it to the broker and gets the lease for the resources.
Once a lease is received, the service manager forwards it to the Site Authority
to redeem the lease.

2. Site authority. The ORCA site authority keeps an inventory of all the
resources that need to be managed. It delegates these resources to one or
more brokers, which in turn lease the resources to users through the Service
Manager.

3. Broker. The broker keeps track of the resources delegated by various SAs.
It receives the resource request from the SM and if the resource is free, it
leases the resource to the SM. A number of different allocation policies can
be implemented using a policy plug-in.

To integrate ORCA for resource management, we modified the ORCA service
manager to include an XML-RPC server that receives the resource requests from
the RP. Similarly the ORCA SA was suitably modified to make Web service calls
to the KanseiGenie AAM for experiment setup and teardown. Figure 14.5 shows
this integration architecture.
Shared resource and trust relationships among the ORCA broker, SA, and RP

are configured beforehand within ORCA.

14.3.4.3 KanseiGenie site authority
The KanseiGenie site authority in turn has three components, the Web service
layer (WSL), the KanseiGenie aggregate of aggregate manager (KG AAM), and
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Figure 14.5 KanseiGenie integration with ORCA.

the individual component managers (CM) for each device type supported by
KanseiGenie.
Web service layer. The WSL acts as a single point external interface for

the KanseiGenie Site Authority. The WSL provides a programmatic, standards-
based interface to the AAM. We utilize the Enterprise Java Bean framework
to wrap the four functional GENI planes. Each of the manager interfaces are
implemented as a SessionBean. We utilize the JBoss application server as the
container for the EJBs partly because JBoss provides mechanisms for users to
conveniently expose the interface of SessionBeans as Web services. Other reasons
that motivated us to choose JBoss include the good support from the community,
wide adoption, open-source licence, and stability.
KanseiGenie aggregate of aggregate manager. The KG AAM imple-

ments the APIs for Kansei substrates. It keeps track of the overall resources
available at a site, monitoring their health and their allocation to users. It also
keeps track of individual experiments, their status, deployment, and clean up.
The status of the resources and experiments are stored in a MySQL database.
A scheduler daemon (written in the Perl) accomplishes experiment deployment,
clean up, and retrieval of log files (after an experiment is complete) using the sub-
strate manager of the individual substrates. Most of the generic APIs discussed
in Section 14.2 are supported by the KanseiGenie AAM.
Component manager. Each of the devices in Kansei has its own manager

(but for some primitive devices – such as motes – the manager might be imple-
mented on other more capable devices). The component manager implements
the same APIs as that of the KG AAM and is responsible for executing the APIs
on the individual devices. The logical collection of all the managers of devices
belonging to the same substrate form as the aggregate manager of that substrate.
Currently KG supports Stargates [9], TelosBs [11], and XSMs [12]. The AMs for
Imote2 [2] and SunSpots [10] are under development. The TelosBs and XSMs
being mote-class devices without a presistent operating system, their Managers
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are implemented on the Stargates (in Perl). The CMs are implemented using
Perl. A number of tools for user programming the motes and interacting with
them are written in the Python and C programming languages.

14.3.5 KanseiGenie federation

The KanseiGenie software architecture is designed for sensor network federation.
We discuss below the use cases and key issues in KanseiGenie federation.

14.3.5.1 Use cases
Federated WSN fabrics enable regression testing, multi-array experimentation,
and resource sharing.

Regression testing. WSNs introduce complex dynamics and uncertainties
in aspects such as wireless communication, sensing, and system reliability. Yet
it is desirable to have predictable system behavior especially when sensors are
used to support mission-critical tasks such as safety control in alternative energy
power grids. That is, it is desirable for system services and applications to behave
according to certain specifications in a wide range of systems and environmental
settings.
Existing measurement studies in WSNs are mostly based on a single fabric

such as Kansei and NetEye, which only represents a single system and environ-
mental setting. To understand the predictability and sensitivity of WSN system
services and applications, however, we need to evaluate their behavior in different
systems and environmental settings. Seamlessly integrating different WSN fab-
rics together to provide a federated measurement infrastructure will enable us to
experimentally evaluate system and application behavior in a wide range of sys-
tems and environmental settings, thus providing an essential tool for evaluating
the predictability and sensitivity of WSN solutions.

Multi-array experimentation. Next-generation WSN applications are
expected to involve different WSN substrates. These include the traditional,
resource-constrained WSN platforms as well as the emerging, resource-rich WSN
platforms such as the Imote2 and the Stargate. Federation also enables experi-
mentation with multiple WSN fabrics at the same time, thus enabling evaluation
of WSN system services and applications that involve multiple WSN substrates.

Resource sharing. Federating different WSN fabrics together also enables
sharing resources between different organizations. Resource sharing can enable
system-wide optimization of resource usage, which will improve both resource
utilization and user experience. Resource sharing also helps enable experiment
predictability, predicting the behavior of a protocol or application in a target
network based on its behavior in testbed. This is because federated WSN fabrics
improve the probability of finding a network similar to the target network of
a field deployment. Resource sharing is also expected to expedite the evolution
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of WSN applications by enabling more users to access the heterogeneous WSN
fabrics at different organizations.

14.3.5.2 Key issues
To enable secure, effective WSN federation, we need to address issues in clear-
inghouse architecture, access control, resource discovery and allocation, as well
as network stitching.

Figure 14.6 Clearinghouse architecture in the KanseiGenie federation.

Clearinghouse architecture. For effective resource management among fed-
erated but autonomous WSN fabrics, we expect the clearinghouses to be orga-
nized in a hierarchical manner. As shown in Figure 14.6, for instance, several
WSNs in the USA may form one cluster, and this cluster interacts with a clus-
ter of European WSNs. The exact form of the clearinghouse hierarchy depends
on factors such as trust relations, resource management policies, and informa-
tion consistency requirements. We are currently working with our domestic and
international partners, including Los Alamos National Lab and Indian Institute
of Science, to develop the conceptual framework for the federation hierarchy as
well as the implementation mechanisms for supporting flexible adaptation of fed-
eration hierarchy as policy and technology evolve. This hierarchical federation
architecture will be reflected by a hierarchy of clearinghouses in charge of the
resource management within some part of the hierarchy.
Within the hierarchy of federated WSN fabrics, we also expect peer-to-peer

interaction between different fabrics. For instance, the WSNs from US academia
may form a sub-cluster of the US cluster, and these fabrics may share resources
in a peer-to-peer manner without involving the top-level clearinghouse of the US
cluster.

Access control. One basic security requirement of GENI is to only allow legit-
imate users to access their authorized resources. Therefore, one basic element of
federatedWSN fabrics is the infrastructure for authentication, authorization, and
access control. For authentication, we can use the cryptographic authentication
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methods via public key cryptography, and, in this context, adopt the hybrid
trust model where the monopolistic and anarchic models are tightly integrated.
In this hybrid trust model, each fabric maintains its own certificate authority
(CA) which manages the public keys for users directly associated with the fab-
ric, and the distributed, PGP-style, anarchic trust model is used among different
fabrics to facilitate flexible policies on federation and trust management. (Note
that a fabric may also maintain an internal hierarchy of CAs depending on its
local structure and policy.) Using this public key infrastructure (PKI), a fabric
CA can vouch for the public key of every entity (e.g., a user or a software ser-
vice such as a component manager) within its fabric, and every entity can verify
the identity of every other entity through the public key certified by the local
fabric-CA. The chain of trust formed across fabrics will enable authentication
across fabrics. For instance, an entity B can trust the public key Key-A certified
by a CA CA-A for another entity A in a different fabric Fabric-A, if the local
CA CA-B of B trusts certificates issued by CA-A. The PKI will also be used in
secure resource discovery and allocation.
For each legitimate user, the slice manager (SM) at its associated clearinghouse

generates the necessary slice credential through which the user can request tickets
to access resources of different fabrics. Based on their access control policies, the
component managers (CMs) of the involved fabrics interact with the user to issue
the ticket and later to allocate the related resources according to the authorized
rights carried in the ticket.

Network stitching. After an experiment has acquired the resources from the
federated KanseiGenie fabrics, one important task is to stitch together slices
from different WSN fabrics. To this end, the KanseiGenie research portal will
coordinate with one or multiple clearinghouses to get tickets for accessing the
allocated resources. Then the research portal will coordinate with the involved
site authorities to set up the communication channels between slices in different
fabrics, after which the experiment will have access to the connected slices within
the KanseiGenie federation.

14.4 KanseiGenie customization and usage

14.4.1 How to customize KanseiGenie

KanseiGenie SA software uses a distributed architecture with hierarchical design.
The KanseiGenie AAM implements the APIs of the four functional planes. The
AAM redelegates the API calls to a specific AM depending on what substrate is
being used for an experiment. The APIs of the AM are well defined and can be
implemented on any platform/technology.
KanseiGenie currently supports the Stargate, XSM, and TelosB sensor plat-

forms. The AMs for Imote2 and SunSpots are under development. The archi-
tecture of KanseiGenie supports both a flat or a hierarchical arrangement of
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substrates and using platform neutral language like Perl makes its customization
quite easy. To use KanseiGenie to manage sensor substrates already supported,
an administrator only needs to populate the MySQL database tables regarding
the number and the physical topology of substrates. Also a testbed administrator
can configure KanseiGenie for any combination of the already supported sensor
platforms.
Customization of the KanseiGenie to a new sensor substrate involves three

steps. The first step is implementing the AM APIs for that substrate (either on
those devices directly or another substrate, which can in turn control the new
one being added). The second is updating the AAM resource and policy database
about the new substrates topology and resources. The third is modifying and/or
adding new GUI interfaces to the RP to support the configuration parameters
for the new platform.

14.4.2 Vertical APIs and their role in customization

The KanseiGenie architecture supports additional APIs apart from the stan-
dardized (generic) APIs of the four functional planes. Basing the architecture on
a Service Oriented Architecture (SOA) and dividing them into vertical (domain
specific) and horizontal (generic) APIs provides a basis for customizing for dif-
ferent substrates. The vertical APIs is a convenient way of providing for specific
application domains, while at the same time standardizing them.
Two of the customizations of the KanseiGenie architecture are the Peoplenet

and the Search API for intrusion detection system, which we describe below.
PeopleNet. PeopleNet [8] is a mobility testbed at The Ohio State University
composed of about 35 cell phones and the Dreese building fabric. The Dreese
building fabric provides services like the elevator localization, building tempera-
ture control, and light monitoring, along with a fabric for generic experimenta-
tion. The PeopleNet cell phone fabric supports APIs for instant messaging and
buddy search services.
Search API. Search API [14] consist of an interface for an intrusion detection
network. The interface lets the user query the network for target objects such as
single shot queries or persistent queries. More over, the queries can be about real
physical targets or logical data objects in the network and they can be confined
to a geographical area in the network or the user can query the entire network.
The above two examples provide insight into the customization of the fabric

architecture and how it can support multiple dissimilar fabrics. The flexibility
of the architecture is enabled by the separation of the horizontal APIs from the
vertical APIs and because we leave the implementation of APIs to the specific
Aggregate Managers, the same API can be implemented differently by different
substrates.
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14.4.3 KanseiGenie usage step-by-step run-through

The KanseiGenie Researcher Portal is designed to be an intuitive and easy way
for a user to access the testbed resources. Here we give a short step-by-step
run-through of a typical usage scenario.

1. Get access. The first thing a user needs to do is to get access to the testbed
resources. A user can do this by contacting the KanseiGenie administrator
(say by e-mail) or by getting a login from the GENI clearinghouse.

2. Create a slice. A user will first create one or more slices (if a user wants
to run more than one experiment concurrently she will need more than one
slice). A slice represents the user inside the fabric. It is a logical container for
the resources of the user.

3. Choose the substrate. The portal displays all the different substrates avail-
able in the KanseiGenie federation. The user needs to decide which substrate
she is going to use for this experiment.

4. Upload the executable. The user will next prepare the executable and/or
scripts that needs to be tested for the particular substrate.

5. Create the resource list. A user might want to test her program on a
particular topology. The portal provides a service that lets the user cre-
ate any topology they want from the available nodes from a particular
substrate.

6. Get lease. The user will next have to get a lease for the resources she wants
to use. The portal interacts with the ORCA resource management system and
gets the lease for the resources.

7. Configure experiment. Once the user has the lease, she needs to con-
figure the experiment she wants to run on these resources. She will choose
parameters such as how long the experiment should run, which executable
should be run, what logging and exfiltration service to use, what injection is
required, etc.

8. Run experiment. Finally, once the configuration is done, the user can start
the experiment from the experiment dashboard.

9. Interact with experiment. The portal also provides services through which
a user can interact with the experiment, while it is running. A user can
inject prerecorded sensor data into the slice, view logs in real time, visual-
ize the network in real time, view health data of resources. To enable most of
these services, the user should specify/select the services in the configuration
step.

10. Download results. Once an experiment is complete, the results and logs
from the experiment are available for download from the portal.
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14.5 Evolving research issues in next-generation networks

In this section we will look at some of the emerging research issues in the fabric
model.

14.5.1 Resource specifications for sensor fabrics

The sensor fabric resource specifications act as the language that all the entities
in the architecture understand. It is important for the designers to come up with
an ontology that is detailed enough for the users of the domain to take advantage
of the fabric services and features, and broad enough to enable interaction and
joint experimentation with other programmable fabrics (such as other wireless
networks and core networks).
Much of the complexity of sensor networks need to be embedded in resource

specifications (RSpecs). Resource specifications will also be an extensible part of
the federated KanseiGenie interface. As new resources and capabilities are added,
these specifications will inevitably need to be extended. We expect the exten-
sions to leverage a hierarchical name space. This will allow new communities that
federate with KanseiGenie to extend the resource specification within their own
partition of the name space. Components that offer specialized resources will sim-
ilarly extend the resource specification in their own name space. Additionally, we
need to consider the granularity of resource specification, which decides the level
of detail in the resource description. In federated resource management, there is
no unique solution and the implementation strategy is subject to both technical
and administrative constraints. For instance, whether and how much information
about resource properties should be maintained by clearinghouses will depend on
the trust relations among the entities involved and may be encoded in resource
specifications at different levels of granularity.
To enable reliability and predictability in experimentation, resource specifica-

tion also needs to characterize precisely the reliability and predictability proper-
ties of WSN testbeds, including the external interference from 802.11 networks,
the stability of link properties, and failure characteristics of nodes in a testbed,
so that an experiment will also use reliability- and predictability-oriented speci-
fications to define its requirements on the allocated resources.
For the same experiment there may be different ways of specifying the actual

resources needed. For an experiment requiring two TelosB motes and a link of
90 percent reliability connecting these two motes, for instance, we may define
the resource specification to request two motes six meters away with the nec-
essary power level for ensuring a 90 percent link reliability between these two
motes, or we may define the resource specification to request any two motes
connected by a link of 90 percent reliability. Both methods will give the user
the desired resources, but the second method will allow for more flexibility in
resource allocation and thus can improve overall system performance.



296 M. Sridharan, W. Zeng, W. Leal, et al.

14.5.2 Resource discovery

For federated resource management, different clearinghouses need to share
resource information with one another according to their local resource shar-
ing policies. The two basic models of resource discovery are the push and pull
models. In the push model, a clearinghouse periodically announces to its peer-
ing or upper-level clearinghouses the available resources at its associated fabrics
that can be shared. In the pull model, a clearinghouse requests from its peers or
upper-level clearinghouses their latest resource availability. We expect the pull
model to be mainly used in an on-demand manner when a clearinghouse can-
not find enough resources to satisfy a user request. Note that this interaction
between clearinghouses also needs to be authenticated using, for example, the
PKI discussed earlier.

14.5.3 Resource allocation

We expect that federated WSN infrastructures will support a large number of
users. Hence effective experiment scheduling will be critical in ensuring high
system utilization and in improving user experience. Unlike scheduling compu-
tational tasks (e.g., in Grid computing), scheduling wireless experiments intro-
duces unique challenges due to the nature of wireless networking. For instance,
the need for considering physical spatial distributions of resources such as sensor
nodes affects how we should schedule experiments. To give an example, let’s con-
sider two fabrics S1 and S2 where both fabrics have 100 TelosB motes, but the
motes are deployed as a 10× 10 grid in S1 whereas the motes are deployed as a
5× 20 grid in S2. Now suppose that we have two jobs J1 and J2, where J1 arrives
earlier than J2, and J1 and J2 request a 5× 10 and a 5× 12 grid, respectively.
If we only care for the number but not the spatial distribution of the requested
motes, whether J1 is scheduled to run on S1 and S2 does not affect the schedu-
lability of J2 while J1 is running. But spatial distribution of nodes does matter
in wireless networks, and allocating J1 to S2 will prevent J2 from running con-
currently, whereas allocating J1 to S1 will allow the concurrent execution of J2
by allocating it to S2, improving system utilization and reducing waiting time.
Wireless experiments in federated GENI may well use resources from multiple

fabrics in a concurrent and/or evolutional manner. Scheduling concurrently used
resources from multiple fabrics is similar to scheduling resources within a sin-
gle fabric even though we may need to consider the interconnections between
fabrics. For experiments that use multiple fabrics in an evolutional manner,
we can schedule their resource usage based on techniques such as “task clus-
tering,” where sequentially requested resources are clustered together and each
cluster of requests is assigned to the same fabric to reduce coordination over-
head and to maximize resource utilization. To reduce deadlock and contention,
we need to develop mechanisms so that an experiment can choose to inform the
clearinghouse scheduler of its temporal resource requirement so that subsequent
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experiments do not use resources that may block previously scheduled experi-
ments.

14.5.4 Data as resource

One consequence of the fabric model is that the network is hidden behind a collec-
tion of interfaces and as long as the interfaces are standardized and known, a user
can programmatically access it. In other words, it does not matter if the interface
is implemented by a sensor network or by a single PC. Thus, dataHubs – which
are databases that can annotate and store results of experiments and replay the
data for similar future queries – can now be viewed as a sensor resource. Alter-
nately, a sensor network can be viewed as a source for a data stream and the
user as a data transformation program. Under this unified view a dataHub which
can interpret queries and transform the stored data accordingly can fake a sen-
sor fabric. Hence, in the fabric model, data (properly annotated and qualified)
and sensing resources are interchangeable and provides for interesting hybrid
experimentation scenarios.
The architecture provides much research opportunities and challenges, as a

number of questions need to answered before the architecture can be used beyond
the most simplistic scenarios. Challenges include the following:

• How to automatically annotate and tag data coming from sensor networks to
create a credible dataHub?

• It is common for the same experiment to produce multiple similar datasets in
wireless networks. How does a user decide which dataset to use as represen-
tative of an experiment?

• Does the RSpec ontology need to be extended to represent data?
• What range of queries can be answered with the current data? Should data
be preprocessed to decided acceptable querries?

14.5.5 Network virtualization

The fundamental aim of the fabric architecture is to virtualize and globalize
the resources in a sensor network, so that in principle a user anywhere in the
world can request, reserve, and use the resources. However, the more resource is
virtualized, the less control the user has over it. Thus there is a tradeoff between
the level of access and virtualization. The challenge for modern network designers
is to provide as much control (as low in the stack as possible) to the users, while
retaining the ability to safely recover the resource and also making sure the
resource might be shareable.
In a fabric multiple researchers will run their experiments concurrently on dif-

ferent subsets of an array of sensors of the same type. Usually, sensors are densely
deployed over space. Such density provides the means for different experimenters
to share the same geographical space and sensor array to conduct concurrent
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experiments that are subject to very similar, if not statistically identical, phys-
ical phenomena. In such environments, interference is inherent between users
due to the broadcast nature of the wireless communications; its effect is more
prominent when the communicating devices are close to one another. The vir-
tualization of wireless networks imposes a further challenge for the sensor fabric
providers to ensure isolation between concurrently running experiments. Such
interference isolation is usually achieved by careful frequency or time slot alloca-
tions. However, these solutions are quite primitive in nature and do not provide
optimum network utilization. Even more important, these solutions are not suit-
able for sensing infrastructures where multiple applications from different users
need to be run concurrently in a production mode.
Our recent research in this area using statistical multiplexing as the basis

of virtualization is promising to provide better solutions, enabling much better
network utilization and external noise isolation.

14.6 Conclusion

The KanseiGeni architecture for wireless sensor network fabrics supports a
wide range of experimentation by enabling slicing, virtualization, and federa-
tion among diverse networks. Not restricted to just sensor network fabrics, the
architecture can be readily introduced into a more general programmable net-
work such as GENI. The architectural model centers on network fabrics rather
than on nodes, resulting in a level of abstraction that supports a wide range of
services and enables applications that were not anticipated by the fabric designer.
KanseiGeni can be customized for domain-specific applications via vertical APIs,
allowing researchers to add a rich functionality that goes well beyond the basic
set of services mentioned here.
There are many open areas, including resource specification, discovery and

allocation, as well as the question of data as a resource.
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15 Theories for buffering and
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15.1 Introduction

In this chapter we argue that future high-speed switches should have buffers that
are much smaller than those used today. We present recent work in queueing
theory that will be needed for the design of such switches.
There are two main benefits of small buffers. First, small buffers means very

little queueing delay or jitter, which means better quality of service for interactive
traffic. Second, small buffers make it possible to design new and faster types of
switches. One example is a switch-on-a-chip, in which a single piece of silicon
handles both switching and buffering, such as that proposed in [7]; this alleviates
the communication bottleneck between the two functions. Another example is
an all-optical packet switch, in which optical delay lines are used to emulate a
buffer [3]. These two examples are not practicable with large buffers.
Buffers cannot be made arbitrarily small. The reason we have buffers in the

first place is to be able to absorb fluctuations in traffic without dropping packets.
There are two types of fluctuations to consider: fluctuations due to end-to-end
congestion control mechanisms, most notably TCP; and fluctuations due to the
inherent randomness of chance alignments of packets.
In Section 15.2 we describe queueing theory which takes account of the inter-

action between a queue and TCP’s end-to-end congestion control. The Trans-
mission Control Protocol tries to take up all available capacity on a path, and in
particular it tries to fill the bottleneck buffer. Yet it is self-evidently absurd to
build a large buffer just so that TCP can maintain a large queue. The analysis in
Section 15.2 shows that a small buffer can still allow TCP to get high utilization,
by providing appropriate feedback about congestion. As part of this analysis we
explain how TCP synchronization arises, and also the consequences of bursty
TCP traffic.
In Section 15.3 we describe queueing theory for analyzing the impact of chance

fluctuations in traffic. This matter has been the domain of queueing theory for

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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decades, but what is new is the development of theory that takes account of
the architecture of the switch and its scheduling algorithm. For example, in an
input-queued switch, there may be several inputs that all have packets to send
to the same output; giving service to one will deny service to the others. Section
15.3 gives an analysis of the interplay between queueing and scheduling.
In Section 15.4 we synthesize the lessons that may be drawn from these two

branches of theory, and propose an architecture for the future Internet’s packet-
level design. We suggest a form of active queue management that is suited to
high-speed switches. We describe the sorts of performance analysis that are
appropriate for new switch architectures. We discuss the design of replacements
for TCP, and how they can be “kinder” to the network.
Before continuing, we should draw attention to the fact that these theories

are all based on statistical regularities that emerge in large systems. They are
offered as models that might be applied to core Internet routers, but not to
small-scale switches. More experimental work is needed to determine the extent
of applicability.

15.2 Buffer sizing and end-to-end congestion control

One of the functions of the buffer in an Internet router is to keep a reserve of
packets, so that the link rarely goes idle. This relies on there being enough traffic
to keep the link busy.
Router vendors today typically use a rule of thumb for buffer sizing: they

ensure that routers provide at least one round-trip time’s worth of buffering,
often taken to be around 250ms. There is a simple heuristic argument which
justifies this, when the traffic consists of a single TCP flow. The first serious
challenge to the rule of thumb came in 2004 from Appenzeller, Keslassy, and
McKeown [1], who pointed out that core routers serve many thousands of flows,
and that large aggregates behave quite differently to single flows. Their insight
prompted the theoretical work described in this section, which is taken from [9].
For a recent perspective on different approaches see [15].
In Section 15.2.1 we give four heuristic arguments about buffer sizing. The

first is a justification for the rule of thumb in use today; the others are a simple
introduction to the in-depth model in this section. In section 15.2.2 we derive a
traffic model for the aggregate of many TCP flows sharing a single bottleneck
link. In Section 15.2.3 we explore the behavior of this model: we present a rule for
buffer sizing, and we explain the cause of synchronization between TCP flows.
In Section 15.2.4 we discuss the impact of burstiness at sub-RTT timescales.
In the conclusion, Section 15.4, we will draw design lessons about how packet-
level burstiness should be handled in the future Internet, including the design of
replacements for TCP.
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15.2.1 Four heuristic arguments about buffer sizing

Heuristic 1
The Transmission Control Protocol controls the number of packets in flight in
the network by limiting the congestion window, i.e., the number of packets that
the source has sent but for which it has not yet received an acknowledgement. It
increases its congestion window linearly until it detects a packet drop, whereupon
it cuts the window by half.
Consider a single TCP flow using a single bottleneck link. Here is a simple

heuristic calculation of how big the buffer needs to be in order to prevent the
link going idle. Let B be the buffer size, let C be the service rate, and let PT be
the round-trip propagation delay, i.e., the round-trip time excluding any queueing
delay. When the buffer is full, immediately before a drop, the congestion window
will be w = B + CPT , where B is the number of packets queued and CPT is
the number of packets in flight. Immediately after a drop the congestion window
is cut to w′ = (B + CPT )/2. We want w′ ≥ CPT so that there are still enough
packets in flight to keep the link busy. Therefore we need B ≥ CPT . This simple
heuristic can be rigorized to take proper account of how TCP controls its window
size; see for example [1]. An experimental study from 1994 [14] confirmed that
this heuristic applies for up to 8 TCP flows on a 40 Mbit/s link.
At 40 Mbit/s the rule of thumb recommends a buffer of 10 Mbit; today 10

Gbit/s links are common, and the rule of thumb recommends 2.5 Gbit of buffer-
ing.

Heuristic 2
Here is a crude queueing model that suggests that tiny buffers are sufficient.
Consider a queue with arrival rate λ packets/s, and service rate µ packets/s, and
suppose that packets are all the same size, that the buffer is B packets, that
arrivals are a Poisson process, and that service times are exponential, i.e. that
this is an M/M/1/B queue. Classic queueing theory says that the packet drop
probability is

(1− ρ)ρB
1− ρB+1 , where ρ = λ/µ.

A buffer of 80 packets ≈ 1 Mbit should be sufficient to achieve packet drop
probability of less than 0.5 percent even at 98 percent utilization. This means
24ms of buffering for a 40 Mbit/s link, and 0.1ms of buffering on a 10 Gbit/s
link.
The striking feature of the equation is that packet drop probability depends

only on utilization ρ, rather than on absolute link speed µ, so a 10 Gbit/s link
has exactly the same buffer requirement (measured in Mbit) as a 10 Mbit/s link.
This heuristic neglects the fact that TCP has closed-loop congestion control.

The next two heuristics show how it may be remedied.
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Heuristic 3
Consider N TCP flows with common round-trip time RTT . Suppose these flows
share a single bottleneck link with packet drop probability p and service rate C.
The TCP throughput equation (derived in Section 15.2.2 below) says that the
average throughput is

x =
√
2

RTT
√
p
.

We know however that TCP seeks to fully utilize any available capacity; if the
buffer is large enough to allow near full utilization then

Nx ≈ C.
Now, round-trip time consists of RTT = PT + QT where PT is propagation delay
and QT is queueing delay. Rearranging,

p =
2

(C/N)2(PT + QT )2
.

The larger the buffer size, the larger QT , and the smaller the packet drop proba-
bility. In particular, heuristic 1 recommends B = CPT , hence QT = B/C = PT ,
whereas heuristic 2 recommends QT ≈ 0, hence the packet drop probability will
be four times higher under heuristic 2.
Note however that both recommendations keep the link nearly fully utilized.

In the model we have described here, large buffers act as delay pipes, so TCP
flows experience larger delay and TCP is coerced into being less aggressive,
which keeps packet drop probability low. We believe that in the future Internet,
routers should not introduce artificial delay merely to slow down end-systems.
End-systems can cope with the packet loss by retransmission or forward error
correction, but they can never undo the damage of latency.

Heuristic 4
Another heuristic that has received a great deal of attention [6] comes from
assuming that TCP flows are limited by a maximum window size imposed by
the operating system at the end-node. Specifically, suppose there are N flows,
with common round-trip time RTT , and suppose each flow’s window w is limited
to w ≤ wmax. Suppose further that the link in question has service rate C >
Nwmax/RTT . If there were no packet drops in the network, each flow would
send at a steady rate of xmax = wmax/RTT . But every packet drop causes the
window size to drop by wmax/2, whereafter the window size increases by 1 packet
per RTT until it reaches w = wmax again; the total number of packets that could
have been sent but weren’t is w2

max/2. To see the impact this has on utilization
at a link with packet drop probability p, consider the total number of packets
sent over some time period ∆: there could have been Nxmax∆ packets sent,
but in fact there were around Nxmax∆p packet drops, hence there were only
Nxmax∆(1− pw2

max/2) packets sent. In order that this link should not impair
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utilization too much, bearing in mind that it is not after all the bottleneck, we
might require p ≤ 2ε/w2

max for some suitably small ε. Based on heuristic 2, if ρ
is the actual traffic intensity and ρ < ρmax = Nxmax/C < 1 then

p =
(1− ρ)ρB
1− ρB+1 ≤ ρB ≤ ρBmax,

which suggests using a buffer of size

B ≥ log(2ε/w
2
max)

log ρmax
.

We will not pursue this analysis further, since the underlying assumption (that
flows are window-limited at the end-system) is not a reliable basis for designing
the next-generation Internet.

15.2.2 Fluid traffic model and queue model

In order to make queueing problems tractable, one must typically consider a
limiting sequence of queueing systems and apply some sort of probabilistic limit
theorem. Here we shall consider a sequence of queueing systems, indexed by N ,
where the Nth system is a bottleneck link fed by N TCP flows, with common
round-trip time RTT , and where the link speed is NC. We are aiming here to
derive a model for TCP congestion control: if we took the link speed to be any
smaller, e.g.,

√
NC, then the flows would mostly be in timeout, and if we took

it to be any larger then we would need some high-speed TCP modification to
make use of all the capacity.

TCP model
Suppose all the N TCP flows are subject to a common packet drop probability.
Let the average congestion window size of all N flows at time t be w(t), measured
in packets. Let x(t) = w(t)/RTT ; this is the average transmission rate at time
t, averaged across all the flows. Let the packet drop probability experienced by
packets sent at time t be p(t). Then a reasonable approximation for how the
total window size Nw(t) evolves over a short interval of time is

Nw(t+ δ) ≈ Nw(t) + δNx(t− RTT )(1− p(t− RTT ))
1
w(t)

− δNx(t)p(t)w(t)
2
.

(15.1)
The term Nx(t− RTT )(1− p(t− RTT )) is the total rate of sending packets at
time t− RTT , times the probability that the packet was not dropped, i.e., it
is the rate at which acknowledgement packets (ACKs) are received at time t.
Multiplying by δ gives the total number of ACKs that are received in [t, t+ δ].
TCP specifies that a flow should increase its congestion window w by 1/w on
receipt of an ACK. Each flow has its own congestion window size, but we shall
approximate each of them by the average window size w(t). Thus the middle term
on the right-hand side of (15.1) is the total amount by which the flows increase
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their windows in [t, t+ δ]. The final term in the equation is obtained by similar
reasoning: it is the total amount by which congestion windows are decreased due
to packet drops in that interval, based on TCP’s rule that the congestion window
should be decreased by w/2 on detection of a dropped packet. The equation may
be further approximated by

dw(t)
dt

≈ 1
RTT

− w(t)
2

[
x(t− RTT )p(t− RTT )

]
, (15.2)

an equation which has been widely used in the literature on TCP modeling.
There are many approximations behind this equation: all flows are in conges-

tion avoidance; all packets experience the same packet loss probability; p(t) is
small so that 1− p(t) ≈ 1; the average window increase may be approximated by
1/w(t); flows may be treated as though they detect a drop immediately when an
ACK is missing; flows respond to every drop, not just once per window; queueing
delay is negligible, i.e., the round-trip time is constant. Nonetheless, the equation
seems to be faithful enough to predict the outcome of simulations.
Observe that if the system is stable then w(t) and p(t) are by definition con-

stant, and (15.2) reduces to

0 =
1

RTT
− w
2
xp =⇒ x =

√
2

RTT
√
p
,

which is the classic TCP throughput equation.

Queue model for small buffers
Suppose that the N TCP flows share a common bottleneck link with link speed
NC and that the buffer size is B, i.e., buffer size does not depend on N , as
heuristic 2 from Section 15.2.1 proposed. Let the total arrival rate at time t be
Nx(t).1 By how much might the queue size change over a short interval [t, t+ δ]?
We will build up the answer in layers, first by considering an open-loop queue
fed by Poisson arrivals of rate Nx(t), then by justifying the Poisson assumption.
In Section 15.2.3 we close the loop.
First, suppose the queue to be fed by Poisson arrivals of rate Nx(t). We know

from (15.2) that over a short interval of time [t, t+ δ] the traffic intensity hardly
changes. We also know from classic Markov chain analysis that an M/D/1/B
queue with arrival rateNx and service rateNC has exactly the same distribution
as if it had arrival rate x and service rate C; it just runs N times faster. Therefore
the queue will see rapid fluctuations, busy cycles of length O(1/N), and it will
rapidly attain its equilibrium distribution much quicker than the timescale over
which x(t) changes.

1 In the previous section, we let Nx(t) be the total transmission rate at time t, so strictly
speaking the arrival rate to the queue at time t is x(t− T ), where T is the time it takes
packets to reach the queue. We could subtract T from all the time terms in this section,
but it would make the notation messy. Instead, it is simpler to picture the queue as if it is
immediately next to the source, and the return path has delay RTT .
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Why did we assume that the aggregate traffic was a Poisson process? It is a
standard result that the aggregate of N independent point processes converges
over a timescale of length O(1/N) to a Poisson process, as long as there is some
minimum time-separation between the points [4]. We need to justify the assump-
tions of (i) independence and (ii) minimum time-separation. See [6, Appendix
II of extended version] for explicit calculations. Alternatively, observe that (i)
the timescale of queue fluctuations is O(1/N), whereas the round-trip time is
RTT = O(1), so the queue has long forgotten its state by the time packets have
completed one round trip, and any minor jitter or difference in round-trip times
should be enough to make the flows seem independent over short timescales
(though see the discussion in Section 15.4 point 3). Furthermore (ii) if the pack-
ets from each TCP flow experience some minimum serialization delay, or if they
pass through some relatively slow access-point queue, then the time-separation
is satisfied (though see Section 15.2.4).
In summary, we expect the equilibrium distribution of queue size to be a

function of the instantaneous arrival rate x(t), and as x(t) changes slowly so too
does the equilibrium distribution. In particular, the packet drop probabilty p(t)
is a function of the instantaneous arrival rate x(t), and this function may be
calculated using classic Markov process techniques; call it

p(t) = DC,B(x(t)). (15.3)

For large B a simpler expression is available:

p(t) ≈ max(1− C/x(t), 0) =
{(
x(t)− C)

/x(t) if x(t) > C

0 if x(t) ≤ C.
The x(t) < C case assumes B is large enough that the queue rarely overflows.
The x(t) > C case is derived from applying Little’s Law to the free space at the
tail of the buffer, assuming the queue rarely empties.
We have made several approximations in this derivation, the most questionable

of which is the assumption that packets are sufficiently spaced in time for the
Poisson limit to apply. In Section 15.2.4 we discuss how to cope with bursty
traffic.

15.2.3 Queueing delay, utilization, and synchronization

We have derived a dynamical model for the system of N TCP flows sharing
a bottleneck link with link speed NC and buffer size B. If x(t) is the average
transmission rate at time t and p(t) is the packet drop probability for packets
sent at time t, then

d x(t)
dt

=
1

RTT 2 −
x(t)
2

[
x(t− RTT )p(t− RTT )

]
p(t) = DC,B(x(t)).

(15.4)
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Remember that there is no term for queue size because the queue size fluctuates
over timescale O(1/N), where N is the number of flows, and so over a short
interval [t, t+ δ] all we see of the queue size is a blur. The equilibrium distribution
of queue size is the quantity that varies smoothly, as a function of x(t), and it is
the queue size distribution not the queue size that gives us p(t).
The first step in analyzing the system is to find the fixed point, i.e., the values

x and p at which the dynamical system is stable. These are

x =
√
2

RTT
√
p

and p = DC,B(x). (15.5)

If the buffer size is large then p = max(1− C/x, 0) and the fixed point is at
x > C, i.e., the system is perpetually running with the queue full or near-full,
so the utilization is 100 percent. If the buffer size is small, and we approximate
DC,B(x) by (x/C)B , the formula for tail queue size distribution in anM/M/1/∞
queue, we get utilization x/C = (

√
2/wnd)1/(1+B/2), where wnd = CRTT is the

congestion window that each flow would have if the link were completely utilized.
If B = 250 packets, then utilization is at least 97 percent up to wnd = 64 packets.
It is clear that small buffers entail some loss of utilization, but it is perhaps
surprising that this loss is so little.
The next step is to analyze the stability of the dynamical system. One could

simulate the TCP flows at the packet level, or solve the differential equations
numerically, or linearize (15.4) about the fixed point and calculate algebraically
whether it is locally stable, or perform a power-series expansion about the fixed
point and if the system is unstable estimate the amplitude of oscillations.
To calculate whether (15.4) is locally stable, take a first-order approximation

of (15.4) about the fixed point x, guess the solution x(t) = x+ eωt, and solve
for ω. It is locally stable if ω has negative real part. It turns out that a simple
sufficient condition for local stability is

RTT <
π

2
2

x
√
(p+ xp′)2 − p2 , (15.6)

where p = D(x) and p′ = dDC,B(x)/dx. Raina and Wischik [9] calculate the
amplitude of oscillations when the system goes unstable, and using anM/D/1/B
queueing model to define DC,B(·) they recommend that buffers should be around
20–60 packets: any smaller and the utilization is too low, any larger and the
system has large oscillations.
Figure 15.1 shows packet-level simulations of a buffer of 70 packets (left) and

a buffer of 15 packets (right). We have chosen the other parameters so that the
algebraic theory predicts oscillations for a buffer of 70 packets, and it predicts
stability for a buffer of 15 packets. There are 1000 flows sharing a 480-Mb/s link
(i.e., the available bandwidth per flow is C = 40 packet/s). Round-trip times are
chosen uniformly at random from [120, 280]ms. Also, each flow has an ingress
link of capacity 3C, and the reverse path is loaded with 1000 TCP flows with
similar parameters. The top panel shows the mean throughput of the flows x(t),



Router design, buffering, and queueing strategies 311

buffer=70pkt

average throughput [pkt/s]

buffer=15pkt

average throughput [pkt/s]

queue size [pkt] queue size [pkt]

sample TCP windows [pkt] sample TCP windows [pkt]

time [s]

0

10

20

0

20

40

60

30

40

50

5050 5151 5252 5353

Figure 15.1 Traces from a packet-level simulation of a single bottleneck link with 1000
flows, round-trip times uniform in [120, 280] ms, capacity 480 Mb/s, and buffer of
either 70 or 15 packets.

estimated by dividing the average window size by the average round-trip time.
The dotted line shows the available bandwidth per flow C. The middle panel
shows the queue size. For a buffer of 70 packets, when x(t) oscillates around
C, the queue size fluctuates markedly: when x(t) > C the queue size bounces
around full, and the packet drop probability is p(t) ≈ 1− C/x(t); when x(t) < C
the queue size bounces around empty and p(t) ≈ 0. It doesn’t take much change
in x(t) to change the queue size dramatically. For a buffer of 15 packets, x(t) has
small oscillations, and they do not have such a big impact; instead, the queue
has small and very fast fluctuations. The bottom panel shows a sample of TCP
window sizes.
The sample TCP window plots show that in the unstable case, there are peri-

ods of time when the queue becomes full, many flows receive drops at the same
time, and they become synchronized. In the stable case this does not happen.
The lesson to be drawn is simply that “unstable dynamical system” has the
interpretation “synchronized TCP flows.” In this particular example the syn-
chronization does not harm utilization, though the bursty drops may be harmful
for, e.g., voice traffic that is sharing the link.
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Figure 15.2 Impact of access link speed on synchronization. Each plot shows a
simulation trace, with access link speeds increasing from 5 times the core bandwidth
per flow to 40 times. As access speeds grow, TCP flows become burstier, which
reduces the impact of synchronization.

15.2.4 Traffic burstiness

The traffic model we derived in Section 15.2.2 relied on the assumption that
aggregate traffic flows look Poisson over short timescales. In this section we use
simulation and simple models to explore what happens when traffic is burstier
than Poisson over short timescales; this analysis is taken from [16]. In section
15.4 we suggest practical ways to deal with burstiness in the future Internet.
Consider a TCP flow that has very fast links along its entire route. It will

typically send a packet, get an ACK back, send two packets back-to-back, get
two ACKs back back-to-back, send three packets back-to-back, and so on, i.e.,
every round-trip time it will send a single burst of packets. The problem is
likely to be exacerbated if there are many flows in slow-start, which is inherently
bursty. The empirical outcome is that the traffic does not look Poisson on sub-
RTT timescales; the modeling problem is that it does not satisfy the “minimum
spacing” requirement from Section 15.2.2, and so the Poisson limit does not
apply.
The plots in Figure 15.2 are from simulations with a bottleneck link with total

capacity NC = 460Mb/s and N = 1000 long-lived TCP flows with RTT drawn
uniformly from [150, 200]ms, and a buffer of 300 packets. We smoothed the traffic
by making each flow pass through its own rate-limiting access link, and changed
the speed of this from 5C (left-hand panel) to 40C (right-hand panel). When the
access link is relatively slow there is clear synchronization. As the access link gets
faster the queue size still fluctuates over its entire range, but these fluctuations
are now random and there is no synchronization.
Here is a crude theoretical model to explain this behavior. Consider two

extreme cases. In the “smooth traffic” case, we assume that all packets are well
spaced and the Poisson limit holds, so that all the previous theory applies, and
DC,B(x) is the packet drop probability for a queue fed by Poisson traffic of rate x.
In the “bursty traffic” case, suppose that the source emits back-to-back clumps
of m packets, and they arrive in a clump to the bottleneck link. The total traffic
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is still the aggregate of many independent point processes, but now every point
refers to a clump of back-to-back packets, and so all the previous theory applies
except that now DC,B(x) is the packet drop probability for a queue fed by a
Poisson process of rate x/m, where each Poisson arrival signifies the arrival of a
burst of m packets. To get a qualitative idea of the impact of burstiness, we shall
approximate D(·) by the queue length distribution for anM/M/1/∞ queue, and
treat packet clumps as indivisible; this gives DC,B(x) ≈ (x/C)B in the smooth
case and DC,B(x) ≈ (x/C)B/m in the bursty case. In the bursty case, D′C,B(x) is
m times smaller, and (15.6) indicates that the system should therefore be more
stable.

15.3 Queueing theory for switches with scheduling

Switching is an integral function in a packet-switched data network. An Internet
router has several input ports and several output ports, and its function is to
receive packets at input ports, work out which output port to send them to, and
then switch them to the correct output port. The physical architecture of the
switch may place restrictions on which packets may be switched simultaneously,
e.g., in an input-queued switch the restriction is that in any clock tick no input
port may contribute more than one packet, and no output port may be sent more
than one packet. The switch must therefore incorporate a scheduling algorithm,
to decide which packets should be switched at what time.
A switch presents two questions: given a physical architecture, what scheduling

algorithm should be used; and what is the resulting performance, as measured
in terms of mean queuing delay etc.?
This chapter explains some tools that have recently been developed for perfor-

mance analysis of switches. It is worth stressing two points. First, the tools apply
to a general class of switched systems, not just input-queued switches. Second,
the tools can as yet only deal with a small class of scheduling algorithms, namely
algorithms derived from the maximum-weight (MW) algorithm. The tools we
describe here are just a few years old; they are taken from [10, 13, 12]. There
is likely to be significant development especially in the design and performance
analysis of easily implementable distributed scheduling algorithms.
In Section 15.3.1 we describe the general model of a switch. In Section 15.3.2

we specify a fundamental optimization problem that is used to define the capacity
region of a switch. In Section 15.3.3 we summarize the theory of performance
analysis for switches that are overloaded, underloaded, and critically loaded.

15.3.1 Model for a switched network

The abstract model we will consider is as follows. Consider a collection of
N queues. Let time be discrete, indexed by t ∈ {0, 1, . . . }. Let Qn(t) be the
amount of work in queue n ∈ {1, . . . , N} at time t; write Q(t) for the vector
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of queue sizes. In each timeslot, the scheduling algorithm chooses a schedule
π(t) = (π1(t), . . . , πn(t)), and queue n is offered service πn(t). The schedule π(t)
is required to be chosen from a set S ⊂ R

N
+ where R+ is the set of non-negative

real numbers. After the schedule has been chosen and work has been served, new
work may arrive; let each of the N queues have a dedicated exogenous arrival
process, and let the average arrival rate at queue n be λn units of work per
timeslot. For simplicity, assume the arrivals are Bernoulli or Poisson. We shall
be interested in the max-weight scheduling algorithm, which chooses a schedule
π(t) ∈ S such that

π(t) ·Q(t) = max
ρ∈S

ρ ·Q(t), (15.7)

where π ·Q = ∑
n πnQn. Ties are broken arbitrarily. We might also apply some

sort of weighting, e.g., replace Qn(t) in this equation by wnQn(t)α for some fixed
weights w > 0 and α > 0. All the analyses in this chapter require S to be finite.
For example, a 3× 3 input-queued switch has N = 9 queues in total, three of

them located at every input port. The set S of possible schedules is

S =



[ 1 0 0
0 1 0
0 0 1

]
,

[ 1 0 0
0 0 1
0 1 0

]
,

[ 0 1 0
1 0 0
0 0 1

]
,

[ 0 1 0
0 0 1
1 0 0

]
,

[ 0 0 1
1 0 0
0 1 0

]
,

[ 0 0 1
0 1 0
1 0 0

] 
 .

Here we have written out the schedules as 3× 3 matrices rather than as 1× 9
vectors. These schedules are all possible schedules that satisfy the constraint
“one packet from any given input, one packet to any given output.”
The switched network model can be modified to apply to wireless base stations

[11]. For this purpose, assume that the set of possible schedules depends on some
“state of nature” that changes randomly. Assume that the scheduling algorithm
knows the state of nature in any given timeslot, and it chooses which node to
transmit to based on the backlog of work for that node and on the throughput
it will get in the current state of nature.
The model can also be modified to apply to a flow-level model of bandwidth

allocation by TCP [8]. Take Qn(t) to be the number of active TCP flows on
route n through the network at time t ∈ R+, and let πn(t) be the throughput
that flows on route n receives, according to TCP’s congestion control algorithm
rather than (15.7).

15.3.2 The capacity region, and virtual queues

The study of switched networks is all based on optimization problems. The most
fundamental is called PRIMAL(λ), and it is

minimize
∑
π∈S

απ over απ ∈ R+ for all π ∈ S

such that λ ≤
∑
π∈S

αππ componentwise.
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This problem asks whether it is possible for an offline scheduler, which knows
the arrival rates λ, to find a combination of schedules that can serve λ; απ

is the fraction of time that should be spent on schedule π. If the solution of
PRIMAL(λ) is ≤ 1 we say that λ is admissible. Define the capacity region Λ to
be the set of admissible λ. The dual problem DUAL(λ) is

maximize ξ ·λ over ξ ∈ R
N
+

such that max
π∈S

ξ ·π ≤ 1.

Interpret ξ as queue weights, and ξ ·q(t) as a virtual queue. The arrival rate
of work to the virtual queue is ξ ·λ. Since ξ ·π ≤ 1, no service action can drain
more than one unit of work from the virtual queue. Clearly if the solution of
DUAL(λ) is > 1 then the switch is overloaded.
Both optimization problems are soluble, though the solutions may not be

unique. The set of dual feasible variables is a convex polyhedron, so we might
as well restrict attention to the extreme points, of which there are finitely many.
We call these the principal virtual queues.
For example, in a 3× 3 input-queued switch there are six principal virtual

queues, namely


[ 1 1 1
0 0 0
0 0 0

]
,

[ 1 0 0
1 0 0
1 0 0

]
,

[ 0 0 0
1 1 1
0 0 0

]
,

[ 0 1 0
0 1 0
0 1 0

]
,

[ 0 0 0
0 0 0
1 1 1

]
,

[ 0 0 1
0 0 1
0 0 1

] 
 .

These represent “all work at input port 1,” “all work for output port 1,” etc.

15.3.3 Performance analysis

Queueing theory for switches is divided into three parts: for overloaded switches,
i.e., PRIMAL(λ) > 1; for underloaded switches; i.e., PRIMAL(λ) < 1, and for
critically loaded switches, i.e., PRIMAL(λ) = 1. The key to understanding them
all is the notion of the fluid model.

Fluid model
The fluid model is a collection of differential equations, which describe the oper-
ation of the switch. These equations relate the amount of work a(t) that has
arrived in [0, t], the amount of time sπ(t) spent on action π in the interval, the
idleness z(t) incurred at each queue over that interval, and the queue sizes q(t)
at time t ∈ R+. The equations are

a(t) = λt

q(t) = q(0) + a(t)−
∑
π∈S

sπ(t)π + z(t)

∑
π∈S

sπ(t) = t
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żn(t) = 0 if qn(t) > 0

ṡπ(t) = 0 if π ·q(t) < max
ρ∈S

ρ ·q(t).

The first four equations are straightforward expressions of queue dynamics, and
the final equation is a way to express the scheduling rule (15.7).
These differential equations arise as a limiting description of a large-scale sys-

tem. Let A(t) be the actual amount of work that has arrived to each queue over
time [0, t], let Q(t) be the actual queue size at timeslot t, let Z(t) be the cumula-
tive idleness in [0, t], and Sπ(t) be the cumulative time spent on action π. Then
define rescaled versions: ar(t) = A(rt)/r, qr(t) = Q(rt)/r, zr(t) = Z(rt)/r and
srπ(t) = Sπ(rt)/r, and extend these functions to all t ∈ R by linear interpolation.
In words, we are zooming out in time and space by a factor of r. It may be shown
that these rescaled versions “nearly” solve the fluid model equations. Specifically,
let xr(·) consist of the rescaled processes, let FMS consist of all solutions to the
fluid model equations, and let FMSε be the ε-fattening of the paths over an
interval [0, T ], i.e.,

FMSε,T =
{
x : sup

0≤t≤T

∣∣x(t)− y(t)∣∣ < ε for some y ∈ FMS},
where | · | is the maximum over all components. Then, for a wide range of arrival
processes, including Bernoulli arrivals and Poisson arrivals,

P
(
xr(·) ∈ FMSε,T

)→ 1 for any ε > 0 and T > 0. (15.8)

Stability analysis
The fluid model is said to be stable if there is some draining time H > 0, such
that every fluid model solution with bounded initial queue size |q(0)| ≤ 1 ends
up with q(t) = 0 for all t ≥ H. Define

L(q) =

( ∑
1≤n≤N

q2n

)1/2

.

It is easy to use the fluid model equations to show that

dL(q(t))
dt

=
λ ·q(t)−maxρ∈S ρ ·q(t)

L(q(t))
.

Suppose the switch is underloaded, i.e., PRIMAL(λ) < 1, so we can write λ ≤∑
π αππ for some

∑
π απ < 1. After some more algebra,

dL(q(t))
dt

<

(∑
π

απ − 1
)
Smin|q(t)|
N1/2|q(t)| = −η < 0,

as long as q(t) "= 0. Here Smin is the smallest nonzero amount of service it is
possible to give to a queue, and |q| is maxn qn. Since L(q(t)) is decreasing at least
at rate η, it follows that the system drains completely within time L(q(0))/η.
This proves stability.



Router design, buffering, and queueing strategies 317

It may be shown that if the fluid model is stable, and if arrivals are independent
across timeslots, then the queue size process is a positive-recurrent Markov chain.
This is the conventional notion of stability of a queueing system.

Overloaded switches
Suppose that the switch is overloaded, i.e., that DUAL(λ) > 1. We know that
there is some virtual queue for which the arrival rate exceeds the maximum
possible service rate, hence this virtual queue must grow indefinitely. In fact
it grows in a very precise manner. By showing that dL(q(t)/t)/dt ≤ 0 one can
prove that for any initial queue size q(0), the scaled queue size approaches a limit
i.e., q(t)/t→ q†. If the queues start empty then the solution to the fluid model
is q(t)/t = q†. We can identify q†: it is the unique solution to the optimization
problem ALGP†(λ):

minimize L(r) over r ∈ R
N
+

such that r ·ξ ≥ λ ·ξ − 1 for all ξ ∈ S†(λ)
where S†(λ) is the set of overloaded principal virtual resources, i.e., extreme
solutions to DUAL(λ) for which ξ ·λ > 1.
The MW algorithm shows some surprising behavior in overload: it turns out

that an increase in load can actually cause the departure rate to decrease. Here
is an example, in a 2× 2 input-queued switch. The two possible service actions
are

π1 =
[
1 0
0 1

]
and π2 =

[
0 1
1 0

]
.

Consider two possible arrival rate matrices

λcritical =
[
0.3 0.7
0.7 0.3

]
and λoverload =

[
0.3 1.0
0.7 0.3

]
.

In the critically loaded case, the switch can only be stabilized by σcrit = 0.3π1 +
0.7π2, and it is straightforward using the fluid model equations to check that
MW will eventually achieve this service rate, for any initial queue size. However,
in the overloaded case, starting from q(0) = 0, MW will achieve

q(t) =
[
0.1t 0.2t
0 0.1t

]

by serving at rate 0.2π1 + 0.8π2, which means that queue q2,1 is idling, and the
total departure rate is 1.9. A different scheduling algorithm might have chosen to
serve at rate σcrit, which would result in a higher total departure rate, namely 2.

Underloaded switches
Consider an underloaded switch. Since the switch is stable, we know that the
queue size does not grow unboundedly, and in fact we can use the fluid limit
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result (15.8) to deduce

P
(
L(Q) ≥ r)→ 0 as r →∞.

In this section we will use large deviations theory to estimate the speed of con-
vergence; in other words, we will find the tail of the distribution of L(Q) under
the MW algorithm. The method also allows us to find lower bounds for the tail
of other quantities such as the total amount of work Q ·1 or the maximum queue
size |Q|, though not upper bounds. See also Section 15.4 point 4.
Here is an heuristic argument for obtaining the tail of the distribution. Suppose

the queue starts empty at time 0, and that T is large enough that Q(T ) has the
stationary distribution of queue size. Then for large r,

1
r
logP

(
L(Q(rT )) ≈ r) = 1

r
logP

(
L(qr(T )) ≈ 1)

=
1
r
logP

(
ar(·) ∈ {

a : L(q(T ;a)) ≈ 1})
≈ sup

a :q(T ;a)=1

1
r
logP

(
ar ≈ a)

≈ − inf
a :q(T ;a)=1

∫ T

0
l
(
ȧ(t)

)
dt. (15.9)

The first step is a simple rescaling. In the second step, we emphasize that the
underlying randomness is in the arrival process, and we want to find the proba-
bility that the arrivals are such as to cause large queues. We have written q(T ;a)
for the queue size at time T , to emphasize that it depends on the arrival process.
The third step is called the principle of the largest term, and it says that the
probability of a set is roughly the probability of its largest element. The final step
is an estimate of the probability of any given sample path; this sort of estimate
holds for a wide range of arrival processes. The function l is called the local rate
function; if X is the distribution of the amount of work arriving to each queue
in a timeslot, so that the arrival rate is λ = EX, and if arrivals are independent
across timeslots, then

l(x) = sup
θ∈RN

θ ·x− logEeθ·X.

Note that l(λ) = 0, and that l is non-negative. Large deviations theory is con-
cerned with making all these heuristic steps rigorous.2

It remains to calculate (15.9). This problem is known as “finding the cheapest
path to overflow.” It is easy to bound the answer, by simply guessing a solution
a(·) such that q(T ;a) = 1. In this case, a good guess is that the most likely
path is made up of two linear pieces: run at ȧ(t) = λ for time T − U , keeping
q(t) = 0, and then pick some arrival rates x ≥ 0 and run at ȧ(t) = x for time

2 A caution: the results for underloaded switches that we present here are the natural extension
of results proved for a wireless base station [13, 12]. They have not yet been formally proved
for the general switch model presented here.
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U , choosing U so that L(q(T )) = 1. The first phase has cost 0, and the second
phase has cost Ul(x). Note that in the second phase the switch is running in
overload, and from our previous results for switches in overload we know that
the queue will grow linearly, hence L(q) will grow linearly; indeed it must take
time U = 1/ALGP†(x) to reach L(q) = 1. We might as well choose the overload
rates x so as to minimize the cost of the path. This tells us

inf
a :q(T ;a)=1

∫ T

0
l
(
ȧ(t)

)
dt ≤ inf

x≥0
l(x)

ALGP†(x)
.

In fact it is possible to prove that this is an equality. The proof uses the dual
problem to ALGP†.

Critically loaded switches
Suppose the switch is critically loaded, i.e., suppose DUAL(λ) = 1. Recall that
feasible solutions to the DUAL(λ) problem can be interpreted as virtual queues;
since the switch is critically loaded there must be some virtual queues for which
the arrival rate is exactly equal to the maximum possible service rate.
For example, consider an input-queued switch, and suppose that the virtual

queue “all work for output 2” is critically loaded. This means that the arrival
rate of work destined for output 2, summed across all the input ports, is equal to
1 packet per timeslot. Now, the contents of the virtual queue, i.e., the aggregate
of all work destined for output 2, is split across the input ports. By devoting
more service effort to input port 1 the virtual queue might be shifted onto the
other input ports; or by giving priority to the longest of these queues the virtual
queue might be spread evenly across the input ports.
We will see that a scheduling algorithm can in effect choose where to store the

contents of the virtual queues. To make this precise we shall introduce another
optimization problem called ALGD(λ,q):

minimize L(r) over r ∈ R
N
+

such that ξ ·r ≥ ξ ·q for all ξ ∈ S∗(λ)
where S∗(λ) consists of all the principal virtual queues that are critically loaded.
This problem says: shuffle work around between the actual queues so as to min-
imize cost (as measured by the Lyapunov function L), subject to the constraint
that all the work in critically loaded virtual queues ξ ∈ S∗(λ) has to be stored
somewhere. The problem has a unique solution, call it ∆λ(q). (The solution
is unique because the feasible set is convex and non-empty, and the objective
function is an increasing function of

∑
r2n which is convex.)

It can be shown that the MW scheduling algorithm effectively solves this opti-
mization problem, in that it seeks out a queue-state q that solves ALGD(λ,q).
In other words, the queue-state lies in or near the set

I = {
q : q = ∆λ(q)

}
.
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We can use this for explicit calculations. For example, in an input-queued switch
in which say only output port 2 is critically loaded, it is easy to check that ∆λ(q)
spreads all the work for port 2 evenly across the input ports, and that all the
other queues are empty. More generally, we believe that by understanding the
geometry of I we can learn something about the performance of the algorithm.
For example, I depends on the scheduling algorithm, and, in all the cases we
have looked at so far, the bigger I the lower the average queueing delay.
Here are two ways to formalize the claim that MW effectively solves

ALGD(λ,q). (i) It can be shown that q is a fixed point of the fluid model if
and only if q = ∆λ(q). Furthermore, for any fluid model, |q(t)−∆λ(q(t))| → 0
as t→ 0. (ii) There is also a probabilistic interpretation of this convergence, for
which we need to define another rescaling: let q̂r(t) = Q(r2t)/r. Then

P

(∥∥q̂r(t)−∆λ(q̂r(t))
∥∥

max(1, ‖q̂r(t)‖) > ε
)
→ 0 as r → 0

where ‖x(·)‖ = sup0≤t≤T |x(t)|, and the limit holds for any ε > 0 and T > 0. (It
seems likely that the denominator on the left-hand side is not necessary, but the
result has not yet been proved without it.)

15.4 A proposed packet-level architecture

In this section we propose an architecture that pulls together the strands of
theory discussed in Sections 15.2 and 15.3. Briefly, buffers in core routers should
be small, in order to keep queueing delay and jitter small. This has the side
benefit of permitting new switch architectures, such as switch-on-a-chip. In order
for this to work well:

1. Switches should use explicit congestion notification (ECN) marks to signal
congestion, in order to keep utilization to a reasonable level, e.g., no more
than 95 percent. For flows which are not ECN-capable, packets should be
dropped rather than marked.

2. Congestion should be signaled for each virtual queue. A virtual queue consists
of a weighted collection of actual queues; the virtual queues for a given switch
architecture are derived from the capacity region of that architecture.

3. A packet might be given an ECN mark when it causes a virtual queue to
exceed some small threshold, e.g., 30 packets. The response function, i.e.,
the probability of an ECN mark given a utilization level, should be tuned to
achieve stability (i.e., desynchronization between flows) and decent utilization.

4. The actual buffer should be somewhat larger, and it should be dimensioned so
that actual packet loss is very rare. This may be done using large deviations
theory for underloaded switches.

5. Any future high-speed replacement for TCP should be designed so that it
responds smoothly to congestion, and it produces well-spaced packets.
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1. ECN marks
Heuristic 3 in Section 15.2.1 explains that TCP reduces its transmission rate
in response to both queueing delay and packet drops. If buffers are small then
queueing delay will be small, and therefore packet drop probability must be
higher in order to regulate TCP flows. Explicit congestion notification is an
alternative to packet drops: when a switch is congested it can set the ECN bit in
packet headers, and this tells TCP to back off as if the packet had been dropped
but without actually dropping it.

2. Virtual queues
Virtual queues, as defined in Section 15.3.2, express the capacity constraints of
a switch. For example, a 3× 3 input-queued switch has nine queues in total,
namely “work at input 1 for output 1,” etc., but only six virtual queues, namely
“all work at input 1,” “all work for output 1,” etc. The loading on the virtual
queues specifies whether the switch as a whole is underloaded, critically loaded or
overloaded. The performance analysis in Section 15.3.3 shows that the scheduling
algorithm can shift work between the actual queues but it cannot drain a virtual
queue if that virtual queue is critically loaded or overloaded. Therefore the virtual
queues are the resources that need to be protected from congestion, therefore
ECN marks should be generated based on virtual queues.

3. Response function
Section 15.2.3 shows how to calculate utilization and stability, using Equations
(15.5) and (15.6). These depend on the function D(x), the packet drop proba-
bility (or ECN marking probability) when the traffic arrival rate is x. However,
the analysis in Section 15.2.4 shows that for a simple queue that drops packets
when it is full, D(x) depends on the burstiness of traffic, which is influenced
by access speeds and indeed any other form of packet spacing. The consequence
is that there is no single buffer size that can balance utilization and stability
uniformly across a range of packet spacings. Furthermore, if there is significant
traffic shaping by upstream queues then flows will not be independent, so the
Poisson approximation on page 308 will not hold, and this will further affect
D(x).
Instead, we propose that the switch should enforce a response function D(x)

that is broadly consistent across a range of packet spacings and traffic statistics.
A crude solution would simply be to measure x and then to mark packets with
probability D(x), where D is a predefined function. A more elegant solution
might be to simulate a virtual queue with exponential service times, and mark
packets based on queue size in this virtual queue. An alternative approach [2] is
to build traffic shapers at the edge of the network to make traffic Poisson, and
to build switches that explicitly delay packets just long enough to ensure that
the Poisson nature of the traffic is preserved.
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4. Buffer dimensioning and management
Suppose the virtual queue response function is designed to ensure that the offered
arrival rates to a switch lie within some bound, e.g., 95 percent of the full capacity
region. Section 15.3.3 suggests the approximation

P(L(Q) > b) ≈ e−bI , (15.10)

where L is the Lyapunov function for the switch scheduling algorithm and Q is
the vector of queue sizes. The formula for I is based on an optimization problem
revolving around L.
To illustrate how this may be used for buffer dimensioning, suppose that each

of the queues in the switch has its own non-shared buffer of size B, and we wish
to choose B such that overflow in any of the queues is rare. Suppose the switch
uses the maximum-weight scheduling algorithm, for which L(Q) = (

∑
nQ

2
n)

1/2.
It is straightforward to verify that maxnQn ≤ L(Q), hence

P(max
n
Qn ≥ B) ≤ P(L(Q) ≥ B) ≈ e−BI

and this may be used to choose a suitable B. See also [13] for a discussion of
how to design a scheduling algorithm such that this inequality is nearly tight,
and see [10] for an equivalent analysis when it is

∑
nQn rather than maxnQn

that we wish to control, for example, if there is shared memory between all the
queues or if we want to control average queueing delay.
Note that the quantity I, known as the rate function, depends on the traf-

fic model. In Section 15.2.2 we argued that a Poisson model is an appropriate
approximation when there are small buffers. Cruise [5] has shown that the Pois-
son approximation is still appropriate when buffers are somewhat larger, large
enough for (15.10) to hold. More work is needed to understand how I is modified
when traffic is bursty, as in the model from Section 15.2.4.

5. Nice traffic
In Section 15.2.2 we found a differential equation model for the aggregate of many
TCP flows. The precise form of the equation was not important for the analysis;
what matters is that the aggregate traffic should adapt smoothly over time, and
it should respond gradually to small changes in congestion. Any replacement for
TCP should have the same properties. A single TCP flow using a high-capacity
link does not respond suitably: it cuts its window by half in response to a single
drop, and this cannot be modeled by a differential equation.
We also recommend that any high-speed replacement for TCP should space

its packets out, so that aggregate traffic is approximately Poisson over short
timescales. If a flow were able to dump arbitrarily big bursts of packets onto the
network, it would be difficult to design a suitable response function D as in point
3, or to calculate a robust rate function as in point 4.
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16 Stochastic network utility
maximization and wireless
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Layering As optimization Decomposition (LAD) has offered a first-principled,
top-down approach to derive, rather than just describe, network architectures.
Incorporating stochastic network dynamics is one of the main directions to refine
the approach and extend its applicability. In this chapter, we survey the lat-
est results on Stochastic Network Utility Maximization (SNUM) across session,
packet, channel, and topology levels. Developing simple yet effective distributed
algorithms is another challenge often faced in LAD, such as scheduling algo-
rithms for SNUM in wireless networks. We provide a taxonomy of the results
on wireless scheduling and highlight the recent progress on understanding and
reducing communication complexity of scheduling algorithms.

16.1 Introduction

The papers [44, 45] by Kelly et al. presented an innovative idea on network
resource allocation – Network Utility Maximization (NUM) – that has led to
many research activities since. In the basic NUM approach, an optimization
problem is formulated where the variables are the source rates constrained by
link capacities and the objective function captures design goals:

maximize
∑
i Ui(xi)

subject to Rx ≤ c,
(16.1)

where the source rate vector x is the set of optimization variables, one for each
of the sources indexed by i, the {0, 1} routing matrix R and link capacity vector
c are constants, and Ui(·) is the utility function of source i. Decomposing the
above problem into several sub-problems enables a distributed algorithm to be
developed elegantly, where each of the links and sources controls its local variable,
such as link price or source rate, based on local observables, such as link load or
path price.

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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Substantial work has followed in terms of theory, algorithms, applications, and
even commercialization based on the NUM model of networks. Now, the NUM
mentality has been extended and used to model a significantly large array of
resource allocation problems and network protocols, where utility may depend on
rate, latency, jitter, energy, distortion, etc., may be coupled across users, and may
be any non-decreasing function, referred to as generalized NUM (although most
papers assume smooth and concave utility functions). They can be constructed
based on a user behavior model, operator cost model, or traffic elasticity model.
Network Utility Maximization serves as a modeling language and a starting

point to understand network layering as optimization decomposition [18]: the
cross-layer interactions may be characterized and layered protocol stacks may
be designed by viewing the process of “layering,” i.e., the modularization and
distribution of network functionalities into layers or network elements, as decom-
position of a given (generalized) NUM problem into many subproblems. Then,
these subproblems are “glued together” by certain functions of the primal and
dual variables. The mindset of LAD (Layering As optimization Decomposition)
has influenced the active research area of joint control of congestion, routing,
scheduling, random access, transmit power, code and modulation, etc., as well
as serving as a language to explain the benefits of innovative mechanisms such
as back-pressure algorithms and network coding. Alternatives of decomposing
the same NUM formulation in different ways further lead to the opportunities of
enumerating and comparing alternative protocol stacks. The theory of decom-
position of NUM thus becomes a foundation to understand, in a conceptually
simple way, the complexities of network architectures: “who does what” and
“how to connect them.”
Among the current challenges in LAD are stochastic dynamics and complexity

reduction, the focus of this chapter.
In the basic NUM (16.1) and the associated solutions, it is often assumed that

the user population remains static, with each user carrying an infinite backlog of
packets that can be treated as fluid, injected into a network with static connec-
tivity and time-invariant channels. Will the results of NUM theory remain valid
and the conclusions maintain predictive power under these stochastic dynamics?
Can new questions arising out of stochastic factors also be answered? Incorpora-
tion of stochastic network dynamics into the generalized NUM/LAD formulation,
referred to as SNUM (Stochastic NUM), often leads to challenging models for
those working in either stochastic network theory or distributed optimization
algorithms. The first half of this chapter surveys the results over the last 10
years on the questions above. We classify them based on the different levels of
stochastic dynamics: session, packet, constraints, or even mixture of those.
The second half of this chapter zooms in on an important and challenging

component in realizing LAD in wireless networks. A key message from the recent
research efforts on joint congestion control, routing, and scheduling in the LAD
research of wireless networks indicates that scheduling may be the hardest part.
Scheduling may require heavy computational overhead and/or significant amount
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of message passing. It motivates researchers to study various forms of algorithms
with performance guarantee and capability of operating in a distributed manner.
This survey focuses on understanding and reducing complexity of scheduling
algorithms, including the three-dimensional tradeoff among throughput, delay,
and complexity, and utility-optimal random access in the form of adaptive CSMA
(Carrier-Sensing Multiple Access).
We use standard R

N and R
N
+ for the N -dimensional real and non-negative

Euclidean spaces, respectively. We use the calligraphic font S to refer to a set,
and the bold-face fonts x and X to refer to a vector and a matrix, respectively.
We introduce more notation as needed in the chapter.

16.2 LAD (Layering As optimization Decomposition)

16.2.1 Background

Network architecture essentially determines functionality allocation, i.e., “who
does what” and “how to connect them.” The study of network architecture
is often more influential, harder to change, but less understood than that of
resource allocation. Functionality allocations can happen, for example, between
the network management system and network elements, between end-users and
intermediate routers, and between source control and in-network control such as
routing and physical resource sharing. Deciding a network architecture involves
exploration and comparison of alternatives in functionality allocation.
Layering adopts a modularized and often distributed approach to network

coordination. Each module, called layer, controls a subset of the decision vari-
ables, and observes a subset of constant parameters and the variables from other
layers. Each layer in the protocol stack hides the complex behaviors inside itself
and provides a service and an interface to the upper layer above, enabling a
scalable, evolvable, and implementable network design.
The framework of “Layering As optimization Decomposition” starts by a con-

strained optimization model, like the one below:

maximize
∑
s

Us(xs, Pe,s) +
∑
j

Vj(wj)

subject to Rx ≤ c(w,P e),
x ∈ C1(P e), x ∈ C2(F ) or ∈ Π,
R ∈ R, F ∈ F , w ∈ W

variables x,w,P e,R,F , (16.2)

where
• xs denotes the rate for source s, and wj denotes the physical layer resource
at network element j,
• Us and Vj are utility functions that may be any nonlinear, monotonic func-
tions,
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• R is the routing matrix, and c(w,P e) are the logical link capacities as func-
tions of both physical layer resources w and the desired decoding error prob-
abilities P e, in which functional dependency, the issue of signal interference,
and power control can be captured,
• C1(P e) is the set of rates constrained by the interplay between channel decod-
ing reliability and other hop-by-hop error control mechanisms like ARQ,
• C2(F ) is the set of rates constrained by the medium access success probability,
where F is the contention matrix, or the schedulability constraint set Π,
• the sets of possible physical layer resource allocation schemes, of possible
scheduling or contention-based medium access schemes, and of single-path or
multi-path routing schemes are represented by W,F ,R, respectively.

Holding some of the variables constant and specifying some of these functional
dependencies and constraint sets will then lead to a special class of this NUM
formulation. In general, utility functions and constraint sets can be even richer
than those in the problem (16.2).

16.2.2 Key ideas and procedures

One possible perspective to rigorously understand layering is to integrate the
various protocol layers into a single coherent theory, by regarding them as carry-
ing out an asynchronous distributed computation over the network to implicitly
solve a global optimization problem, e.g., (16.2). Different layers iterate on differ-
ent subsets of the decision variables using local information to achieve individual
optimality. Taken together, these local algorithms attempt to achieve a global
objective, where global optimality may or may not be achieved. Such a design
process of modularization can be quantitatively understood through the mathe-
matical language of decomposition theory for constrained optimization [77]. This
framework of “Layering As optimization Decomposition” exposes the intercon-
nections between protocol layers as different ways to modularize and distribute
a centralized computation.
Different vertical decompositions of an optimization problem, in the form of a

generalized NUM, are mapped to different layering schemes in a communication
network. Each decomposed subproblem in a given decomposition corresponds to
a layer, and certain functions of primal or Lagrange dual variables (coordinat-
ing the subproblems) correspond to the interfaces among the layers. Horizontal
decompositions can be further carried out within one functionality module into
distributed computation and control over geographically disparate network ele-
ments. The LAD based on these generalized NUM problems puts the end-user
utilities in the “driver’s seat” for network design. For example, benefits of inno-
vations in the physical layer, such as modulation and coding schemes, are now
characterized by the enhancement to applications rather than just the drop in
bit error rates, which the users do not directly observe. Implicit message pass-
ing (where the messages have physical meanings and may need to be measured
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anyway) or explicit message passing quantifies the information sharing and deci-
sion coupling required for a particular decomposition.
Existing protocols can be reverse-engineered as an optimizer that solves the

generalized optimization problem in a distributed way, e.g., TCP [37, 45, 47, 48,
61, 62, 63, 69, 92, 108], BGP [30], and MAC [51, 100]. In forward engineering,
since different decompositions lead to alternative layering architectures, we can
also tackle the question “how and how not to layer” by investigating the pros
and cons of decomposition methods. By comparing the objective function values
under various forms of optimal decompositions and suboptimal decompositions,
we can seek “separation theorems” among layers: conditions under which layering
incurs no loss of optimality, or allows the suboptimality gap of the overall design
to be no more than that of a particular layer.
Despite the conceptual, mathematical, and practical progress made on LAD

over the last few years, there are substantial challenges in the field, including that
of stochastic dynamics, non-convexity, high dimensionality, and communication
complexity. This chapter now surveys some of the latest results tackling some of
these challenges.

16.3 Stochastic NUM (Network Utility Maximization)

16.3.1 Session-level dynamics

16.3.1.1 System model
Consider a network where sessions (classified by, e.g., a pair of source and des-
tination addresses) are randomly generated by users and cease upon comple-
tion. First assume a finite set S of S classes of sessions that arrive at the
system according to a Poisson process of intensity λs, s ∈ S, sessions/s, and
the exponentially distributed file sizes with mean 1/µs, s ∈ S, bits. Denote by
ρs = λs/µs bit/s the traffic intensity of the class-s sessions. We also denote by
Ns(t) the number of active class-s sessions at time t. Then the network state is
N(t) = (N1(t), . . . , NS(t)) that is a random process. The constraint set R, often
called rate region in the research literature, is the set of achievable resource
vectors φ = (φ1, . . . , φS) (provided by the resource allocation algorithms consid-
ered) where φs is the total rate allocated to class-s sessions. The form of the rate
regions is diverse and can be either fixed or time-varying, and either convex or
non-convex, depending on the system model and resource allocation algorithms.
Resource allocation algorithms allocate network resources (which are typi-

cally bandwidths or rates) to different session classes according to the current
network state N(t), the utility function, and the rate region. Our interest is the
resource allocation based on NUM, whose rates are the solution of the following
optimization problem: at time t,

maximize
∑
sNs(t)Us(φs/Ns(t)),

subject to φ ∈ R, (16.3)
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Distributed resource allocation
(NUM with α-fair utility)

class 1: λ1 with file size 1/µ1

φ1

φS

class 2

class S − 1

φ2

φS−1

PS (Processor sharing)

N1(t)

NS(t)

class S:
λS with
file size 1/µS

Figure 16.1 Distributed resource allocation by solving NUM under dynamic user
populations with session arrivals. Session departure time is shaped by file size as well
as service rate, i.e., the resource allocation vector {φs} obtained by solving NUM,
where each session in class s receives the rate φs/Ns(t).

where the utility functions Us are assumed to satisfy some technical conditions
(e.g., twice differentiability and concavity). Our particular interest lies in the
fairness of resource allocation by focusing on special classes of utility functions,
referred to as α-fair utility functions that are parameterized by α ≥ 0: Uα(·) =
(·)1−α/(1− α) for α ≥ 0, and log(·), for α = 1 [69], and a feasible allocation
x is called α-fair if, for any other feasible allocation y,

∑
s(ys − xs)/xαs ≤ 0.

The notion of α-fairness includes maxmin fairness, proportional fairness, and
throughput maximization as special cases.
Figure 16.1 depicts the framework of session-level dynamics research. Some-

times we assume timescale separation in that resource allocation is much faster
than session-level dynamics, i.e., whenever N(t) changes, the resource allocation
is finished immediately as the solution of (16.3).

16.3.1.2 Performance metric: session-level stability
A main research focus in session-level dynamics is, for a given resource allo-
cation, to compute the session-level stability region, which is the set of traffic
intensities ρ with which the number of active sessions is finite over time. Then,
the maximum stability region is the union of the stability regions achieved by
all possible resource allocations: for any traffic intensity vector outside this set,
no resource allocation algorithm can stabilize the network at session level.
Under the assumption of Poisson arrival and exponential file size, the sys-

tem can be modeled by a Markov chain. Then, mathematically, stability means
that the Markov process {N(t)}∞t=0 is positive-recurrent (under the technical
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Table 16.1. Summary of main results on session-level stability.

Work Arrival Topology Rate Regions Ui U shape (i.e., α)
File size dist.

[22] Pois., Exp. General Conv. Same α = 1, α→∞
[4] Pois., Exp. General Conv. Diff. General

[53, 93] Pois., Exp. General Conv. Same α ≥ 1
(Fast timesc.)

[109] Gen., Exp. General Conv. Diff. General
[11] Gen., Gen. General Conv. Same α→∞
[49] Gen., Pha. 2× 2 grid Conv. Same α = 1
[67] Gen., Pha. General Conv. Same α = 1
[31] Gen., Gen. Tree Conv. Same General
[19] Gen., Gen. General Conv. Diff. α→ 0+

(Rate stab.)
[55] Pois., Exp. General Non-conv. Diff. General

Time-var. conv. Diff. General
Open prob. Gen., Gen. General Conv., non-conv. Diff. General

Fast timesc. Time-var. Non-concave

conditions of aperiodicity and irreducibility). In a general network topology, it is
challenging to prove the session stability of NUM-based resource allocation. It is
a multi-class queueing network with service rates dependent on the solution to
NUM, which in turn relies on the number of active flows. A technique popularly
used is called fluid-limit scaling [20], where a suitable scaling (by time and space)
of the original system can make the limiting system deterministic rather than
random, facilitating the stability proof.

16.3.1.3 State of the art on stability results
The existing research results on session-level stability are summarized in
Table 16.1, with different network topologies, shapes of rate region, utility func-
tion, and arrival process and file size distributions. The case for time-varying
rate regions will be discussed separately in Section 16.3.4.

Polytope and general convex rate region
The first analysis of session-level stability focuses on wired networks with fixed
routing, supporting data traffic only [22, 4]. For such networks, the rate region
is a polytope formed by the intersection of a finite number of linear capacity
constraints, i.e., R = {ρ|Rρ ≤ c}. For this rate region, assuming timescale sep-
aration between resource allocation algorithms and session-level dynamics, it is
shown that (i) all α-fair allocations with α > 0 provide session-level stability if
and only if the vector representing the traffic intensities of session classes lies in
the rate region, and (ii) this stability region is also the maximum stability region.
An immediate extension is to allow a general convex rate region. It is proved in
[5] that the rate region is also the stability region for α-fair allocations, α > 0. In
some networks, session-level dynamics may operate fast on the same timescale as
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resource allocation, and hence the assumption on instantaneous convergence of
the resource allocation algorithm, with respect to session arrivals, may not hold.
Session-level stability without the timescale separation assumption is studied in
[53, 93].

General non-convex rate region
There are also many practical scenarios in which the rate regions are non-convex,
usually due to the limited capability of underlying resource allocation algorithms.
For example, a simple random access may lead to a continuous but non-convex
rate region, and quantized levels of parameter control lead to a discrete, thus
non-convex, rate region. For non-convex rate regions, it is generally impossible
to derive an explicit and exact stability condition due to dependency of the
stability condition on session arrival and departure processes, where in particular
the departure process is determined by the solutions of non-convex optimization
problems.
The initial results in this case try to (i) compute bounds for specific topolo-

gies and allocation mechanisms, e.g., [3, 64], (ii) provide exact conditions in a
recursive form for a particular class of networks, e.g., [9, 38, 99, 3, 64], or (iii)
characterize the stability condition for two classes of sessions and discrete rate
region, but not a general non-convex rate region [6]. Recently, the authors in
[55] characterize sufficient and necessary conditions for session-level stability for
α > 0 in networks with an arbitrary number of classes over a discrete rate region.
In this case, there exists a gap between the necessary and sufficient conditions
for stability. However, these conditions coincide when the set of allocated rate
vectors are continuous, leading to an explicit stability condition for a network
with continuous non-convex rate regions, summarized as follows. For continuous
Rα, where Rα is the set of rate vectors that can be chosen by the α-fair allo-
cation, the stability region of α-fair allocation is the smallest coordinate-convex
set1 containing c(Rα), where c(Y) denotes the smallest closed set containing Y.
Note that now the stability region varies for different values of α, in contrast to
the stability result in the case of a convex rate region.

General arrival and general file size distribution
Another challenging extension is to remove the assumption of Poisson arrivals
and/or exponential file size distribution, which is often unrealistic. In such cases,
we generally lose the Markovian property, and keeping track of residual file size
is not a scalable approach. New fluid limits and tight bounding of the drift in
new Lyapunov functions need to be established for the proof of stability.
Again, using the fluid-limit technique in [20], [109] relaxes the assumption of

Poisson arrivals, by studying a general stationary and a bursty network model. In
[46], a fluid model is formulated for exponentially distributed workload to study

1 A set Y ⊂ R
n
+ is said to be coordinate-convex when the following is true: if b ∈ Y, then for

all a: 0 ≤ a ≤ b, a ∈ Y.
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the “invariant states” as an intermediate step for obtaining diffusion approxima-
tion for all α ∈ (0,∞). In [31], the fluid model is established for α-fair rate allo-
cation, α ∈ (0,∞), under general distributional condition on arrival process and
service distribution. Using this fluid model, they have obtained characterization
of “invariant states,” which led to stability of network under α-fair allocation,
α ∈ (0,∞), when the network topology is a tree.
For general network topologies, three recent works have tackled this difficult

problem of stochastic stability under general file size distribution, for differ-
ent special cases of utility functions: [11] establishes stability for maxmin fair
(corresponding to α→∞) rate allocation, and [67] establishes stability for pro-
portional fair (corresponding to α = 1) rate allocation for Poisson arrival and
phase-type file size distribution. Using the fluid model in [31] but under a differ-
ent scaling, [19] establishes the rate stability of α-fair allocation for general file
size distribution for a continuum of α: α sufficiently close to (but strictly larger
than) 0, and a partial stability result for any α > 0 fair allocation policy. It is
also proved that α-fair allocation is rate stable over a convex rate region scaled
down by 1/(1 + α), for all α > 0, general topology, and possibly different utility
functions for different users. The general problem of session-level stability still
remains open.

16.3.2 Packet-level dynamics

Compared to session-level dynamics, packet-level dynamics takes a shorter time-
scale and appears in various forms. This chapter focuses on packet-level random-
ness due to dynamic traffic patterns (e.g., real-time flows), in-network random
queueing such as AQM (Active Queue Management), and noisy feedbacks.

NUM with packet-level randomness

To enable tractable analysis, much research on NUM uses deterministic fluid
approximations that are especially valid under the regime of a large number of
flows. In [88], the authors prove that stochastic delay-difference equations, which
model the system with a primal-based proportional fair congestion controller [45]
under stochastic noise, converge to a deterministic functional differential equa-
tion: the trajectory of the average rate (over flows) at the router converges to
that of the deterministic model with the noise part replaced just by its mean.
The result in [88] supports the popular ways of modeling methodology based
on deterministic approximation, at least for log utility functions over a single
link with homogeneous delay. The convergence to a deterministic fluid differen-
tial equation occurs over a finite time horizon, and convergence for the infinite
time horizon is also proved under additional technical conditions. The work in
[88] is extended to “TCP-like” controllers in [23]. Other works [1, 103] also jus-
tify a deterministic feedback system model. The authors in [103] proved that
the queue dynamics of the router with an AQM mechanism can be accurately
approximated by a sum of a deterministic process and a stochastic process, again
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under a large-flow regime. Examples of AQM include Random Early Detection
(RED) [29] that marks and/or drops the packet at intermediate routers to signal
congestion to the sources. It is also shown in [1] that as both the number of
sources and the link capacity increase, the queue process converges to a deter-
ministic process, using a stochastic model for N TCP Reno sources sharing a
single bottleneck link with capacity Nc implementing RED.
One of the sources of randomness in the Internet is the set of real-time flows

that require a certain QoS, e.g., packet loss probability. The authors in [112]
examine the effect of a congestion control mechanism on the QoS of real-time
flows. In particular, they study the tradeoff between “aggressiveness” of mark-
ing functions at the intermediate router and the achieved QoS for real-time flows
using LDP (Large Deviation Principle) technique. This result indicates that elas-
tic users, who are typically not much interested in up and down of transmission
rates, but in long-term throughput, helps real-time users with obtaining better
QoS.

Application-layer burstiness

Another aspect of packet-level stochastic dynamics is to understand the effect
of application-layer burstiness on congestion control at the transport layer. For
example, in [13], the authors consider a single link accessed by HTTP flows that
alternates between think and transfer times randomly. There are multiple classes
of HTTP flows, where a class is identified by the mean of its think and transfer
time. Only HTTP in transfer times are assigned a certain amount of network
bandwidths by NUM allocations, where the length of transfer time depends on
the active number of HTTP flows in transfer times. They proved that again under
a large-flow regime, the average throughput, i.e., the throughput aggregated over
active flows of each type normalized by the total number of flows of that type,
turns out to solve a utility maximization problem with a modified utility function
at the transport layer.

Stochastic noisy feedback

In the research on distributed implementation of the NUM problem, feedback
is often assumed to be perfectly communicated among the network elements.
However, in practice, perfect feedback is impossible, mainly due to probabilistic
marking and dropping, contention-induced loss of packets, limited size of mes-
sages, etc. In [116], the authors study the impact of stochastic noisy feedback
on distributed algorithms, where they considered a primal-dual algorithm in the
following general form:

xs(t+ 1) =

[
xs(t) + ε(t)

(
Lxs

(x(t),λ(t))
)]
D
,

λl(t+ 1) =

[
λl(t) + ε(t)

(
Lλl
(x(t),λ(t))

)]∞
0

,
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where xs is the source transmission rate of session s, λl is the shadow link price,
L is gradient update, ε is step size, and [·]D is the projection onto the feasible
set D.
Noisy feedback adds noise to the gradients Lxs

and Lλl
, which become stochas-

tic. Two cases are considered for analysis: (i) unbiased feedback noise and (ii)
biased feedback noise to the gradient estimator. For unbiased feedback noise, it is
established, via a combination of the stochastic Lyapunov Stability Theorem and
local analysis, that the iterates generated by distributed NUM algorithms con-
verge to an optimum with probability one, whereas for biased feedback noise, in
contrast, they converge to a contraction region around the optimal point. These
results are extended to an algorithm with multiple timescales based on primal-
decomposition. These results confirm those on feedback models with determin-
istic error [17, 68].

16.3.3 Constraint-level dynamics

In the seminal paper [102] by Tassiulas and Ephremides, a joint-control policy
of routing and scheduling that is oblivious to the statistics of arrival process and
achieves maximum stability region was proposed. Now consider the case where
the arrivals are random but outside the stability region, and a certain amount of
utility is defined for transmission of a unit volume of data. Combining the NUM
framework with stability requirement is generally non-trivial, due to the fact
that rate regions are difficult to characterize by distributed controllers, and can
be time-varying due to, e.g., time-varying channels and mobility. This section
discusses this research topic that is often referred to as “utility maximization
subject to stability” under constraint-level dynamics.
The general problem formulation in this topic is given by the following opti-

mization problem:

maximize
∑
s Us(x̄s)

subject to x̄ ∈ Λ, (16.4)

where x̄ is the long-term session rate vector, averaged over instantaneous rate
x(τ) at time τ , i.e., x̄s = limt→∞ 1

t

∫ t
τ=0 x(τ)dτ, and the Λ is the average rate

region. The Λ is the set of arrival rates for which there exists a control policy
to stabilize the system, which is in turn the average of the instantaneous rate
regions R(t).
There are two main formulations, and the associated distributed algorithms,

for utility maximization subject to stability: (i) node-based [27, 74, 15, 28] and
(ii) link-based ones [54], which we compare in Table 16.2. This section focuses
only on the node-based algorithm.
We first introduce the notation: tx(l) and rx(l) are the transmitter and the

receiver of a link l, respectively, and Qs,v(t) denotes the length of the session s
queue at node v at slot t.We also denote by Qs(t) the queue length of the session
s’s source node. We now describe the algorithm in Figure 16.2. The main tool



Stochastic NUM and wireless scheduling 335

Table 16.2. Comparison of node-based and link-based algorithms.

Algorithm Λ Routing Congestion Delay Queue
price

Node-based larger not fixed price only at large per-destination
each src queue (back-pressure) or per-session

queues at a node
Link-based smaller fixed aggregate link small single queue

prices over the path at a link

At each time-slot t, the system runs the following per-layer algorithms:

Congestion control. The source of session s determines its transmission rate xs(t) by:

xs(t) = U ′−1
s (Qs(t)/V ), (16.5)

for some parameter V > 0.

Routing. On each link l, decide the session s�
l (t) that has the MDB (Maximum Dif-

ferential Backlog), i.e.,

s�
l (t) = arg max

s∈S

(
Qs,tx(l)(t)−Qs,rx(l)(t)

)
, ∀l ∈ L. (16.6)

The link l will forward the packets of session s�
l (t) on this link at the rate of what the

scheduling layer below decides. Let Ql(t) = maxs∈S

(
Qs,tx(l) −Qs,rx(l)

)
.

Scheduling. Allocate rates to links with the rate schedule r�(t) maximizing the aggre-
gate “weight” (thus referred to as max-weight), i.e.,

r�(t) = max
r∈R(t)

∑
l∈L

Ql(t)rl. (16.7)

Figure 16.2 Optimal node-based back-pressure algorithm.

for developing this algorithm is LAD that decomposes the optimization problem
(16.4) into three different subproblems, each of which is solved by algorithms in
one layer in Figure 16.2. The layers interact through queue sizes.
We observe that it is easy to implement (16.5) and (16.6) using only local

information. However, the problem in (16.7) is generally hard to implement, and
may not be solvable in a distributed manner with reasonably low complexity,
unless special structures of the rate region R(t) are specified and exploited. We
will discuss the details and the recent advances of low complexity, distributed
implementation of scheduling algorithms in the second half of this chapter.
With regard to the rate control at sources, the controller in (16.5) is referred

to as dual controller since it is developed from the dual decomposition of (16.4)
[27, 74, 15]. There are also other types of controllers mainly based on different
decomposition methods and different timescale assumptions on source controller
and price updates, one of which is the primal-dual controller [97, 28, 94]. These
two types of congestion controllers are first studied in the wired Internet con-
gestion control (see [61, 60, 92] for details). Briefly speaking, a dual controller
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consists of a gradient-type algorithm for shadow price updates and a static source
rate algorithm, i.e., two different timescales for shadow price updates and source
rate updates. In the primal-dual algorithm, the source rates and the shadow
prices are updated at the same timescale.
The parameter V controls the tradeoff between delay and utility optimality. By

choosing sufficiently large V (or sufficiently small step-size), the achieved utility,
denoted by Ū , can be made arbitrarily close to the optimal utility U2. However,
there may be some cost for large V , such as delay measured by the total average
queue lengths [74, 73]. This tradeoff parameter V appears in different forms for
different types of algorithms, e.g., K in [28] and the step-size in [15].
Another source of dynamics in constraints is due to topological changes in the

network caused by mobility or energy depletion of wireless nodes. The authors
in [78] extend the result of [102] by considering topological changes modeled by
some stationary process (that has the same timescale as channel- and packet-
level dynamics), and show that joint max-weight scheduling and back-pressure
routing provably achieving throughput-optimality in the static topology in [102]
also achieve throughput-optimality in the system with dynamic topologies. The
work in [79, 114] also studied the optimal or near-optimal scheduling/routing
schemes when time-varying channel and topology information are not instantly
available and delayed.

16.3.4 Combinations of multiple dynamics

Combinations of more than one type of stochastic model also naturally arise.
We focus on the question of session-level stability of NUM with a time-varying
constraint set here. Existence of multiple stochastic dynamics requires careful
treatment of different timescales under which each dynamics is operated. Three
timescales are our major interest: (i) Ts: session arrivals, (ii) Tc: constraint set
variations, and (iii) Tr: convergence of resource allocation algorithms. We use
the notation A = B (A > B) when A’s timescale is similar to (slower than) B’s
timescale. We first make a reasonable assumption that Ts ≥ Tr and Ts ≥ Tc,
i.e., the session-level dynamics is much slower than other dynamics. Then, the
remaining possible five cases, some of which still remain open, are discussed as
follows.

T1. Tc = Tr = Ts. In [53], the authors study the session-level stability when the
three timescales are similar, where it is proved that the maximum stability
of α-fair allocation still holds for this case for α ≥ 1.

T2. Tc = Tr < Ts.When the timescales of rate region variations and the resource
allocation algorithms are similar, the resource allocation algorithms can
harness the rate region variations, by allocating resources opportunistically.
A typical example of such systems is channel-aware scheduling in cellular
networks [2, 59, 8], where fading variations of the channels are exploited
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to achieve more throughput. The session-level stability is analyzed in this
regime in [8], again in the context of wireless cellular systems.

T3. Tc < Tr < Ts. This regime corresponds to fast variations of rate regions due
to fast channel fluctuations. In this case, even the resource allocation algo-
rithm does not track resource variations, but only sees the average of time-
varying resource. The stochastic nature of resource variations are masked
and invisible to resource allocation algorithms and session-level dynamics.
The constant link capacity assumption in many papers on wireless networks
implicitly presumes this regime.

T4. Tr < Tc = Ts. This regime has been studied recently in [55]. This regime
clearly prevents the system from being opportunistic and the constraint-
level variations can be exploited only at the expense of compromising delay
perceived by the sources. The authors in [55] studied the session-level stabil-
ity (of α-fair allocation) in this regime, and proved that, similar to the case
for non-convex rate regions, the stability region depends on α. In particular,
for a two-class network, the authors characterize the pattern of dependence
of the stability region on α, by proving that there exists a tradeoff between
fairness and stability, i.e., fairness can be enhanced at the expense of reduced
network stability. This is in contrast to the case of fixed and convex rate
regions, where fairness has no impact on stability.

T5. Tc < Tr = Ts. This regime again makes it possible to assume no channel
variations with only average channel behavior observable to the resource
allocation algorithm and the session-level dynamics. This regime can be
regarded as a special case of T1.

16.4 Wireless scheduling

Distributed scheduling for MAC (Medium Access Control) – addressing the ques-
tion of “who talks when in an interference environment” – is often the most
challenging part of LAD-based design in wireless networks and assumes various
forms of SNUM formulations.
Medium Access Control for wireless networks has been one of the most active

research areas for 40 years. In the rest of this chapter, we present a taxonomy
of those research results in the context of LAD, such as those since the semi-
nal paper [102], and highlight the recent progress on quantifying and reducing
complexity measured by message passing.
Given the vast landscape of scheduling algorithms, a “problem-tree” in Fig-

ure 16.3 serves as a representation of the taxonomy that we will follow in the
rest of the chapter.
L1. In a local contention neighborhood, transmitters and receivers are located

within one hop of each other, whereas in end-to-end connections, congestion
control and routing over multiple hops need to be carried out jointly with
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L2: 
hop-based or SINR-based 
interference model

L4: 
collision-free or collision-based

L1: 
local or e2e

L3: 
saturated or non-saturated traffic 

......

Figure 16.3 A tree of problem formulations in wireless scheduling.

scheduling. With the LAD methodology described in the last section, we
will now only focus on the local contention neighborhood in this section.

L2. TheK-hop interference model states that no two links whose transmitters or
receivers are within K hops of each other can transmit simultaneously with-
out colliding, whereas the SINR (Signal-to-Interference-Noise-Ratio)-based
interference model states that collision happens only when the received
SINR drops below a threshold. We focus only on the K-hop interference
model here. The SINR-based model leads to scheduling problems that are
often more challenging and less understood in the current literature.

L3. In unsaturated systems, there is arrival of traffic with finite workload to each
node, and (queue, or rate) stability is a key metric, whereas in saturated
systems, there is infinite backlog behind each node, and the utility function
of the equilibrium rate is often the objective function to be maximized.

L4. Collision-free scheduling can be implemented either at a centralized sched-
uler or through message passing, whereas collision-based random access may
or may not involve message passing.

We will structure this section primarily according to the type of algorithm, and
secondarily according to the traffic arrival models, focusing on local contention
neighborhood and the K-hop interference model.
In the rest of this section, a wireless network G(V,L) is considered, where V

and L are the sets (and also the numbers) of nodes and links, respectively. Time
is discretized into slots, t = 0, 1, . . . For scheduling-based algorithms, we denote
S ⊂ {0, 1}L to be all schedules. A schedule, S = (Sl ∈ {0, 1} : l = 1, . . . , L) ∈ S,
is a binary vector representing the schedule, where Sl = 1 if the link l is scheduled,
and 0 otherwise. We denote by I(l) the set of interfering links of a link l. The
maximum link-level rate region Λ ⊂ R

L
+ (also referred to as throughput region)

is the smallest coordinate-convex set of S. For random access algorithms, we
denote by (pl : l ∈ L) the access probabilities over links.
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16.4.1 Collision-free algorithms

16.4.1.1 MW (max-weight)
As mentioned in the last section, scheduling in multi-hop networks with the
objective of throughput-guarantee for unsaturated arrivals dates back to the sem-
inal work by Tassiulas and Ephremides [102], where an algorithm, referred to as
max-weight, stabilizing the system whenever possible (i.e., throughput-optimal),
is proposed.

At each slot t, the links in S2(t) computed as follows activate transmissions:

S2(t) = argmax
S∈S

W (S), W (S) �
∑
l∈L

Ql(t)Sl. (16.8)

W (S) denotes the weight of a schedule S, corresponding to the aggregate
sum of queue lengths of links in S. Max-weight chooses a schedule with the
maximum weight (that may not be unique) at each slot. Solving MW can be
reduced to the NP-hard WMIS (Weighted Maximum Independent Set),2 thus is
computationally intractable and typically requires centralized computation.
The power of MW lies in the generality of its application and unawareness of

arrival statistics (i.e., making scheduling decisions based on the instantaneous
queue lengths). For single-hop, unsaturated sessions, it is proved that any mean
arrival vector λ ∈ Λ can be stabilized by MW, thus is throughput-optimal. It
was extended to end-to-end sessions with both saturated [16] and unsaturated
data [102], even under time-varying channels [15, 74].
Maximum weight scheduling is also complex: exponential computational com-

plexity at a centralized scheduler. Randomization and approximation have been
two main ideas used to reduce the computational complexity to polynomial, and
to turn the centralized calculation into a distributed algorithm with message
passing.

16.4.1.2 RPC (Randomized Pick-and-Compare)
The RPC algorithm [101] leads to the possibility of achieving throughput opti-
mality with polynomial complexity. A generalized version of RPC, γ-RPC, γ > 0,
is described first as follows:

2 For a special structure of S, a polynomial-time solution may be possible, e.g., O(L3) com-
plexity over one-hop interference model, in which case MW is simply the WMW (Weight
Maximum Matching) problem.
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At each time slot t, the γ-RPC first generates a random schedule S′(t) satisfying
C1, and then schedules S(t) defined in C2.
C1 (Pick). ∃0 < δ ≤ 1, s.t. P[S′(t) = S|Q(t)] ≥ δ, for some schedule S, where

W (S) ≥ γW 2(t).
C2 (Compare). S(t) = argmaxS={S(t−1),S′(t)}W (S).

We explain the intuition of RPC when γ = 1. Instead of finding the max-weight
schedule at each slot, it is enough to find a schedule with probabilistic guarantee
of finding an MW schedule (Pick), and sustain the good quality of schedules by
selecting a schedule that has the larger weight between the schedule randomly
chosen at this slot and that at the previous slot (Compare). Complexity reduc-
tion without sacrificing throughput is possible due to infrequent computation of
schedules. For 0 < γ < 1, all operations are the same by replacing MW schedules
by γ-optimal schedule in terms of weight in the pick operation, and turns out to
stabilize any arrival vector in γΛ [83, 111].
The authors in [70] proposed a distributed, throughput-optimal scheme using

“gossip” algorithms. The key idea is that even the steps of Pick and Compare
do not need to be accurate in order for the stability region to be maximized. In
[26], end-to-end sessions are considered, where for the pick operation, each node
tosses a coin for medium access and resolves contention through a RTS-CTS type
signaling, and for compare operation, it uses the “conflict graph” of the previous
schedule and the current random schedule, and a spanning tree is constructed in
a distributed manner for distributed comparison of the weights of two schedules.
In [83] for unsaturated, single-hop traffic under a one-hop interference model,
each node randomly decides to be a seed, and then the seeds find a random aug-
mentation with a maximum length, say k (a system parameter) for distributed
pick operation. An augmentation is basically an alternating sequence of the links
in the previous schedule and the current random schedule. Then, the network
configures the final schedule by choosing “old” or “new” links in each augmen-
tation for distributed compare operation. The parameter k trades off between
throughput and complexity. A more general interference model has been studied
in [110]. The authors in [41] applied a graph partitioning technique such that the
entire network is partitioned into multiple clusters among which no interference
exists. Then, each cluster runs RPC in parallel, such that the complexity is poly-
nomial due to the sufficient number of partitions. For networks with polynomial
growth, the proposed algorithm can also trade off between throughput and com-
plexity in an arbitrary manner, e.g., ε-gap towards optimal throughput leads to
the increasing complexity with decreasing ε, ε > 0.

16.4.1.3 Maximal/greedy algorithms
A natural approach to reduce the complexity of MW is to take a simpler,
polynomial-time solvable algorithm that may “roughly” approximate MW in
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terms of weight at each slot. Three basic algorithms – maximal, greedy, locally-
greedy – are described first in the following:

Step 1. Start with an empty schedule and a set N = L;
Step 2. Choose a link l ∈ N in the following manner, and remove from N the

links interfering with link l,
• Maximal: a random link l,
• Greedy: the link l that has the largest queue length,
• Locally-greedy: a random link l that has a locally-longest queue
length;3

Step 3. Repeat Step 2 until N is empty.

The best complexities of maximal, greedy, and locally-greedy algorithms
known to date are O((logL)4), O(L), and O(L log V ), respectively, for the one-
hop interference model [80].
Generally, maximum weight scheduling does not allow PTAS (Polynomial-

Time Approximation Scheme), i.e., there does not exist polynomial-time algo-
rithms that can approximate WMIS with arbitrarily small performance gap.
Thus, for a general network topology, only a specific ratio of partial throughput
guarantee is achieved (see Section 16.4.3.1 for more discussions). Initial studies
were conducted for single-hop, unsaturated sessions, and one-hop interference
model. The first paper that studies maximal scheduling is [21] in the switching
system, and [14] for wireless scheduling, where maximal scheduling, which just
selects a maximal schedule randomly, achieves 1/2 of the throughput region in
the worst case. Greedy and locally-greedy scheduling guarantee 1/2 of the weight
from MW at each slot, which differs from maximal scheduling. However, the
three algorithms are equivalent in terms of worst-case throughput performance
[54, 111]. It has been further shown that with end-to-end, saturated sessions, with
greedy scheduling, the maximum link-level throughput region can be carried over
to the throughput of end-to-end sessions in conjunction with certain routing and
congestion control schemes. For a general K-hop interference model, it has been
shown in [107, 90] that the worst-case performance for a general K-hop inter-
ference model is not that bad: the lower bound on throughput is obtained by
1/θ, where θ is the maximum number of non-interfering links in any interference
set.

3 A link is said to have a locally-longest queue in N , if its queue length is greater than any of
its interfering links also in N .
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There are two directions of extensions since the above research: (i) better
approximation approach, and (ii) study of greedy algorithms for important spe-
cial classes of network topologies.
In the direction of (i), in [85], sequential maximal scheduling is applied to

achieve 2/3 of the throughput region for trees and K = 1. Max-min fair rates
within the feasible region of maximal scheduling are attained and throughput
loss characterized through “interference degree” in [84]. In [32], further relax-
ations of maximal scheduling are considered, including one that collects local
neighborhood queue information with the complexity independent of network
size or topology, and another whose complexity depends on maximum degree.
The direction of (ii) is motivated by [24], which shows that throughput opti-

mality can be achieved by greedy scheduling if a notion of local pooling condition
is met. The local pooling condition of a graph consisting of the set of links L
means that every subset L′ ⊂ L should satisfy the following: for all µ,ν ∈ the
convex hull of the set of all maximal schedules of links in L′, there must exist
some link k ∈ L′ such that µk < νk. Then, [12] applied it to wireless mesh net-
works and [117] extends the local pooling idea to general multi-hop networks. In
[39], local pooling factors are calculated for various graphs and a local pooling
condition is shown to hold for greedy maximal matching over trees and under
the K-hop interference model.

16.4.2 Collision-based algorithms

16.4.2.1 Random access based on slotted aloha
We first consider slotted Aloha (S-Aloha). The algorithm at the MAC-level can
be simply described as: each link accesses the channel with the probability pl, if
backlogged. The key question here is the way of adapting pl(t) over timeslots for
good throughput.
Let µl(p) be the (average) rate for the access probability vector p = (pl : l ∈

L). Then, the average rate over link l is given by when l accesses but its interfering
links do not access, i.e.,

µl(p) = pl
∏
l∈I(l)

(1− pl). (16.9)

Denote the rate vector µ(p) = (µl(p) : l ∈ L). The link-level throughput region
of S-Aloha assuming that the queues are saturated (referred to as maximum
saturated region) is given by the set of all achievable rates for all combinations
of p, i.e.,

Λsat = {v ∈ [0, 1]L|∃p ∈ P, s.t. v ≤ µ(p)}. (16.10)

It is clear that Λsat ⊂ Λ, where recall that Λ is the maximum throughput
region achieved by MW. See Figure 16.4 for the difference of Λ and Λsat of a
simple network with two interfering links.
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Maximum throughput region Λ 

Maximum saturated throughput region Λsat  

link 1 rate

link 2 rate

Figure 16.4 Λ and Λsat.

The authors in [42] considered single-hop, saturated sessions, and studied how
to adapt pl(t) to achieve log-utility (i.e., proportional fair) optimal point, based
on message passing to determine pl(t). It follows the standard NUM framework,
but the parameters of utility functions are the average rates as in (16.9). Gen-
eralization to α-utility functions has been done in [51]. The current back-off
based random access (which is essentially the same as the slotted-Alpha algo-
rithm) has also been reverse-engineered with a non-cooperative game [100]. The
aforementioned work under single-hop sessions has been extended to multi-hop
sessions under the fixed routing for proportional fairness [105] and α-fairness
[50], so that joint congestion control and random access is developed, where still
message passing with the interfering links is required to determine the access
probability. A recent work in [71, 72] showed that we can avoid step-size tun-
ing and reduce message passing significantly, or even have zero complexity, for
certain topologies, using distributed learning of the collision histories.
The research above uses an optimization-based framework, where the dual-

based approach is applied for saturated users. For unsaturated and/or multi-hop
sessions, queue length may be necessary to either determine the next-hop route
of packets or stabilize the system. In fact, the price or Lagrange multiplier in
the optimization-based framework essentially corresponds to the queue length
of queue-based framework. The work in [34, 95] deals with single-hop sessions,
which is extended to multi-hop sessions with variable routing in [56] using the
back-pressure mechanism.

16.4.2.2 Random access based on constant time control phase
This line of work studies non-saturated arrivals, and a timeslot is now divided
into two parts: control and data slot, where a control slot has M mini-slots (M
is a system parameter). The M mini-slots are used to sense the neighborhood
activities, and decide the schedule of data transmission. Let A(v) be the incident
links to node v. We assume a one-hop interference model, which can be readily
extended to a K-hop model.
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At each slot t, each link l performs the following:
Step 1. Compute the normalized queue length 0 ≤ xl(t) ≤ 1 using queue lengths

of the interfering neighbors via message passing:

xl(t) � Ql(t)

max
[ ∑

k∈A(tx(l))Qk(t),
∑
k∈A(rx(l))Qk(t)

] . (16.11)

Step 2. The link l contends each mini-slot m with the probability pl =
f(xl(t),M) for some function f, if the contention signals from its inter-
fering links are not sensed prior to the mini-slot m.

The function f(·), which we call access function, controls the aggressiveness of
media access and has to be appropriately chosen to strike a good balance between
collision (due to aggressiveness) and under-utilization of media. The algorithms
in the literature are categorized by the shape of access functions. Two types of
contention functions have been considered so far, where g(M) is an increasing
function of M :

Type I : f(xl(t),M) = g(M)
xl(t)
M

,

Type II : f(xl(t),M) = 1− exp
(
−g(M)xl(t)

M

)
. (16.12)

In Type I algorithms, g(M) = 1 is considered in [40], which showed that the
worst-case throughput ratio is 1/3− 1/M .4 The authors in [40] further showed
that g(M) = (

√
M − 1)/2 results in the throughput ratio of 1/2− 1/√M. In

Type II algorithms, the authors in [32] showed that with g(M) = log(2M)/2,
the achieved throughput ratio is at least 1/2− log(2M)/2M which improves the
bound of Type I algorithms and is known to be the best so far.
All algorithms above essentially try to find a maximal schedule using the queue

lengths of a neighborhood, based on which they set access probability appropri-
ately. That is why the best worst-case throughput performance is roughly the
same as that of maximal scheduling for sufficiently large M.

16.4.2.3 Adaptive CSMA (A-CSMA)
Despite the many nice properties of random access based algorithms discussed
in earlier sections, they still have some limitations in terms of message passing
(Section 16.4.2.2) or small throughput region (Section 16.4.2.1). We naturally
ask the following question: Can we achieve optimality using the schemes based
on random access that do not require any message passing? Optimality here

4 The authors in [52] proposed a slightly different algorithm, which is equivalent to g(M) = 1
of Type I access function, in terms of the achieved throughput.
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refers to utility-optimality in a saturated traffic case, or rate stability (a weaker
notion than queue stability) in an unsaturated traffic case. The problem seems
to be challenging, but the answer is positive, and the key idea is to adopt the
CSMA (Collision Sense Multiple Access) scheme and adaptively control access
probabilities and channel holding times of the links according to only local queue
lengths. We present the algorithm for single-hop sessions with saturated traffic,
and other cases will be discussed later.
Consider a simple CSMA mechanism, where each link l ∈ L has two param-

eters λl and µl, denoted by CSMA(λl, µl): after a successful transmission, tx(l)
randomly picks a back-off counter according to some distribution of mean λl;
it decrements the counter only when the channel is sensed idle; and it starts
transmitting when the back-off reaches 0, and remains active for a duration µl.
The key part of A-CSMA is the way of controlling λl and µl based on the

queue-length evolution over time. Time is slotted and transmitters update their
parameters at the beginning of each slot, formally described by:

At each slot t, the tx(l), l ∈ L runs CSMA(λl[t], µ), where

ql[t+ 1] =
[
ql[t] +

b[t]
W ′(ql[t])

(
U ′−1(W (ql[t])

V

)− Sl[t]
)]qmax

qmin

, (16.13)

λl[t+ 1] = µ−1 exp(W (ql[t+ 1])), (16.14)

for diminishing step size b[t], some increasing functionW (·), and positive param-
eter V > 0 chosen by the system designer, and the Sl[t] corresponds to the total
number of packets served at link l.

The equation (16.13) simply represents a virtual queue dynamics (lower- and
upper-bounded by some constants). The adaptive choice of CSMA parameters
is done as in Equation (16.14). Note that no message passing is necessary for A-
CSMA, and only a sensing capability that is typically autonomous by measuring
interference from neighbors, is required for implementation.
Adaptive CSMA above can be shown to be arbitrarily close to optimality, in

terms of rate stability for unsaturated traffic or utility for saturated traffic. We
first consider an ideal case in which the back-off timer and holding time are
continuous so that there exist no collisions. The key idea of near-optimality of
A-CSMA is as follows: for a fixed (λl, µl), l ∈ L, the system evolves according
to a reversible Markov process (e.g., see [25] and references therein) with its
state being a schedule at time t, say, m(t) ∈ S. Then, the stationary distribu-
tion of a reversible Markov process m(t) has a product-form with the intensity
of links (i.e., ρl = λl × µ) as key parameters and is also insensitive to the holding
time distribution, allowing us to use a constant holding time µ and only control
λl. It turns out that choosing intensities according to (16.14) enables the sys-
tem to concentrate on the max-weight with arbitrarily high probability. The key
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challenge for proving convergence without assuming timescale separation, how-
ever, is that the queue lengths still change dynamically while CSMA is running
(thus the parameters of CSMA also change).
Historically, the case for the fixed access parameters (λl, µl : l ∈ L) can be

considered generally in the theory of loss networks [43]. It has been demonstrated
that even non-adaptive CSMA could also achieve strong throughput performance
close to throughput-optimality [25, 81, 7].
Turning to random access with adaptive channel access rate, [35] first pro-

posed a simulated-annealing based approach to general distributed scheduling.
A similar idea has been applied to wireless scheduling in several recent papers:
for saturated [36, 58, 57] and unsaturated arrivals [91] with [36] first developing
a utility-optimal CSMA algorithm for wireless networks. For unsaturated ses-
sions with the objective being throughput-optimality, the authors in [91] proved
that when the weight function W (·) is sufficiently slow (e.g., log log(·) in [91]),
the random access algorithm is asymptotically optimal. For saturated sessions,
utility-optimality is shown in [36, 58, 57], where the weight function W (·) is
relaxed and does not have to be very slow, since the decreasing step size b[t]
is responsible for making the dynamics of (ql[t], l ∈ L)∞t=0 sufficiently slow, such
that the throughput over links is averaged out.
The proof is based on stochastic approximation with continuous-time controlled

Markov noise, where (q[t])∞t=0 is slowly updated when the step size b[t] is suffi-
ciently small and the (non-homogeneous) Markov process with the kernel con-
trolled by q[t]. In this case, we can prove that the system converges to an ordinary
differential equation with schedules at the stationary regime, whose converging
point is in turn a solution of the slightly modified optimization problem from the
original one. The difference gap between the modified and the original algorithm
is a decreasing function of V, so as to be reduced arbitrarily by increasing V. In
addition, the issues arising when the ideal continuous-time algorithms without
collisions are applied to the practical discrete-time setting with collisions, such as
their performance gap, avoiding collisions, trade off between short-term fairness
and efficiency, have been studied in [58, 76, 57].
Related work also includes [66, 65] that study the throughput- and utility-

optimality in the sense that the number of users is sufficiently large and the
sensing period is sufficiently small, extending the fixed point analysis of CSMA
in the single-hop wireless networks.

16.4.3 Performance–complexity tradeoff

The previous discussion focused primarily on throughput as represented through
stability region or utility function. Other performance issues, especially delay,
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as well as various measures of complexity, such as time complexity,5 are also
important although relatively under-explored. We start this section on these
topics with a 2D tradeoff discussion.

16.4.3.1 2D throughput–complexity tradeoff
A first goal here is to develop a family of parameterized algorithms that can
arbitrarily trade off between throughput and complexity. The question is on
the parameterized algorithms that can arbitrarily trade off from 0 to 1 with
polynomial complexity.
We first explain why realizing this arbitrary tradeoff in parameterized algo-

rithms needs a non-trivial study. A candidate approach is to take a computation-
theoretic approach of finding approximating algorithms to the max-weight
scheduling (the WMIS problem), i.e., finding “ε-optimal” algorithms that achieve
(1− ε)W 2 with polynomial-time complexity being a decreasing function of ε
(note that the algorithm guaranteeing (1− ε)W 2 at each slot achieves (1− ε) of
the throughput region [54]). The difficulty of such an approach comes from the
fact that the WMIS problem does not allow PTAS (Polynomial Time Approx-
imation Scheme), and only permits special approximation ratios such as 1/2 of
greedy scheduling under the one-hop interference model. We survey the recent
advances on this subject by categorizing them into two approaches, briefly men-
tioned earlier in Sections 16.4.1.3 and 16.4.1.2.
The first approach is to consider only a special, yet wide class of network

topologies that allow PTAS. The authors in [82] divide an entire graph into
disjoint clusters of links also called “stripping,” such that each cluster does not
interfere with other clusters. With this “graph partitioning” technique, the sched-
ule computations inside each cluster occur in a parallelized manner, leading to
a reduction of complexity. A similar idea of graph partitioning has been used in
[41] in conjunction with the approach explained next.
Another approach is to use γ-RPC in Section 16.4.1.2 for general networks

that enables us to reduce complexity without loss of throughput. In other words,
throughput ratios that cannot be given by the WMIS approximation can be
“stuffed” by RPC with the corresponding γ. In [83], the authors propose a family
of distributed scheduling algorithms parameterized by, say k, and show that the
algorithm k achieves k/(k + 2) of the maximum throughput region, under the
one-hop interference model. The k-algorithm requires 4k + 2 rounds as control
overhead, where one round is measured by the time for sending a message and
receiving an ACK to and from neighboring nodes. The work in [83] has been
extended to the case of the general M -hop interference model in [110].

5 The number of operations in centralized scheduling or the frequency of message passing in
distributed scheduling.
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16.4.3.2 3D throughput–delay–complexity tradeoff
How is it possible that time complexity can be reduced arbitrarily without affect-
ing throughput? A simple answer is that throughput is defined with respect to
the asymptotic concept of stability, and a price to pay for complexity reduction
is delay. The authors in [111] quantify the 3D tradeoffs among throughput, com-
plexity, and delay, and disclose the pros and cons of randomized techniques in a
general setup, as summarized in Figure 16.5.

Throughput

Delay

Complexity

O(2L)

O(2L)

1

MW

RPC (γ=1)

Greedy/Maximal

stretching

γ-RPC

Figure 16.5 3D tradeoff among throughput, delay, and complexity.

The key intuition is as follows: consider the following simple scheduling, which
we call m-stretched MW: on every m <∞ slots, an optimal max-weight schedule
is computed and updated, and between the slots of max-weight schedules, the
schedule at the previous slot is used without any change. Them-stretched MW is
probably throughput-optimal, since the throughput region, measured by stabil-
ity region of arrivals, is an asymptotic concept only defined over very long time,
so that infrequent computation of optimal schedules does not affect throughput.
Note that since max-weight schedules are computed every m slots, the amortized
complexity (per slot) can be reduced to O(2L/m). However, infrequent schedule
update has an adverse impact on delay which linearly increases with m. Reduc-
tion of complexity from exponential to polynomial entails exponential increase
of delay.
The RPC algorithm shares a similar approach as m-stretched MW. Randomly

selecting a schedule that has positive probability δ of finding a max-weight sched-
ule (Pick), it finds a max-weight schedule every 1/δ slots on average. From
Compare, a schedule as good as the schedule at the previous slot in terms of
their weights is used, which is necessary for distributed, randomized implemen-
tation. Then, again to reduce complexity from exponential to polynomial, it is
required that δ = O(1/2L), which is verified by all algorithms based on RPC,
leading to exponential delay increase.



Stochastic NUM and wireless scheduling 349

16.4.3.3 Delay characterization and reduction
Analyzing performance or developing delay optimal scheduling is challenging due
to intractable coupling of queues over links. Note that the queueing-theoretic
interpretation of wireless scheduling is a type of constrained queueing system,
where scheduling rules induce high coupling of queueing dynamics among links
due to interferences, introducing technical difficulties especially for general net-
work topologies. Thus, research in the literature mainly relies on approximation
or (order-wise) bound techniques, which we divide into four categories explained
next.

Lyapunov bounds

Bounds (on the total average queue lengths of links, i.e.,
∑
l E[Ql(t)]) are

tractable as a “by-product” of throughput proof by intelligently manipulating
Lyapunov drifts used to prove stability. The bound is first studied for non-
saturated traffic [75, 41, 111] for different system models and scheduling rules.
For non-saturated (but not infinitely backlogged) traffic, the tradeoff between
achieved utility and queue-length bound has been studied in [74, 73, 28, 15] (see
Section 16.3.3), where especially in [73], it was shown that the order-optimal
tradeoff is O(V ) queue length bound vs. O(log V ) utility gap, where V is the
tradeoff system parameter. The 3D tradeoff research in Section 16.4.3 is also
based on this bound technique, which generalizes [83, 82]. Lyapunov bounds are
often very loose, thus difficult to be applied to practical systems as a real delay
performance.

Large deviations analysis

In the setting based on large deviations, one is interested in algorithms that
maximize the asymptotic decay-rate of queue overflow probability, as measured
by P[maxiQi(0) > B], for some threshold B, and Qi(0) is the stationary queue
length of link i [87, 115, 98, 104]. This research has been conducted only in a
single-cell wireless network, since, again due to dimensionality and other techni-
cal difficulties, the proof techniques are not scalable for general multi-hop net-
works. In [98], it was shown that a concept called “exponential rule” achieves
optimal decay-rate.

Heavy-traffic analysis

Unlike the previous two approaches, heavy traffic analysis focuses on the network
model with bottleneck links (i.e., arrival volumes are almost at system capacities
at these links). The key idea is to approximate the original systemQ(t) = {Ql(t)}
by considering a sequence of systems, appropriately scaled in time and space, and
studying the limiting system. The limiting system is often an interesting one that
allows mathematical tractability. The key technical challenge lies in an impor-
tant intermediate step of proving state space collapse for reduction of dimensions
(from L to one), permitting, i.e., multi-dimensional queue-length vectors to be
expressed as a scaled version of a one-dimensional workload process. The research
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on heavy traffic analysis in scheduling has been conducted in [96, 86, 89] that
essentially validates the delay-optimality of max-weight scheduling or its variants
in the sense of a long-term average workload or path-wise. The major techniques
are borrowed from the heavy traffic analysis in multi-class queueing networks,
e.g., [10, 106]. A more practical system that explicitly considers signaling com-
plexity has been studied in [113], by modeling time of message passing with
vacations. Explicit consideration of signaling complexity leads to different trade-
offs among delay, throughput, and complexity, which in turn depends in the
various regimes on the ratio of the time duration of signaling to that of data
transmission.

System simplification

The final approach is to modify the original queueing system into a simpler
one which, however, still captures useful features for delay analysis. Examples
include [33] that uses the idea of (K,X)-bottleneck – a set of links X such that
no more than K of them can simultaneously transmit, from which an efficient
technique is developed to reduce such bottlenecks to a single queue system fed
by a refined arrival process from the original arrival process. They proved that
delay analysis of the simplified system is tractable from the standard queueing
theory, and provide a good lower-bound on delay.

16.4.4 Future research directions

While there has been substantial progress in LAD with stochastic dynamics
on the problem of wireless scheduling, there are still many open problems and
under-explored topics.
Q1. How should we consider the “effective performance” of scheduling algorithms

by deducing the impact of complexity, for general graphs?
Q2. We only have “achievability” curves in most cases of the 3D tradeoff space.

What about achievability surface or converse curves or surfaces? Can we
also characterize the tradeoff between performance and complexity in terms
of computation, communication, spatial complexity, and message size?

Q3. Delay analysis has been conducted mainly based on approximation or
asymptotics. Can we characterize delay more sharply and minimize it?

Q4. Can we understand algorithms without message passing (e.g., A-CSMA)
better in terms of cost to be paid as well as their transient performance? How
can we transfer theory to practice in actual implementaion and deployment?

Q5. How can we jointly control scheduling and power control in a distributed
way? As two mechanisms controlling interference, one over the time axis
and the other over the power axis, scheduling and power control for the
SIR-based interference model remains a challenging exercise for LAD and
SNUM.
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Network coding has been shown to help achieve optimal throughput in directed
networks with known link capacities. However, as real-world networks in the
Internet are bi-directed in nature, it is important to investigate theoretical and
practical advantages of network coding in more realistic bi-directed and peer-
to-peer (P2P) network settings. In this chapter, we begin with a discussion of
the fundamental limitations of network coding in improving routing through-
put and cost in the classic undirected network model. A finite bound of 2 is
proved for a single communication session. We then extend the discussions to
bi-directed Internet-like networks and to the case of multiple communication ses-
sions. Finally, we investigate advantages of network coding in a practical peer-
to-peer network setting, and present both theoretical and experimental results
on the use of network coding in P2P content distribution and media streaming.

17.1 Network coding background

Network coding is a fairly recent paradigm of research in information theory
and data networking. It allows essentially every node in a network to perform
information coding, besides normal forwarding and replication operations. Infor-
mation flows can therefore be “mixed” during the course of routing. In contrast
to source coding, the encoding and decoding operations are not restricted to the
terminal nodes (sources and destinations) only, and may happen at all nodes
across the network. In contrast to channel coding, network coding works beyond
a single communication channel, it contains an integrated coding scheme that
dictates the transmission at every link towards a common network-wise goal.
The power of network coding can be appreciated with two classic examples in
the literature, one for the wireline setting and one for the wireless setting, as
shown in Figure 17.1.
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Figure 17.1 The power of network coding. (a) A wireline network where network
coding help achieve a multicast throughput of 2 bps. (b) A wireless network where
network coding help improve the data exchange rate between Alice and Bob.

Figure 17.1(a) shows a wireline network with a single multicast transmission,
from a sender S to two receivers T1 and T2 simultaneously. These three terminal
nodes are in black; the four white nodes are relay nodes. Each of the nine links in
the network has the same unit capacity of 1 bps. With the assumption that link
delays can be ignored, a multicast transmission scheme with network coding is
depicted. Here a and b are two information flows each of rate 1 bps. Replication
happens at nodes B, C and D. Encoding happens at relay node A, which takes a
bit-wise exclusive-or upon the two incoming flows a and b, and generates a+ b.
The multicast receiver T1 receives two information flows b and a+ b, and can
recover a as a = b+ (a+ b). Similarly, T2 receives a and a+ b and can recover b.
Both receivers are therefore receiving information at 2 bps, leading to a multicast
throughput of 2 bps. The reader is invited to verify that, without network coding,
the throughput 2 bps cannot be achieved.
Figure 17.1(b) shows a wireless network, in which Alice and Bob each oper-

ates a laptop computer and communicate to each other through the help of a
relay A (a third laptop computer or a base station). Each of the three nodes
is equipped with an omnidirectional antenna; Alice and Bob are too far away
from each other for direct communication, but can both reach the relay A in the
middle. Assume Alice and Bob wish to exchange a pair of files. In the depicted
transmission scheme, the exchange of a pair of packets (a from Alice and b from
Bob) is achieved within three rounds, without interference between concurrent
transmissions. It is an easy exercise to verify that without coding at the relay
node A, four rounds would have been necessary.
In both examples above, the coding operation is bit-wise exclusive-or, which

can be viewed as coding over the finite field GF (2). A larger field GF (2k) can
be used in general network coding, with typical values for k being 8 or 16. Since
the seminal work of Ahlswede et al. [2] published in 2000, the benefit of network
coding has been identified in a rather diverse set of applications, including for
example: improving network capacity and transmission rates, efficient multicast
algorithm design, robust network transmissions, network security, and P2P file
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dissemination and media streaming. Our focus in this chapter is on the poten-
tial for network coding to improve transmission throughput in various network
models.

17.2 Network coding in bi-directed networks

Early research on network coding usually focused on directed network models,
where each link in the network had a prefixed direction of transmission. A funda-
mental result for network coding in directed networks generalizes the celebrated
max-flow min-cut theorem from one-to-one unicast flows to one-to-many multi-
cast flows:

Theorem 17.1. [2] For a given multicast session in a directed network with
network coding support, if a unicast rate x is feasible from the sender to each
receiver independently, then it is feasible as a multicast rate to all the receivers
simultaneously.

This result changed the underlying structure of multicast algorithm design,
from a tree packing perspective (without coding) to a network flow perspective
(with coding), and consequently reduced the computational complexity of opti-
mal multicast from NP-hard to polynomial-time solvable. Both changes apply
in undirected as well as in directed networks. It has been shown that the coding
advantage, the ratio of achievable throughput with coding versus without coding,
can be arbitrarily high in directed networks. In this chapter, we reveal a different
picture in undirected networks and bi-directed networks , which are closer to the
reality of Internet topologies.

17.2.1 Single multicast in undirected networks

A single communication session can be in the form of a one-to-one unicast,
one-to-many multicast or one-to-all broadcast. Among these, multicast is the
most general. Unicast and broadcast can be viewed as special cases of multicast,
where the number of receivers equals one and the network size, respectively.
Hence, for the case of a single communication session, we focus on multicast.
We use a simple graph G = (V,E) to represent the topology of a network, and
use a function C : E → Z+ to denote link capacities. The multicast group is
M = {S, T1, . . . , Tk} ⊆ V , with S being the multicast sender. In our graphical
illustrations, terminal nodes in the multicast group are black, and relay nodes
are white.
We use χ(N) to denote the maximum throughput of a multicast network N .

A linear programming formulation for χ(N), based on Theorem 1.1, is given
below [14]. Here the objective function is χ, the multicast throughput; N(u) is
the set of neighbor nodes of u, fi is a network flow from the multicast sender
S to receiver Ti, c is a variable vector storing link capacities for an orientation
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of the undirected network, and
→
TiS is a conceptual feedback link introduced for

compact LP formulation.

χ(N) := Maximize χ

Subject to:



χ ≤ fi(
→
TiS) ∀i

fi(
→
uv) ≤ c(

→
uv) ∀i, ∀ →uv "=

→
TiS∑

v∈N(u)(fi(
→
uv)− fi(

→
vu)) = 0 ∀i,∀u

c(
→
uv) + c(

→
vu) ≤ C(uv) ∀uv "= TiS

c(
→
uv), fi(

→
uv), χ ≥ 0 ∀i,∀ →uv

We compare χ(N) with two other parameters defined for a multicast network,
the packing number and edge connectivity, and derive a bound on the coding
advantage from the comparison results.
Packing refers to the procedure of finding pairwise edge-disjoint sub-trees of

G, in each of which the multicast group remains connected. The packing number
of a multicast network N is denoted as π(N), and is equal to the maximum
throughput without coding. The reason is that each tree can be used to transmit
one unit information flow from the sender to all receivers, therefore the packing
number gives the maximum number of unit information flows that can be trans-
mitted. When relaxing flow rates on trees to be fractional, the packing number
can be defined using the following linear program. Here T is the set of all multi-
cast tree, f(t) is a variable representing the amount of information flow one ships
along tree t.

π(N) := Maximize
∑

t∈T f(t)

Subject to: {∑
uv∈t f(t) ≤ C(uv) ∀uv ∈ E

f(t) ≥ 0 ∀t ∈ T

Connectivity refers to the minimum edge connectivity between a pair of nodes
in the multicast group, and is denoted as λ(N). It is also the minimum size of a
cut that separates the communication group. Figure 17.2 illustrates the concept
of these parameters using an example network. We next prove a main theorem
that categorizes the relation among them.

Theorem 17.2. For a multicast transmission in an undirected network,
N={G(V,E), C : E→Z+,M = {S, T1, . . . , Tk} ⊆ V },

1
2
λ(N) ≤ π(N) ≤ χ(N) ≤ λ(N).

Proof: First, furnishing nodes with extra coding capabilities does not decrease the
achievable throughput, hence π(N) ≤ χ(N). Furthermore, for a certain multicast
throughput to be feasible, the edge connectivity from the sender to any receiver
(unicast throughput) has to achieve at least the same value, therefore χ(N) ≤
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Figure 17.2 The three network parameters. In this particular network with unit
capacity at each undirected link: π(N) = 1.8, nine trees (each labeled with a letter
between ‘a’ and ‘i’) each of rate 0.2 can be packed; χ(N) = 2, two unit information
flows a and b can be delivered to all receivers simultaneously; λ(N) = 2, each pair of
terminal nodes is 2-edge-connected.

λ(N). We now have π(N) ≤ χ(N) ≤ λ(N), and will focus on the validity of
1
2λ(N) ≤ π(N) in the rest of the proof. We first transform the multicast network
into a broadcast one without hurting the validity of 1

2λ(N) ≤ π(N), and then
prove 1

2λ(N) ≤ π(N) is true in the resulting broadcast network.
The transformation relies on Mader’s Undirected Splitting Theorem [3]: Let

G(V + z, E) be an undirected graph so that (V,E) is connected and the degree
d(z) is even. Then there exists a complete splitting at z preserving the edge-
connectivity between all pairs of nodes in V .
A split-off operation at node z refers to the replacement of a 2-hop path u-

z-v by a direct edge between u and v, as illustrated in Figure 17.3. A complete
splitting at z is the procedure of repeatedly applying split-off operations at z
until z is isolated.

u v

z

u v

z

Figure 17.3 A split-off at node z.

The Undirected Splitting Theorem states that, if a graph has an even-degree
non-cut node, then there exists a split-off operation at that node, after which
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the pairwise connectivities among the other nodes remain unchanged; and by
repeatedly applying such split-off operations at this node, one can eventually
isolate it from the rest of the graph, without affecting the edge-connectivity of
any node pairs in the rest of the graph.
Now, consider repeatedly applying one of the following two operations on

a multicast network: (1) apply a complete splitting at a non-cut relay node,
preserving pairwise edge connectivities among terminal nodes in M ; or (2) add
a relay node that is an M-cut node into the multicast group M , i.e., change its
role from a relay node to a receiver. Here an M-cut node is one whose removal
separates the multicast group into more than one disconnected components.
Figure 17.4 illustrates these two operations with a concrete example.

T1

T2

S

A

B (a)

T1

T2

S

B

T3

(b)

T1

T2

S

T3

(c)

Figure 17.4 Transforming a multicast network into a broadcast network, where the
validity of 1

2λ(N) ≤ π(N) can be traced back. (a) The original multicast network,
with unit capacity on each link. (b) The network after applying operation (2), moving
the M-cut node A into the multicast group. Node A becomes receiver T3. (c) The
network after applying operation (1). A split-off was done at relay node B. A
broadcast network is obtained.

In order to meet the even node degree requirement in the Undirected Splitting
Theorem, we first double each link capacity in the input network, then scale
the solution down by a factor of 1/2 at the end. Each node has an even degree
after doubling link capacities, and a split-off operation does not affect the parity
of any node degree in the network. Therefore the Undirected Splitting Theorem
guarantees that as long as there are relay nodes that are not cut nodes, operation
(1) is possible. Furthermore, operation (1) does not increase π(N). Therefore,
if 1

2λ(N) ≤ π(N) holds after applying operation (1), it holds before applying
operation (1) as well. Operation (2), applied to M-cut nodes, does not affect
either π(N) or λ(N). So, again we can claim that for operation (2), if 1

2λ(N) ≤
π(N) holds after applying the operation, it holds before applying the operation
as well.
As long as there are relay nodes in the multicast network, at least one of the

two operations can be applied. If both operations are possible, operation (1)
takes priority. Since each operation reduces the number of relay nodes by one,
eventually we obtain a broadcast network with terminal nodes only.
The fact that 1

2λ(N) ≤ π(N) holds in a broadcast network can be proved by
applying Nash-Willams’ Weak Graph Orientation Theorem [3]: a graph G has an
α-edge connected orientation if and only if it is 2α-edge connected. By the Weak
Graph Orientation Theorem, we can orient an undirected multicast with connec-
tivity λ(N) into a directed one, so that the network flow rate from any node to
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any other node (including in particular from the multicast sender to any multi-
cast receiver) is at least 1

2λ(N). Then by Theorem 1.1, a multicast rate of
1
2λ(N)

is feasible with network coding. Therefore we obtain χ(N) ≥ 1
2λ(N). Further-

more, Tutte–Nash-Williams’ Theorem [20] on spanning tree packing implies that
π(N) = χ(N) in any broadcast network, and hence we also have π(N) ≥ 1

2λ(N).
Finally, note that we obtained an integral transmission strategy after doubling

each link capacity. Therefore, after we scale the solution back by a factor of 1/2,
the transmission strategy is half-integral.

Corollary 17.1. For a multicast transmission in an undirected network, the
coding advantage is upper-bounded by a constant factor of 2, with either fractional
routing or half-integer routing.

Proof: By Theorem 3, 1
2λ(N) ≤ π(N) and χ(N) ≤ λ(N) as long as half inte-

ger routing is allowed. Therefore we conclude 1
2χ(N) ≤ π(N), i.e., the coding

advantage χ(N)/π(N) ≤ 2.

17.2.2 The linear programming perspective

We have just derived a bound of 2 for the coding advantage through a graph-
theoretic approach. A linear programming perspective for studying the coding
advantage turns out to be also interesting, and can lead to the same proven
bound as well as other insights.

Table 17.1. min Steiner tree IP and min-cost multicast LP.

Minimize
∑

e w(e)f(e)
Subject to:

{∑
e∈Γ f(e) ≥ 1 ∀ cut Γ

f(e) ∈ {0, 1} ∀e

Minimize
∑

e w(e)f(e)
Subject to:

{∑
e∈Γ f(e) ≥ 1 ∀ cut Γ

f(e) ≥ 0 ∀e

Table 17.1 shows the linear integer program for the min Steiner tree problem
on the left, where f is the variable vector and w is the constant link cost vector;
Γ is a cut, or a set of links whose removal separates at least one receiver from the
sender. The flow f(e) can be assumed to be in the direction of originating from
the sender component. On the right of the table is a linear program for min-cost
multicast with network coding, with target throughput 1. The validity of this
LP is based on Theorem 1.1. Note that different LP formulations for optimal
multicast with network coding are possible and known, including link-based,
path-based, and cut-based ones. The first has a polynomial size and is practical
to solve, while the later two are often convenient for theoretical analysis.
It is interesting that the min-cost multicast LP is exactly the LP relaxation

of the min Steiner tree IP. Therefore the coding advantage for cost is equivalent
to the integrality gap of the Steiner tree IP. Agarwal and Charikar [1] further
applied LP duality to prove that the maximum coding advantage for throughput
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is equivalent to the maximum integrality gap of the min Steiner tree IP. This
reveals an underlying equivalence between the coding advantage in reducing
cost and that in improving throughput, and also provides an interpretation of
the power of network coding from the LP perspective: the flexibility of allowing
arbitrary fractional flow rates. Furthermore, since it has been proven that the
maximum integrality gap for the Steiner tree IP is 2 [1], one obtains an alternative
proof for the bound 2 of the coding advantage; although it is not immediate
whether this proof also works for half-integral flows.

17.2.3 Single multicast in Internet-like bi-directed networks

Given the fact that the coding advantage is finitely bounded in undirected net-
works but not so in directed ones, it is natural to ask which model is closer to
real-world networks, and whether the coding advantage is bounded in such net-
works. A real-world computer network, such as the current-generation Internet,
is usually bi-directional but not undirected. If u and v are two neighbor routers in
the Internet, the amount of bandwidth available from u to v and that from v to
u are fixed and independent. At a certain moment, if the u→v link is congested
and the v→u link is idling, it is not feasible to “borrow” bandwidth from the
v→u direction to the u→v direction, due to the lack of a dynamic bandwidth
allocation module. Therefore, the Internet resembles an undirected network in
that communication is bi-directional, and resembles a directed network in that
each link is directed with a fixed amount of bandwidth.
A better model for the Internet is a balanced directed network. In a balanced

directed network, each link has a fixed direction. However, a pair of neighboring
nodes u and v are always mutually reachable through a direct link, and the ratio
between c(

→
uv) and c(

→
vu) is upper-bounded by a constant ratio α ≥ 1. In the case

α = 1, we have an absolutely balanced directed network. This is rather close to
the reality in the Internet backbone, although last-hop connections to the Inter-
net exhibit a higher degree of asymmetry in upstream/downstream capacities.
Based on the constant bound developed in the previous section, we can show that
the coding advantage in such an α-balanced network is also finitely bounded.

Theorem 17.3. For a multicast session in an α-balanced bi-directional network,
the coding advantage is upper-bounded by 2(α+ 1).

Proof: We first define a few notations. Let N1:α be the α-balanced network; let
N1 be an undirected network with the same topology as N1:α, where c(uv) in N1

is equal to the smaller one of c(
→
uv) and c(

→
vu) in N1:α; let Nα+1 be the undirected

network obtained by multiplying every link capacity in N1 with α+ 1. Then we
have:

π(N1:α) ≥ π(N1) ≥ 1
α+ 1

π(Nα+1) ≥ 1
α+ 1

1
2
χ(Nα+1)

≥ 1
2(α+ 1)

χ(N1:α).
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In the derivations above, the third inequality is an application of Theorem 1.1;
the other inequalities are based on definitions.
From Theorem 1.3, we can see that the more “balanced” a directed network

is, a smaller bound on the coding advantage can be claimed. In the case of an
absolutely balanced network, the bound is 4. In arbitrary directed networks, α
may approach ∞, and correspondingly a finite bound on the coding advantage
does not exist.

17.2.4 Towards tighter bounds

The constant bound of 2 for the coding advantage in undirected networks is not
tight. So far, the largest coding advantage value observed is 9/8 for relatively
small networks [14], and approaches 8/7 in a network pattern that grows to infi-
nite size [1]. Closing the gap between 2 and 8/7 is an important open research
direction. The significance here is twofold. First, it may provide a better under-
standing and more in-depth insights to network coding. Second, it may lead to
advances in designing Steiner tree algorithms, which have important applications
in operations research, VLSI design, and communication networks. Both the min-
imum Steiner tree problem and the Steiner tree packing problem are NP-hard,
and it is known that for any constant α > 1, a polynomial-time α-approximation
algorithm exists for one of them if and only if it exists for the other. Note that,
one may approximate the Steiner packing value π(N) by computing the multicast
throughput χ(N) instead. Such an approach yields a polynomial-time approxi-
mation algorithm, and the approximation ratio is precisely the tight upper-bound
for the coding advantage. It is probable that the tight bound is closer to 8/7 than
to 2. In that case, we might have obtained a better approximation algorithm for
Steiner trees than the current best [18], which has an approximation ratio of 1.55.
Initial progress has been made towards proving a tighter bound. In particular, it
was proven that for a special set of combinatorial networks containing infinitely
many network instances, the coding advantage is always bounded by 8/7 [19]. It
is worth noting that so far, most known undirected network examples with >1
coding advantage are closely related to the three-layer combinatorial networks.

17.2.5 Multiple communication sessions

Drastic changes occur when we switch the context from single to multiple com-
munication sessions, where both intra-session and inter-session network coding
are possible and need to be jointly considered. The complexity of deciding the
optimal network coding scheme or the optimal throughput becomes NP-hard,
and linear coding is not always sufficient. A fundamental tradeoff accompanies
network coding across sessions: the ability to exploit the diversity of information
flows brought by network coding, versus the onus of eliminating “noise” intro-
duced by network coding on the receivers which no longer share the exact same
interest in information reception. An understanding towards such a tradeoff is
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only preliminary so far. In terms of demonstrating a higher coding advantage,
no existing evidence shows that multiple sessions represent a better paradigm to
be considered than single session.
For the special case where each session is a unicast, it is known that the

coding advantage can be larger than 1 if either (a) the network is directed, or
(b) integral routing is required. Due to the arbitrary asymmetry of connectivity
between node pairs in opposite directions in (a), the gap can be as high as linear
to the network size [10] and is therefore unbounded. In sharp contrast is the
fact that so far, no example has been discovered for the case of an undirected
network with fractional routing, where the coding advantage is larger than 1. It
was conjectured in 2004 that network coding does not make any difference in this
case [13, 9]. Arguments based on duality theory show that if the conjecture is
false, then that implies a fundamental barrier on throughput-distance product in
data communication can be broken by means of coding. The conjecture remains
open today, with settlement obtained in special cases. It is worth noting that
such settlement, even for the case of a 5-node fixed topology network, leverages
tools from not only graph theory but also information theory, such as entropy
calculus and information inequalities [12].
The case of multiple multicast sessions is most general and is even less under-

stood. Furthermore, most existing results there pertain to directed networks only,
and will not be discussed in this chapter. Due to space limitations, we have also
chosen not to cover related studies of the coding advantage in other models, such
as the case of average throughput and the case of wireless networks.

17.2.6 The source independence property of multicast

The source independence property refers to the fact that once the set of terminal
nodes (including the sender and the receivers in the multicast group) is fixed in
a given network, then the maximum achievable throughput is fully determined,
regardless of which terminal node takes the sender role. Such a property is not
true in directed networks, where bandwidth between neighbor nodes can be
arbitrarily unbalanced. It holds in undirected networks for multicast without
network coding, i.e., for tree packing. The definition of the packing number π(N)
does not specify which terminal node is the “sender” or the “root of the tree.”
The fact that source independence also holds in undirected networks for multicast
with network coding is less obvious, but has been proven [14]. The proof is based
on the observation that a valid multicast flow originating from one terminal node
can be manipulated to construct a valid multicast flow of unchanged throughput
that originates from another terminal node. More specifically, one just needs to
reverse the network flow between the old sender and the new sender, as illustrated
in Figure 17.5; the information content of the flow at each link does not need to
be changed. It is interesting to observe that the definition of χ(N) relies on the
selection of a special terminal node as the multicast sender, which should not
be necessary by the source independence property. An equivalent, symmetrical
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definition of χ(N) that does not isolate a single terminal node with a special role
is open.
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Figure 17.5 The source independence property of multicast with network coding:
switching the source from a terminal A node to another terminal node B. The
information flow between A and B are simply reversed.

We note that both the finite bound on the coding advantage and the source
independence property hold in undirected networks but not in directed ones. We
also showed that the finite bound holds in balanced directed networks. Now it
is interesting to ask whether source independence also holds in an absolutely
balanced directed network – we leave that as an exercise for the reader.

17.3 Network coding in peer-to-peer networks

Beyond theoretical studies, it is natural to assume a more pragmatic role and
explore the feasibility of applying network coding to data communication over
the Internet. It is intuitive that peer-to-peer (P2P) networks represent one of the
most promising platforms to apply network coding, since end-hosts on the Inter-
net (called “peers”) have the computational power to perform network coding,
and are not constrained by existing Internet standards that govern most network
switches at the core of the Internet. We now turn our attention to the advantages
(and possible pitfalls) of using network coding in peer-to-peer networks, with a
focus on two applications: content distribution and media streaming.

17.3.1 Peer-assisted content distribution with network coding

If the Internet is modeled as a balanced directed network, we have shown that
the coding advantage is upper-bounded in theory. In reality, however, more prag-
matic factors come into play when we consider the fundamental problem of multi-
cast sessions: link capacities are not known a priori, and the optimal transmission
strategy – including the linear code to be applied – needs to be computed. In
the Internet, a multicast session corresponds naturally to a session of content
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distribution, where information (such as a file) needs to be disseminated to a
group of receivers.
Though it is feasible to use dedicated servers to serve content exclusively, it

is wise to organize the receivers in a topology so that they serve one another,
which captures the essence of peer-assisted content distribution in peer-to-peer
networks. As peers assist each other by exchanging missing pieces of the file,
they contribute upload bandwidth to the overall system of content distribution,
thus alleviating the bandwidth load (and the ensuing costs) of dedicated content
distribution servers.
In a peer-assisted content distribution session, the content to be disseminated

is divided into blocks. Each peer downloads blocks that it does not have from
other peers, and in turn, uploads blocks it possesses to others at the same time.
Which block should a peer download, and from whom? Referred to as the block
scheduling problem, this question needs to be addressed by designing protocols in
a decentralized fashion, with local knowledge only. A poorly designed protocol
may lead to the problem of rare blocks that are not readily available in the
peer-to-peer network: those who have these rare blocks do not have the upload
bandwidth to satisfy the demand for them.
To take advantage of network coding in peer-assisted content distribution, the

first roadblock is the need to assign linear codes to network nodes. Randomized
network coding, first proposed in [11], advocates the use of random linear codes,
by assigning randomly generated coding coefficients to input symbols. With ran-
domized network coding, receivers are able to decode with high probability, and
no a-priori knowledge of the network topology is assumed.
Gkantsidis et al. [8] have proposed to apply the principles of randomized net-

work coding to peer-assisted content distribution systems. The basic concept
may be best illustrated in the example of Figure 17.6. The file to be dissemi-
nated is divided into n blocks b1, b2, . . . , bn. The source first generates random
coefficients c1, c2, . . . , cn, and then performs random linear coding on the original
blocks bi using these coefficients. All other peers follow suit, by generating coded
blocks with random linear coding, using random coefficients on existing coded
blocks it has received so far. All operations are to take place in a Galois field of
a reasonable size, e.g., 216, to ensure the linear independence of encoded blocks
[11].
It has been shown in [8] that the use of network coding introduces a substan-

tial performance gain. We intuitively show such potential using the example in
Figure 17.7. Assume that peer A has received blocks 1 and 2 from the source. If
network coding is not used, node B can download block 1 or 2 from A with the
same probability. At the same time, assume C independently downloads block
1. If B decides to retrieve block 1 from A, then both B and C will have the same
block, and the link between them cannot be utilized. With network coding, A
blindly transmits a linear combination of the two blocks to B, which is always
useful to C because the combination contains block 2 as well.
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Figure 17.6 Peer-assisted content
distribution with network coding.
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It is easy to see that random network coding offers three unique advantages
to improve the performance of peer-assisted content distribution:

• First, it substantially increases the information contained in every block, as
it transmits a random linear equation which may contain information about
every block of the file. This has a high probability to be linearly indepen-
dent to all existing blocks in the receivers, leading to a more efficient content
dissemination process.

• Second, coding also greatly simplifies the problem of selecting the most appro-
priate (perhaps globally rarest) block to download, by blindly disseminating
linear combinations of all existing blocks to downstream peers.

• Finally, it has been theoretically shown that network coding improves the
resilience to highly dynamic scenarios of peer arrivals and departures [17].
This can be intuitively explained, since network coding eliminates the need
to find rare blocks, the risk of “losing” these rare blocks when peers leave the
system is no longer a concern.

To recover all n original blocks using n linearly independent coded blocks
with high probability, a receiver needs to compute the inverse of the coefficient
matrix, with a complexity of O(n3). As the number of blocks scales up with larger
files, Chou et al. [4] proposed to divide the file into generations, and to perform
network coding within the same generation. The performance of such generation-
based network coding has been empirically evaluated in [7] and theoretically
analyzed in [16], where network coding is shown to be highly practical for peer-
assisted content distribution. Further, it has been shown [17] that generation-
based network coding is still able to offer resilience to peer dynamics, even with
just a small number of blocks in each generation.

17.3.2 Peer-assisted media streaming with network coding

Compared to content distribution, peer-assisted media streaming adds an addi-
tional requirement that the media content to be distributed needs to be played
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back in real time as the media stream is being received. Similar to content dis-
tribution, we wish to conserve bandwidth on dedicated servers by maximally
utilizing peer upload bandwidth. Different from content distribution, we also
wish to maintain a satisfactory playback quality, without interruptions, espe-
cially during a “flash crowd” scenario when a large number of users wish to join
around the same time.
To effectively stream media content with satisfactory real-time playback qual-

ity, it is important to deploy the most suitable peer topologies. Some argue
that tree-based push protocols, which organize peers into topologies consisting of
one or multiple trees, are the best for minimizing the delay from the source to
receivers (e.g., [21]). However, trees may be difficult to construct and maintain
when peers join and leave frequently. Most real-world peer-assisted streaming
protocols, in contrast, use mesh-based pull protocols, which organize peers into
mesh topologies, with each peer having an arbitrary subset of other peers as its
neighbors (e.g., [24]). Such simplicity affords much better flexibility: there is no
need to maintain the topology, as long as a sufficient number of neighbors is
always available.
In particular, mesh-based pull protocols work as follows. For each streaming

session, a finite buffer at a peer is maintained, with segments ordered according
to playback sequence. Outdated segments after playback are deleted from the
buffer immediately. After a new peer joins the system, it waits to accumulate a
certain number of segments to start playback, the delay of which is referred to as
the initial buffering delay. During playback, a peer concurrently sends requests
for missing segments in the buffer, and downloads (or “pulls”) these segments
from those who have them. To update the knowledge of which neighbor has
the missing segments, a peer would need to exchange availability bitmaps of its
buffer with neighbors, referred to as buffer map exchanges.
Would network coding be instrumental in peer-assisted media streaming?

Wang and Li [22] first evaluated the feasibility and effectiveness of applying net-
work coding in live peer-assisted streaming sessions, with strict timing and band-
width requirements. Generation-based random network coding has been applied
as a “plug-in” component into a traditional pull-based streaming protocol with-
out any changes. Gauss–Jordan elimination has been used to make it possible
for peers to decode generations on the fly as blocks are being received, which fits
naturally into streaming systems. It has been discovered that network coding
provides some marginal benefits when peers are volatile with their arrivals and
departures, and when the overall bandwidth supply barely exceeds the demand.
With such mildly negative results against the use of network coding, one would

argue that the advantages of network coding may not be fully explored with a
traditional pull-based protocol. In [23], Wang and Li proposed R2, which uses
random push with random network coding, and is designed from scratch to take
full advantage of the benefits of network coding.
In R2, the media stream is again divided into generations, and each generation

is further divided into blocks. In traditional mesh-based pull protocols, missing
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segments are requested by the downstream peer explicitly. Due to the periodic
nature of buffer map exchanges, such requests can only be sent to those neighbors
who have the missing segments in the previous round of exchanges. With network
coding in R2, however, since much larger generations are used, buffer maps that
represent the state of generations – as opposed to blocks – can be much smaller.
In addition, with larger generations than blocks, each generation takes a longer
period of time to be received. As such, without additional overhead, buffer maps
can be pushed to all neighbors as soon as a missing segment has been completely
received, and there is no need to perform the exchange in a periodic fashion.
Since all buffer maps are up-to-date in R2, a sender can simply select one of the

generations – at random – still missing on the receiver. It then produces a coded
block in this generation, and blindly pushes it to the receiver. An important
advantage of network coding is “perfect collaboration”: since all coded blocks
within a generation are equally useful, multiple senders are able to serve coded
blocks in the same missing generation to the same receiver, without the need for
explicit coordination and reconciliation. An illustrative comparison between R2

and traditional pull-based protocols is shown in Figure 17.8.
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(a) Traditional pull-based live P2P streaming (b) R 2

Figure 17.8 An illustrative comparison between a traditional pull-based streaming
protocol and R2.

Naturally, R2 represents a simple design philosophy, rather than a strict pro-
tocol design. It allows for a flexible design space for more fine-tuned protocols.
For example, the random push strategy can be tailored so that generations closer
to playback deadlines are given higher priority to be served, in order to ensure
timely playback. One possibility is to define and impose a priority region, which
includes urgent segments immediately after the point of playback. Other priori-
tization and randomization strategies can also be incorporated. In this sense, R2

is complementary to the usual algorithm design spaces, such as block selection
and neighbor selection strategies.
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With the use of generation-based network coding, R2 enjoys two distinct
advantages:

• First, it induces much less messaging overhead in buffer map exchange, leading
to better performance in terms of playback quality and resilience. As buffer
maps are pushed in real time when they change, neighboring peers receive
timely feedback, and can proceed to serve missing segments with minimal
delay. Indeed, Feng et al. [6] have theoretically corroborated the effectiveness
of R2, and pointed out that the lack of timely exchange of buffer maps may be
a major factor that separates the actual performance of pull-based protocols
from optimality.

• Second, equipped with random push and random network coding, R2 offers
shorter initial buffering delays and reduced bandwidth costs on dedicated
streaming servers. This is due to the fact that multiple senders can serve the
same receiver without the messaging overhead for explicit coordination pur-
poses. With a stochastic analytical framework, Feng and Li [5] have analyzed
both flash crowd and highly dynamic peer scenarios, and have shown that the
design philosophy of using network coding in R2 leads to shorter initial buffer-
ing delays, smaller bandwidth costs on servers, as well as better resilience to
peer departures.

17.4 Conclusions

With network nodes performing coding operations on incoming messages, net-
work coding is shown in theory to have the ability of improving throughput in
multicast sessions within directed networks. When we think about applying the
theory of network coding to the Internet, the most likely scenario is within the
scope of peer-to-peer networks, since end-hosts are computationally capable of
performing such coding operations, and are not governed by stringent Internet
standards. How likely is it for network coding to achieve similar theoretical gains
in peer-to-peer networks?
In this chapter, we have started with a theoretical perspective: by extending

from directed to undirected and bi-directed networks, we note that the cod-
ing advantage – the throughput gain compared to not using network coding –
is finitely bounded in undirected and bi-directed networks. Instead of improv-
ing throughput, network coding makes it computationally feasible to compute
optimal strategies for achieving optimal throughput: it changes the underlying
structure of multicast algorithm design, from a tree packing perspective (without
coding) to a network flow perspective (with coding), and consequently reduces
the computational complexity of optimal multicast from NP-hard to polynomial-
time solvable.
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Assuming a more pragmatic role, we have presented known results in two appli-
cations in peer-to-peer networks: peer-assisted content distribution and media
streaming. In peer-assisted content distribution, we have shown that network
coding substantially simplifies the problem of selecting the most appropriate
block to download (referred to as “the block selection problem”), and improves
the resilience to highly dynamic scenarios of peer arrivals and departures. In
peer-assisted media streaming, we have shown that protocols need to be designed
from scratch to take full advantage of network coding; R2, a collection of pro-
tocol design guidelines to incorporate network coding, has led to less messaging
overhead in terms of exchanging buffer availability information, as well as shorter
initial buffering delays.
It appears that the overall message is very optimistic. Despite the compu-

tational complexity of network coding (even with the use of generations), one
would envision that network coding can be applied in the near-term future to
peer-to-peer networks, which have consumed a substantial portion of the band-
width available in the Internet today. Substantial savings in bandwidth costs on
servers alone may be able to justify the additional computational complexity on
end-hosts. With Moore’s Law that predicts increasingly abundant computational
power, bandwidth, as a resource, will naturally be more scarce and needs to be
carefully utilized. Network coding may very well be a useful tool to achieve more
efficient bandwidth utilization in the Internet.
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In 2007 Comcast, a cable TV and Internet service provider in the United States,
began to selectively rate limit or “shape” the traffic from users of the peer-to-peer
application Bit Torrent. The access technology that Comcast uses is asymmetric
in its capacity – the “uplink” from users is much slower than the “downlink.” For
client-server applications like Web, this asymmetry is fine, but for peer-to-peer,
where home users are serving up huge files for others to download, the uplink
quickly becomes congested. Comcast felt that it had to protect the rest of its
users from a relatively small number of heavy peer-to-peer users that were using
a disproportionate fraction of the system’s capacity. In other words, peer-to-peer
users were imposing a negative externality by creating congestion that harmed
other users.
This negative externality reduces the welfare of the system because users act

selfishly. The peer-to-peer user is going to continue to exchange movies even
though this action is disrupting his neighbor’s critical, work-related video con-
ference. Comcast thought that by singling out users of peer-to-peer applications,
it could limit the ill effects of this externality and keep the rest of its users (who
mostly don’t use peer-to-peer) happy. Instead Comcast’s decision placed them in
the center of the ongoing network neutrality debate. Supporters of the network
neutrality concept feel that the Internet access provider ought not to be allowed
to “discriminate” between traffic of different users or different applications. Said
another way, the provider of a network layer service should not act on informa-
tion about the application layer that generated the traffic. Some supporters of
net-neutrality argue that this principle of non-discrimination is not just a good
architectural principle, but it is also vital for a number of societal reasons such
as maintaining free-speech, and the ability for new, innovative content providers
to enter the market and have the same potential reach as entrenched incumbents
with more resources.
Related to the question of whether ISPs ought to be allowed to treat traffic

from different applications differently, there are the ideas of service differentiation

Next-Generation Internet Architectures and Protocols, ed. Byrav Ramamurthy, George
Rouskas, and Krishna M. Sivalingam. Published by Cambridge University Press. c© Cambridge
University Press 2011.
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and quality of service. Service differentiation is not a new concept in commu-
nications networks. For instance, over a decade ago the designers of the Asyn-
chronous Transfer Mode (ATM) networking technology understood that traffic
from interactive applications like telephony is much more sensitive to delay than
traffic from file transfers which is also more bursty. Therefore mixing the traf-
fic of both types together has the potential to greatly reduce the utility of the
entire system by hurting the users of interactive applications. Many have argued
that these problems would disappear as the capacity of the network’s links grew
exponentially. The argument was that the network would be so fast that traffic
of all types would see negligible delays, so the differences in traffic requirements
would not matter. However as the network’s capacity grew, so did the consump-
tion of that capacity by new applications, like peer-to-peer and streaming video.
When Comcast recently deployed a new voice over IP (VoIP) telephony service
in their network, they indeed chose to keep that traffic protected from the con-
gestion of other Internet traffic, and not coincidentally from traffic from other
providers of VoIP services like Skype. The question of whether service differ-
entiation ought to be included in the Internet might still be debated, but the
reality is that it is being deployed today. The danger is that it will be deployed
in an ad-hoc way by different ISPs, and the possible benefits of having a coher-
ent architectural approach across ISPs will be lost. For instance the ability to
independently select application service provider and Internet service provider
might be lost. For example the Skype/Comcast “stack” for VoIP could be at a
severe disadvantage compared to a Comcast/Comcast stack.
Another directly related set of questions is how revenue ought to be shared

between the players of this “stack.” What is the right way to share revenue
between content providers and ISPs? In particular, should ISPs like Comcast be
allowed to charge Skype a fee for offering services to Comcast subscribers? This
is one of the questions we will examine in this chapter.
The potential of a better Internet is enormous. Today, the Internet delivers

insufficient or inconsistent service quality for many applications. For instance,
companies pay thousands of dollars for access to private networks for business-
grade video conferencing because the quality on the public Internet in many cases
is too unreliable. As the costs of energy rise, it is not hard to envision a day when
most of the workforce will not be able to commute to their jobs every day. If that
were to happen, the continued productivity of our economy will depend on the
workforce having access to high quality, reliable, interactive applications. They
would even be willing to pay for them – a few dollars to have a reliable HDTV
video conference with colleagues would be worth it if it saves having to buy a
$100 tank of gasoline for instance. Unfortunately, today’s Internet does not give
one the option of paying a little extra for quality.
In addition to the likely growth in importance of interactive applications,

another important trend is the move toward cloud computing and the related
trend of service-oriented architecture. With these approaches an organization can
push parts of their computing and Information Technology (IT) infrastructures



380 J. Musacchio, G. Schwartz, and J. Walrand

out of their own facilities and instead “outsource” them to specialized providers.
This capability has the potential to greatly lower administrative costs, and also
make an organization’s IT system much more adaptable to changing needs. How-
ever, this approach requires a reliable, fast, and low latency network in order
that these distributed services be as responsive for users as a more traditional
approach with mostly on-site infrastructure.
As we have implied there are a large number of economic questions facing the

Internet, and how they get resolved will arguably be the driving force behind
the future evolution of the Internet. We cannot address all of the questions in
depth in this chapter, but instead we will limit our discussion to three. First
we will look at the question of revenue sharing between content providers and
ISPs; an issue that we argue is core to the net-neutrality debate. Next we will
discuss some fundamental modeling work that looks at the economic efficiency
that results when multiple interconnected ISPs compete on price, and users seek
lower prices and lower delays. Lastly, we examine some of the basic issues behind
service differentiation.
Economic modeling is also central to the study of architectures that employ

explicit congestion notification and charging in order to achieve fairness and util-
ity maximization across a network of users with rate-dependent utility functions.
These ideas are extremely useful both for understanding the behavior of exist-
ing protocols like TCP, and for the design of new networking technologies. In
this volume, Section 4.3 by Kelly and Raina discusses the issues behind explicit
congestion notification, and Section 3.2 by Yi and Chiang addresses the network
utility maximization approach for wireless networks.

18.1 Neutrality

Today, an Internet service provider (ISP) charges both end-users who subscribe
to that ISP for their last-mile Internet access as well as content providers that
are directly connected to the ISP. However, an ISP generally does not charge
content providers that are not directly attached to it for delivering content to
end-users. One of the focal questions in the network neutrality policy debate is
whether these current charging practices should continue and be mandated by
law, or if ISPs ought to be allowed to charge all content providers that deliver
content to the ISP’s end-users. Indeed the current network neutrality debate
began when the CEO of AT&T suggested that such charges be allowed [1].
To address this question, we develop a two-sided market model of the inter-

action of ISPs, end-users, and content providers. A more complete description
of this work is available in [2]. The model is closely related to the existing two-
sided markets literature as we detail later in this section. We model a “neutral”
network as a regime in which ISPs are allowed to charge only content providers
that buy their Internet access from them. We argue that with such a charging
structure, the ISPs compete on price to attract content providers to buy their
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access from them, driving these prices to the ISP’s costs. For simplicity we nor-
malize the price content providers pay ISPs to be net of ISP connection cost, so
in a “neutral” network only the end-users (and not the content providers) pay
a positive price to the ISPs. In a “non-neutral” network, all ISPs are allowed to
charge all content providers, and thus ISPs extract revenues from both content
providers and end-users.
The question we address in this work is part of the larger debate on network

neutrality, which includes diverse issues such as whether service differentiation
should be allowed, or whether charges for content constitute an impingement of
freedom of speech (see [3] and [4]). In 2006 there was a considerable divergence of
opinions on the subject of net-neutrality. Indeed the issue was intensely debated
by law and policy makers, and the imposition of restrictive network regulations
on ISPs in order to achieve network neutrality seemed likely. In 2007 the situa-
tion began to change. In June of that year, the Federal Trade Commission (FTC)
issued a report, forcefully stating the lack of FTC support for network neutrality
regulatory restraints, and warning of “potentially adverse and unintended effects
of regulation” [5]. Similarly, on September 7, 2007, the Department of Justice
issued comments “cautioning against premature regulation of the Internet” [6].
However, US President Barack Obama, elected in 2008, voiced support for net-
work neutrality, thus the debate is far from over. We do not attempt to address
all of the questions in the network neutrality debate. We only study the issue of
whether ISPs ought to be allowed to charge content providers for accessing the
end-users.
Our model is based on the ideas of two-sided markets, and there is a large lit-

erature on the subject. For a survey of two-sided markets see for example works
by Rochet and Tirole [7] and Armstrong [8]. Other work has used the ideas of
two-sided markets to study network neutrality. For instance, Hermalin and Katz
[9] model network neutrality as a restriction on the product space, and consider
whether ISPs should be allowed to offer more than one grade of service. While
Hogendorn [10] studies two-sided markets where intermediaries sit between “con-
duits” and content providers. In his context, net-neutrality means content has
open access to conduits where an “open access” regime affords open access to the
intermediaries. Weiser [11] discusses policy issues related to two-sided markets.
The work we describe here is unique from other studies of network neutrality in
that we develop a game-theoretic model to study investment incentives of the
providers under each network regime.

18.1.1 Model

Figure 18.1 illustrates our setting. In the model, there are M content providers
and N ISPs. Each ISP Tn is attached to end-users Un (n = 1, 2, . . . , N) and
charges them pn per click. The ISP Tn has a monopoly over its end-user base
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Figure 18.1 The direction of payments in the model. Each Cm is a content provider;
each Tn is an ISP; and each Un is a pool of users subscribing to ISP Tn. The A block
denotes the set of advertisers that pay the content providers. The dotted lines
indicate payments made only with two-sided pricing (“non-neutral”).

Un. Thus, the end-users are divided between the ISPs, with each ISP having 1/N
of the entire market. This assumption reflects the market power of local ISPs.
Each ISP Tn charges each content provider Cm an amount equal to qn per click.
Content provider Cm invests cm and ISP Tn invests tn.
Recall from the beginning of this section that we measure q net of content

providers’ access payment (for network attachment), which is set at marginal
cost due to the competition amongst ISPs. Accordingly, we measure the content
provider per-user charges to advertisers (which we denote as a) net of the content
provider’s access payment.
We characterize usage of end-users Un by the number of “clicks” Bn they

make. Since Internet advertising is most often priced per click, clicks are a natural
metric for expressing advertising revenue. It is a less natural metric for expressing
ISP revenue from end-users, because ISPs do not charge users per click but rather
base their charges on bits. However, it is convenient to use only one metric and
argue that one could approximate one metric from knowledge of the other using
an appropriate scaling factor. The rate Bn of clicks of end-users Un depends on
the price pn but also on the quality of the network, which in turn is determined
by provider investments. The rate of clicks Bn, which characterizes end-user
demand, depends on the end-user access price pn and investments as

Bn = (1/N1−w)(cv1 + · · ·+ cvM )
× [(1− ρ)twn + (ρ/N)(tw1 + · · ·+ twN )] e−pn/θ, (18.1)

where ρ ∈ (0, 1), θ > 0, and v, w ≥ 0 with v + w < 1. For a given network quality
(the expression in the curly brackets) the rate of clicks exponentially decreases
with price pn.
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The term cv1 + · · ·+ cvM is the value of the content providers’ investments as
seen by a typical end-user. This expression is concave in the investments of the
individual providers, and the interpretation is that each content provider adds
value to the network. Also note that the structure of the expression is such that
end-users value a network in which content is produced by numerous content
providers higher than a network in which the content is provided by a single
provider with the same cumulative investment. Our end-users’ preference for
content variety is similar to that of the classical monopolistic competition model
by Dixit and Stiglitz [12]. In the expression (18.1), the term in square brackets
reflects the value of the ISP’s investments for end-users. Clearly users Un value
the investment made by their ISP, but they may also value the investments made
by other ISPs. For instance, a user of one ISP might derive more value by having
a better connection with users of another ISP. In our model the parameter ρ
captures this spill-over effect. When ρ = 1, end-users Un value investments of all
ISPs equally while when ρ = 0, they value only the investment of their ISP. When
ρ ∈ (0, 1) end-users Un value investment of their ISP Tn more than investments
of other ISPs Tk "= Tn. The term ρ reflects the direct network effect of ISPs
on end-users (not between them and content providers). This effect captures
a typical network externality (see [13] for a discussion of investment spill-over
effects). The factor 1/N1−w is a convenient normalization. It reflects the division
of the end-user pool among N providers and it is justified as follows. Suppose
there were no spill-over and each ISP were to invest t/N . The total rate of clicks
should be independent of N . In our model, the total click rate is proportional to
(1/N1−w)(N(t/N)w), which is indeed independent of N .
The rate Rmn of clicks from end-users Un to Cm is given by

Rmn =
cvm

cv1 + · · ·+ cvM
Bn. (18.2)

Thus, the total rate of clicks for content provider Cm is given by

Dm =
∑
n

Rmn.

We assume that content providers charge a fixed amount a per click to the
advertisers. Each content provider’s objective is to maximize its profit which is
equal to revenues from end-user clicks net of investment costs. Thus

ΠCm =
N∑
n=1

(a− qn)Rmn − βcm

where the term β > 1 is the outside option (alternative use of funds cm).
Internet service provider Tn’s profit is

ΠTn
= (pn + qn)Bn − αtn,
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where α > 1 is the outside option of the ISP. We assume providers of each type
are identical and we will focus on finding symmetric equilibria for both one- and
two-sided pricing.

18.1.2 The analysis of one- and two-sided pricing

To compare one-sided and two-sided pricing (neutral and non-neutral networks),
we make the following assumptions.

(a) One-sided pricing (neutral network): in stage 1 each Tn simultaneously
chooses (tn, pn). The price qn charged to content providers is constrained
to be 0. (Recall the discussion in Section 18.1.) In stage 2 each Cm chooses
cm.

(b) Two-sided pricing (non-neutral network): in stage 1 each Tn simultaneously
chooses (tn, pn, qn). In stage 2 each Cm chooses cm.

In both cases, we assume that content providers observe ISP investments,
and can subsequently adjust their investments based on the ISPs’ choices. We
justify this assumption by the difference in time and scale of the required ini-
tial investments. The investments of ISPs tend to be longer-term investments
in infrastructure, such as deploying networks of fibre-optic cable. Conversely,
the investments of content-providers tend to be shorter term and more ongoing
in nature, such as development of content, making ongoing improvements to a
search algorithm, or adding/replacing servers in a server farm.

18.1.2.1 Two-sided pricing
In a network with two-sided pricing (non-neutral network), each ISP chooses
(tn, pn, qn) and each content provider chooses cm. To analyze the game we use
the principle of backwards induction – analyzing the last stage of the game
first and then working back in time supposing that the players in earlier stages
will anticipate the play in the latter stages. A content provider Cm in the last
stage of the game should choose the optimal cm after having observed actions
(tn, pn, qn) from the preceding stage of the game. Because of a cancelation of
terms, it turns out that content provider Cm’s profit ΠCm

is independent of
other content provider investments cj , j "= m. Therefore, each content provider’s
optimization is unaffected by the simultaneously made (but correctly anticipated
in equilibrium) investment decisions of the other content providers. We therefore
simply can find the optimal cm as a function of (tn, pn, qn), and since the ISPs
should anticipate that the content providers will play their best response, we
can substitute the function cm(tn, pn, qn) into the expression for each ISP Tn’s
profit ΠTn

. Each ISP Tn gets to choose the investment and prices (tn, pn, qn)
that maximize his profit ΠTn

. Since the simultaneous decisions of each of the
ISPs affect each other, in order to find a Nash equilibrium we need to identify a
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point where the best response functions intersect. By carrying out this analysis,
we can find closed-form expressions for the Nash equilibrium actions and profits
of the content and transit providers (see our working paper, [14] for the detailed
derivations):

pn = p = θ − a; (18.3)

qn = q = a− θ v

N(1− v) + v ;

tn = t with (Nt)1−v−w = x1−vyve−(θ−a)/θ;

cm = c with c1−v−w = xwy1−we−(θ−a)/θ;

ΠCm
= ΠC :=

(
θv(1− v)

N(1− v) + v
) [
xwyve−(θ−a)/θ

] 1
1−v−w

; (18.4)

ΠTn
= ΠT :=

(
Mθ(N(1− v)(1− wφ)− wv)

N(N(1− v) + v)
) [
xwyve−(θ−a)/θ

] 1
1−v−w

;

where

x :=
Mθw

α

Nφ(1− v) + v
N(1− v) + v ; y :=

θ

β

v2

N(1− v) + v . (18.5)

18.1.2.2 One-sided pricing
The analysis of the one-sided case is similar to that of the two-sided pricing (non-
neutral), except that qn = 0 as we argued in Section 18.1.1 for n = 1, . . . , N . We
use the same backwards induction approach that we described for analyzing
the two-sided case. Doing that leads to the following solution for the content
providers’ and ISPs’ actions and profits in equilibrium (see [14] for the deriva-
tions):

pn = p0 :=
θN(1− v)
N(1− v) + v ;

qm = 0;

tn = t0, where (Nt0)1−v−w = x1−vyv0e
−p0/θ;

cm = c0, where c1−v−w0 = xwy1−w
0 e−p0/θ;

ΠCm
= ΠC0 := a(1− v)

[
xwyv0e

−p0/θ
] 1

1−v−w

; (18.6)

ΠTn
= ΠT0 :=

(
Mθ(N(1− v)(1− wφ)− wv)

N(N(1− v) + v)
) [
xwyv0e

−p0/θ
] 1

1−v−w

;

where x is given in (18.5), and y0 := av/β.
In Section 18.1.4 we compare the profits and social welfare of the two regimes

for a range of parameters.
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18.1.3 User welfare and social welfare

In order to compare the one-sided and two-sided regimes, we would like to find
expressions for the social welfare of each regime. Social welfare is simply the sum
of the net payoffs of all the players involved – content providers, ISPs, and users.
The welfare of each content provider and ISP is simply their profit, but for users
we need to define their welfare. To do this, we will use the concept of consumer
surplus, which is the total amount of the difference between what consumers
would have been willing to pay for the service they consumed and what they
actually had to pay. In order to make this calculation, we need a demand function
that relates end-user price to the quantity consumed, and for our model that is
the expression that relates total click rate to price. We compute the consumer
surplus by taking the integral of the demand function from the equilibrium price
to infinity. This integral is taken with the investment levels of content providers
and ISPs fixed. We find

WU (two-sided) =Mθxw/(1−v−w)yv/(1−v−w)e−
θ−a

θ(1−v−w) .

The expression for the one-sided case is the same, but with y exchanged for y0
and θ − a in the exponent exchanged with p0. The ratio of the social welfare
with one- vs. two-sided pricing has the form

WU (one-sided) +NΠT (one-sided) +MΠC(one-sided)
WU (two-sided) +NΠT (two-sided) +MΠC(two-sided)

.

18.1.4 Comparison

To compare the revenue in the one- and two-sided cases, we define the ratio

r(ΠC) :=
(
ΠC(one-sided)
ΠC(two-sided)

)1−v−w
,

where ΠC(two-sided) is the profit per content provider in the two-sided case as
expressed in (18.4) and ΠC(one-sided) is the profit per content provider with
one-sided pricing (18.6). We define r(ΠT ) similarly. We find

r(ΠT ) =
(
δ

π

)v
eπ−δ, r(ΠC) =

(
δ

π

)1−w
eπ−δ, (18.7)

where

π :=
v

N(1− v) + v and δ :=
a

θ
.

Figure 18.2 shows the ratios of revenues with one- vs. two-sided pricing for
both content providers and ISPs. The figures show that for small or large values
of a/θ, the ratio of advertising revenue per click to the constant characterizing
price sensitivity of end-users, two-sided pricing is preferable to both content
providers and ISPs. (Here we say “preferable” in that the revenues are larger,
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Figure 18.2 The ratios of profits (v = 0.25, w = 0.5) for different values of N .

though we have seen that the rate of return on investments is the same.) For mid-
range values of a/θ, one-sided pricing is preferable to both, though the values of
a/θ where the transition between one-sided being preferable to two-sided are not
exactly the same for content providers and ISPs. Furthermore, as N , the number
of ISPs increases, the range of a/θ values for which one-sided pricing is superior
increases, while also the degree by which it is superior (in terms of revenues to
content providers and ISPs) increases.
These results can be explained by the following reasoning. When a/θ is large,

the content providers’ revenues from advertising are relatively high, and the ISPs’
revenue from end-users are relatively low. Because of this, the ISPs’ incentives
to invest are suboptimal (too low relative to the socially optimal ones), unless
they can extract some of the content providers’ advertising revenue by charging
the content providers. Thus in the one-sided pricing case, the ISPs underinvest,
making the rewards for them as well as content providers less than it could have
been with two-sided pricing.
It is important to note that when a/θ is larger than 1, the price p charged

end-users becomes negative in the two-sided case as can be seen from (18.3). If
end-users were actually paid to click, intuition suggests that they would click
an unbounded amount and therefore our exponential model of demand (18.1)
would not be valid in this region of a/θ. However, one could interpret price p to
be net any variable costs ν to end-users – similar to how we define q. With this
interpretation, the price p could be negative while the actual prices users see is
positive, so long as |p| < ν. We therefore show numerical results in our plots for
a/θ as large as 1.2.
When a/θ is very small, the content providers’ advertising revenue is relatively

low, and the ISP’s end-user revenue is relatively high. In order to get the content
providers to invest adequately, the ISPs need to pay the content providers. That
is why for small enough a/θ the price q actually becomes negative, representing
a per click payment from the ISPs to the content providers.



388 J. Musacchio, G. Schwartz, and J. Walrand

Finally, when a/θ is in the intermediate range, in between the two extremes,
both content providers and ISPs have adequate incentive to invest. However
another effect comes into play – ISP free riding becomes an important factor
when N is large. As N increases in the two-sided pricing case there are more
ISPs that levy a charge against each content provider. As the price ISPs charge
content providers increases, it becomes less attractive for content providers to
invest. Thus an ISP choosing the price to charge content providers is balancing
the positive effect of earning more revenue per click from content providers versus
the negative effect of having fewer clicks because the content providers have
reduced their investment. But each ISP sees the entire gain of raising its price,
but the loss is borne by allN ISPs. Consequently, the ISPs overcharge the content
providers in Nash equilibrium, and the degree of this overcharging increases with
N . This is analogous to the tragedy of the commons where people overexploit
a public resource. Another perhaps more direct analogy is the “castles on the
Rhine effect” where each castle owner is incentivized to increase transit tolls on
passing traffic excessively by ignoring the fact that the resulting reduction in
traffic harms not only him, but also other castle owners. When all castles do
the same, the traffic on the Rhine decreases [15]. The extent of this negative
externality, and hence the degree of overcharging, increases with N .
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Figure 18.3 shows a three-dimensional plot of the ratio of social welfare for
one- vs. two-sided pricing. The plot shows how the ratio changes for different N
and a/θ. The second panel of Figure 18.3 is a simplified version of the first panel.
It depicts only the boundaries in the parameter space where one-sided pricing is
preferable to two-sided and vice versa.
It is also worthwhile to note that the spill-over parameter ρ and the number

of content providers M do not appear in the expression for the ratio of content
provider revenue between the two regimes nor do they appear in the ratio of
revenues for ISPs (18.7). This is in spite of the fact that ρ and M do appear
in the expressions for both the one-sided and two-sided pricing equilibria. This
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suggests that the spill-over effect and number of content providers have little or
no effect on the comparative welfare of the two regimes.

18.1.5 Conclusions

Our model shows how each pricing regime affects investment incentives of tran-
sit and content providers. In particular, the model reveals how parameters such
as advertising rate, end-user price sensitivity, and the number of ISPs influence
whether one- or two-sided pricing achieves a higher social welfare. From our
results, when the ratio of advertising rates to the constant characterizing price
sensitivity is an extreme value, either large or small, two-sided pricing is prefer-
able. If the ratio of advertising rates to the constant characterizing price sensitiv-
ity is not extreme, then an effect like the “castles on the Rhine effect” becomes
more important. Internet service providers in a two-sided pricing regime have
the potential to overcharge content providers, and this effect becomes stronger
as the number of ISPs increases.
Of course our model contains many simplifications. Among these simplifica-

tions is the assumption that ISPs have local monopolies over their users. We
believe that if we had studied a model where each ISP is a duopolist, which
better models the degree of choice most end-users have today, our results would
have been qualitatively similar. However, there are a number of competing effects
such a model might introduce. First, such a scenario would reduce the market
power of ISPs over end-users, thus reducing the revenue the ISPs could extract
from them. Since two-sided pricing provides ISPs with another source of revenue
to justify their investments, this effect would tend to increase the parameter
region for which two-sided pricing is social welfare superior. Second, a duopolist
competing on product quality invests more than a monopolist, so this would
tend to increase efficiency of one-sided pricing. Third, if the model were changed
from having N to 2N ISPs, then the free riding or “castles on the Rhine” effect
would grow, tending to reduce the welfare of the two-sided pricing case. The
net effect of all these individual effects would of course depend on the detailed
specifications of such a model.
Our two-sided pricing model implicitly assumes that in-bound traffic to a local

ISP could be identified as originating at a particular content provider, in order for
the ISP to levy the appropriate charge to the content provider. This assumption
would not strictly hold if content providers had some way of reaching end-users
of an ISP without paying this ISP for end-user traffic. For instance, if there were
a second ISP that enjoyed settlement free peering with the first ISP, the content
provider could route its traffic through the second ISP and thus avoid the first
ISP charge for end-user access. This strategy might be facilitated by the fact that
the end-users of both ISPs send traffic to each other, and perhaps the traffic from
the content provider could be masked in some way to look like traffic originating
from the second ISP’s end-users. However, the communication protocols of the
Internet require that packets be labeled with the origin (IP) address. It seems
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unlikely today that a large content provider could have the origin addresses of
its traffic falsified in a way that would both prevent ISPs from being able to
charge the content provider while still enabling end-users to send traffic in the
reverse direction back to the content provider. However, it is certainly possible
that technology would be developed to enable such a strategy in the future,
especially if there were an economic incentive for developing it.

18.2 Competition

The subject of communication network economics is fundamentally complex
largely because there are so many interactions. For instance, the Internet is
built and operated by many different providers, most of which are making pric-
ing, capacity investment, and routing decisions in order to further their own
commercial interests. Users are also acting selfishly – choosing their ISPs, when
and how much to use the network, and sometimes even their traffic’s routing,
in order to maximize their payoff – the difference between the utility they enjoy
from the network minus what they have to pay. Studying how efficiently such
a complex market system can operate is fundamentally important, because it is
with this understanding that we will be able to evaluate the potential of new
network architectures that may change the structure of the interactions between
the agents of such a market.
There has been an enormous amount of research on the fundamentals of com-

munications networks economics, yet there are still important gaps in our basic
understanding. For instance, past work has looked at the effects of selfish routing
by users, selfish inter-domain routing between ISPs, congestion effects, ISP price
competition, and ISP capacity investment decisions. (There is a large amount
of literature in each of these areas. For example, for selfish routing by users see
[16, 17, 18]; for selfish inter-domain routing see [19]; for price competition see
[20], [21], [22], and [23].) There are many properties that are of interest when
one studies such models, but of particular importance is the efficiency loss of
the system due to the selfish interactions of the agents as compared to a hypo-
thetical, perfect, central agent making all the decisions. One way of quantifying
the efficiency loss is the “price of anarchy,” concept introduced by Koutsoupias
and Papadimitriou [24]. The price of anarchy (PoA) is simply the ratio of the
optimum total utility of the system divided by the worst utility achieved in Nash
equilibrium.
A large number of price of anarchy results have been shown for general models

that contain various combinations of a few of the above features we listed. Yet,
there are few general results (price of anarchy bounds for a class of models)
when one considers more than a few of these features – even when the simplest
possible models are used for each feature. For instance, if one considers a model
with selfish routing, elastic demand (users can send less traffic if the network is
too expensive or slow), and price competition between ISPs, there are price of
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anarchy results for limited cases, but there is not yet a complete understanding
of the problem. In the remainder of this section we look at this particular class of
problems, and describe some recent results that push in the direction of getting
a more general understanding.
The model we consider is based on a model first proposed and studied by

Acemoglu and Ozdaglar [20] and later extended by Hayrapetyan, Tardos, and
Wexler [22]. The model studies the pricing behavior of several providers compet-
ing to offer users connectivity between two nodes, and it has the features that
(i) a provider’s link becomes less attractive as it becomes congested; and (ii)
that user demand is elastic – users will choose not to use any link if the sum
of the price and latency of the available links is too high. In the first version
of the model studied by Acemoglu and Ozdaglar, the user elasticity is mod-
eled by assuming that all users have a single reservation utility and that if the
best available price plus latency exceeds this level, users do not use any ser-
vice. In this setting, the authors find that the price of anarchy – the worst
case ratio of social welfare achieved by a social planner choosing prices to
the social welfare arising when providers strategically choose their prices – is
(
√
2 + 1)/2. (Or expressed the other way, as the ratio of welfare in Nash equi-

librium to social optimum, the ratio is 2
√
2− 2.) In a later work, Ozdaglar and

Acemoglu [25] extend the model to consider providers in a parallel-serial combi-
nation. Traffic chooses between several branches connected in parallel, and then
for each branch, the traffic traverses the links of several providers connected
serially.
Hayrapetyan et al. [22] consider a model in which user demand is elastic,

which is the form of the demand model we will study here. The topology they
consider is just the simple situation of competing links between two nodes. They
derived the first loose bounds on the price of anarchy for this model. Later
Ozdaglar showed that the bound is actually 1.5, and furthermore that this bound
is tight [21]. Ozdaglar’s derivation uses techniques of mathematical program-
ming, and is similar to the techniques used in [20]. In [23], Musacchio and Wu
provide an independent derivation of the same result using an analogy to an
electrical circuit where each branch represents a provider link and the current
represents flow.
The work we describe next generalizes the work of [23] by considering a more

general topology of providers connected in parallel and serial combinations. A
more detailed description of the work is available in [26]. As in the earlier work,
we use a circuit analogy to derive bounds on the price of anarchy. Furthermore,
our bounds depend on a metric that is a measure of how concentrated the market
power is in the network. That metric is the reciprocal of the slope of the latency
function of the network branch with the least slope divided by the harmonic
mean of the slopes of all the branches. In terms of the circuit analogy, this is
simply the ratio between the conductance of the most conductive branch to the
conductance of the whole system.
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18.2.1 Model

We consider a model in which users need to send traffic from a single source to
a single destination, but there are several alternative paths that the users can
choose from. The paths consist of parallel-serial combinations of Internet service
providers as in the example illustrated by the left panel of Figure 18.4. The traffic
incurs delay as it crosses each ISP i that is linear in the amount of traffic that
is passing through that ISP. Thus if the flow through ISP i is fi we suppose the
delay is aifi where ai is a constant. Furthermore, there is a fixed latency along
each main branch, as illustrated by Figure 18.4. Note that we denote the index
i in bold because it represents a vector of indices that determine the location of
that ISP in the network.
Users control over which path(s) their traffic goes. A user chooses a path for

her traffic selfishly and she cares both about the delay her traffic incurs as well
as the price she pays. To account for both of these preferences, we suppose that
users seek to use the path with the minimum price plus delay (just as in the model
of [20] and others). We term the metric price plus delay, “disutility,” just as in
[22]. We make the further assumption that the traffic from each user represents
a negligible fraction of the total traffic, thus when a single user switches routes,
that one user’s switch does not change the delays significantly. An equilibrium
occurs when users cannot improve their disutility by changing paths, so therefore
in such an equilibrium all used paths must have the same disutility and all unused
paths must have a disutility that is larger (not smaller.) This kind of equilibrium
in which users select routes under the assumption that their individual choice
will have a negligible change on the congestion of the route they choose is called
a Wardrop equilibrium [27].
As in the model of [22] we suppose that the demand is elastic so if the disutility

is too high, some users do not connect to any network or reduce the amount of
traffic they send. If d is the disutility on the used paths, then we suppose that the
total amount of traffic that is willing to accept that disutility is f = U−1(d) where
U(·) is a decreasing function. Furthermore, we suppose that U(·) is concave.
In summary, we suppose that given a set of prices from the ISPs (a price

profile), the users selfishly select both routes and the amount of traffic to send
and as a result, the network reaches a Wardrop equilibrium and furthermore
the amount of traffic sent satisfies f = U−1(d). It turns out that for a given set
of prices, there exists a unique Wardrop equilibrium that satisfies these prop-
erties. (We refer to U(·) as the “inverse demand” function and disutility curve
interchangeably.)
Given this user behavior, we now turn to the ISPs. The ISPs play a game in

which each ISP i chooses their price pi, and the resulting Wardrop equilibrium
induced by price profile determines the amount of traffic each ISP carries. In
turn, the profit each ISP earns is the product of their price times the traffic they
carry. We are interested in comparing the social welfare in a Nash equilibrium
of this game and comparing that to the maximum social welfare achievable if a



Network economics 393

T ffi

si
D

u

Current

V
o

Traffic
source

Flow

u
yti

lit Current
source

Current

o
eg

atl
ISP i

latency: 

ht
O

eP
SI

s

ai fi

Price

ers

p i

a ipi ai f i

Fixed branch

Destination
latency:

b1 Destination

b1

Figure 18.4 An analogous circuit for analyzing the network.

central agent were to choose the price profile. (Of course we are also interested
in whether a Nash equilibrium even exists, and if so, if it is unique.) The social
welfare of the game includes the sum of the ISP profits, as well as the welfare of
users.
We use the standard notion of consumer surplus as our metric of user welfare.

If the total rate offered Web traffic is f , the consumer surplus is found simply by
taking

∫ f
0 U(z)dz − fU(f). The integral has the following interpretation. From

the disutility curve U(·), we see that the first ε units of traffic would be willing to
pay a price as high as k − ε per unit, the next ε units of traffic would be willing
to pay a price of k − 2ε per unit, and so on. Thus integrating the disutility curve
from 0 to f captures the total amount the traffic is willing to pay, and then
subtracting the amount it actually pays fU(f), yields the surplus enjoyed by
the traffic (users).

18.2.2 Circuit analogy

In order to analyze this game we are going to draw an analogy between this
game and an electric circuit as suggested by Figure 18.4. It turns out that the
relationships between prices and flows in our model are analogous to the Kirchoff
voltage and current law relations between the voltages and currents in the circuit
pictured in the figure.
To begin analyzing the system, we start by determining the prices that induce

the socially optimum flow. The well-known theory of Pigovian taxes says that
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one way to align the objectives of individuals with that of society as a whole is
to make individuals pay the cost of their externalities on others [28]. Following
this notion, the socially optimal pricing should price the flow so that each user
bears the marginal cost to society of each additional unit of new flow.
The latency through each ISP is aif ∗i . However, the social cost is the latency

times the amount of flow bearing that latency. Therefore the cost is aif ∗2i . Thus
the marginal cost is 2aif ∗i . The latency borne by users is aif

∗
i . Therefore to make

the disutility borne by users reflect marginal social cost, the price they pay ought
to be aif ∗i . With such a price, each user would see the true social cost of their
actions, and thus each user’s selfish decisions would actually be working toward
maximizing social welfare. A formal proof of the optimality of these prices is
provided in [26].
Now that we have an expression for the optimal prices for each ISP i as a

function of the flow that passes through that ISP, it is clear that the optimal
assignment of flows ought to satisfy the constraint that pi = aif ∗i for each ISP
i in addition to the Wardrop equilibrium and the inverse demand relationship
between flow and disutility. If we now turn to the circuit pictured in the right
panel of Figure 18.4 and substitute a resistor of size ai for each voltage source
that represents price pi, we have a circuit whose solution gives us the solution to
the problem of finding the optimal assignment of flows (and thus prices) for all
the ISPs. We call the circuit with these resistor substitutions the optimal circuit.
We now turn to understanding the Nash equilibrium of the game. First it

is important to realize that providers connected serially can have very ineffi-
cient equilibria. Consider just two providers connected serially, each of which
charges a price above the highest point on the disutility curve. The flow through
these providers will be zero, and furthermore it is a Nash equilibrium for these
providers to charge these prices. This is because one player cannot cause the
flow to become positive by lowering his price, so each player is playing a best
response to the other player’s prices. In examples for which there is more than
one provider connected serially on each branch, one can construct a Nash equi-
librium in which no flow is carried, and therefore the price of anarchy across all
Nash equilibria is infinite.
However, these infinite price of anarchy Nash equilibria seem unlikely to be

played in a real situation. Intuitively, a provider would want to charge a low
enough price so that it would be at least possible that he could carry some flow
if the other providers on the branch also had a low enough price. With that in
mind, we would like to identify a more restricted set of Nash equilibria that seem
more “reasonable” and that have a price of anarchy that can be bounded. To
that end, we define the notion of a zero-flow zero-price equilibrium. A zero-flow
zero-price equilibrium is a Nash equilibrium for which players who are carrying
zero-flow must charge a zero-price. The intuition motivating this definition is
that a player who is not attracting any flow will at least try lowering his price
as far as possible in order to attract some flow. It indeed turns out that for this
restricted set of equilibria, the price of anarchy is bounded.
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Just as we obtained the social optimum solution, we will seek to express the
ratio of price to flow in Nash equilibrium. An ISP that is trying to maximize his
profit must consider how much his flow is reduced when he increases his price.
This could be very complicated to compute in a complex network, but fortunately
we can use our circuit analogy to simplify the problem. A basic result of circuit
theory is that a resistive electric circuit viewed from a port, such as the pair
of circuit nodes that ISP i is connected to, can be reduced to an equivalent
circuit containing a single resistor and voltage source [29]. Such an equivalent is
known as the Thévenin equivalent. Thus we can abstract ISP i’s “competitive
environment” into a single resistor and voltage source. The Thévenin equivalent
resistance is found by adding the resistances of resistors connected in series, and
taking the reciprocal of the sum of reciprocals of those connected in parallel.
There are a few more details that we need to take into account, as Thévenin

equivalents hold only for linear circuits, and we have a few nonlinearities – the
diodes in each branch that keep an ISP’s flow from being negative, and the inverse
demand function. It turns out that the inverse demand function can be linearized
at the Nash equilibrium point, and its slope s can be used as a “resistor” in the
computation of the Thévenin equivalent. The diodes can be taken into account
by only including resistors of branches that are “on” in Nash equilibrium.
With these considerations taken in mind, suppose that the Thévenin equivalent

resistance player i sees is δi. If i unilaterally raises his price by +ε the flow he
carries will be reduced by ε/(δi + ai)− o(ε2). (It turns out the term −o(ε2) is
negative because of the concavity of the inverse demand function.) Thus we have
that

(pi + ε)
(
fi − ε/(δi + ai)− o(ε2)

)
= pifi + [−pi(δi + ai)−1 + fi]ε− o(ε2).

The above expression is less than the original profit pifi for all nonzero ε if and
only if

pi
fi
= δi + ai. (18.8)

At this point we have shown a property of the Nash equilibrium flow and
prices, but we have not shown that an equilibrium actually exists. It turns out
that a Nash equilibrium does exist, and this is proved by construction in [26].
Another technical detail is that in some cases the Thévenin equivalent could be
different for a small price increase than it is for a small price decrease. This
is because a small price increase might induce flow in some branches that are
otherwise off. For these cases, one can show that a best response must satisfy

pi
fi
∈ [δ+i + ai, δ−i + ai],

where δ+i and δ−i are the two different Thévenin equivalents.
From equation (18.8) we see that the price to flow ratio in Nash equilibrium is

higher than it is for the social optimum prices. As we did when we constructed
the “optimal circuit” we can construct something we call a Nash circuit by
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substituting resistors of size δi + ai for the voltage sources representing price pi
for each ISP i. The solution to this circuit gives us the Nash equilibrium flows
and prices.
Now that we have the social optimum and Nash equilibrium configurations

of the system described by linear circuits, it is possible to derive closed-form
expressions that lead to bounds on the price of anarchy. For the class of networks
we call “simple parallel serial” which is a network of parallel branches each
containing one or more serially connected providers, we can write Kirchoff’s
voltage laws in matrix form, and then from that derive quadratic forms for the
total profit of the providers in both the social optimum and Nash cases. This is
done in detail in [26].
It turns out that for any problem instance (consisting of a disutility function,

a topology, and ISP latencies {ai}) with Nash equilibrium flow f and disutility
function slope −s = U ′(f), we can construct a new problem with a price of
anarchy at least as high in the following way. We modify the disutility function
to be flat for flows between 0 and f and then make it affine decreasing with
slope −s for higher flows. (This is an argument adapted from [22].) This is
basically because the new problem instance has the same Nash equilibrium as
the old problem, but now the user welfare is zero. The argument is illustrated by
Figure 18.5. Because of this argument, we can restrict our attention to disutility
functions of the shape shown in the lower part of the figure. After invoking this
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argument we can express the user welfare in social optimum for this shape of
disutility function using a quadratic form.
It turns out that the algebra works out so that our bounds are found to be a

function of a parameter y we term the conductance ratio. The conductance ratio
is the conductance of the most conductive branch divided by the conductance
of the network as a whole. The conductance ratio is therefore a measure of how
concentrated the capabilities of the network are in a single branch. A conductance
ratio near 1 means that most of the conductance of the system is concentrated
in a single branch. The smaller the conductance ratio, the more that the overall
conductance of the system is distributed across multiple branches. Thus, in a
sense the conductance ratio reflects the market power or concentration of the
system. As one would expect, the price of anarchy bounds that we find increase
as the conductance ratio approaches 1. The following theorem comes from and
is proven in [26].

Theorem 18.1. Consider the game with a simple parallel-serial topology. Con-
sider the following ratio

y =
maxi 1/ai∑

i 1/ai
,

which is the conductance of the most conductive branch divided by the overall
conductance. The price of anarchy for zero-flow zero-price Nash equilibria is no
more than


1
4
m2 + 2m(1 + y) + (y − 1)2

m
y ≤ 1−m/3

m2(2− y) +m(4− y2 − y) + 2(y − 1)2
8m− 6my y ≥ 1−m/3

(18.9)

where m is the maximum number of providers connected serially. Furthermore,
the maximum of the above bound occurs when y = 1, and consequently the price
of anarchy is no more than

1 +m/2. (18.10)

The bounds given in Theorem 18.1 are illustrated in Figure 18.6. Note how
the price of anarchy falls as the conductance ratio falls, i.e., becomes less monop-
olistic. Also note the increase in the price of anarchy as the number of serially
connected providers increases. This is an example of the well-known “double
marginalization” effect in which serially connected providers tend to overcharge
(as compared to social optimum) because they do not consider how their price
increases will hurt the profits of the other serially connected providers.
The results of Theorem 18.1 are for simple parallel-serial topologies. For gen-

eral parallel-serial topologies (with arbitrary groupings of ISPs connected in par-
allel and series), it turns out the same bounds hold, with an additional factor of
2. The argument is given in [26]. We do believe that the bound with a factor of
2 is not tight, but it remains an open problem to get a tighter bound.
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Figure 18.6 Simple parallel-serial PoA bound for the cases where there are either
m = 1 or 3 providers connected serially. The bounds are plotted as a function of the
conductance ratio – the ratio of the conductance of the most conductive branch to the
conductance of the whole circuit. The points are the PoA of randomly generated
example topologies.

18.3 Service differentiation

As we said in the introduction of this chapter, service differentiation is an impor-
tant tool for improving the Internet by providing quality to those that need
it most. Furthermore, for architectures that separate high-priority traffic from
low-priority traffic, that separation can increase the utility of the system by pre-
venting the mixing of traffic of different types that do not mix well (i.e., video
conferencing and peer-to-peer file sharing). In addition to increasing user utility,
service differentiation has the potential of increasing provider revenues. Walrand
[30] demonstrates that with a simple model, and other works have shown this as
well using different models.
Another interesting set of questions comes up when one considers the com-

bination of service differentiation and ISP competition. Musacchio and Wu [31]
consider such a combination and shows that architectures that support service
differentiation by offering delay sensitive traffic with a priority queue lead to
competition games between ISPs that have a lower price of anarchy than if the
same ISPs were to use a shared queue, no differentiation architecture. That work
supposes that the delay sensitive traffic comes from applications that are close
to constant bit-rate (called “voice” for short), while the delay insensitive appli-
cations generate more bursty traffic (called “web” for short).
Musacchio and Wu [31] models the network with a simple queueing model

and supposes a capacity constraint for each ISP. Using this approach we derive a
space of feasible regions for the vector of web and voice traffic for both the shared
and differentiated architecture cases. Basically with a shared architecture, as the
fraction of web traffic is increased, the ISP needs to operate at a lower utilization
to meet the delay constraint. However, if the ISP chooses not to provide good



Network economics 399

service to voice traffic, that ISP can operate at a much higher utilization. With
a priority architecture, the ISP can operate at a high utilization regardless of
the web vs. voice mix because the voice traffic is always protected. Using this
approach we show that the price of anarchy can be as high as 2 for a shared
architecture but only 1.5 for a priority architecture. The model in this study is
still quite simplistic, so there are still many important open problems regarding
the price of anarchy in differentiated services competition.
Despite the enormous potential advantages of the service differentiation there

are a number of challenges. One set of challenges are in developing technical
architectures to support service differentiation in a scalable way. A large amount
of work has been done in this area, and many protocols and architectures have
been proposed which we will not attempt to survey here. Another challenge is a
coordination problem – if one ISP adopts a new architecture, the full benefit of
that adoption might not be realized until other ISPs also adopt it. Several works
have looked at the problem of getting new architectures adopted in the presence
of an incumbent architecture (for example [32] and [33]).
Another challenge is that the move from a single service class to multiple

service classes actually has the potential to cause some users to be worse off,
even if in the aggregate the population of users benefits. This is because users
who want mid-range quality and are happy with a single class of service might
be forced to choose between a low-quality service or a high-priced, high-quality
service in a differentiated system. Schwartz, Shetty, andWalrand study this issue,
and they suggest [34] that the number of users who fall into this category could
be reduced, while still getting most of the benefits of service differentiation.
Another challenge is that there can be a potential instability in systems that

provide service differentiation. Consider a system with a priority queue and a best
effort queue. Any “cycles” spent serving the priority queue come at the expense
of the best effort queue, so if a lot of traffic uses the priority queue, the best
effort traffic will see lower quality. Now consider the following dynamic. Suppose
some users move from the best effort queue to the more expensive priority queue
in order to get better service. This shift will degrade the quality of the best effort
queue, causing more users to switch to the priority queue, which again in turn
degrades the best effort queue. Depending on the precise utility functions of the
users this process might not stop until all the users are using the priority queue.
In other examples the mix might tip to everyone using best effort, or perhaps to
some positive fraction using both. In summary, the situation is quite “tippy,” and
so a small change in modeling assumptions can lead to very different predicted
outcomes.
This is a phenomenon that has been long recognized by other researchers. This

phenomenon is one of the reasons that Odlyzko [35] proposes a Paris metro pric-
ing (PMP) for Internet service classes. Like the Paris metro once did, Odlyzko’s
PMP scheme would offer a predetermined fraction of the resources to the differ-
ent classes, but at different prices. The scheme is inherently more stable than a
priority scheme, because the quality of each class depends only on the congestion
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of that class. However, one drawback is that one loses some statistical multiplex-
ing gain. For instance, if there is instantaneous demand for the lower class but not
the upper class, such a system would not offer its full capacity to the lower-class
traffic.
Although the “tippiness” problem of schemes for which the congestion of one

class affects the quality of the other classes makes these schemes difficult to
analyze, the task is not impossible. A recent model of Schwartz, Shetty and
Walrand (manuscript in submission as of 2009) includes these effects. Another
work by Gibbens, Mason, and Steinberg [36] demonstrates that a different effect
driven by competition between ISPs can lead to the market tipping to a single
service class. Clearly, there is potential for future work in the area to better
understand these phenomena.
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