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2424

Email and DNS
Under IPv6

This chapter provides step-by-step instructions for setting up DNS services
under IPv6, including setting up BIND, as well as a section detailing the
process of setting up an email server under IPv6.

24.1 Building BIND 9 with OpenSSL Support*

This section explains in detail how to obtain and compile both OpenSSL
and BIND 9 for use with an IPv6 DNS system.

∗This section is adapted from a document written by Robert C. Zilbauer Jr., © Zama
Networks.
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24.1.1 GATHERING THE PIECES

Here’s a brief list of what you’ll need for this project.

• The ability to compile binaries from source code. This usually
means a working gcc installation coupled with the necessary
compilation utilities (e.g., make, ld, etc.).

• The ability to uncompress files with gzip.
• The ability to un-bundle file packages with tar.
• The latest version of the Berkeley Internet Name Domain

software (BIND). Currently, this is BIND 9.1.0
(http://www.isc.org/products/BIND/).

• OpenSSL release 0.9.5a or newer (http://www.openssl.org).

24.1.2 BUILDING OPENSSL

Although BIND 9 comes with its own version of SSL (for use with
DNSSEC), that version contains no architecture-dependent optimizations.
By compiling OpenSSL on your own, you’ll be able to take advantage of
assembly code optimizations that can dramatically speed up BIND’s SSL
operations (particularly on Intel and Sparc architectures).

The first thing you need to do is obtain the latest OpenSSL source code.
You can find this code and a great deal of information about OpenSSL
itself at the main OpenSSL Web site (http://www.openssl.org). For use
with BIND 9, you’ll need OpenSSL version 0.9.5a or higher. As just
mentioned, the latest source release of OpenSSL is also available from
http://www.zamanetworks.com.

Like most source packages, OpenSSL comes compressed and bundled into
a tar file. If you’re using the GNU version of tar, you can un-tar the package
at the same time that you’re uncompressing it. The following command
will accomplish this.

% tar fxz openssl-0.9.6.tar.gz

Otherwise, you’ll have to uncompress the package first and then proceed
with the tar command.

% gzip d openssl-0.9.6.tar.gz

% tar fx openssl-0.9.6.tar
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Once you’ve uncompressed and extracted the source from the tar file,
compiling the code is fairly straightforward. While in the directory created
by un-tarring the source, configure the compilation process by running the
supplied config script.

% cd openssl-0.9.6

% ./config

Once the configure script is finished, type “make” and the compilation of
the source code into usable binaries will begin.

Once the make process is complete, test the resulting libraries and exe-
cutables by doing a make test. Assuming everything goes well, do a make
install and allow OpenSSL to install itself into the default location. This
means that all of your OpenSSL libraries and executables will be found
under /usr/local/ssl.

Building BIND The BIND software is the meat of your new domain
name server. This is the software that will be responding to DNS queries.
Not only will it supply DNS information about your domain to external
parties, but it will also resolve DNS information about external domains
for you.

The first step is obtaining the source code. Currently, the package you
want to use is BIND Version 9.1.0 or later. You can get this from the Internet
Software Consortium’s Web site (http://www.isc.org/products/BIND/).
Just download the file and uncompress/un-tar it as you did with the
OpenSSL software.

Once the source has been un-tarred, cd into the newly created directory and
begin configuring the source for compilation. You want to make sure BIND
uses the OpenSSL libraries you compiled earlier, so begin the configuration
with the following command.

% cd bind-9.1.0

% ./configure with-openssl=/usr/local/ssl

The configure script will now check your system for the elements
required to build BIND and incorporate your previously compiled
OpenSSL libraries.

Once the configure script is done, type make. This will start the compil-
ation process. Assuming everything compiles correctly (i.e., you don’t get



452 Part Three • IPv6 Practice

any fatal errors), you should do a make check to run through the first part
of the collection of test scripts that come with BIND. Check the output of
these tests, and make sure there aren’t any grievous errors. Toward the
end of the testing, you’ll get a number of errors regarding unconfigured
interfaces, but you can ignore those. We’ll deal with them next.

As a matter of fact, we’ll deal with them now. If you’ve seen the uncon-
figured interface errors, your make check is probably finished. To run
through the rest of the tests, you’ll have to set up a bunch of virtual inter-
faces for the test scripts to use. Fortunately, the BIND installation comes
with a script made to do just that. The script, ifconfig.sh, can be found in
bin/tests/system/ from the top of the BIND 9 source tree. You may want
to cd into that directory for the next few steps.

% cd bin/tests/system/

Unfortunately, as of BIND Version 9.1.1rc2, the ifconfig.sh script doesn’t
work at all for the Intel version of Solaris 8 and doesn’t work completely
for the Sun version of Solaris 8. The code maintainers have been notified,
but just in case you’re using unfixed code, you should be able to use the
following script.

#!/bin/sh

#

# Copyright (C) 2000, 2001 Internet Software Consortium.

#

# Permission to use, copy, modify, and distribute this software for any

# purpose with or without fee is hereby granted, provided that the above

# copyright notice and this permission notice appear in all copies.

#

# THE SOFTWARE IS PROVIDED “AS IS” AND INTERNET SOFTWARE CONSORTIUM

# DISCLAIMS ALL WARRANTIES WITH REGARD TO THIS SOFTWARE INCLUDING ALL

# IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS. IN NO EVENT SHALL

# INTERNET SOFTWARE CONSORTIUM BE LIABLE FOR ANY SPECIAL, DIRECT,

# INDIRECT, OR CONSEQUENTIAL DAMAGES OR ANY DAMAGES WHATSOEVER RESULTING

# FROM LOSS OF USE, DATA OR PROFITS, WHETHER IN AN ACTION OF CONTRACT,

# NEGLIGENCE OR OTHER TORTIOUS ACTION, ARISING OUT OF OR IN CONNECTION

# WITH THE USE OR PERFORMANCE OF THIS SOFTWARE.
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# $Id: ifconfig.sh,v 1.25.4.1 2001/01/09 22:34:37 bwelling Exp $

#

# Set up interface aliases for bind9 system tests.

#

# If running on hp-ux, don’t even try to run config.guess.

# It will try to create a temporary file in the current directory,

# which fails when running as root with the current directory

# on a NFS mounted disk.

case ‘uname -a‘ in

*HP-UX*) sys=hpux ;;

*) sys=‘../../../config.guess‘ ;;

esac

case “$1” in

start|up)

for ns in 1 2 3 4 5

do

case “$sys” in

*-pc-solaris2.8)

ifconfig lo0:$ns plumb

ifconfig lo0:$ns 10.53.0.$ns up

;;

*-sun-solaris2.8)

ifconfig lo0:$ns plumb

ifconfig lo0:$ns 10.53.0.$ns up

;;

*)

echo “Don’t know how to set up interface.

Giving up.”

exit 1

esac

done

;;

stop|down)
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for ns in 5 4 3 2 1

do

case “$sys” in

*-pc-solaris2.8)

ifconfig lo0:$ns 10.53.0.$ns down

ifconfig lo0:$ns 10.53.0.$ns unplumb

;;

*-sun-solaris2.8)

ifconfig lo0:$ns 10.53.0.$ns down

ifconfig lo0:$ns 10.53.0.$ns unplumb

;; *)

echo “Don’t know how to destroy interface.

Giving up.”

exit 1

esac

done

;;

*)

echo “Usage: $0 { up | down }”

exit 1

esac

The preceding script is a stripped-down version of BIND’s ifconfig.sh
script. I’ve eliminated everything not pertaining to Solaris 8 and fixed
the “down” section to properly unplumb the interfaces when you’re done
with them.

Armed with the proper ifconfig.sh script, you’re ready to finish up with
BIND’s automated tests. First, run the script with the up argument.
This will set up the required virtual interfaces BIND will use during the
tests.

% ./ifconfig.sh up

Now, do a make test to run through the remaining tests. Once the tests
have completed successfully, you’ll want to clean up the virtual interfaces
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used in the tests. The same script will do this. Just give it the down
argument instead of up.

% ./ifconfig.sh down

Finally, your newly built BIND package has been tested and is ready
for installation. Move up to the top of the BIND source tree (assuming
you dropped into the bin/tests/system directory) and issue the install
command.

% cd ../../..

% make install

Several BIND executables will be installed in /usr/local/bin. The name
server binary itself, named, will be installed in /usr/local/sbin, and
several name server-related libraries will be put in /usr/local/lib. All
that’s left to do now is configure your new name server.

24.2 Configuring an IPv4/IPv6 DNS**

This section explains in detail how to configure BIND 9 for use as an
IPv4/IPv6 domain name server. Configuration details will be given for
both a master (primary) and a slave (secondary) server. In addition,
example configuration files and a current root server list will be included
at the end of this document.

24.2.1 GATHERING THE PIECES

Here’s a brief list of what you’ll need for this project.

• A working Solaris 8 (either Intel or Sun) machine for each
server (master and slave).

• Both machines should have a correctly configured IPv4
interface.

• Both machines should have a properly configured IPv6
interface. It is recommended that both machines be configured
with a static IPv6 address.

∗∗This section is adapted from a document written by Robert C. Zilbauer Jr., © Zama
Networks.
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• The servers should also have the OpenSSL and BIND 9
packages compiled and installed on them.

24.2.2 CONFIGURING YOUR MASTER DNS

Once the preceding groundwork has been completed, you can move right
into configuring your new DNS machines. By default BIND will look for its
configuration file, named.conf, in /etc. A sample named.conf file has been
included at the end of this document for your convenience. However, in the
following section, we’ll go over some of the highpoints of the configuration
file and explain why they’re in there.

All of the information that BIND will serve as your DNS (a.k.a., your
zone records) can be kept anywhere you’d like. In this case, we’ll create
a directory, /var/named and instruct BIND to look there for its zone
records. Also, we need to explicitly tell BIND to answer IPv6 queries.
All of these things are done at the top of the named.conf file in an options
section like this.

options

{

listen-on-v6

{

any;

};

directory “/var/named”;

notify yes;

provide-ixfr yes;

};

The first line of the options section tells BIND to listen for IPv6 queries.
The directory option tells it where to find its zone records. The notify and
provide-ixfr options begin to define the relationship of your primary (or
master) DNS with your secondary (or slave) DNS. The notify line says
your master DNS should send notification to its slaves when a record has
been updated, and the provide-ixfr option allows your slaves to request
incremental updates (i.e., only the parts of the records that have been
changed).
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Make sure you have at least the default logging enabled. The following
will allow BIND to send messages through syslog, which (usually) end up
in your /var/adm/messages file.

logging

{

category “default”

{

“default_syslog”;

“default_debug”;

};

};

Next, you must tell your name server where to look for root zone infor-
mation. This is done with the root.hint file (the current version of which
is included at the end of this document) and the following section in your
named.conf file.

zone “.”

{

type hint;

file “root.hint”;

};

Now you’ll need to start adding records for your DNS to serve. We’ll start
with the loopback addresses of your DNS.

zone “localhost”

{

type master;

file “db.localhost”;

};

zone “0.0.127.in-addr.arpa”

{

type master;

file “db.127.0.0”;

notify no;

};
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The config file definitions indicate that your forward localhost records can
be found in a file named db.localhost and your reverse localhost records
can be found in db.127.0.0. We’ll describe the contents of these and the rest
of your zone files later on in this paper. For now, just assume that the file
names are correct and that they’ll be there when we need them.

Since this is an IPv6 DNS, we’ll need the IPv6 equivalent of the preceding
files. So add the following lines to your config file for your IPv6 localhost
lookups (only reverse is needed in this section; your forward IPv6 localhost
lookups will be handled by the db.localhost file we defined earlier).

zone “0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.int”

{

type master;

file “db.0000:0000:0000:0000.ip6.int”;

notify no;

};

zone “\[x0000000000000000/64].ip6.arpa”

{

type master;

file “db.0000:0000:0000:0000.ip6.arpa”;

notify no;

};

Officially, the ip6.int format (also known as “nibble format”) is deprecated.
However, it is still in use for compatibility with existing IPv6 applications.

Now identify the file name and other properties for your domain’s zone
records. For simplicity, we’ll assume we’re only setting up our DNS to
answer queries for one (creatively named) domain, “mydomain.com.”

zone “mydomain.com“

{

type master;

file “db.mydomain.com“;

notify yes;

allow-transfer

{
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192.168.25.4;

};

};

Before going into further explanation, let’s add in the reverse lookups
for our IPv6 network. This document assumes that your IPv4 reverse
DNS lookups are being handled by whoever gave you your addresses,
so we won’t be dealing with those. For our purposes, we’ll use an IPv6
network beginning with 3ffe:80f0:1:1:… Notice that we’re using both the
“bitstring“ format as well as the deprecated nibble format.

zone “\[x3ffe80f000010001/64].ip6.arpa“

{

type master;

file “db.3ffe:80f0:0001:0001.ip6.arpa“;

notify yes;

allow-transfer

{

192.168.25.4;

};

};

zone “1.0.0.0.1.0.0.0.0.f.0.8.e.f.f.3.ip6.int“

{

type master;

file “db.3ffe:80f0:0001:0001.ip6.int“;

notify yes;

allow-transfer

{

192.168.25.4;

};

};

If you take a look at the three zone definitions you’ve just created, you’ll
notice they all have several things in common. Since this is going to be your
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primary (or “master“) DNS, each zone definition starts by indicating that
this machine holds the master records for that zone (type master). Next,
you’ve defined the name of the file in which the zone records will be kept.
The notify yes line indicates that your master DNS should notify its slave
DNS whenever records are updated within the given zone. And, last, the
allow-transfer definition tells your server which machine is allowed to do
zone transfers. This should be the IP address of your slave DNS.

24.2.3 CONFIGURING YOUR “localhost“ ZONE

Now that your named.conf file is complete, it’s time to start creating your
zone files. Drop down into the directory you specified in your named.conf
file as having your zone information. If you set up your named.conf file
just like our examples, that would be /var/named.

The first two files you’ll create are to facilitate lookups of your localhost.
The info for your specific machine will (more than likely) be identical to
what you see here. First, we handle the forward lookups (both IPv4 and
IPv6) for your localhost. Create the db.localhost file and fill it with the
following.

$ORIGIN localhost.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001012501 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

localhost IN A 172.0.0.1

IN AAAA 0000:0000:0000:0000:0000:0000:0000:0001

IN A6 0 0000:0000:0000:0000:0000:0000:0000:0001
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At this point, we’ll go over some of the key elements to be aware of in
this file (as well as the other files you’ll be creating). You’ll notice the SOA
indicator toward the top of the file. This stands for Start Of Authority. The
machine name immediately following the SOA indicates the name of the
machine, which should be considered “authoritative” for the information
within the zone file. In all cases on your master DNS, this will be the
name of your master DNS machine. The next element of the SOA line,
“dns.mydomain.com,” is actually the email address of the maintainer of
the zone records. While it’s written with periods as punctuation, it means
dns@mydomain.com is the email address of the maintainer of the records
within this zone file. This, too, will likely be the same throughout all of
your zone files.

While we won’t be going over all of the numbers within the parenthesized
section of the SOA record, we will discuss one of them. Whenever you
make updates to your zone records, you should adjust the serial number
accordingly. As a general rule of thumb, use the current date as your serial
number. Since you may be making more than one change to your files
on a particular day, add a two-digit revision number to the end of the
date. For example, the first change you make on March 23, 2001, would
have a serial number of “2001032301” (YYYYMMDDRR, where RR is the
double-digit revision number). Consequently, when you make the second
change to the file on the same day, you’d change the serial number to
“2001032302.”

The reason for this has to do with the interaction between your master
DNS and your slave DNS. In order for your slave DNS to know that there
are new changes it needs to download from the master, the serial number
must be incremented. If you’ve made changes to your master DNS and
expect to see the changes propagate to your slave DNS but they don’t, one
of the first things you should check is your serial number on the master
DNS. If you haven’t incremented the serial number, the changes won’t be
reflected in your slave DNS’s records.

For an explanation of the other numbers within the SOA block
(e.g., refresh, retry, etc.), see the BIND 9 Administrator Reference Manual.
This manual is available in PDF format from Nominum, Inc. (http://
www.nominum.com).

The IN NS records define the name servers responsible for this zone.
Chances are good that these lines will also be the same across all of your
zone files.
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Last, the entry beginning with “localhost” starts the actual localhost DNS
information. In your forward lookup files, you will be defining the IPv4
address (the A record) as well as the IPv6 address. In the case of IPv6
forward lookups (just like with IPv6 reverse lookups), there are two
address formats: the deprecated “quad-A” record (AAAA) and the A6
record. Both are used for compatibility reasons.

The IPv4 reverse lookup file for your localhost zone is much simpler. You’ll
notice that it contains a lot of the same information as the forward lookup
zone. Create the file db.127.0.0 in your /var/named directory, and give it
the following contents.

$ORIGIN 0.0.127.in-addr.arpa.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001012501 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

1 IN PTR localhost.

The only thing different in this file is the actual zone data. The PTR record
maps 127.0.0.1 to the name “localhost.”

Now on to something a little more complicated: IPv6 reverse lookups
for localhost. Remember that IPv6 reverse lookups (like forward
lookups) have two formats that are both currently in use. We’ll start
with the older, nibble format. Create a new file in your /var/named
directory named db.0000:0000:0000:0000.ip6.int with the following
contents.
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$ORIGIN 0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.int.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001012501 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

1.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0 IN PTR localhost.

And then put the same information in the newer bitstring format. Create
another file in /var/named with the name db.0000:0000:0000:0000.ip6.arpa
containing this.

$ORIGIN \[x0000000000000000/64].ip6.arpa.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001012501 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

\[x0000000000000001/64] IN PTR localhost.
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Both of these files are there for the same function: to map the IPv6
localhost address, 0000:0000:0000:0000:0000:0000:0000:0001, to the name
“localhost.”

24.2.4 CONFIGURING FORWARD AND REVERSE DNS LOOKUPS

Now that you’ve configured your localhost records, you’re ready to set
up the forward lookups for your domain, mydomain.com. Create a file in
/var/named called db.mydomain.com with the following contents.

$ORIGIN mydomain.com.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001021501 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

The rest of the file should be filled in with your domain information. First
of all, you should add IPv4 and IPv6 entries for your master and slave DNS
machines (ns1.mydomain.com and ns2.mydomain.com). Be sure to define
your IPv6 addresses using both the older AAAA record type and the A6
record type. When you’re done with that, your file will look something
like this.

ns1 IN A 192.168.25.5

IN AAAA 3ffe:80f0:1:1:201:2ff:fe00:2112

IN A6 0 3ffe:80f0:1:1:201:2ff:fe00:2112
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ns2 IN A 192.168.25.4

IN AAAA 3ffe:80f0:1:1:201:2ff:fe00:2111

IN A6 0 3ffe:80f0:1:1:201:2ff:fe00:2111

Now add entries for any other machines for which you’d like to have
DNS entries. Let’s say, for example, you want a Web server to answer
at www.mydomain.com. Its DNS entry in this file would look something
like this.

www IN A 192.168.25.7

IN AAAA 3ffe:80f0:1:1:201:2ff:fee8:efa1

IN A6 0 3ffe:80f0:1:1:201:2ff:fee8:efa1

The last thing to do is to configure the reverse lookups for your IPv6 net-
work. Again, you should create two reverse lookup zone files: one for
nibble format and one for bitstring format. First the nibble format. Create
a file in /var/named called db.3ffe:80f0:0001:0001.ip6.int. Its contents will
look something like this.

$ORIGIN 1.0.0.0.1.0.0.0.0.f.0.8.e.f.f.3.ip6.int.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001020201 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

1.1.1.2.0.0.e.f.f.f.2.0.1.0.2.0

IN PTR ns2.mydomain.com.

2.1.1.2.0.0.e.f.f.f.2.0.1.0.2.0



466 Part Three • IPv6 Practice

IN PTR ns1.mydomain.com.

1.a.f.e.8.e.e.f.f.f.2.0.1.0.2.0

IN PTR www.mydomain.com.

And, finally, create a file in /var/named called db.3ffe:80f0:0001:0001.
ip6.arpa. This file will contain the reverse DNS information for your IPv6
network in bitstring format. Much like the preceding file, your bitstring
reverse DNS file will look something like this.

$ORIGIN \[x3ffe80f000010001/64].ip6.arpa.

@ 4h IN SOA ns1.mydomain.com. dns.mydomain.com. (

2001020201 ; serial

28800 ; refresh

7200 ; retry

604800 ; expire

86400 ; minimum

)

;

IN NS ns1.mydomain.com.

IN NS ns2.mydomain.com.

;

$TTL 1h

;

\[x020102fffe002111/64]

IN PTR ns2.mydomain.com.

\[x020102fffe002112/64]

IN PTR ns1.mydomain.com.

\[x020102fffee8efa1/64]

IN PTR www.mydomain.com.

24.2.5 STARTING AND TESTING YOUR MASTER DNS

If you’ve gotten this far, you should have the following configuration files
ready to go.

• The BIND configuration file itself: /etc/named.conf
• localhost forward lookups: /var/named/db.localhost



Chapter 24 • Email and DNS Under IPv6 467

• localhost IPv4 reverse lookups: /var/named/db.127.0.0
• localhost IPv6 reverse lookups (nibble format):

/var/named/ db.0000:0000:0000:0000.ip6.int
• localhost IPv6 reverse lookups (bitstring format):

/var/named/ db.0000:0000:0000:0000.ip6.arpa
• mydomain.com forward lookups:

/var/named/db.mydomain.com
• IPv6 reverse lookups (nibble format):

/var/named/db.3ffe:80f0:0001:0001.ip6.int
• IPv6 reverse lookups (bitstring format):

/var/named/db.3ffe:80f0:0001:0001.ip6.arpa
• The root zone information file: /var/named/root.hint (see the

end of this document)

Starting up the named process is as simple as typing in the name of the
executable on the command line as root.

ns1# /usr/local/sbin/named

The named process will automatically look for its configuration file in
/etc/named.conf and then load all of the zone files you’ve specified.
Wait a few seconds for named to initialize itself and then check
/var/adm/messages for any error messages. Assuming all looks good,
you’re ready to do some testing.

You can do some initial testing on the name server machine itself using
the host command that comes with BIND 9. The host command takes the
following arguments: options, item to lookup, and name server to use.
Using the -a option with host will show you all of the information your
new name server returns in response to a particular query. For example,
to test your IPv6 lookups you would use the following command.

ns1# host -

a www.mydomain.com 3ffe:80f0:1:1:201:2ff:fe00:2112

That command will return something similar to the following.

Trying “www.mydomain.com.”

Using domain server:

Name: 3ffe:80f0:1:1:201:2ff:fe00:2112

Address: 3ffe:80f0:1:1:201:2ff:fe00:2112#53
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Aliases:

;;

-> >HEADER< <- opcode: QUERY, status: NOERROR, id: 54299

;; flags: qr aa rd ra; QUERY: 1, ANSWER: 3, AUTHORITY: 2, ADDITIONAL: 6

;; QUESTION SECTION: ;www.mydomain.com. IN ANY

;; ANSWER SECTION: www.mydomain.com.

3600 IN A 192.168.25.7 www.mydomain.com.

3600 IN AAAA 3ffe:80f0:10:1:201:2ff:fee8:efa1 www.mydomain.com.

3600 IN A6 0 3ffe:80f0:10:1:201:2ff:fee8:efa1

;; AUTHORITY SECTION:

mydomain.com. 14400 IN NS ns2.mydomain.com.

mydomain.com. 14400 IN NS ns1.mydomain.com.

;; ADDITIONAL SECTION:

ns1.mydomain.com. 3600 IN A 192.168.25.5

ns1.mydomain.com. 3600 IN A6 0 3ffe:80f0:1:1:201:2ff:fe00:2112

ns1.mydomain.com. 3600 IN AAAA 3ffe:80f0:1:1:201:2ff:fe00:2112

ns2.mydomain.com. 3600 IN A 192.168.25.4

ns2.mydomain.com. 3600 IN A6 0 3ffe:80f0:1:1:201:2ff:fe00:2111

ns2.mydomain.com. 3600 IN AAAA 3ffe:80f0:1:1:201:2ff:fe00:2111

Received 293 bytes from 3ffe:80f0:1:1:201:2ff:fe00:2112#53 in 3 ms

At the top of the output you’ll see the IP address and port of the name server
that host is using to look up the information. In this case the IP address
is the IPv6 address you specified—3ffe:80f0:1:1:201:2ff:fe00:2112—and the
port is the standard DNS port—53. The rest of the information shows you
all of the records your new name server can return for that machine name.

Similar tests can be performed for the other machines you’ve defined. Also,
you can (and should) test the reverse lookups for your machines as well.
To test the IPv4 forward lookup for www.mydomain.com, you would use
the IPv4 address of your new name server in the host command.

ns1# host a www.mydomain.com 192.168.25.5

To do a reverse lookup on the IPv6 address of www.mydomain.com, you
would just specify its IP address in place of the machine name in the host
command.
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ns1# host -

a 3ffe:80f0:10:1:201:2ff:fee8:efa1 3ffe:80f0:1:1:201:2ff:fe00:2112

You can do similar tests from a separate machine. If that machine also
has BIND9 installed, you can use the same exact host commands for
your testing. Otherwise, you can use the standard nslookup command
to do some rudimentary testing from a remote machine. I say rudimentary
because nslookup won’t generally understand IPv6 addresses. However,
you can make sure your new DNS responds with IPv6 addresses from an
IPv4 query. That’s still a good sign you’re set up correctly.

First, get into the nslookup command interpreter by typing nslookup at
a prompt. Now, point nslookup at your new name server with the server
<ip address> command. The next step is to tell nslookup to show you all
the records it can by issuing a set type=any command. Now just type in
the machine you want to test.

A test for www.mydomain.com with nslookup against your new name
server will look something like this.

remotemachine.com> nslookup

Default Server: ns1.remotemachine.com Address: 216.65.257.1

> server 192.168.25.5

Default Server: [192.168.25.5]

Address: 192.168.25.5

> set type=any

> www.mydomain.com.

Server: [192.168.25.5]

Address: 192.168.25.5

www.mydomain.com

internet address = 192.168.25.7 www.mydomain.com

IPv6 address = 3ffe:80f0:10:1:201:2ff:fee8:efa1

www.mydomain.com

record type 38, interpreted as: www.mydomain.com.

3600 IN 38 ?38? mydomain.com

nameserver = ns2.mydomain.com mydomain.com

nameserver = ns1.mydomain.com ns1.mydomain.com
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internet address = 192.168.25.5 ns1.mydomain.com

record type 38, interpreted as: ns1.mydomain.com.

3600 IN 38 ?38? ns1.mydomain.com

IPv6 address = 3ffe:80f0:1:1:201:2ff:fe00:2112

ns2.mydomain.com

internet address = 192.168.25.4 ns2.mydomain.com

record type 38, interpreted as: ns2.mydomain.com.

3600 IN 38 ?38? ns2.mydomain.com

IPv6 address = 3ffe:80f0:1:1:201:2ff:fe00:2111

You’ll notice in this output that the newer IPv6 record type, A6, is not
understood. However, the IPv6 address comes through via the older
AAAA record format.

You’ve now tested your master DNS both locally and remotely. Since
I’m sure there’s no chance of anything going wrong, you now have
a working master domain name server capable of serving both IPv4 and
IPv6 addresses. You’re done!

24.2.6 CONFIGURING YOUR SLAVE DNS

Make that you’re done unless you want to set up another machine as your
slave DNS (a machine to answer DNS queries in case your master server is
down or otherwise unavailable). The initial setup of the slave DNS machine
will be identical to that of the master DNS machine. Check through the
“Gathering the Pieces” section, and make sure the machine you want to
use as your slave DNS meets all of the prerequisites. After that section is
where things start to diverge.

You should still create a directory for your zone records as you did with
the master DNS. Putting it in the same place, /var/named, is always
a good idea. You should also copy over the root.hint file from your primary
DNS into the /var/named directory of your new secondary DNS. Both the
master and the slave need that file.

While you’re copying files over, you may want to copy over the four
files responsible for the localhost lookups. Although this machine is
a slave DNS, it’s still in charge of its own localhost lookups. The files
you want are db.localhost, db.127.0.0.0, db.0000:0000:0000:0000.ip6.int,
and db.0000:0000:0000:0000.ip6.arpa. The only change you should make
to these files is in the SOA line at the top. In each of these four files, change
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the ns1.mydomain.com entry (immediately following the SOA element) to
ns2.mydomain.com.

The rest of the files in /var/named on your slave DNS machine will be
created automatically, however. So the only other file you need to change
is the main BIND configuration file, /etc/named.conf.

The options section of the configuration file is different on a slave DNS
machine. Basically, it doesn’t need any of the options regarding zone
transfers or slave notification. So the modified options section would look
like this.

options

{

listen-on-v6 {

any;

};

directory “/var/named”;

};

All of the following sections of the /etc/named.conf file on your slave DNS
system will be identical to those on your master DNS machine.

• The “.” zone section (which indicates the name of the root.hint
file)

• The logging section
• The localhost zone (for forward localhost lookups)
• The zone responsible for reverse IPv4 localhost lookups
• The two zones responsible for reverse IPv6 localhost lookups

(both the nibble and bitstring formats)

You can copy and paste those elements from your master DNS machine’s
/etc/named.conf file into your slave’s. That sets up all of the basic BIND
elements you need. Now, it’s just a matter of setting up slave zones for the
forward and reverse lookups of mydomain.com.

To do that, just add three zone definitions to your /etc/named.conf file.
They will look similar to the following.

zone “mydomain.com”

{

type slave;
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file “bk.mydomain.com”;

masters

{

192.168.25.5;

};

};

zone “\[x3ffe80f000010001/64].ip6.arpa”

{

type slave;

file “bk.3ffe:80f0:0001:0001.ip6.arpa”;

masters

{

192.168.25.5;

};

};

zone “1.0.0.0.1.0.0.0.0.f.0.8.e.f.f.3.ip6.int”

{

type slave;

file “bk.3ffe:80f0:0001:0001.ip6.int”;

masters

{

192.168.25.5;

};

};

The first one handles the forward lookups for mydomain.com, while the
last two take care of the different formats of IPv6 reverse lookups. In each
case, the type is set to slave, which indicates that this server should rely
on another for its information about these zones. The file is where it will
save that information once it is obtained, and the masters section tells it
from which machine it should get that information. The IP address in that
masters sections should be the IP address of your master DNS.

Now start the name server process (named) as root just like you did on
your master DNS.

ns1# /usr/local/sbin/named
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After a few moments of initialization, you should see the three bk.* files
show up in /var/named. Once they’re in there, you can run some DNS
query tests using the host command as you did with your master server.
Just use the address of your slave server instead of the one for your master.

The final thing you should test is a zone transfer. Go over to your master
server and make a change to one of your zone files. For example, add a test
machine entry to db.mydomain.com. Important: Make sure you increment
the serial number at the top of the file or the slave won’t know the contents
have changed.

Once you’ve made the appropriate changes, send the named process on
your master server a HUP signal. This tells named to reread its configura-
tion files. First, determine what process ID the named process is running
under. Then send that process ID the HUP signal.

ns1:/var/named# ps -ef | grep named

root 164 1 0 Feb 05 ? 0:08 /usr/local/sbin/named

ns1:/var/named# kill -HUP 164

Shortly after sending the HUP signal, you should see the changes
propagate over to the appropriate bk.* file on your slave server. In this
case, since we made the change to db.mydomain.com, you’ll see the
change reflected in bk.mydomain.com.

Now that you know your secondary server is correctly responding to
queries and correctly handling zone transfers, you can pat yourself on
the back. You’ve successfully set up an IPv6 capable master/slave DNS
system!

24.2.7 EXAMPLE named.conf OPTIONS

Example named.conf (master) options

{

listen-on-v6

{

any;

};
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directory “/var/named”;

notify yes;

provide-ixfr yes;

};

logging

{

category “default”

{

“default_syslog”;

“default_debug”;

};

};

zone “.”

{

type hint;

file “root.hint”;

};

// IPv4 localhost and localhost reverse. zone “localhost”

{

type master;

file “db.localhost”;

};

zone “0.0.127.in-addr.arpa”

{

type master;

file “db.127.0.0”;

notify no;

};

// IPv6 localhost and localhost reverse.

// .ip6.int is deprecated but kept for compatibility for now.

zone “0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.int“

{

type master;
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file “db.0000:0000:0000:0000.ip6.int”;

notify no;

};

zone “\[x0000000000000000/64].ip6.arpa”

{

type master;

file “db.0000:0000:0000:0000.ip6.arpa”;

notify no;

};

zone “mydomain.com”

{

type master;

file “db.mydomain.com”;

notify yes;

allow-transfer

{

192.168.25.4;

};

};

// Reverse lookups for 3ffe:80f0:0001:0001:

// ... zone “\[x3ffe80f000010001/64].ip6.arpa”

{

type master;

file “db.3ffe:80f0:0001:0001.ip6.arpa”;

notify yes;

allow-transfer

{

192.168.25.4;

};

};

zone “1.0.0.0.1.0.0.0.0.f.0.8.e.f.f.3.ip6.int”

{

type master;

file “db.3ffe:80f0:0001:0001.ip6.int”;
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notify yes;

allow-transfer

{

192.168.25.4;

};

};

Example named.conf (slave) options

{

listen-on-v6

{

any;

};

directory “/var/named”;

};

logging

{

category “default”

{ “default_syslog“; “default_debug”;

};

};

zone “.“

{

type hint;

file “root.hint”;

};

// IPv4 localhost and localhost reverse.

zone “localhost“

{

type master;

file “db.localhost”;

};
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zone “0.0.127.in-addr.arpa”

{

type master;

file “db.127.0.0”;

notify no;

};

// IPv6 localhost and localhost reverse.

// .ip6.int is deprecated but kept for

// compatibility for now.

zone “0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.0.ip6.int”

{

type master;

file “db.0000:0000:0000:0000.ip6.int”;

notify no;

};

zone “\[x0000000000000000/64].ip6.arpa”

{

type master;

file “db.0000:0000:0000:0000.ip6.arpa”;

notify no;

};

zone “mydomain.com”

{

type slave;

file “bk.mydomain.com”;

masters

{

192.168.25.5;

};

};

// Reverse lookups for 3ffe:80f0:0001:0001:...

zone “\[x3ffe80f000010001/64].ip6.arpa”

{

type slave;

file “bk.3ffe:80f0:0001:0001.ip6.arpa”;

masters
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{

192.168.25.5;

};

};

zone “1.0.0.0.1.0.0.0.0.f.0.8.e.f.f.3.ip6.int”

{

type slave;

file “bk.3ffe:80f0:0001:0001.ip6.int”;

masters

{

192.168.25.5;

};

};

Current root.hint file

; This file holds the information on root name servers needed to

; initialize cache of Internet domain name servers

; (e.g. reference this file in the “cache . <file>”

; configuration file of BIND domain name servers).

;

; This file is made available by InterNIC registration services

; under anonymous FTP as

; file /domain/named.root

; on server FTP.RS.INTERNIC.NET

; -OR- under Gopher at RS.INTERNIC.NET

; under menu InterNIC Registration Services (NSI)

; submenu InterNIC Registration Archives

; file named.root

;

; last update: Aug 22, 1997

; related version of root zone: 1997082200

;

;
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; formerly NS.INTERNIC.NET

;

. 3600000 IN NS A.ROOT-SERVERS.NET.

A.ROOT-SERVERS.NET. 3600000 A 198.41.0.4

;

; formerly NS1.ISI.EDU

;

. 3600000 NS B.ROOT-SERVERS.NET.

B.ROOT-SERVERS.NET. 3600000 A 128.9.0.107

;

; formerly C.PSI.NET

;

. 3600000 NS C.ROOT-SERVERS.NET.

C.ROOT-SERVERS.NET. 3600000 A 192.33.4.12

;

; formerly TERP.UMD.EDU

;

. 3600000 NS D.ROOT-SERVERS.NET.

D.ROOT-SERVERS.NET. 3600000 A 128.8.10.90

;

; formerly NS.NASA.GOV

;

. 3600000 NS E.ROOT-SERVERS.NET.

E.ROOT-SERVERS.NET. 3600000 A 192.203.230.10

;

; formerly NS.ISC.ORG

;

. 3600000 NS F.ROOT-SERVERS.NET.

F.ROOT-SERVERS.NET. 3600000 A 192.5.5.241

;

; formerly NS.NIC.DDN.MIL

;

. 3600000 NS G.ROOT-SERVERS.NET.
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G.ROOT-SERVERS.NET. 3600000 A 192.112.36.4

;

; formerly AOS.ARL.ARMY.MIL

;

. 3600000 NS H.ROOT-SERVERS.NET.

H.ROOT-SERVERS.NET. 3600000 A 128.63.2.53

;

; formerly NIC.NORDU.NET

;

. 3600000 NS I.ROOT-SERVERS.NET.

I.ROOT-SERVERS.NET. 3600000 A 192.36.148.17

;

; temporarily housed at NSI (InterNIC)

;

. 3600000 NS J.ROOT-SERVERS.NET.

J.ROOT-SERVERS.NET. 3600000 A 198.41.0.10

;

; housed in LINX, operated by RIPE NCC

;

. 3600000 NS K.ROOT-SERVERS.NET.

K.ROOT-SERVERS.NET. 3600000 A 193.0.14.129

;

; temporarily housed at ISI (IANA)

;

. 3600000 NS L.ROOT-SERVERS.NET.

L.ROOT-SERVERS.NET. 3600000 A 198.32.64.12

;

; housed in Japan, operated by WIDE

;

. 3600000 NS M.ROOT-SERVERS.NET.

M.ROOT-SERVERS.NET. 3600000 A 202.12.27.33

; End of File
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24.3 Designing and Implementing an IPv6 Email Server

This section explains in detail how to configure and install an IPv6-capable
email server using Courier Mail Server.

24.3.1 GATHERING THE PIECES

Here’s a brief list of what you’ll need for this project.

• A working FreeBSD 4.2 machine (Intel) that is configured
for IPv6

• db or gdbm (can be found on FreeBSD in /usr/ports/
databases/)

• gcc 2.91 or higher (available from ftp://ftp.gnu.org/gnu/gcc/)
• gmake (can be found on FreeBSD in /usr/ports/devel/)
• Perl 5.6 (available fromhttp://www.cpan.org/src/index.html)
• Gnupg (available from http://www.gnupg.org)
• OpenSSL 0.96 (available from www.openssl.org)
• Apache 1.3.19 source code that includes the IPv6 patch and the

mod_ssl patch
• Courier Mail Server 0.32.0 or higher (available from

http://sourceforge.net/projects/courier/)
• A static IPv6 ip address (obtain this from the Network

Administrator or your IPv6 ISP)
• IPF Firewall configured for IPv4 and IPv6

24.3.2 “Pre-Courier” SOFTWARE INSTALLATION

Courier Mail Server is dependent on a number of other software packages
that need to be configured and installed prior to unzipping and untarring
Courier. Please refer to the INSTALL files for the software for configuration
and installation specifics.

This is the recommended order for installing the software prior to Courier
Mail Server.

gcc

gmake

db or gdbm
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gnupg

OpenSSL

Perl

Apache

Once OpenSSL is installed, there is a chance that you will have to manually
seed the pseudo-random number generator (PRNG). If the PRNG is not
seeded, you will see error messages when running scripts to create SSL
certificates for Apache and Courier.

To seed the PRNG, do the following.

1. Create a file named .rand in /usr/local/ssl, and make sure that
it is readable by root only.

2. Use a text editor, such as vi, and enter at least five lines of
random gibberish.

3. Save the file, and then run the following command to finish
seeding the PRNG.

$ openssl rand -out /usr/local/ssl/.rand -rand /usr/local/ssl/.rand -base64 1024

24.3.3 INSTALLING APACHE

For the Apache build, the installation instructions differ from those in the
INSTALL file.

1. Make sure that root has /usr/local/ssl/lib and /usr/local/
ssl/include contained in the LD_LIBRARY_PATH setting.

2. From within the build directory for Apache, run the script
configure.v6 (this runs configure with the patch for IPv6
support and the mod_ssl patch).

3. Run make.
4. Run make certificate to generate a self-signed certificate. If you

see an error message indicating that the PRNG is not seeded,
see the section “Installing OpenSSL” for instructions to seed the
PRNG.

5. Run make install to complete the install process.

Try starting Apache with the /usr/local/apache/bin/apachectl startssl
command to see if it finds the SSL libraries that it needs to run
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HTTPS connections. To avoid having to enter the passphrase each time
you want to start Apache with SSL running (for instance, at boot up), you
should remove the encryption from the RSA private key (while preserving
the original file).

$ cp server.key server.key.org

$ openssl rsa -in server.key.org -out server.key

And also make sure the server.key file is now only readable by root.

$ chmod 400 server.key

Now server.key will contain an unencrypted copy of the key. If you point
your server at this file it will not prompt you for a passphrase. However, if
anyone gets this key, he or she will be able to impersonate you on the net.
Please make sure that the permissions on that file are really such that only
root or the Web server user can read it (preferably get your Web server to
start as root but run as another server, and have the key readable only by
root).

There will be modifications to the httpd.conf file, but that will be done once
Courier Mail Server has been installed.

24.3.4 PREPARING TO INSTALL COURIER MAIL SERVER

Be sure to read the Courier Mail Server INSTALL document in its entirety
before running configure and make (a “reader-friendly“ version can be
found on the Web at http://courier.sourceforge.net/install.html).

(Note: Keep in mind that configure and make are run as the user courier,
whereas make install and make install-configure are run as root.)

Set up the PATH and LD_LIBRARY_PATH settings for both courier and
root on your system in preparation for configuring and installing Courier
Mail Server. The paths should look like the following examples.

PATH=/usr/local/src:/sbin:/usr/sbin:/bin:/usr/bin:/

usr/local/sbin:/usr/local/bin:/usr/X11R6/bin:/

usr/lib/courier/bin:/usr/lib/courier:/

usr/lib/courier-0.3x.x.xxxxxx:/usr/lib/courier/share
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LD_LIBRARY_PATH=/usr/lib:/usr/local/ssl/lib:/usr/local/

ssl/include:/usr/local/lib:/usr/local/bin

24.3.5 PASSING OPTIONS: THE conf.script FILE

Once the Courier source code is unzipped and un-tarred, cd into the build
directory and create a shell script called conf.script. This script will set flags
for OpenSSL support, execute configure, and pass the desired options to
configure. Here is an example conf.script.

#!/bin/sh

CPPFLAGS=“-I/usr/local/ssl/include”

LDFLAGS=“-L/usr/local/ssl/lib”

export CPPFLAGS

export LDFLAGS

./configure --with-mailuser=courier --with-mailgroup=courier

--with-mailuid=xxxx --with-mailgid=xxxx --without-authpam

--without-authldap --with-authpwd --without-authmysql

--without-authuserdb --without-authvchkpw --without-authcram

--with-waitfunc=wait --enable-webpass=yes --with-ipv6

Make the script executable by the courier user and then run it.

24.3.6 BUILDING COURIER MAIL SERVER

Refer to the steps in the Installation document for Courier Mail Server.
If you run into problems while running configure or any of the makes,
please read the FAQ page (http://courier.sourceforge.net/FAQ.html) or
search the Courier users’ mailing list (http://www.geocrawler.com/lists/
3/SourceForge/3723/0/).

24.3.7 POSTINSTALLATION /etc FILE CONFIGURATION

Use a text editor, such as vi, to make configuration changes to the
following files.

/usr/lib/courier/etc/authmodulelist

authpwd
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/usr/lib/courier/etc/courierd

DEFAULTDELIVERY=“|/usr/lib/courier/bin/maildrop”

/usr/lib/courier/etc/esmtpd

AUTHMODULES=“authpwd”

...

ESMTPDSTART=YES

/usr/lib/courier/etc/esmtpd.cnf

RANDFILE = /usr/local/ssl.rnd

...

CN=mail.zama6.com

/usr/lib/courier/etc/imap

AUTHMODULES=“authpwd”

...

IMAPDSTART=YES

/usr/lib/courier/etc/imap.cnf

RANDFILE = /usr/local/ssl.rnd

...

CN=mail.zama6.com

/usr/lib/courier/etc/imap-ssl

IMAPDSSLSTART=YES

...

TLS_ALLOWSELFSIGNEDCERT=1 (uncomment this line)

/usr/lib/courier/etc/pop3d

AUTHMODULES=“authpwd”

...

POP3DSTART=YES

/usr/lib/courier/etc/pop3.cnf

RANDFILE = /usr/local/ssl.rnd

...

CN=mail.zama6.com

/usr/lib/courier/etc/pop3d-ssl

POP3DSSLSTART=YES

...

TLS_ALLOWSELFSIGNEDCERT=1 (uncomment this line)
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/usr/lib/courier/etc/aliases/system

postmaster:mailadmin

/usr/lib/courier/etc/smtpaccess/default:

172.16.12 allow,RELAYCLIENT

203.142.132 allow,RELAYCLIENT

203.142.142 allow,RELAYCLIENT

203.142.143 allow,RELAYCLIENT

Create the following files using a text editor.

/usr/lib/courier/etc/locals:

fully qualified hostname

hostname

fully qualified email domain (if different

from hostname)

localhost

/usr/lib/courier/etc/esmtpdacceptmailfor.dir/default:

fully qualified email domain

email domain

localhost

24.3.8 POSTINSTALLATION SCRIPTS

Run the following scripts to read in the configuration changes made
in the etc/esmtpacceptmailfor.dir/default, etc/aliases/system, and
etc/smtpaccess/default files.

$ /usr/lib/courier/share/makeacceptmailfor

$ /usr/lib/courier/share/makealiases

$ /usr/lib/courier/share/makesmtpaccess

Run the following scripts to create the SSL certificate files for IMAP, POP3,
and SMTP.

$/usr/lib/courier/share/mkesmtpdcert
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$/usr/lib/courier/share/mkeimapdcert

$/usr/lib/courier/share/mkepop3dcert

If these scripts fail, check them to verify that the path to the SSL executable
is set to /usr/bin/openssl. If it is not, use vi to change the path in the
scripts.

24.3.9 FINAL CONFIGURATION CHECKS

Set the directory permissions to 777 for each directory in the path to
the SqWebMail executable /usr/lib/courier/libexec/courier/webmail/.
Otherwise, users attempting to open an HTTP or HTTPS connection
from their browsers will receive a message that they are forbidden from
executing the webmail script.

Set the Courier Mail Server executable to executable by root.

$ (/usr/lib/courier-0.3x.x.xxxxxx/courier.sysvinit).

cd to /var and use mkdir to create a directory called lock. cd into lock and
use mkdir to create a directory called subsys. cd into subsys and touch
a file called courier. Set courier as the owner and group recursively for the
/var/lock directory.

Use a text editor, such as vi, to make the following changes to
/usr/local/apache/conf/httpd.conf.

ScriptAlias /cgi-bin/ “/usr/lib/courier/libexec/courier/webmail/”

...

<Directory “/usr/lib/courier/libexec/courier/webmail”>

...

<Directory “/usr/local/apache/htdocs”>

...

Options FollowSymLinks MultiViews

...

User webuser

Group webuser
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24.3.10 ADDING COURIER AND APACHE TO THE STARTUP SERVICES IN /etc/rc

Use a text editor, such as vi, to make the following entry in the /etc/rc file
to start Courier at boot up.

if [ -x /usr/lib/courier-0.32.0.20010319/courier.sysvinit ]; then

/usr/lib/courier-0.32.0.20010319/courier.sysvinit start

fi

Add the following entry in /etc/rc to start Apache at boot up.

if [ -x /usr/local/apache/bin/apachectl ]; then

/usr/local/apache/bin/apachectl startssl

fi

You’ll also need to modify sendmail on the machine so that it runs
secondary to Courier’s sendmail process and monitors the mail queue
every 15 minutes. Make the following changes to the /etc/rc file’s entry
for running sendmail.

if [ -r /etc/mail/sendmail.cf ]; then

echo -n ’ sendmail’; /usr/sbin/sendmail -q15m

24.3.11 CONFIGURING THE FREEBSD KERNEL FOR FILESYSTEM QUOTA SUPPORT

Courier does not enforce any quota limits on user account size. It relies
on the FreeBSD operating system to handle filesystem quotas. Therefore,
quota support must be enabled at the OS level.

FreeBSD’s default kernel configuration does not support filesystem quotas,
so the option must be added to the configuration file and the kernel has to
be recompiled to read in the new quota option.

cd to the /usr/src/sys/i386/conf/ directory. Copy the file GENERIC to
GENERIC.bak so that the original configuration is preserved and may be
used if the modified file becomes corrupted. Use a text editor to add the
following line to the GENERIC file.

options QUOTA # Filesystem quota support
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Save the changes to the file and then run the following command.

$ config GENERIC

Then cd to the /usr/src/sys/compile/GENERIC directory and run the
following commands.

$ make depend

$ make

$ make install

Enable quotas in the /etc/rc.conf file by using a text editor to add the
following line.

enable_quotas=“YES”

Edit the /etc/fstab file to enable quotas on a per-file system basis. To enable
per-user quotas on a file system, add the userquota option to the options
field in the /etc/fstab entry for the file system you want to enable quotas
on. Here is an example.

/dev/ad0s1a / ufs rw,userquota 1 1

After the option has been added to the /etc/fstab file, type reboot to reboot
the machine, and read in the new configuration changes for file system
quotas.

Once the machine comes back up and you are logged in, type quota -v to
verify that the quotas are enabled.

24.3.12 SETTING QUOTA LIMITS

The newuser script copies the quota attributes from a “model” Zama Mail
user account called zmail. This account must exist before accounts can be
created via the Web interface.

Create a user called zmail. Now create the Maildir for the zmail account.
From the zmail home directory, run /usr/lib/courier/bin/maildirmake
Maildir. Change the owner and group recursively on the Maildir to zmail.
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Create a file called .courier in the zmail home directory that contains the
following.

| /usr/bin/id > ID

| /usr/bin/env > ENV

| /usr/lib/courier/bin/maildrop

Change the owner and group of the .courier file to zmail. Now set the
quota limits for the zmail user. Type edquota -u zmail. This will pull up
the quota file for the user zmail. Use vi commands to set the soft limit to
4000 and the hard limit to 5000.

/: blocks in use: 67, limits (soft = 4000, hard = 5000)

Quit and save the changes for the zmail account.

Starting and Stopping Courier Mail Server Manually

To start Courier Mail Server manually, run this.

$ /usr/lib/courier-0.3x.x.xxxx/courier.sysvinit start

The services for esmtpd, imapd, imapd-ssl, pop3, and pop3d-ssl should
start running on their appropriate ports.

To stop Courier, run this.

$ /usr/lib/courier-0.3x.x.xxxx/courier.sysvinit stop

This is a hard stop command.

To read in configuration changes, run this.

$ /usr/lib/courier-0.3x.x.xxxx/courier.sysvinit restart

This does stop and then start the services, but restart is a gentler way to
stop the process than the stop option.
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Set up a Maildir and a .courier file for each user that is owned by the
user.

• If using the Web interface “create account” script, all of this
will be done automatically.

• If not, from the user’s home directory, run the following.

$ /usr/lib/courier/bin/maildirmake Maildir

Change the owner and group recursively on the Maildir to the user.

Copy the .courier file from /home/zmail/ to the user’s home directory
and change the owner and group to the user’s.

24.3.13 TROUBLESHOOTING

If the installation for any of the software applications fails, please refer to
their INSTALL or FAQ documents or user group mail lists.

For Apache (mod_ssl), the user group mail list URL is
http://marc.theaimsgroup.com/

For Courier Mail Server, the user group mail list URL is
http://www.geocrawler.com/lists/3/SourceForge/3723/0/

Also refer to the log files in /var/log and note the messages being logged
for the different applications.

• Apache logs messages in /var/log/error_log and /var/log/
access_log.

• Courier Mail Server logs messages in /var/log/maillog.

24.4 Summary

In this chapter, we looked at the Steps necessary to build an IPv6-capable
DNS server as well as an IPv6-capable email server. Although applica-
tions and distributions change over time, and chances are good that the
software described here may change as well, the broad outlines should give
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deployers guidance needed to roll out their own DNS and email services
with whatever software they choose.

Having built, designed, installed and configured all the systems needed
in an IPv6 network (nodes, servers, routers, security systems, and applica-
tion servers), we move on in the next chapter to a discussion of the current
state of the IPv6 world as well as a look at the future potential of IPv6.



2525

The Present and the
Future of IPv6

Over a decade after work began on IPng and the protocols that would
ultimately comprise IPv6, there are still few production networks of any
size or importance running IPv6. In this chapter, we look at what many
considered the first big win for IPv6: the Third Generation Partnership
Project (3GPP) for cellular communication, followed by a brief discussion
of the few live IPv6 networks that are currently to be found. A section on the
problems with IPv6 is followed by sections that list IPv6 implementations
and IPv6 resources.

25.1 IPv6 and 3GPP

The Third Generation Partnership Project (3GPP) standards have long
been anticipated by the IPv6 community. By 2001, it was said (back in
1998), support for IPv6 would be mandatory in all 3GPP cellular devices,
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from mobile telephones to roving wireless PDAs and laptops. By 2003,
the degree to which IPv6 is deployed is considerably less than expected.
RFC 3314, “Recommendations for IPv6 in Third Generation Partnership
Project (3GPP) Standards,” outlines the interoperation between wireless
communication protocols and IPv6, with special attention to whether and
how the protocols need to be modified. RFC 3316, “Internet Protocol Ver-
sion 6 (IPv6) for Some Second and Third Generation Cellular Hosts,”
discusses how existing cellular hosts can be deployed with support
for IPv6.

Both documents reflect optimism that the acceptance of IPv6 for these
devices will be high and problems will all be surmountable. For example,
RFC 3314 suggests that nodes will largely be able to use existing IPv6
implementations with little or no modification, making the process of
migrating to IPv6 support painless.

However, by 2001, we were told, the 3GPP choice of IPv6 might not be as
extensive as originally announced. Instead of deploying it on every 3GPP
device, IPv6 would be used only for multimedia applications with most
traditional wireless services still delivered by circuit-switched telecommu-
nications networks. And there were indications that IPv6 would not even
make the grade for the wireless vendors’ backbones.

While in 2001, industry pundits anticipated 3GPP systems would be live
by 2003, the drama is still playing out. Some IPv6 proponents foresaw
IPv6 networks of as many as a billion or more wireless nodes by now;
the dream of killer-applications for IPv6 has been deferred with many
viewing Asia, especially China and India, as the force driving acceptance
of IPv6.

25.2 Live IPv6 Networks

Ten years after the earliest IPv6 specifications and implementations, IPv6
remains on the extreme periphery of the mainstream portions of the global
Internet. Large organizations willing to go on record as embracing IPv6
for their production networks remain as rare as hens’ teeth. Although the
number of ISPs and other connectivity providers announcing some form
of IPv6 service or support continues to grow, the size of the actual market
for IPv6 remains vanishingly small.
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IPv6 implementers may be operating largely undetected by the rest of the
Internet, but they are operating.

• Mobile telecommunications providers have begun using IPv6
to allocate addresses to mobile phones. IPv4 is simply incapable
of supporting the millions (or hundreds of millions) of mobile
devices that the wireless industry must support.

• Individuals and small businesses around the world have
embraced IPv6, particularly among the open source move-
ment. Linux and BSD operating systems have incorporated
IPv6 support since the mid-1990s. These early implementers
are adopting IPv6 for a number of reasons, from a desire to
be on the bleeding edge of technology to the hope of develop-
ing new skills and products that will be in demand once IPv6
is accepted more generally. Many, if not most, believe in the
inevitability of IPv6 as the successor to IPv4.

• Businesses, governments, and other groups that have been
largely left out of the mainstream Internet view IPv6 as a viable
alternative to attempting to support millions of IP nodes with
a handful of IPv4 addresses.

A well-maintained and managed IP network, whether v4 or v6, should be
transparent to the end user. Applications should work, and users should
be able to accomplish their tasks without having to be aware of how their
data is sent and received over the network. In many if not most cases,
existing IPv4 networks may never have to support IPv6 except at their
edges. New networks can be added, and are being added, that support
IPv4 only.

It is possible, as of 2003, to implement IPv6-only or IPv6/IPv4 on produc-
tion networks—but just barely. Significant research and preparation are
necessary to locate IPv6-ready connectivity providers as well as IPv6-ready
hardware and software. Much of that preparation may include creating
solutions from scratch, but that is often the case when applying a new
technology.

So where are the IPv6 network and connectivity providers? Attempting to
list them in a chapter here would be as premature as someone trying to
compile a comprehensive and authoritative list of manufacturers and types
of automobiles 100 years ago. The data communication industry remains in
flux, with established corporations merging, filing for bankruptcy, chang-
ing tactics, and spinning off or absorbing operations on a weekly basis.
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One can only hope that by the time of this book’s next edition some leading
providers of IPv6 connectivity will have emerged, but for now the next
generation IP network is still largely invisible.

25.3 The Problems with IPv6

Not everyone sees IPv6 as an inevitable upgrade. In fact, as the global IPv4
Internet continues to operate despite the gloomy predictions, more and
more IPv6 is seen as a phantom menace much as the year 2000 “crisis” is
now perceived.

However, there are problems with IPv6.

• IPv4 still works just fine. Sometimes backbones melt down,
and sometimes attacks bring networks to their knees, but by
and large IPv4 serves the needs of the Internet community.

• NAT seems to (mostly) work, and in conjunction with the un-
allocated IPv4 address space, should provide enough elbow
room for everyone who needs it.

• IPv6 is going to be an expensive hassle. At least, that’s the
perception, and given the costs associated with IT that were
incurred to prepare for a Y2K crisis that never emerged (quite
possibly because so many organizations prepared for it), man-
agers are hard put to push for the budget necessary even to
evaluate IPv6 for production networks.

And by 2001, IPv6 working group leaders were being quoted as saying
that the one and only problem that IPv6 solves and IPv4 does not is that
of address exhaustion. Clearly, no organization that already has enough
address space for its needs could possibly justify the expense of solving a
problem that it doesn’t have.

25.4 IPv6 Promise and Potential

In the early summer of 2003, the Department of Defense announced that
starting in October 2003 the DoD would only purchase IPv6-compliant
network technologies, with the goal of full IPv6-compliance throughout
the U.S. military by 2008.
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With this announcement, IPv6 scored its first major public technology
win—until mid-2003, IPv6 was only discussed as a technology that might
be possible sometime in the future. There were no major corporations
or other organizations committing to IPv6, and although vendors have
been claiming IPv6 support for their products since the mid-1990s, never
before has IPv6 support been on a list of required features for such a large
consumer of networking technology.

The DoD, with its annual IT budget in excess of $30 billon, quite obvi-
ously will push the networking industry into a much higher commitment
to IPv6 than ever before. What is not immediately obvious is the effect
this decision will have on all the organizations that do business with the
DoD. Every one of those businesses will now have to take a much more
serious look at IPv6 and decide whether they want—or need—to migrate
their own network infrastructures to support IPv6.

Even more than the selection of IPv6 by the 3GPP for deployment in large
networks, the DoD’s embrace of IPv6 for its internal and operational net-
works as well as for battlefield use ensures that IPv6 will (at the very least)
be implemented and refined over the coming years.

25.5 IPv6 Resources

This section includes a list of Web links to sites of interest to the IPv6
networking community. These resources are offered as a selection; readers
seeking the most up-to-date and complete Web resources are urged to use
their favorite search engine. Invariably, many of the Web resources cited
in printed books change or disappear by the time they arrive in bookstores;
it is hoped that the sites referenced in Table 25–1 will still be useful to the
reader.

25.6 Summary

It is becoming increasingly clear that, as explained in Chapter 1, IPv6 will
succeed only if it can be applied to an entirely different field of endeavor.
The global Internet is an IPv4 network; the costs involved in converting it
are much too high. The only way IPv6 can stay off the trash heap of history
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Site URL

Microsoft Research Lab IPv6 www.research.microsoft.com/msripv6/
Microsoft IPv6 Support www.microsoft.com/windowsserver2003/

technologies/ipv6/
Deep Space 6 (IPv6 Linux Portal) www.deepspace6.net
IETF IPv6 Working Group www.ietf.org/html.charters/

ipv6-charter.html
Additional IPv6 Working Group info playground.sun.com/pub/ipv6/
IPv6 Forum (industry consortium) www.ipv6forum.com
Peter Bieringer’s Linux Section: IPv6 www.bieringer.de/linux/IPv6/
UK IPv6 Resource Centre (Lancaster www.cs-ipv6.lancs.ac.uk

University)
NetBSD IPv6 Networking www.netbsd.org/Documentation/network/

ipv6/
KAME Project (BSD IPv6) www.kame.net
Internet2 IPv6 Working Group ipv6.internet2.edu
Links to Global IPv6 Taskforces www.ipv6-taskforce.org
Searching the RFC Archive www.rfc-editor.org/rfcsearch.html

Table 25–1: A selection of Web resources for IPv6.

is if someone figures out a way to use it for some entirely new application,
where huge address spaces are mandatory. To date, promising starts have
already been made in the mobile telecommunications market as well as
the defense industry; whether those initiatives will be enough to propel
IPv6 into every connected device on earth remains to be seen.
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IPv6 RFCs

The following are all IPv6-related RFCs that had been published by the
IETF as of mid-2003. The list was generated by searches on the RFC archive
at www.rfc-editor.org. RFCs are listed in descending order, and each list-
ing includes the RFC number, title, authors, date of publication, status (that
is, whether it is updated or obsoleted by some other RFC or if it updates
or obsoletes some other RFC), and type of document.

INFORMATIONAL RFCs provide information and are not to be
interpreted as specifying an Internet standard.

PROPOSED STANDARD RFCs specify a protocol that has been imple-
mented and that is being considered for use as an Internet standard.

DRAFT STANDARD RFCs specify a protocol that has been implemented in
at least two different forms and that has a body of experience and research
backing it up. It often represents a revision of a PROPOSED STANDARD.

501



502 Part Four • Appendix

STANDARD RFCs (also denoted as STDs) specify a protocol that has been
accepted as a standard for the Internet community.

BEST CURRENT PRACTICES documents are published as RFCs as well as
BCPs and contain information about recommended procedures, processes,
or techniques for accomplishing networking goals.

EXPERIMENTAL RFCs specify a protocol that is being investigated by
researchers. Experimental specifications should generally not be imple-
mented or deployed in production networks and should be used with
extreme caution in laboratory conditions.

RFCs published on April 1 are almost always “April Fool’s” jokes and
should be read for amusement only (however, there have been non-joke
RFCs published on April 1 as well as joke RFCs with a publication date of
April, without the date).

RFC 3572

Internet Protocol Version 6 over MAPOS (Multiple Access Protocol Over
SONET/SDH)

T. Ogura, M. Maruyama, T. Yoshida
July 2003
INFORMATIONAL

RFC 3542

Advanced Sockets Application Program Interface (API) for IPv6
W. Stevens, M. Thomas, E. Nordmark, T. Jinmei
May 2003
Obsoletes RFC 2292
INFORMATIONAL

RFC 3531

A Flexible Method for Managing the Assignment of Bits of an IPv6
Address Block

M. Blanchet
April 2003
INFORMATIONAL

RFC 3513

Internet Protocol Version 6 (IPv6) Addressing Architecture
R. Hinden, S. Deering
April 2003
Obsoletes RFC 2373
PROPOSED STANDARD
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RFC 3493

Basic Socket Interface Extensions for IPv6
R. Gilligan, S. Thomson, J. Bound, J. McCann, W. Stevens
March 2003
Obsoletes RFC 2553
INFORMATIONAL

RFC 3484

Default Address Selection for Internet Protocol Version 6 (IPv6)
R. Draves
February 2003
PROPOSED STANDARD

RFC 3364

Tradeoffs in Domain Name System (DNS) Support for Internet Protocol
version 6 (IPv6)

R. Austein
August 2002
Updates RFC 2673, RFC 2874
INFORMATIONAL

RFC 3363

Representing Internet Protocol version 6 (IPv6) Addresses in the Domain
Name System (DNS)

R. Bush, A. Durand, B. Fink, O. Gudmundsson, T. Hain
August 2002
Updates RFC 2673, RFC 2874
INFORMATIONAL

RFC 3316

Internet Protocol Version 6 (IPv6) for Some Second and Third Generation
Cellular Hosts

J. Arkko, G. Kuijpers, H. Soliman, J. Loughney, J. Wiljakka
April 2003
INFORMATIONAL

RFC 3314

Recommendations for IPv6 in Third Generation Partnership Project (3GPP)
Standards

M. Wasserman, Ed.
September 2002
INFORMATIONAL

RFC 3307

Allocation Guidelines for IPv6 Multicast Addresses
B. Haberman
August 2002
PROPOSED STANDARD
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RFC 3306

Unicast-Prefix-based IPv6 Multicast Addresses
B. Haberman, D. Thaler
August 2002
PROPOSED STANDARD

RFC 3266

Support for IPv6 in Session Description Protocol (SDP)
S. Olson, G. Camarillo, A. B. Roach
June 2002
Updates RFC 2327
PROPOSED STANDARD

RFC 3226

DNSSEC and IPv6 A6 aware server/resolver message size requirements
O. Gudmundsson
December 2001
Updates RFC 2535, RFC 2874
PROPOSED STANDARD

RFC 3194

The H-Density Ratio for Address Assignment Efficiency: An Update on the
H ratio

A. Durand, C. Huitema
November 2001
Updates RFC 1715
INFORMATIONAL

RFC 3178

IPv6 Multihoming Support at Site Exit Routers
J. Hagino, H. Snyder
October 2001
INFORMATIONAL

RFC 3177

IAB/IESG Recommendations on IPv6 Address
IAB, IESG
September 2001
INFORMATIONAL

RFC 3175

Aggregation of RSVP for IPv4 and IPv6 Reservations
F. Baker, C. Iturralde, F. Le Faucheur, B. Davie
September 2001
PROPOSED STANDARD
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RFC 3162

RADIUS and IPv6
B. Aboba, G. Zorn, D. Mitton
August 2001
PROPOSED STANDARD

RFC 3146

Transmission of IPv6 Packets over IEEE 1394 Networks
K. Fujisawa, A. Onoe
October 2001
PROPOSED STANDARD

RFC 3142

An IPv6-to-IPv4 Transport Relay Translator
J. Hagino, K. Yamamoto
June 2001
INFORMATIONAL

RFC 3122

Extensions to IPv6 Neighbor Discovery for Inverse Discovery
Specification

A. Conta
June 2001
PROPOSED STANDARD

RFC 3111

Service Location Protocol Modifications for IPv6
E. Guttman
May 2001
PROPOSED STANDARD

RFC 3089

A SOCKS-based IPv6/IPv4 Gateway Mechanism
H. Kitamura
April 2001
INFORMATIONAL

RFC 3056

Connection of IPv6 Domains via IPv4 Clouds
B. Carpenter, K. Moore
February 2001
PROPOSED STANDARD
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RFC 3053

IPv6 Tunnel Broker
A. Durand, P. Fasano, I. Guardini, D. Lento
January 2001
INFORMATIONAL

RFC 3041

Privacy Extensions for Stateless Address Autoconfiguration
in IPv6

T. Narten, R. Draves
January 2001
PROPOSED STANDARD

RFC 3019

IP Version 6 Management Information Base for The Multicast Listener
Discovery Protocol

B. Haberman, R. Worzella
January 2001
PROPOSED STANDARD

RFC 2928

Initial IPv6 Sub-TLA ID Assignments
R. Hinden, S. Deering, R. Fink, T. Hain
September 2000
INFORMATIONAL

RFC 2921

6BONE pTLA and pNLA Formats (pTLA)
B. Fink
September 2000
INFORMATIONAL

RFC 2894

Router Renumbering for IPv6
M. Crawford
August 2000
PROPOSED STANDARD

RFC 2893

Transition Mechanisms for IPv6 Hosts and Routers
R. Gilligan, E. Nordmark
August 2000
Obsoletes RFC 1933
PROPOSED STANDARD
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RFC 2874

DNS Extensions to Support IPv6 Address Aggregation and Renumbering
M. Crawford, C. Huitema
July 2000
Updates RFC 1886, Updated by RFC 3152, RFC 3226, RFC 3363, RFC 3364
EXPERIMENTAL

[pub as:PROPOSED STANDARD]

RFC 2767

Dual Stack Hosts using the Bump-In-the-Stack Technique (BIS)
K. Tsuchiya, H. Higuchi, Y. Atarashi
February 2000
INFORMATIONAL

RFC 2766

Network Address Translation—Protocol Translation (NAT-PT)
G. Tsirtsis, P. Srisuresh
February 2000
Updated by RFC 3152
PROPOSED STANDARD

RFC 2765

Stateless IP/ICMP Translation Algorithm (SIIT)
E. Nordmark
February 2000
PROPOSED STANDARD

RFC 2740

OSPF for IPv6
R. Coltun, D. Ferguson, J. Moy
December 1999
PROPOSED STANDARD

RFC 2732

Format for Literal IPv6 Addresses in URL’s
R. Hinden, B. Carpenter, L. Masinter
December 1999
PROPOSED STANDARD

RFC 2711

IPv6 Router Alert Option
C. Partridge, A. Jackson
October 1999
PROPOSED STANDARD
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RFC 2710

Multicast Listener Discovery (MLD) for IPv6
S. Deering, W. Fenner, B. Haberman
October 1999
PROPOSED STANDARD

RFC 2675

IPv6 Jumbograms
D. Borman, S. Deering, R. Hinden
August 1999
Obsoletes RFC 2147
PROPOSED STANDARD

RFC 2590

Transmission of IPv6 Packets over Frame Relay Networks Specification
A. Conta, A. Malis, M. Mueller
May 1999
PROPOSED STANDARD

RFC 2553

Basic Socket Interface Extensions for IPv6
R. Gilligan, S. Thomson, J. Bound, W. Stevens
March 1999
Obsoletes RFC 2133, Obsoleted by RFC 3493, Updated by RFC 3152
INFORMATIONAL

RFC 2546

6Bone Routing Practice
A. Durand, B. Buclin
March 1999
Obsoleted by RFC 2772
INFORMATIONAL

RFC 2545

Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Domain Routing
P. Marques, F. Dupont
March 1999
PROPOSED STANDARD

RFC 2529

Transmission of IPv6 over IPv4 Domains without Explicit Tunnels
B. Carpenter, C. Jung
March 1999
PROPOSED STANDARD
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RFC 2526

Reserved IPv6 Subnet Anycast Addresses
D. Johnson, S. Deering
March 1999
PROPOSED STANDARD

RFC 2497

Transmission of IPv6 Packets over ARCnet Networks
I. Souvatzis
January 1999
PROPOSED STANDARD

RFC 2492

IPv6 over ATM Networks
G. Armitage, P. Schulter, M. Jork
January 1999
PROPOSED STANDARD

RFC 2491

IPv6 over Non-Broadcast Multiple Access (NBMA) networks
G. Armitage, P. Schulter, M. Jork, G. Harter
January 1999
PROPOSED STANDARD

RFC 2474

Definition of the Differentiated Services Field (DS Field) in the IPv4
and IPv6 Headers

K. Nichols, S. Blake, F. Baker, D. Black
December 1998
Obsoletes RFC 1455, RFC 1349, Updated by RFC 3168, RFC 3260
PROPOSED STANDARD

RFC 2473

Generic Packet Tunneling in IPv6 Specification
A. Conta, S. Deering
December 1998
PROPOSED STANDARD

RFC 2472

IP Version 6 over PPP
D. Haskin, E. Allen
December 1998
Obsoletes RFC 2023
PROPOSED STANDARD
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RFC 2471

IPv6 Testing Address Allocation
R. Hinden, R. Fink, J. Postel (deceased)
December 1998
Obsoletes RFC 1897
EXPERIMENTAL

RFC 2470

Transmission of IPv6 Packets over Token Ring Networks
M. Crawford, T. Narten, S. Thomas
December 1998
PROPOSED STANDARD

RFC 2467

Transmission of IPv6 Packets over FDDI Networks
M. Crawford
December 1998
Obsoletes RFC 2019
PROPOSED STANDARD

RFC 2466

Management Information Base for IP Version 6: ICMPv6 Group
D. Haskin, S. Onishi
December 1998
PROPOSED STANDARD

RFC 2465

Management Information Base for IP Version 6: Textual Conventions and
General Group

D. Haskin, S. Onishi
December 1998
PROPOSED STANDARD

RFC 2464

Transmission of IPv6 Packets over Ethernet Networks
M. Crawford
December 1998
Obsoletes RFC 1972
PROPOSED STANDARD

RFC 2463

Internet Control Message Protocol (ICMPv6) for the Internet Protocol
Version 6 (IPv6) Specification

A. Conta, S. Deering
December 1998
Obsoletes RFC 1885
DRAFT STANDARD
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RFC 2462

IPv6 Stateless Address Autoconfiguration
S. Thomson, T. Narten
December 1998
Obsoletes RFC 1971
DRAFT STANDARD

RFC 2461

Neighbor Discovery for IP Version 6 (IPv6)
T. Narten, E. Nordmark, W. Simpson
December 1998
Obsoletes RFC 1970
DRAFT STANDARD

RFC 2460

Internet Protocol, Version 6 (IPv6) Specification
S. Deering, R. Hinden
December 1998
Obsoletes RFC 1883
DRAFT STANDARD

RFC 2454

IP Version 6 Management Information Base for the User Datagram
Protocol

M. Daniele
December 1998
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