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Objectives

This book attempts to provide a unified overview of the broad field of data and
computer communications. The organization of the book reflects an attempt to
break this massive subject into comprehensible parts and to build, piece by piece, a
survey of the state of the art. The book emphasizes basic principles and topics of
fundamental importance concerning the technology and architecture of this field, as
well as providing a detailed discussion of leading-edge topics.

The following basic themes serve to unify the discussion:

* Principles: Although the scope of this book is broad, there are a number of
basic principles that appear repeatedly as themes and that unify this field.
Examples are multiplexing, flow control, and error control. The book high-
lights these principles and contrasts their application in specific areas of tech-
nology.

® Design Approaches: The book examines alternative approaches to meeting
specific communication requirements. The discussion is bolstered with exam-
ples from existing implementations.

® Standards: Standards have come to assume an increasingly important, indeed
dominant, role in this field. An understanding of the current status and future
direction of technology requires a comprehensive discussion of the role and
nature of the related standards.

Plan of the Text

The book is divided into four parts:

1 Data Communications: This part is concerned primarily with the exchange of
data between two directly-connected devices. Within this restricted scope, the
key aspects of transmission, interfacing, link control, and multiplexing are
examined. ;

Il Wide-Area Networks: This part examines the internal mechanisms and tech-
nologies that have been developed to support voice, data, and multimedia
communications over long-distance networks. The traditional technologies of
packet switching and circuit switching are examined, as well as the more
recent frame relay and ATM.
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111 Local Area Networks: This part explores the quite different technologies and
architectures that have been developed for networking over shorter distances.
The transmission media, topologies, and medium access control protocols that
are the key ingredients of a LAN design are explored and specific standard-
ized LAN systems examined.

IV Communications Architecture and Protocols: This part explores both the
architectural principles and the mechanisms required for the exchange of data
among computers, workstations, servers, and other data processing devices.
Much of the material in this part relates to the TCP/IP protocol suite.

In addition, the book includes an extensive glossary, a list of frequently-used
acronyms, and a a bibliography. Each chapter includes problems and suggestions for
further reading.

The book is intended for both an academic and a professional audience. For
the professional interested in this field, the book serves as a basic reference volume
and is suitable for self-study.

As a textbook, it can be used for a one-semester or two-semester course. It
covers the material in the Computer Communication Networks course of the joint
ACM/IEEE Computing Curricula 1991. The chapters and parts of the book are
sufficiently modular to provide a great deal of flexibility in the design of courses.
The following are suggestions for course design:

e Fundamentals of Data Communications: Part I, Chapters 8 (circuit switch-
ing), 9 (packet switching), 12 (protocols and architecture).

e Communications Networks: If the student has a basic background in data
communications, then this course could cover Parts II and III, and
- Appendix A.

e Computer Networks: If the student has a basic background in data commu-
nications, then this course could cover Chapters 5 (data communication
interface), 6 (data link control), and Part IV.

In addition, a more streamlined course that covers the entire book is possi-
ble by eliminating certain chapters that are not essential on a first reading,.
Chapters that could be optional are: Chapters 2 (data transmission) and 3 (trans-
mission media), if the student has a basic understanding of these topics, Chapter
7 (multiplexing), Chapter 10 (frame relay), Chapter 14 (bridges), and Chapter 18
(network security).

INTERNET SERVICES FOR INSTRUCTORS AND STUDENTS

There is a web page for this book that provides support for students and instruc-
tors. The page includes links to relevant sites, transparency masters of figures in
the book in PDF (Adobe Acrobat) format, and sign-up information for the book’s
internet mailing list. The mailing list has been set up so that instructors using this
book can exchange information, suggestions, and questions with each other and
with the author. The web page is at http:/ /www.shore.net/~ws/DCC5e.html.

As soon as any typos or other errors are discovered, an errata list for this
book will be available at http://www.shore.net/~ws/welcome.html.
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WHAT’S NEW IN THE FIFTH EDITION

This fifth edition is seeing the light of day less than a dozen years after the publi-
cation of the first edition. Much has happened during those years. Indeed, the
pace of change, if anything, is increasing. The result is that this revision is more
comprehensive and thorough than any of the previous ones. As an indication of
this, about one-half of the figures (233 out of 343) and one-half of the tables (48
out of 91) in this edition are new. Every chapter has been revised, new chapters
have been added, and the overall organization of the book has changed.

To begin this process of revision, the fourth edition of this book was exten-
sively reviewed by a number of professors who taught from that edition. The
result is that, in many places, the narrative has been clarified and tightened and
illustrations have been improved. Also, a number of new “field-tested” problems
have been added.

Beyond these refinements to improve pedagogy and user-friendliness, there
have been major substantive changes throughout the book. Highlights include

o ATM: The coverage of ATM has been significantly expanded. There is
now an entire chapter devoted to ATM and ATM congestion control
(Chapter 11). New to this edition is the coverage of ATM LANs (Sections
13.4 and 14.3).

® [Pv6 (IPng) and IPv6 Security: IPv6, also known as IPng (next generation),
is the key to a greatly expanded use of TCP/IP both on the Internet and
in other networks. This new topic is thoroughly covered. The protocol
and its internetworking functions are discussed in Section 16.3, and the
important material on IPv6 security is provided in Section 18.4.

® Wireless and Spread Spectrum: There is greater coverage of wireless tech-
nology (Section 3.2) and spread spectrum techniques (Section 4.5). New
to this edition is treatment of the important topic of wireless LANs
(Sections 12.5 and 13.6).

* High-speed LANs: Coverage of this important area is significantly expand-
ed, and includes detailed treatment of leading-edge approaches, includ-
ing Fast Ethernet (100BASE-T), 100VG-AnyLAN, ATM LANSs, and Fibre
Channel (Sections 13.1 through 13.5).

* Routing: The coverage of internetwork routing has been updated and
expanded. There is a longer treatment of OSPF and a discussion of BGP
has been added.

® Frame Relay: Frame relay also receives expanded coverage with Chapter
10 devoted to frame relay and frame relay congestion control.

* Network Security: Coverage of this topic has been expanded to an entire
chapter (Chapter 18). e«

* Network Management: New developments in the specification of SNMPv2
are covered (Section 19.2).

¢ SMTP and MIME: Multimedia electronic mail combines the basic func-
tionality of the Simple Mail Transfer Protocol with the Multi-purpose
Internet Mail Extension.
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o HTTP: (Hypertext Transfer Protocol): HTTP is the foundation of the oper-
ation of the worldwide web (www). Section 19.3 covers HTTP.

e TCP/IP: TCP/IP is now the focus of the protocol coverage in this book.

-7 Throughout the book, especially in Part IV, there is increased discussion
of TCP/IP and related protocols and issues.

In addition, throughout the book, virtually every topic has been updated to
reflect the developments in standards and technology that have occurred since
the publication of the fourth edition.
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1.1

communications that profoundly changed the technology, products, and
companies of the now-combined computer-communications industry. Al-
though the consequences of this revolutionary merger are still being worked out, it
is safe to say that the revolution has occurred, and any investigation of the field of
data communications must be made within this new context.
The computer-communications revolution has produced several remarkable
facts:

The 1970s and 1980s saw a merger of the fields of computer science and data

¢ There is no fundamental difference between data processing (computers) and
data communications (transmission and switching equipment).

* There are no fundamental differences among data, voice, and video commu-
nications.

* The lines between single-processor computer, multi-processor computer,
local network, metropolitan network, and long-haul network have blurred.

One effect of these trends has been a growing overlap of the computer and
communications industries, from component fabrication to system integration.
Another result is the development of integrated systems that transmit and process
all types of data and information. Both the technology and the technical-standards
organizations are driving toward a single public system that integrates all commu-
nications and makes virtually all data and information sources around the world
easily and uniformly accessible.

It is the ambitious purpose of this book to provide a unified view of the broad
field of data and computer communications. The organization of the book reflects
an attempt to break this massive subject into comprehensible parts and to build,
piece by piece, a survey of the state of the art. This introductory chapter begins with
a general model of communications. Then, a brief discussion introduces each of the
four major parts of this book. Next, the all-important role of standards is intro-
duced. Finally, a brief outline of the rest of the book is provided.

A COMMUNICATIONS MODEL

We begin our study with a simple model of communications, illustrated by the block
diagram in Figure 1.1a.

The fundamental purpose of a communications system is the exchange of data
between two parties. Figure 1.1b presents one particular example, which is the com-
munication between a workstation and a server over a public telephone network.
Another example is the exchange of voice signals between two telephones over the
same network. The key elements of the model are

* Source. This device generates the data to be transmitted; examples are tele-
phones and personal computers.
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Source System Destination System

Al A

Transmission Destination
system - |

Transmitter Receiver

(a) General block diagram

Workstation Server

Public Telephone Network
(b) Example

FIGURE 1.1 Simplified communications model.

* Transmitter. Usually, the data generated by a source system are not transmit-
ted directly in the form in which they were generated. Rather, a transmitter
transforms and encodes the information in such a way as to produce electro-
magnetic signals that can be transmitted across some sort of transmission sys-
tem. For example, a modem takes a digital bit stream from an attached device
such as a personal computer and transforms that bit stream into an analog sig-
nal that can be handled by the telephone network.

¢ Transmission System. This can be a single transmission line or a complex net-
work connecting source and destination.

¢ Receiver. The receiver accepts the signal from the transmission system and
converts it into a form that can be handled by the destination device. For
example, a modem will accept an analog signal coming from a network or
transmission line and convert it into a digital bit stream.

¢ Destination. Takes the incoming data from the receiver.

This simple narrative conceals a wealth of technical complexity. To get some
idea of the scope of this complexity, Table 1.1 lists some of the key tasks that must
be performed in a data communications system. The list is somewhat arbitrary: Ele-
ments could be added; items on the list could be merged; and some items represent
several tasks that are performed at different “levels” of the system. However, the
list as it stands is suggestive of the scope of this book.
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TABLE 1.1 Communications tasks.

Transmission system utilization Addressing
Interfacing Routing

Signal generation Recovery
Synchronization Message formatting
Exchange management Security

Error detection and correction Network management

Flow control

The first item, transmission system utilization, refers to the need to make effi-
cient use of transmission facilities that are typically shared among a number of com-
municating devices. Various techniques (referred to as multiplexing) are used to
allocate the total capacity of a transmission medium among a number of users.
Congestion control techniques may be required to assure that the system is not
overwhelmed by excessive demand for transmission services.

In order to communicate, a device must interface with the transmission sys-
tem. All the forms of communication discussed in this book depend, at bottom, on
the use of electromagnetic signals propagated over a transmission medium. Thus,
once an interface is established, signal generation is required for communication.
The properties of the signal, such as form and intensity, must be such that they are
(1) capable of being propagated through the transmission system, and (2) inter-
pretable as data at the receiver.

Not only must the signals be generated to conform to the requirements of the
transmission system and receiver, but there must be some form of synchronization
between transmitter and receiver. The receiver must be able to determine when a
signal begins to arrive and when it ends. It must also know the duration of each sig-
nal element.

Beyond the basic matter of deciding on the nature and timing of signals, there
are a variety of requirements for communication between two parties that might be
collected under the term exchange management. If data are to be exchanged in both
directions over a period of time, the two parties must cooperate. For example, for
two parties to engage in a telephone conversation, one party must dial the number
of the other, causing signals to be generated that result in the ringing of the called
phone. The called party completes a connection by lifting the receiver. For data pro-
cessing devices, more will be needed than simply establishing a connection; certain
conventions must be decided upon. These conventions may include whether both
devices may transmit simultaneously or must take turns, the amount of data to be
sent at one time, the format of the data, and what to do if certain contingencies, such
as an error, arise.

The next two items might have been included under exchange management,
but they are important enough to list separately. In all communications systems,
there is a potential for error; transmitted signals are distorted to some extent before
reaching their destination. Error detection and correction are required in circum-
stances where errors cannot be tolerated; this is usually the case with data process-
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ing systems. For example, in transferring a file from one computer to another, it is
simply not acceptable for the contents of the file to be accidentally altered. Flow
control is required to assure that the source does not overwhelm the destination by
sending data faster than they can be processed and absorbed.

Next, we mention the related but distinct concepts of addressing and routing.
When a transmission facility is shared by more than two devices, a source system
must somehow indicate the identity of the intended destination. The transmission
system must assure that the destination system, and only that system, receives the
data. Further, the transmission system may itself be a network through which vari-
ous paths may be taken. A specific route through this network must be chosen.

Recovery is a concept distinct from that of error correction. Recovery tech-
niques are needed in situations in which an information exchange, such as a data
base transaction or file transfer, is interrupted due to a fault somewhere in the sys-
tem. The objective is either to be able to resume activity at the point of interruption
or at least to restore the state of the systems involved to the condition prior to the
beginning of the exchange.

Message formatting has to do with an agreement between two parties as to the
form of the data to be exchanged or transmitted. For example, both sides must use
the same binary code for characters.

Frequently, it is important to provide some measure of security in a data com-
munications system. The sender of data may wish to be assured that only the
intended party actually receives the data; and the receiver of data may wish to be
assured that the received data have not been altered in transit and that the data
have actually come from the purported sender.

Finally, a data communications facility is a complex system that cannot create
or run itself. Network management capabilities are needed to configure the system,
monitor its status, react to failures and overloads, and plan intelligently for future
growth.

Thus we have gone from the simple idea of data communication between
source and destination to a rather formidable list of data communications tasks. In
this book, we further elaborate this list of tasks to describe and encompass the
entire set of activities that can be classified under data and computer communi-
cations.

~ DATA COMMUNICATIONS |

This book is organized into four parts. The first part deals with the most funda-
mental aspects of the communications function, focusing on the transmission of sig-
nals in a reliable and efficient manner. For want of a better name, we have given
Part T the title “Data Communications,” although that term arguably encompasses
some or even all of the topics of Parts II, III, and IV.

To get some flavor for the focus of Part I, Figure 1.2 provides a new perspec-
tive on the communications model of Figure 1.1a. Let us trace through the details
of this figure using electronic mail as an example.
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Digital bit Analog Analog Digital bit
stream signal signal stream

Text I aVaVa ¥ aVaVa ¥ I Text

i i Destination
Source Transmitter system Receiver
Input Input data Transmitted Received Output data Output
information g(t) signal signal g'(t) information
m s(t) r(t) m'

FIGURE 1.2 Simplified data communications model.

Consider that the input device and transmitter are components of a personal
computer. The user of the PC wishes to send a message to another user—for exam-
ple, “The meeting scheduled for March 25 is canceled” (m). The user activates the
electronic mail package on the PC and enters the message via the keyboard (input
device). The character string is briefly buffered in main memory. We can view it as
a sequence of bits (g) in memory. The personal computer is connected to some
transmission medium, such as a local network or a telephone line, by an I/O device
(transmitter), such as a local network transceiver or a modem. The input data are
transferred to the transmitter as a sequence of voltage shifts [g(f)] representing bits
on some communications bus or cable. The transmitter is connected directly to the
medium and converts the incoming stream [g(¢)] into a signal [s(¢)] suitable for
transmission. Specific alternatives to this procedure will be described in Chapter 4.

The transmitted signal s(¢) presented to the medium is subject to a number of
impairments, discussed in Chapter 2, before it reaches the receiver. Thus, the
received signal r(f) may differ to some degree from s(¢). The receiver will attempt
to estimate the original s(¢), based on r(¢f) and its knowledge of the medium, pro-
ducing a sequence of bits g'(7). These bits are sent to the output personal computer,
where they are briefly buffered in memory as a block of bits (g). In many cases, the
destination system will attempt to determine if an error has occurred and, if so, will
cooperate with the source system to eventually obtain a complete, error-free block
of data. These data are then presented to the user via an output device, such as a
printer or a screen. The message ('), as viewed by the user, will usually be an exact
copy of the original message ().

Now consider a telephone conversation. In this case, the input to the tele-
phone is a message (m) in the form of sound waves. The sound waves are converted
by the telephone into electrical signals of the same frequency. These signals are
transmitted without modification over the telephone line. Hence, the input signal
g(#) and the transmitted signal s(¢) are identical. The signal s(r) will suffer some dis-
tortion over the medium, so that r(z) will not be identical to s(r). Nevertheless, the
signal r(t) is converted back into a sound wave with no attempt at correction or
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improvement of signal quality. Thus m ' is not an exact replica of m. However, the
received sound message is generally comprehensible to the listener.

The discussion so far does not touch on other key aspects of data communi-
cations, including data-link control techniques for controlling the flow of data and
detecting and correcting errors, and multiplexing techniques for transmission effi-
ciency. All of these topics are explored in Part L.

DATA COMMUNICATIONS NETWORKING

In its simplest form, data communication takes place between two devices that are
directly connected by some form of point-to-point transmission medium. Often,
however, it is impractical for two devices to be directly, point-to-point connected.
This is so for one (or both) of the following contingencies:

* The devices are very far apart. It would be inordinately expensive, for exam-
ple, to string a dedicated link between two devices thousands of miles apart.
¢ There is a set of devices, each of which may require a link to many of the
others at various times. Examples are all of the telephones in the world and
all of the terminals and computers owned by a single organization. Except
for the case of a very few devices, it is impractical to provide a dedicated wire

between each pair of devices.

The solution to this problem is to attach each device to a communications net-
work. Figure 1.3 relates this area to the communications model of Figure 1.1a and
also suggests the two major categories into which communications networks are tra-
ditionally classified: wide-area networks (WANs) and local-area networks (LANSs).
The distinction between the two, both in terms of technology and application, has
become somewhat blurred in recent years, but it remains a useful way of organizing
the discussion.

"Wide-Area Networks

Wide-area networks have been traditionally been considered to be those that cover
a large geographical area, require the crossing of public right-of-ways, and rely at
least in part on circuits provided by a common carrier. Typically, a WAN consists
of anumber of interconnected switching nodes. A transmission from any one device
is routed through these internal nodes to the specified destination device. These
nodes (including the boundary nodes) are not concerned with the content of the
data; rather, their purpose is to provide a switching facility that will move the data
from node to node until they reach their destination.

Traditionally, WANs have been implemented using one of two technologies:
circuit switching and packet switching. More recently, frame relay and ATM net-
works have assumed major roles.
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Switching Wide-area

node \ network

Source System N s Destination System
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‘system Receiver
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FIGURE 1.3 Simplified network models.

Circuit Switching

In a circuit-switched network, a dedicated communications path is established
between two stations through the nodes of the network. That path is a connected
sequence of physical links between nodes. On each link, a logical channel is dedi-
cated to the connection. Data generated by the source station are transmitted along
the dedicated path as rapidly as possible. At each node, incoming data are routed
or switched to the appropriate outgoing channel without delay. The most common
example of circuit switching is the telephone network.

Packet Switching

A quite different approach is used in a packet-switched network. In this case, it is
not necessary to dedicate transmission capacity along a path through the network.
Rather, data are sent out in a sequence of small chunks, called packets. Each packet
is passed through the network from node to node along some path leading from
source to destination. At each node, the entire packet is received, stored briefly, and
then transmitted to the next node. Packet-switched networks are commonly used
for terminal-to-computer and computer-to-computer communications.
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Frame Relay

Packet switching was developed at a time when digital long-distance transmission
facilities exhibited a relatively high error rate compared to today’s facilities. As a
result, there is a considerable amount of overhead built into packet-switched
schemes to compensate for errors. The overhead includes additional bits added to
each packet to introduce redundancy and additional processing at the end stations
and the intermediate switching nodes to detect and recover from errors.

With modern high-speed telecommunications systems, this overhead is un-
necessary and counterproductive. It is unnecessary because the rate of errors has
been dramatically lowered and any remaining errors can easily be caught in the end
systems by logic that operates above the level of the packet-switching logic; it is
counterproductive because the overhead involved soaks up a significant fraction of
the high capacity provided by the network.

Frame relay was developed to take advantage of these high data rates and low
error rates. Whereas the original packet-switching networks were designed with a
data rate to the end user of about 64 kbps, frame relay networks are designed to
operate efficiently at user data rates of up to 2 Mbps. The key to achieving these
high data rates is to strip out most of the overhead involved with error control.

ATM

Asynchronous transfer mode (ATM), sometimes referred to as cell relay, is a cul-
mination of all of the developments in circuit switching and packet switching over
the past 25 years.

ATM can be viewed as an evolution from frame relay. The most obvious dif-
ference between frame relay and ATM is that frame relay uses variable-length
packets, called frames, and ATM uses fixed-length packets, called cells. As with
frame relay, ATM provides little overhead for error control, depending on the
inherent reliability of the transmission system and on higher layers of logic in the
end systems to catch and correct errors. By using a fixed-packet length, the pro-
cessing overhead is reduced even further for ATM compared to frame relay. The
result is that ATM is designed to work in the range of 10s and 100s of Mbps, com-
pared to the 2-Mbps target of frame relay.

ATM can also be viewed as an evolution from circuit switching. With circuit-
switching, only fixed-data-rate circuits are available to the end system. ATM allows
the definition of multiple virtual channels with data rates that are dynamically
defined at the time the virtual channel is created. By using full, fixed-size cells,
ATM is so efficient that it can offer a constant-data-rate channel even though it is
using a packet-switching technique. Thus, ATM extends circuit switching to allow
multiple channels with the data rate on each channel dynamically set on demand.

ISDN and Broadband ISDN

Merging and evolving communications and computing technologies, coupled with
increasing demands for efficient and timely collection, processing, and dissemina-
tion of information, are leading to the development of integrated systems that
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transmit and process all types of data. A significant outgrowth of these trends is the
integrated services digital network (ISDN).

The ISDN is intended to be a worldwide public telecommunications network
to replace existing public telecommunications networks and deliver a wide variety
of services. The ISDN is defined by the standardization of user interfaces and
implemented as a set of digital switches and paths supporting a broad range of traf-
fic types and providing value-added processing services. In practice, there are mul-
tiple networks, implemented within national boundaries, but, from the user’s point
of view, there is intended to be a single, uniformly accessible, worldwide network.

Despite the fact that ISDN has yet to achieve the universal deployment hoped
for, it is already in its second generation. The first generation, sometimes referred
to as narrowband ISDN, is based on the use of a 64-kbps channel as the basic unit
of switching and has a circuit-switching orientation. The major technical contribu-
tion of the narrowband ISDN effort has been frame relay. The second generation,
referred to as broadband ISDN, supports very high data rates (100s of Mbps) and
has a packet-switching orientation. The major technical contribution of the broad-
band ISDN effort has been asynchronous transfer mode (ATM), also known as cell
relay. '

Local Area Networks

As with wide-area networks, a local-area network is a communications network that
interconnects a variety of devices and provides a means for information exchange
among those devices. There are several key distinctions between LANs and W ANs:

1. The scope of the LAN is small, typically a single building or a cluster of build-
ings. This difference in geographic scope leads to different technical solutions,
as we shall see.

2. It is usually the case that the LAN is owned by the same organization that
owns the attached devices. For WAN:S, this is less often the case, or at least a
significant fraction of the network assets are not owned. This has two impli-
cations. First, care must be taken in the choice of LAN, as there may be a sub-
stantial capital investment (compared to dial-up or leased charges for wide-
area networks) for both purchase and maintenance. Second, the network
management responsibility for a local network falls solely on the user.

3. The internal data rates of LANSs are typically much greater than those of wide-
area networks.

Traditionally, LANs make use of a broadcast network approach rather than a
switching approach. With a broadcast communication network, there are no inter-
mediate switching nodes. At each station, there is a transmitter/receiver that com-
municates over a medium shared by other stations. A transmission from any one
station is broadcast to and received by all other stations. A simple example of this
is a CB radio system, in which all users tuned to the same channel may communi-
cate. We will be concerned with networks used to link computers, workstations, and
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other digital devices. In the latter case, data are usually transmitted in packets.
Because the medium is shared, only one station at a time can transmit a packet.

More recently, examples of switched LANs have appeared. The two most
prominent examples are ATM LANs, which simply use an ATM network in a local
area, and Fibre Channel. We will examine these LANS, as well as the more common
broadcast LANSs, in Part II1.

PROTOCOLS AND PROTOCOL ARCHITECTURE

When computers, terminals, and/or other data processing devices exchange data,
the scope of concern is much broader than the concerns we have discussed in Sec-
tions 1.2 and 1.3. Consider, for example, the transfer of a file between two comput-
ers. There must be a data path between the two computers, either directly or via a
communication network. But more is needed. Typical tasks to be performed are

1. The source system must either activate the direct data communication path or
inform the communication network of the identity of the desired destination
system.

2. The source system must ascertain that the destination system is prepared to
receive data.

3. The file transfer application on the source system must ascertain that the file
management program on the destination system is prepared to accept and
store the file for this particular user.

4. If the file formats used on the two systems are incompatible, one or the other
system must perform a format translation function.

It is clear that there must be a high degree of cooperation between the two
computer systems. The exchange of information between computers for the pur-
pose of cooperative action is generally referred to as computer communications.
Similarly, when two or more computers are interconnected via a communication
network, the set of computer stations is referred to as a computer network. Because
a similar level of cooperation is required between a user at a terminal and one at a
computer, these terms are often used when some of the communicating entities are
terminals.

In discussing computer communications and computer networks, two con-
cepts are paramount:

e Protocols
e Computer-communications architecture, or protocol architecture

A protocol is used for communication between entities in different systems.
The terms “entity” and “system” are used in a very general sense. Examples of
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entities are user application programs, file transfer packages, data-base manage-
ment systems, electronic mail facilities, and terminals. Examples of systems are
computers, terminals, and remote sensors. Note that in some cases the entity and
the system in which it resides are coextensive (e.g., terminals). In general, an entity
is anything capable of sending or receiving information, and a system is a physically
distinct object that contains one or more entities. For two entities to communicate
successfully, they must “speak the same language.” What is communicated, how it
is communicated, and when it is communicated must conform to some mutually
acceptable conventions between the entities involved. The conventions are referred
to as a protocol, which may be defined as a set of rules governing the exchange of
data between two entities. The key elements of a protocol are

° Syntax. Includes such things as data format and signal levels.
¢ Semantics. Includes control information for coordination and error handling.
* Timing. Includes speed matching and sequencing.

Having introduced the concept of a protocol, we can now introduce the con-
cept of a protocol architecture. It is clear that there must be a high degree of coop-
eration between the two computers. Instead of implementing the logic for this as a
single module, the task is broken up into subtasks, each of which is implemented
separately. As an example, Figure 1.4 suggests the way in which a file transfer facil-
ity could be implemented. Three modules are used. Tasks 3 and 4 in the preceding
list could be performed by a file transfer module. The two modules on the two sys-
tems exchange files and commands. However, rather than requiring the file trans-
fer module to handle the details of actually transferring data and commands, the file
transfer modules each rely on a communications service module. This module is
responsible for making sure that the file transfer commands and data are reliably
exchanged between systems. Among other things, this module would perform task
2. Now, the nature of the exchange between systems is independent of the nature of
the network that interconnects them. Therefore, rather than building details of the
network interface into the communications service module, it makes sense to have
a third module, a network access module, that performs task 1 by interacting with
the network.

Computer 1 Computer 2

Files and file transfer commands

o Pile tr

. Fﬂe transfer

ansfer

cation’’. | application
Commiunications | _ _ _ Communications-relatied messages | Communications
setvice module

. . _service module
Network interface L

logic

. Network access
. module

Communications
network

Network access
. module

FIGURE 14 A simplified architecture for file transfer.
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Let us try to summarize the motivation for the three modules in Figure 1.4.
The file transfer module contains all of the logic that is unique to the file transfer
application, such as transmitting passwords, tile commands, and file records. There
is a need to transmit these files and commands reliably. However, the same sorts of
reliability requirements are relevant to a variety of applications (e.g., electronic
mail, document transter). Therefore, these requirements are met by a separate com-
munications service module that can be used by a variety of applications. The com-
munications service module is concerned with assuring that the two computer sys-
tems are active and ready for data transter and for keeping track of the data that are
being exchanged to assure delivery. However, these tasks are independent of the
type of network that is being used. Therefore, the logic for actually dealing with the
network is separated out into a separate network access module. That way, if the
network to be used is changed, only the network access module is affected.

Thus, instead of a single module for performing communications, there is a
structured set of modules that implements the communications function. That struc-
ture is referred to as a protocol architecture. In the remainder of this section, we
generalize the preceding example to present a simplified protocol architecture. Fol-
lowing that, we look at more complex, real-world examples: TCP/IP and OSL

A Three-Layer Model

In very general terms, communications can be said to involve three agents: applica-
tions, computers, and networks. One example of an application is a file transfer
operation. These applications execute on computers that can often support multiple
simultaneous applications. Computers are connected to networks, and the data to
be exchanged are transferred by the network from one computer to another. Thus,
the transfer of data from one application to another involves first getting the data
to the computer in which the application resides and then getting it to the intended
application within the computer.

With these concepts in mind, it appears natural to organize the communica-
tion task into three relatively independent layers:

® Network access layer
® Transport layer
* Application layer

The network access layer is concerned with the exchange of data between a
computer and the network to which it is attached. The sending computer must pro-
vide the network with the address of the destination computer, so that the network
may route the data to the appropriate destination. The sending computer may wish
to invoke certain services, such as priority, that might be provided by the network.
The specific software used at this layer depends on the type of network to be used;
different standards have been developed for circuit switching, packet switching,
local area networks, and others. Thus, it makes sense to separate those functions
having to do with network access into a separate layer. By doing this, the remain-
der of the communications software, above the network access layer, need not be
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concerned with the specifics of the network to be used. The same higher-layer soft-
ware should function properly regardless of the particular network to which the
computer is attached.

Regardless of the nature of the applications that are exchanging data, there is
usually a requirement that data be exchanged reliably. That is, we would like to be
assured that all of the data arrive at the destination application and that the data
arrive in the same order in which they were sent. As we shall see, the mechanisms
for providing reliability are essentially independent of the nature of the applica-
tions. Thus, it makes sense to collect those mechanisms in a common layer shared
by all applications; this is referred to as the transport layer.

Finally, the application layer contains the logic needed to support the various
user applications. For each different type of application, such as file transfer, a sep-
arate module is needed that is peculiar to that application.

Figures 1.5 and 1.6 illustrate this simple architecture. Figure 1.5 shows three
computers connected to a network. Each computer contains software at the net-
work access and transport layers and software at the application layer for one or
more applications. For successful communication, every entity in the overall system
must have a unique address. Actually, two levels of addressing are needed. Each
computer on the network must have a unique network address; this allows the net-
work to deliver data to the proper computer. Each application on a computer must
have an address that is unique within that computer; this allows the transport layer
to support multiple applications at each computer. These latter addresses are

Applications Service access point
123 4
—( H OH OH A

Transport

Network address

Network Applications
access
1 2
( —()
Transport
Communications Network
network access
Applications
1 2 3
—( —(—(—
Transport
Network
access

FIGURE 1.5 Protocol architectures and networks.
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FIGURE 1.6 Protocols in a simplified architecture.

known as service access points (SAPs), connoting that each application is individu-
ally accessing the services of the transport layer.

Figure 1.6 indicates the way in which modules at the same level on different
computers communicate with each other: by means of a protocol. A protocol is the
set of rules or conventions governing the ways in which two entities cooperate to
exchange data. A protocol specification details the control functions that may be
performed, the formats and control codes used to communicate those functions,
and the procedures that the two entities must follow.

Let us trace a simple operation. Suppose that an application, associated with
SAP 1 at computer A, wishes to send a message to another application, associated
with SAP 2 at computer B. The application at A hands the message over to its trans-
port layer with instructions to send it to SAP 2 on computer B. The transport layer
hands the message over to the network access layer, which instructs the network to
send the message to computer B. Note that the network need not be told the iden-
tity of the destination service access point. All that it needs to know is that the data
are intended for computer B.

To control this operation, control information, as well as user data, must be
transmitted, as suggested in Figure 1.7. Let us say that the sending application gen-
erates a block of data and passes this to the transport layer. The transport layer may
break this block into two smaller pieces to make it more manageable. To each of
these pieces the transport layer appends a transport header, containing protocol
control information. The combination of data from the next higher layer and con-
trol information is known as a protocol data unit (PDU); in this case, it is referred
to as a transport protocol data unit. The header in each transport PDU contains
control information to be used by the peer transport protocol at computer B. Exam-
ples of items that may be stored in this header include

* Destination SAP. When the destination transport layer receives the transport
protocol data unit, it must know to whom the data are to be delivered.

¢ Sequence number. Because the transport protocol is sending a sequence of
protocol data units, it numbers them sequentially so that if they arrive out of
order, the destination transport entity may reorder them.
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¢ Error-detection code. The sending transport entity may include a code that is
a function of the contents of the remainder of the PDU. The receiving trans-
port protocol performs the same calculation and compares the result with the
incoming code. A discrepancy results if there has been some error in trans-
mission. In that case, the receiver can discard the PDU and take corrective

action.

The next step is for the transport layer to hand each protocol data unit over to
the network layer, with instructions to transmit it to the destination computer. To
satisfy this request, the network access protocol must present the data to the net-
work with a request for transmission. As before, this operation requires the use of
control information. In this case, the network access protocol appends a network
access header to the data it receives from the transport layer, creating a network-
access PDU. Examples of the items that may be stored in the header include

¢ Destination computer address. The network must know to whom (which com-
puter on the network) the data are to be delivered.

* Facilities requests. The network -access protocol might want the network to
make use of certain facilities, such as priority.

Figure 1.8 puts all of these concepts together, showing the interaction between
modules to transfer one block of data. Let us say that the file transfer module in
computer X is transferring a file one record at a time to computer Y. Each record
is handed over to the transport layer module. We can picture this action as being in
the form of a command or procedure call. The arguments of this procedure call
include the destination computer address, the destination service access point, and
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the record. The transport layer appends the destination service access point and
other control information to the record to create a transport PDU. This is then
handed down to the network access layer by another procedure call. In this case, the
arguments for the command are the destination computer address and the transport
protocol data unit. The network access layer uses this information to construct a
network PDU. The transport protocol data unit is the data field of the network
PDU, and the network PDU header includes information concerning the source
and destination computer addresses. Note that the transport header is not “visible”
at the network access layer; the network access layer is not concerned with the con-
tents of the transport PDU.

The network accepts the network PDU from X and delivers it to Y. The net-
work access module in Y receives the PDU, strips off the header, and transfers the
enclosed transport PDU to X’s transport layer module. The transport layer exam-
ines the transport protocol data unit header and, on the basis of the SAP field in the
header, delivers the enclosed record to the appropriate application, in this case the
file transfer module in Y.

The TCP/IP Protocol Architecture

Two protocol architectures have served as the basis for the development of inter-
operable communications standards: the TCP/IP protocol suite and the OSI refer-
ence model. TCP/IP is the most widely used interoperable architecture, and OSI has
become the standard model for classifying communications functions. In the
remainder of this section, we provide a brief overview of the two architectures; the
topic is explored more fully in Chapter 15.

TCP/P is a result of protocol research and development conducted on the
experimental packet-switched network, ARPANET, funded by the Defense Ad-
vanced Research Projects Agency (DARPA), and is generally referred to as the



18 CHAPTER 1 / INTRODUCTION

TCP/IP protocol suite. This protocol suite consists of a large collection of protocols
that have been issued as Internet standards by the Internet Architecture Board
(IAB). :

There is no official TCP/IP protocol model as there is in the case of OSI. How-
ever, based on the protocol standards that have been developed, we can organize
the communication task for TCP/IP into five relatively independent layers:

¢ Application layer
e Host-to-host, or transport layer
Internet layer

Network access layer

Physical layer

The physical layer covers the physical interface between a data transmission
device (e.g., workstation, computer) and a transmission medium or network. This
layer is concerned with specifying the characteristics of the transmission medium,
the nature of the signals, the data rate, and related matters.

The network access layer is concerned with the exchange of data between an
end system and the network to which it is attached. The sending computer must
provide the network with the address of the destination computer, so that the net-
work may route the data to the appropriate destination. The sending computer may
wish to invoke certain services, such as priority, that might be provided by the net-
work. The specific software used at this layer depends on the type of network to be
used; different standards have been developed for circuit-switching, packet-switch-
ing (e.g., X.25), local area networks (e.g., Ethernet), and others. Thus, it makes
sense to separate those functions having to do with network access into a separate
layer. By doing this, the remainder of the communications software, above the net-
work access layer, need not be concerned about the specifics of the network to be
used. The same higher-layer software should function properly regardless of the
particular network to which the computer is attached.

The network access layer is concerned with access to and routing data across
a network for two end systems attached to the same network. In those cases where
two devices are attached to different networks, procedures are needed to allow data
to traverse multiple interconnected networks. This is the function of the internet
layer. The internet protocol (IP) is used at this layer to provide the routing function
across multiple networks. This protocol is implemented not only in the end systems
but also in routers. A router is a processor that connects two networks and whose
primary function is to relay data from one network to the other on its route from
the source to the destination end system.

Regardless of the nature of the applications that are exchanging data, there is
usually a requirement that data be exchanged reliably. That is, we would like to be
assured that all of the data arrive at the destination application and that the data
arrive in the same order in which they were sent. As we shall see, the mechanisms
for providing reliability are essentially independent of the nature of the applica-
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tions. Thus, it makes sense to collect those mechanisms in a common layer shared
by all applications; this is referred to as the host-to-host layer, or transport layer.
The transmission control protocol (TCP) is the most commonly-used protocol to
provide this functionality.

Finally, the application layer contains the logic needed to support the various
user applications. For each different type of application, such as file transfer, a sep-
arate module is needed that is peculiar to that application.

Figure 1.9 shows how the TCP/IP protocols are implemented in end systems
and relates this description to the communications model of Figure 1.1a. Note that
the physical and network access layers provide interaction between the end system
and the network, whereas the transport and application layers are what is known as
end-to-end protocols; they support interaction between two end systems. The inter-
net layer has the flavor of both. At this layer, the end system communicates routing
information to the network but also must provide some common functions between
the two end systems; these will be explored in Chapters 15 and 16.

The OSI Model

The open systems interconnection (OSI) model was developed by the International
Organization for Standardization (ISO) as a model for a computer communications
architecture and as a framework for developing protocol standards. It consists of
seven layers:

Source System Destination System

A A

Transmitter Receiver Destination

Application [--—-—-—----""-—----—- -~~~ ———— Application

™  |——_—_-—- - - ] TCP

1P IP

Network access Network access

Physical Physical

Source System Destination System

FIGURE 1.9 Protocol architecture model.
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¢ Application
* Presentation
* Session

® Transport

* Network

¢ Data Link

* Physical

Figure 1.10 illustrates the OSI model and provides a brief definition of the functions
performed at each layer. The intent of the OSI model is that protocols be developed
to perform the functions of each layer.

The designers of OSI assumed that this model and the protocols developed
within this model would come to dominate computer communications, eventually
replacing proprietary protocol implementations and rival multivendor models such
as TCP/IP. This has not happened. Although many useful protocols have been
developed in the context of OSI, the overall seven-layer model has not flourished.
Instead, it is the TCP/IP architecture that has come to dominate. Thus, our empha-
sis in this book will be on TCP/IP.

Application
Provides access to the OSI environment for users and also provides distributed information
services.

Presentation
Provides independence to the application processes from differences in data representation
(syntax).

Session
Provides the control structure for communication between applications; establishes, manages, and
terminates connections (sessions) between cooperating applications.

Transport
Provides reliable, transparent transfer of data between end points; provides end-to-end error
recovery and flow control.

Network
Provides upper layers with independence from the data transmission and switching technologies
used to connect systems; responsible for establishing, maintaining, and terminating connections.

Data Link
Provides for the reliable transfer of information across the physical link; sends blocks of data
(frames) with the necessary synchronization, error control, and flow control.

Physical
Concerned with transmission of unstructured bit stream over physical medium; deals with the
mechanical, electrical, functional, and procedural characteristics to access the physical medium.

FIGURE 1.10 The OSI layers.
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Figure 1.11 illustrates the layers of the TCP/IP and OSI architectures, show-
ing roughly the correspondence in functionality between the two. The figure also
suggests common means of implementing the various layers.

STANDARDS

It has long been accepted in the communications industry that standards are
required to govern the physical, electrical, and procedural characteristics of com-
munication equipment. In the past, this view has not been embraced by the com-
puter industry. Whereas communication-equipment vendors recognize that their
equipment will generally interface to and communicate with other vendors’ equip-
ment, computer vendors have traditionally attempted to lock their customers into
proprietary equipment; the proliferation of computers and distributed processing
has made that an untenable position. Computers from different vendors must com-
municate with each other and, with the ongoing evolution of protocol standards,
customers will no longer accept special-purpose protocol-conversion software
development. The result is that standards now permeate all of the areas of technol-
ogy discussed in this book.
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Throughout the book we will describe the most important standards that are
in use or that are being developed for various aspects of data and computer com-
munications. Appendix 1A looks at the key organizations involved with the devel-
opment of standards.

There are a number of advantages and disadvantages to the standards-making
process. We list here the most striking ones. The principal advantages of standards
are the following:

* A standard assures that there will be a large market for a particular piece of
equipment or software. This encourages mass production and, in some cases,
the use of large-scale-integration (LSI) or very-large-scale-integration (VLSI)
techniques, resulting in lower costs.

¢ A standard allows products from multiple vendors to communicate, giving the
purchaser more flexibility in equipment selection and use.

The principal disadvantages are these:

¢ A standard tends to freeze the technology. By the time a standard is devel-
oped, subjected to review and compromise, and promulgated, more efficient
techniques are possible.

¢ There are multiple standards for the same thing. This is not a disadvantage of
standards per se, but of the current way things are done. Fortunately, in recent
years the various standards-making organizations have begun to cooperate
more closely. Nevertheless, there are still areas where multiple conflicting
standards exist.

1.6 OUTLINE OF THE BOOK

This chapter, of course, serves as an introduction to the entire book. A brief synop-
sis of the remaining chapters follows.

Data Transmission

The principles of data transmission underlie all of the concepts and techniques pre-
sented in this book. To understand the need for encoding, multiplexing, switching,
error control, and so on, the reader must understand the behavior of data signals
propagated through a transmission medium. Chapter 2 provides an understanding
of the distinction between digital and analog data and digital and analog transmis-
sion. Concepts of attenuation and noise are also examined.

Transmission Media

Transmission media can be classified as either guided or wireless. The most com-
monly-used guided transmission media are twisted pair, coaxial cable, and optical
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fiber. Wireless techniques include terrestrial and satellite microwave, broadcast
radio, and infrared. Chapter 3 covers all of these topics.

Data Encoding

Data come in both analog (continuous) and digital (discrete) form. For transmis-
sion, input data must be encoded as an electrical signal that is tailored to the char-
acteristics of the transmission medium. Both analog and digital data can be repre-
sented by either analog or digital signals; each of the four cases is discussed in
Chapter 4. This chapter also covers spread-spectrum techniques.

The Data Communications Interface

In Chapter 5 the emphasis shifts from data transmission to data communications.
For two devices linked by a transmission medium to exchange digital data, a high
degree of cooperation is required. Typically, data are transmitted one bit at a time
over the medium. The timing (rate, duration, spacing) of these bits must be the
same for transmitter and receiver. Two common communication techniques—asyn-
chronous and synchronous—are explored. This chapter also looks at transmission
line interfaces. Typically, digital data devices do not attach to and signal across a
transmission medium directly. Rather, this process is mediated through a standard-
ized interface.

Data Link Control

True cooperative exchange of digital data between two devices requires some form
of data link control. Chapter 6 examines the fundamental techniques common to all
data link control protocols including flow control and error detection and correc-
tion, and then examines the most commonly used protocol, HDLC.

Multiplexing

Transmission facilities are, by and large, expensive. It is often the case that two com-
munication stations will not utilize the full capacity of a data link. For efficiency, it
should be possible to share that capacity. The generic term for such sharing is multi-
plexing.

Chapter 7 concentrates on the three most common types of multiplexing tech-
niques. The first, frequency-division multiplexing (FDM), is the most widespread
and is familiar to anyone who has ever used a radio or television set. The second is
a particular case of time-division multiplexing (TDM), often known as synchronous
TDM. This is commonly used for multiplexing digitized voice streams. The third
type is another form of TDM that is more complex but potentially more efficient
than synchronous TDM,; it is referred to as statistical or asynchronous TDM.

Circuit Switching

Any treatment of the technology and architecture of circuit-switched networks
must of necessity focus on the internal operation of a single switch. This is in con-
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trast to packet-switched networks, which are best explained by the collective behav-
ior of the set of switches that make up a network. Thus, Chapter 8 begins by exam-
ining digital-switching concepts, including space- and time-division switching. Then,
the concepts of a multinode circuit-switched network are discussed; here, we are
primarily concerned with the topics of routing and control signaling.

Packet Switching

There are two main technical problems associated with a packet-switched network,
and each is examined in Chapter 9:

* Routing. Because the source and destination stations are not directly con-
nected, the network must route each packet, from node to node, through the
network.

¢ Congestion control. The amount of traffic entering and transiting the network
must be regulated for efficient, stable, and fair performance.

The key design issues in both of these areas are presented and analyzed; the
discussion is supported by examples from specific networks. In addition, a key
packet-switching interface standard, X.25, is described.

Frame Relay

Chapter 10 examines the most important innovation to come out of the work on
ISDN: frame relay. Frame relay provides a more efficient means of supporting
packet switching than X.25 and is enjoying widespread use, not only in ISDN but in
other networking contexts. This chapter looks at the data-transfer protocol and call-
control protocol for frame relay and also looks at the related data link control pro-
tocol, LAPF.

A critical component for frame relay is congestion control. The chapter
explains the nature of congestion in frame relay networks and both the importance
and difficulty of controlling congestion. The chapter then describes a range of con-
gestion control techniques that have been specified for use in frame relay networks.

Asynchronous Transfer Mode (ATM)

Chapter 11 focuses on the transmission technology that is the foundation of broad-
band ISDN: asynchronous transfer mode (ATM). As with frame relay, ATM is
finding widespread application beyond its use as part of broadband. This chapter
begins with a description of the ATM protocol and format. Then the physical layer
issues relating to the transmission of ATM cells and the ATM Adaptation Layer
(AAL) are discussed.

Again, as with frame relay, congestion control is a vital component of ATM.
This area, referred to as ATM traffic and congestion control, is one of the most
complex aspects of ATM and is the subject of intensive ongoing research. This
chapter surveys those techniques that have been accepted as having broad utility in
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ATM environments.

LAN Technology

The essential technology underlying all forms of local area networks comprises
topology, transmission medium, and medium access control technique. Chapter 12
examines the first two of these elements. Four topologies are in common use: bus,
tree, ring, star. The most common transmission media for local networking are
twisted pair (unshielded and shielded), coaxial cable (baseband and broadband),
and optical fiber. These topologies and transmission media are discussed, and the
most promising combinations are described.

LAN Systems

Chapter 13 looks in detail at the topologies, transmission media, and MAC proto-
cols of the most important LAN systems in current use; all of these have been
defined in standards documents. The discussion opens with what might be called
traditional LANSs, which typically operate at data rates of up to 10 Mbps and which
have been in use for over a decade. These include Ethernet and related LANs and
two token-passing schemes, token ring and FDDI (fiber distributed data interface).
Then, more recent high-speed LAN systems are examined, including ATM LANE.
Finally, the chapter looks at wireless LANs.

Bridges

The increasing deployment of LANs has led to an increased need to interconnect
LANs with each other and with wide-area networks. Chapter 14 focuses on a key
device used in interconnection LANs: the bridges. Bridge operation involves two
types of protocols: protocols for forwarding packets and protocols for exchanging
routing information.

This chapter also returns to the topic of ATM LANSs to look at the important
concept of ATM LAN emulation, which relates to connecting other types of LANs
to ATM networks.

Protocols and Architecture

Chapter 15 introduces the subject of protocol architecture and motivates the need
for a layered architecture with protocols defined at each layer. The concept of pro-
tocol is defined, and the important features of protocols are discussed.

The two most important communications architectures are introduced in this
chapter. The open systems interconnection (OSI) model is described in some detail.
Next, the TCP/IP model is examined. Although the OSI model is almost universally
accepted as the framework for discourse in this area, it is the TCP/IP protocol suite
that is the basis for most commercially available interoperable products.
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Internetworking

With the proliferation of networks, internetworking facilities have become essential
components of network design. Chapter 16 begins with an examination of the
requirements for an internetworking facility and the various design approaches that
can be taken to satisfy those requirements. The remainder of the chapter explores
the use of routers for internetworking. The internet protocol (IP) and the new IPv6,
also known as IPng, are examined. Various routing protocols are also described,
including the widely used OSPF and BGP.

Transport Protocols

The transport protocol is the keystone of the whole concept of a computer commu-
nications architecture. It can also be one of the most complex of protocols. Chapter
17 examines in detail transport protocol mechanisms and then introduces two
important examples: TCP and UDP.

Network Security

Network security has become increasingly important with the growth in the number
and importance of networks. Chapter 18 provides a survey of security techniques
and services. The chapter begins with a look at encryption techniques for insuring
privacy, which include the use of conventional and public-key encryption. Then, the
area of authentication and digital signatures is explored. The two most important
encryption algorithms, DES and RSA, are examined, as well as MDS5, a one-way
hash function important in a number of security applications.

Distributed Applications

The purpose of a communications architecture is to support distributed applica-
tions. Chapter 19 examines three of the most important of these applications; in
each case, general principles are discussed and are followed by a specific example.
The applications discussed are network management, world-wide web (WWW)
exchanges, and electronic mail. The corresponding examples are SNMPv2, HTTP,
and SMTP/MIME. Before getting to these examples, the chapter opens with an
examination of Abstract Syntax Notation One { ASN.1), which is the standardized
language for defining distributed applications.

ISDN and Broadband ISDN

The integrated-services digital network (ISDN) is a projected worldwide public
telecommunications network that is designed to service a variety of user needs.
Broadband ISDN is an enhancement of ISDN that can support very high data rates.
Appendix A looks at the architecture, design principles, and standards for ISDN
and broadband ISDN.
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STANDARDS ORGANIZATIONS

THROUGHOUT THIS BOOK, we describe the most important standards in use or being
developed for various aspects of data and computer communications. Various organizations
have been involved in the development or promotion of these standards. This appendix pro-
vides a brief description of the most important (in the current context) of these organizations:

o IETF
¢ ISO
o ITU-T

Internet Standards and the IETF

Many of the protocols that make up the TCP/IP protocol suite have been standardized or are
in the process of standardization. By universal agreement, an organization known as the
Internet Architecture Board (IAB) is responsible for the development and publication of
these standards, which are published in a series of documents called Requests for Comments
(RFCs).

This section provides a brief description of the way in which standards for the TCP/IP
protocol suite are developed.

The Internet and Internet Standards

The Internet is a large collection of interconnected networks, all of which use the TCP/IP
protocol suite. The Internet began with the development of ARPANET and the subsequent
support by the Defense Advanced Research Projects Agency (DARPA) for the develop-
ment of additional networks to support military users and government contractors.

The IAB is the coordinating committee for Internet design, engineering, and manage-
ment. Areas covered include the operation of the Internet itself and the standardization of
protocols used by end systems on the Internet for interoperability. The IAB has two princi-
ple subsidiary task forces:

o Internet Engineering Task Force (IETF)
¢ Internet Research Task Force (IRTF)

The actual work of these task forces is carried out by working groups. Membership in
a working group is voluntary; any interested party may participate.

It is the IETF that is responsible for publishing the RFCs. The RFCs are the working
notes of the Internet research and development community. A document in this series may
be on essentially any topic related to computer communications, and may be anything from
a meeting report to the specification of a standard.

The final decision of which RFCs become Internet standards is made by the IAB, on
the recommendation of the IETF. To become a standard, a specification must meet the fol-
lowing criteria:

¢ Be stable and well-understood
¢ Be technically competent

e Have muitiple, independent, and interoperable implementations with operational
experience
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» Enjoy significant public support )
¢ Be recognizably useful in some or all parts of the Internet

The key difference between these criteria and those used for international standards is
the emphasis here on operational experience.

The Standardization Process

Figure 1.12 shows the series of steps, called the standards track, that a specification goes
through to become a standard. The steps involve increasing amounts of scrutiny and testing.
At each step, the IETF must make a recommendation for advancement of the protocol, and
the IAB must ratify it.

The white boxes in the diagram represent temporary states, which should be occupied
for the minimum practical time. However, a document must remain a proposed standard for
at least six months and a draft standard for at least four months to allow time for review and
comment. The gray boxes represent long-term states that may be occupied for years.

A protocol or other specification that is not considered ready for standardization may
be published as an experimental RFC. After further work, the specification may be resub-
mitted. If the specification is generally stable, has resolved known design choices, is believed
to be well-understood, has received significant community review, and appears to enjoy
enough community interest to be considered valuable, then the RFC will be designated a
proposed standard.

For a specification to be advanced to draft-standard status, there must be at least two
independent and interoperable implementations from which adequate operational experi-
ence has been obtained.

Y
Enter » | Experimental
Y
_ | Proposed o
g standard o
/
Draft -
> standard
A
Standard >
Y

Historic |

FIGURE 1.12 Standards track diagram.
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After significant implementation and operational experience has been obtained, a
specification may be elevated to standard. At this point, the specification is assigned an STD
number as well as an RFC number.

Finally, when a protocol becomes obsolete, it is assigned to the historic state.

The International Organization for Standardization (ISO)

ISO is an international agency for the development of standards on a wide range of subjects.
It is a voluntary, nontreaty organization whose members are designated standards bodies of
participating nations, plus nonvoting observer organizations. Although ISO is not a govern-
mental body, more than 70 percent of ISO member bodies are governmental standards insti-
tutions or organizations incorporated by public law. Most of the remainder have close links
with the public administrations in their own countries. The United States member body is the
American National Standards Institute.

ISO was founded in 1946 and has issued more than 5000 standards in a broad range of
areas. Its purpose is to promote the development of standardization and related activities to
facilitate international exchange of goods and services and to develop cooperation in the
sphere of intellectual, scientific, technological, and economic activity. Standards have been
issued to cover everything from screw threads to solar energy. One important area of stan-
dardization deals with the open systems interconnection (OSI) communications architecture
and the standards at each layer of the OSI architecture.

In the areas of interest in this book, ISO standards are actually developed in a joint
effort with another standards body, the International Electrotechnical Commission (IEC).
IEC is primarily concerned with electrical and electronic engineering standards. In the area
of information technology, the interests of the two groups overlap, with IEC emphasizing
hardware and ISO focusing on software. In 1987, the two groups formed the Joint Technical
Committee 1 (JTC 1). This committee has the responsibility of developing the documents
that ultimately become ISO (and IEC) standards in the area of information technology.

The development of an ISO standard from first proposal to actual publication of the
standard follows a seven-step process. The objective is to ensure that the final result is accept-
able to as many countries as possible. The steps are briefly described here. (Time limits are
the minimum time in which voting could be accomplished, and amendments require
extended time.)

1. A new work item is assigned to the appropriate technical committee, and within that
technical commiittee, to the appropriate working group. The working group prepares
the technical specifications for the proposed standard and publishes these as a draft
proposal (DP). The DP is circulated among interested members for balloting and tech-
nical comment. At least three months are allowed, and there may be iterations. When
there is substantial agreement, the DP is sent to the administrative arm of ISO, known
as the Central Secretariat.

2. The DP is registered at the Central Secretariat within two months of its final approval
by the technical committee.

3. The Central Secretariat edits the document to ensure conformity with ISO practices;

no technical changes are made. The edited document is then issued as a draft interna-
tional standard (DIS).

4. The DIS is circulated for a six-month balloting period. For approval, the DIS must
receive a majority, approval by the technical committee members and 75 percent
approval of all voting members. Revisions may occur to resolve any negative vote. If
more than two negative votes remain, it is unlikely that the DIS will be published as a
final standard.

5. The approved, possibly revised, DIS is returned within three months to the Central

Secretariat for submission to the ISO Council, which acts as the board of directors of
1SO.



30 CHAPTER 1 / INTRODUCTION

6. The DIS is accepted by the Council as an international standard (IS).
7. The IS is published by ISO.

As can be seen, the process of issuing a standard is a slow one. Certainly, it would be
desirable to issue standards as quickly as the technical details can be worked out, but ISO
must ensure that the standard will receive widespread support.

ITU Telecommunications Standardization Sector

The ITU Telecornmunications Standardization Sector (ITU-T) is a permanent organ of the
Tnternational Telecommunication Union (ITU), which is itself a United Nations specialized
agency. Hence, the members of ITU-T are governments. The U.S. representation is housed
in the Department of State. The charter of the ITU is that it “is responsible for studying tech-
nical, operating, and tariff questions and issuing Recommendations on them with a view to
standardizing telecommunications on a worldwide basis.” Its primary objective is to stan-
dardize, to the extent necessary, techniques and operations in telecommunications to achieve
end-to-end compatibility of international telecommunication connections, regardless of the
countries of origin and destination.

The ITU-T was created on March 1, 1993, as one consequence of a reform process
within the ITU. It replaces the International Telegraph and Telephone Consultative Com-
mittee (CCITT), which had essentially the same charter and objectives as the new ITU-T.

ITU-T is organized into 15 study groups that prepare Recommendations:

. Service Description

. Network Operation

. Tariff and Accounting Principles

. Network Maintenance

. Protection Against Electromagnetic Environment Effects
. Outside Plant

Data Network and Open Systems Communications

. Terminal Equipment and Protocols for Telematic Services
. Television and Sound Transmission

. Languages for Telecommunication Applications

. Switching and Signalling

. End-to-End Transmission Performance

. General Network Aspects

. Modems and Transmission Techniques for Data, Telegraph, and Telematic Services
. Transmission Systems and Equipment
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Work within ITU-T is conducted in four-year cycles. Every four years, a World
Telecommunications Standardization Conference is held. The work program for the next
four years is established at the assembly in the form of questions submitted by the various
study groups, based on requests made to the study groups by their members. The conference
assesses the questions, reviews the scope of the study groups, creates new or abolishes exist-
ing study groups, and allocates questions to these groups.

Based on these questions, each study group prepares draft Recommendations. A draft
Recommendation may be submitted to the next conference, four years hence, for approval.
Increasingly, however, Recommendations are approved when they are ready, without having
to wait for the end of the four-year Study Period. This accelerated procedure was adopted
after the study period that ended in 1988. Thus, 1988 was the last time that a large batch of
documents was published at one time as a set of Recommendations.
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INTERNET RESOURCES

THERE ARE A number of resources available on the Internet for keeping up with
developments in this field.

USENET Newsgroups

A number of USENET newsgroups are devoted to some aspect of data communications and
networking. As with virtually all USENET groups, there is a high noise-to-signal ratio, but it
is worth experimenting to see if any meet your needs. Here is a sample:

* comp.dcom.lans, comp.dcom.lans.misc: General discussions of LANS.

* comp.std.wireless: General discussion of wireless networks, including wireless LANSs.
* comp.security.misc: Computer security and encryption.

¢ comp.dcom.cell-relay: Covers ATM and ATM LANs.

* comp.dcom.frame-relay: Covers frame-relay networks.

* comp.dcom.net-management: Discussion of network-management applications, proto-
cols, and standards.

* comp.protocols.tcp-ip: The TCP/IP protocol suite.

Web Sites for This Book

A special web page has been set up for this book at http://www.shore.net/~ws/DCCS5e.html
The site includes the following:

* Links to other web sites, including the sites listed in this book, provide a gateway to rel-
evant resources on the web.

¢ Links to papers and reports available via the Internet provide additional, up-to-date
material for study.

* We also hope to include links to home pages for courses based on the book; these
pages may be useful to other instructors in providing ideas about how to structure the
course.

* Additional problems, exercises, and other activities for classroom use are also planned.

As soon as any typos or other errors are discovered, an errata list for this book will be
available at http://www.shore.net/~ws/welcome.html. The file will be updated as needed.
Please email any errors that you spot to ws@shore.net. Errata sheets for other books are at
the same web site, as well as discount ordering information for the books.

Other Web Sites

There are numerous web sites that provide some sort of information related to the topics of
this book. Here is a sample:

* http://www.soc.hawaii.edu/con/com-resources.html: Information and links to resources
about data communications and networking.

* http://www.internic.net/ds/dspg01.html: Maintains archives that relate to the Internet
and IETF activities. Includes keyword-indexed library of RFCs and draft documents as
well as many other documents related to the Internet and related protocols.
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e http://www.ronin.com/SBA: Links to over 1500 hardware and software vendors who
currently have WWW sites, as well as a list of thousands of computer and networking
companies in a Phone Directory.

¢ httpy//liinwww.ira.uka.de/bibliography/index.html: The Computer Science Bibliogra-
phy Collection, a collection of hundreds of bibliographies with hundreds of thousands
of references.

In subsequent chapters, pointers to more specific web sites can be found in the “Recom-
mended Reading” section.
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quality of the signal being transmitted and the characteristics of the trans-
mission medium. The objective of this chapter and the next is to provide the
reader with an intuitive feeling for the nature of these two factors.

The first section presents some concepts and terms from the field of electrical
engineering; this should provide sufficient background for the remainder of the
chapter. Section 2.2 clarifies the use of the terms arnalog and digital. Either analog
or digital data may be transmitted using either analog or digital signals. Further-
more, it is common for intermediate processing to be performed between source
and destination, and this processing has either an analog or digital character.

Section 2.3 looks at the various impairments that may introduce errors into
the data during transmission. The chief impairments are attenuation, delay distor-
tion, and the various forms of noise.

The successful transmission of data depends principally on two factors: the

CONCEPTS AND TERMINOLOGY

In this section we introduce some concepts and terms that will be referred to
throughout the rest of the chapter and, indeed, throughout Part 1.

Transmission Terminology

Data transmission occurs between transmitter and receiver over some transmission
medium. Transmission media may be classified as guided or unguided. In both
cases, communication is in the form of electromagnetic waves. With guided media,
the waves are guided along a physical path; examples of guided media are twisted
pair, coaxial cable, and optical fiber. Unguided media provide a means for trans-
mitting electromagnetic waves but do not guide them; examples are propagation
through air, vacuum, and sea water.

The term direct link is used to refer to the transmission path between two
devices in which signals propagate directly from transmitter to receiver with no
intermediate devices, other than amplifiers or repeaters used to increase signal
strength. Both parts of Figure 2.1 depict a direct link. Note that this term can apply
to both guided and unguided media.

A guided transmission medium is point-to-point if, first, it provides a direct
link between two devices and, second, those are the only two devices sharing the
medium (Figure 2.1a). In a multipoint guided configuration, more than two devices
share the same medium (Figure 2.1b).

A transmission may be simplex, half-duplex, or full-duplex. In simplex trans-
mission, signals are transmitted in only one direction; one station is the transmitter
and the other is the receiver. In half-duplex operation, both stations may transmit,
but only one at a time. In full-duplex operation, both stations may transmit simul-
taneously. In the latter case, the medium is carrying signals in both directions at the
same time. How this can be is explained in due course.

We should note that the definitions just given are the ones in common use in
the United States (ANSI definitions). In Europe (ITU-T definitions), the term
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FIGURE 2.1 Guided transmission configurations.

“simplex™ is used to correspond to half-duplex, as defined above, and “duplex” is
used to correspond to full-duplex, as also defined above.

Frequency, Spectrum, and Bandwidth

In this book, we are concerned with electromagnetic signals, used as a means to
transmit data. At point 3 in Figure 1.2, a signal is generated by the transmitter and
transmitted over a medium. The signal is a function of time, but it can also be
expressed as a function of frequency; that is, the signal consists of components of
different frequencies. It turns out that the frequency-domain view of a signal is far
more important to an understanding of data transmission than a time-domain view.
Both views are introduced here.

Time-Domain Concepts

Viewed as a function of time, an electromagnetic signal can be either continuous or
discrete. A continuous signal is one in which the signal intensity varies in a smooth
fashion over time. In other words, there are no breaks or discontinuities in the sig-
nal.' A discrete signal is one in which the signal intensity maintains a constant level
for some period of time and then changes to another constant level. Figure 2.2
shows examples of both kinds of signals. The continuous signal might represent
speech, and the discrete signal might represent binary 1s and 0Os.

The simplest sort of signal is a periodic signal, in which the same signal pattern
repeats over time. Figure 2.3 shows an example of a periodic analog signal (sine

! A mathematical definition: A signal s(¢) is continuous if lim s(t) = s(a) for ali a.
t—a
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FIGURE 2.2 Continuous and discrete signals.

wave) and a periodic digital signal (square wave). Mathematically, a signal s(¢) is
defined to be periodic if and only if

s+ T) =s() —o0 < < +oo

where the constant T is the period of the signal. (T is the smallest value that satis-
fies the equation.) Otherwise, a signal is aperiodic.

The sine wave is the fundamental continuous signal. A general sine wave can
be represented by three parameters: amplitude (A), frequency (f), and phase (¢).
The amplitude is the peak value or strength of the signal over time; typically, this
value is measured in volts or watts. The frequency is the rate (in cycles per second,
or Hertz (Hz)) at which the signal repeats. An equivalent parameter is the period
(T) of a signal, which is the amount of time it takes for one repetition; therefore,
T = 1/f. Phase is a measure of the relative position in time within a single period of
a signal, as illustrated below.

The general sine wave can be written

s(t) = A sinQaft + ¢)
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Figure 2.4 shows the effect of varying each of the three parameters. In part (a) of
the figure, the frequency is 1 Hz; thus, the period is T = 1 second. Part (b) has the
same frequency and phase but an amplitude of 1/2. In part (c), we have f = 2, which
is equivalent to 7 = 1/2. Finally, part (d) shows the effect of a phase shift of #/4 radi-
ans, which is 45 degrees (27 radians = 360° = 1 period).

In Figure 2.4, the horizontal axis is time; the graphs display the value of a sig-
nal at a given point in space as a function of time. These same graphs, with a change
of scale, can apply with horizontal axes in space. In this case, the graphs display the
value of a signal at a given point in time as a function of distance. For example, for
a sinusoidal transmission (say an electromagnetic radio wave some distance from a
radio antenna, or sound some distance from a loudspeaker), at a particular instant
of time, the intensity of the signal varies in a sinusoidal way as a function of distance
from the source.
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There are two simple relationships between the two sine waves, one in time
and one in space. Define the wavelength, A, of a signal as the distance occupied by
a single cycle, or, put another way, as the distance between two points of corre-
sponding phase of two consecutive cycles. Assume that the signal is traveling with a
velocity v. Then the wavelength is related to the period as follows: A = vT. Equiva-
lently, Af = v. Of particular relevance to this discussion is the case where v = c, the
speed of light in free space, which is 3 X 10° m/s.

Frequency Domain Concepts

In practice, an electromagnetic signal will be made up of many frequencies. For
example, the signal

$(t) = sin (2fif) + % sin (27(3£)1)

is shown in Figure 2.5. The components of this signal are just sine waves of fre-
quencies f; and 3fy; parts a and b of the figure show these individual components.
There are several interesting points that can be made about this figure:

o The second frequency is an integer multiple of the first frequency. When all
of the frequency components of a signal are integer multiples of one fre-
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FIGURE 2.5 Addition of frequency components (7 = 1/f;).

quency, the latter frequency is referred to as the fundamental frequency.

*eThe period of the total signal is equal to the period of the fundamental fre-
quency. The period of the component sin (2#fit)is T = 1/f1, and the period of
s(t) is also T, as can be seen from Figure 2.5c.

It can be shown, using a discipline known as Fourier analysis, that any signal
is made up of components at various frequencies, in which each component is a
sinusoid. This result is of tremendous importance, because the effects of various
transmission media on a signal can be expressed in terms of frequencies, as is dis-
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cussed later in this chapter. For the interested reader, the subject of Fourier analy-
sis is introduced in Appendix 2A at the end of this chapter.

So, we can say that for each signal, there is a time-domain function s(¢) that
specifies the amplitude of the signal at each instant in time. Similarly, there is a fre-
quency-domain function S(f) that specifies the constituent frequencies of the signal.
Figure 2.6a shows the frequency-domain function for the signal in Figure 2.5¢. Note
that, in this case, S(f) is discrete. Figure 2.6b shows the frequency domain function
for a single square pulse that has the value 1 between —X/2 and X/2, and is O else-
where. Note that in this case S(f) is continuous, and that it has nonzero values indef-
initely, although the magnitude of the frequency components becomes smaller for
larger f. These characteristics are common for real signals.

The spectrum of a signal is the range of frequencies that it contains. For the
signal in Figure 2.5c¢, the spectrum extends from f; to 3f;. The absolute bandwidth of
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a signal is the width of the spectrum. In the case of Figure 2.5¢, the bandwidth is 2f;.
Many signals, such as that of Figure 2.6b, have an infinite bandwidth. However,
most of the energy in the signal is contained in a relatively narrow band of fre-
quencies. This band is referred to as the effective bandwidth, or just bandwidth.

One final term to define is dc component. If a signal includes a component of
zero frequency, that component is a direct current (dc) or constant component. For
example, Figure 2.7 shows the result of adding a dc component to the signal of Fig-
ure 2.6. With no dc component, a signal has an average amplitude of zero, as seen
in the time domain. With a dc component, it has a frequency term at f = 0 and a
nonzero average amplitude.

Relationship Between Data Rate and Bandwidth

The concept of effective bandwidth is a somewhat fuzzy one. We have said that it is
the band within which most of the signal energy is confined. The term “most” in this
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context is somewhat arbitrary. The important issue here is that, although a given
waveform may contain frequencies over a very broad range, as a practical matter
any transmission medium that is used will be able to accommodate only a limited
band of frequencies. This, in turn, limits the data rate that can be carried on the
transmission medium.

To try to explain these relationships, consider the square wave of Figure 2.3b.
Suppose that we let a positive pulse represent binary 1 and a negative pulse repre-
sent binary 0. Then, the waveform represents the binary stream 1010. ... The dura-
tion of each pulse is 1/2f;; thus, the data rate is 2f; bits per second (bps). What are
the frequency components of this signal? To answer this question, consider again
Figure 2.5. By adding together sine waves at frequencies f; and 3f;, we get a wave-
form that resembiles the square wave. Let us continue this process by adding a sine
wave of frequency 5f1, as shown in Figure 2.8a, and then adding a sine wave of fre-
quency 7f1, as shown in Figure 2.8b. As we add additional odd multiples of f;, suit-
ably scaled, the resulting waveform approaches more and more closely that of a
square wave.

Indeed, it can be shown that the frequency components of the square wave
can be expressed as follows:

- 1.

s() = A X ) oddE,:k:l - sin(2mkff)
Thus, this waveform has an infinite number of frequency components and, hence,
an infinite bandwidth. However, the amplitude of the kth frequency component,
kfi, is only 1/k, so most of the energy in this waveform is in the first few frequency
components. What happens if we limit the bandwidth to just the first three fre-
quency components? We have already seen the answer, in Figure 2.8a. As we can
see, the shape of the resulting waveform is reasonably close to that of the original
square wave.

We can use Figures 2.5 and 2.8 to illustrate the relationship between data rate
and bandwidth. Suppose that we are using a digital transmission system that is capa-
ble of transmitting signals with a bandwidth of 4 MHz. Let us attempt totransmit a
sequence of alternating 1s and Os as the square wave of Figure 2.8c. What data rate
can be achieved? Let us approximate our square wave with the waveform of Figure
2.8a. Although this waveform is a “distorted” square wave, it is sufficiently close to
the square wave that a receiver should be able to discriminate between a binary 0
and a binary 1. Now, if we let f; = 10° cycles/second = 1 MHz, then the bandwidth
of the signal

s(f) = sin((27 X 10%)¢) + %Sin((Zfrr X 3 X 10%7) + %sin((zw X 5 % 10%9)

is (5 X 10%) — 10° = 4 MHz. Note that for f; = 1 MHz, the period of the funda-
mental frequency is T = 1/10° = 107® = 1 psec. Thus, if we treat this waveform as
a bit string of 1s and Os, one bit occurs every 0.5 usec, for a data rate of 2 X 10° =
2 Mbps. Thus, for a bandwidth of 4 Mhz, a data rate of 2 Mbps is achieved.

Now suppose that we have a bandwidth of 8 MHz. Let us look again at Figure
2.8a, but now with i = 2 MHz. Using the same line of reasoning as before,
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FIGURE 2.8 Frequency components of a square wave (T = 1/f).

the bandwidth of the signal is (5 X 2 X 10%) — (2 X 10°) = 8 MHz. But in this case
T = 1/f; = 0.5 psec. As a result, one bit occurs every 0.25 usec for a data rate of
4 Mbps. Thus, other things being equal, by doubling the bandwidth, we double the
potential data rate.

But now suppose that the waveform in Figure 2.5¢ is considered adequate for




44 CHAPTER 2 / DATA TRANSMISSION

approximating a square wave. That is, the difference between a positive and nega-
tive pulse in Figure 2.5c¢ is sufficiently distinct that the waveform can be successfully
used to represent a sequence of 1s and 0s. Now, let f; = 2 MHz. Using the same line
of reasoning as before, the bandwidth of the signal in Figure 2.5cis (3 X 2 X 10°) -
(2 X 10%) = 4 MHz. But, in this case, T = 1/f; = 0.5 psec. As a result, one bit occurs
every 0.25 psec, for a data rate of 4 Mbps. Thus, a given bandwidth can support var-
ious data rates depending on the requirements of the receiver.

We can draw the following general conclusions from the above observations.
In general, any digital waveform will have infinite bandwidth. If we attempt to
transmit this waveform as a signal over any medium, the nature of the medium will
limit the bandwidth that can be transmitted. Furthermore, for any given medium,
the greater the bandwidth transmitted, the greater the cost. Thus, on the one hand,
economic and practical reasons dictate that digital information be approximated by
a signal of limited bandwidth. On the other hand, limiting the bandwidth creates

Bitss: 0 1 0 0 0 0 1 0 O

Pulses before transmission:

Bit rate: 2000 bits per sec‘ond

Pulses after transmission:

Bandwidth 500 Hz

Bandwidth 900 Hz

Bandwidth 1300 Hz

Bandwidth 1700 Hz

Bandwidth 2500 Hz

Bandwidth 4000 Hz

FIGURE 2.9 Effect of bandwidth on a digital signal.
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distortions, which makes the task of interpreting the received signal more difficult.
The more limited the bandwidth, the greater the distortion, and the greater the
potential for error by the receiver.

One more illustration should serve to reinforce these concepts. Figure 2.9
shows a digital bit stream with a data rate of 2000 bits per second. With a bandwidth
of 1700 to 2500 Hz, the representation is quite good. Furthermore, we can general-
ize these results. If the data rate of the digital signal is W bps, then a very good rep-
resentation can be achieved with a bandwidth of 2W Hz; however, unless noise is
very severe, the bit pattern can be recovered with less bandwidth than this.

Thus, there is a direct relationship between data rate and bandwidth: the
higher the data rate of a signal, the greater is its effective bandwidth. Looked at the
other way, the greater the bandwidth of a transmission system, the higher is the data
rate that can be transmitted over that system.

Another observation worth making is this: If we think of the bandwidth of a
signal as being centered about some frequency, referred to as the center frequency,
then the higher the center frequency, the higher the potential bandwidth and there-
fore the higher the potential data rate. Consider that if a signal is centered at
2 MHz, its maximum bandwidth is 4 MHz.

We return to a discussion of the relationship between bandwidth and data rate
later in this chapter, after a consideration of transmission impairments.

 ANALOG AND DIGITAL DATA TRANSMISSION

In transmitting data from a source to a destination, one must be concerned with the
nature of the data, the actual physical means used to propagate the data, and what
processing or adjustments may be required along the way to assure that the received
data are intelligible. For all of these considerations, the crucial question is whether
we are dealing with analog or digital entities.

The terms analog and digital correspond, roughly, to continuous and discrete,
respectively. These two terms are used frequently in data communications in at
least three contexts:

* Data
* Signaling
® Transmission

We can define data as entities that convey meaning. Signals are electric or electro-
magnetic encoding of data. Signaling is the act of propagating the signal along a
suitable medium. Finally, transmission is the communication of data by the propa-
gation and processing of signals. In what follows, we try to make these abstract con-
cepts clear by discussing the terms analog and digital in these three contexts.

Data

The concepts of analog and digital data are simple enough. Analog data take on
continuous values on some interval. For example, voice and video are continuously
varying patterns of intensity. Most data collected by sensors, such as temperature
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FIGURE 2.10 Acoustic spectrum for speech. Source: [FREE89]

and pressure, are continuous-valued. Digital data take on discrete values; examples
are text and integers.

The most familiar example of analog data is audio or acoustic data, which, in
the form of sound waves, can be perceived directly by human beings. Figure 2.10
shows the acoustic spectrum for human speech. Frequency components of speech
may be found between 20 Hz and 20 kHz. Although much of the energy in speech
is concentrated at the lower frequencies, tests have shown that frequencies up to
600 to 700 Hz add very little to the intelligibility of speech to the human ear. The
dashed line more accurately reflects the intelligibility or emotional content of
speech.

Another common example of analog data is video. Here it is easier to charac-
terize the data in terms of the viewer (destination) of the TV screen rather than the
original scene (source) that is recorded by the TV camera. To produce a picture on
the screen, an electron beam scans across the surface of the screen from left to right
and top to bottom. For black-and-white television, the amount of illumination pro-
duced (on a scale from black to white) at any point is proportional to the intensity
of the beam as it passes that point. Thus, at any instant in time, the beam takes on
an analog value of intensity to produce the desired brightness at that point on the
screen. Further, as the beam scans, the analog value changes. The video image,
then, can be viewed as a time-varying analog signal.

Figure 2.11a depicts the scanning process. At the end of each scan line, the
beam is swept rapidly back to the left (horizontal retrace). When the beam reaches
the bottom, it is swept rapidly back to the top (vertical retrace). The beam is turned
off (blanked out) during the retrace intervals.

To achieve adequate resolution, the beam produces a total of 483 horizontal
lines at a rate of 30 complete scans of the screen per second. Tests have shown that
this rate will produce a sensation of flicker rather than smooth motion. However,
the flicker is eliminated by a process of interlacing, as depicted in Figure 2.11b. The
electron beam scans across the screen starting at the far left, very near the top. The
beam reaches the bottom at the middle after 241% lines. At this point, the beam is
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FIGURE 2.11 TV picture production.

quickly repositioned at the top of the screen and, beginning in the middle, produces
an additional 241% lines interlaced with the original set. Thus, the screen is
refreshed 60 times per second rather than 30, and flicker is avoided. Note that the
total count of lines is 525. Of these, 42 are blanked out during the vertical retrace
interval, leaving 483 actually visible on the screen.

A familiar example of digital data is text or character strings. While textual
data are most convenient for human beings, they cannot, in character form, be eas-
ily stored or transmitted by data processing and communications systems. Such sys-
tems are designed for binary data. Thus, a number of codes have been devised by
which characters are represented by a sequence of bits. Perhaps the earliest com-
mon example of this is the Morse code. Today, the most commonly used code in the
United States is the ASCIT (American Standard Code for Information Interchange)
(Table 2.1) promulgated by ANSI. ASCII is also widely used outside the United
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TABLE 2.1 The American Standard Code for Information Interchange (ASCII).

bit position

bs by

0 NUL DLE Sp 0 @ P ¢

0 SOH DC1 ! 1 A Q a q

0 STX DC2 “ 2 B R b r

0 ETX DC3 # 3 C S c s

0 EOT DC4 $ 4 D T d t

0 NAK % 5 E U u

0 ACK SYN & 6 F A\ f v

0 BEL ETB ¢ 7 G w g W

1 BS CAN ( 8 H X h X
HT EM ) 9 I Y i y
LF SUB * J zZ j z
vT ESC + ; K [ k {
FF FS , < L \ 1 |
CR GS - = M ] m }
SO RS . > N A n ~
SI us / ? (@] - o DEL

This is the U.S. national version of CCITT International Alphabet Number 5 (T.50). Control characters are explained in Table 2.

States. Each character in this code is represented by a unique 7-bit pattern; thus, 128
different characters can be represented. This is a larger number than is necessary,
and some of the patterns represent “control” characters (Table 2.2). Some of these
control characters have to do with controlling the printing of characters on a page.
Others are concerned with communications procedures and will be discussed later.
ASClI-encoded characters are almost always stored and transmitted using 8 bits per
character (a block of 8 bits is referred to as an octet or a byte). The eighth bit is a
parity bit used for error detection. This bit is set such that the total number of binary
1s in each octet is always odd {odd parity) or always even (even parity). Thus, a
transmission error that changes a single bit can be detected.

Signals

In a communications system, data are propagated from one point to another by
means of electric signals. An analog signal is a continuously varying electromagnetic
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TABLE 2.2 ASCII control characters. (Continued on next page.)

Format control

BS (Backspace): Indicates movement of the print-
ing mechanism or display cursor backward one
position.

HT (Horizontal Tab): Indicates movement of the
printing mechanism or display cursor forward to
the next preassigned ‘tab’ or stopping position.

LF (Line Feed): Indicates movement of the printing
mechanism or display cursor to the start of the next
line.

VT (Vertical Tab): Indicates movement of the print-
ing mechanism or display cursor to the next of a
series preassigned printing lines.

FF (Form Feed): Indicates movement of the printing
mechanism or display cursor to the starting position
of the next page, form, or screen.

CR (Carriage Return): Indicates movement of the
printing mechanism or display cursor to the starting
position of the same line.

Transmission control

SOH (Start of Heading): Used to indicate the start of
a heading, which may contain address or routing
information.

STX (Start of Text): Used to indicate the start of the
text and so also indicates the end of the heading.

ETX (End of Text): Used to terminate the text that
was started with STX.

EOT (End of Transmission): Indicates the end of a
transmission, which may have included one or more
‘texts’ with their headings.

ENQ (Enquiry): A request for a response from a
remote station. It may be used as a ‘WHO ARE
YOU’ request for a station to identify itself.

ACK (Acknowledge): A character transmitted by a
receiving device as an affirmation response to a
sender. It is used as a positive response to polling
messages.

NAK (Negative Acknowledgment): A character
transmitted by a receiving device as a negative
response to a sender. It is used as a negative
response to polling messages.

SYN (Synchronous/Idle): Used by a synchronous
transmission system to achieve synchronization.
When no data are being sent, a synchronous trans-
mission system may send SYN characters continu-
ously.

ETB (End of Transmission Block): Indicates the end
of a block of data for communication purposes. It
is used for blocking data where the block structure
is not necessarily related to the processing format.

Information separator

FS (File Separator)

GS (Group Separator)
RS (Record Separator)
US (United Separator)

Information separators to be used in an optional
manner except that their hierarchy shail be FS

(the most inclusive) to US (the least inclusive).

wave that may be propagated over a variety of media, depending on spectrum;
examples are wire media, such as twisted pair and coaxial cable, fiber optic cable,
and atmosphere or space propagation. A digital signal is a sequence of voltage
pulses that may be transmitted over a wire medium; for example, a constant posi-
tive voltage level may represent binary 1, and a constant negative voltage level may
represent binary 0.

In what follows, we look first at some specific examples of signal types and
then discuss the relationship between data and signals.

Examples

Let us return to our three examples of the preceding subsection. For each example,
we will describe the signal and estimate its bandwidth.
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TABLE 2.2 (Continued).

Miscellaneous

NUL (Null): No character. Used for filling in time
or filling space on tape when there are no data.
BEL (Bell): Used when there is need to call human

attention. It may control alarm or attention devices.

SO (Shift Out): Indicates that the code combinations
that follow shall be interpreted as outside of the
standard character set until an SI character is
reached.

SI (Shift In): Indicates that the code combinations
that follow shall be interpreted according to the
standard character set.

DEL (Delete): Used to obliterate unwanted charac-
ters, for example, by overwriting.

SP (Space): A nonprinting character used to separate
words, or to move the printing mechanism or dis-
play cursor forward by one position.

DLE (Data Link Escape): A character that shall
change the meaning of one or more contiguously
following characters. It can provide supplementary
controls or permit the sending of data characters
having any bit combination.

DC1, DC2, DC3, DC4 (Device Controls): Characters
for the control of ancillary devices or special termi-
nal features.

CAN (Cancel): Indicates that the data that precede it
in a message or block should be disregarded (usu-
ally because an error has been detected).

EM (End of Medium): Indicates the physical end of
a tape or other medium, or the end of the required
or used portion of the medium.

SUB (Substitute): Substituted for a character that is
found to be erroneous or invalid.

ESC (Escape): A character intended to provide code
extension in that it gives a specified number of
continuously following characters an alternate
meaning.

In the case of acoustic data (voice), the data can be represented directly by an
electromagnetic signal occupying the same spectrum. However, there is a need to
compromise between the fidelity of the sound, as transmitted electrically, and the
cost of transmission, which increases with increasing bandwidth. Although, as men-
tioned, the spectrum of speech is approximately 20 Hz to 20 kHz, a much narrower
bandwidth will produce acceptable voice reproduction. The standard spectrum for
a voice signal is 300 to 3400 Hz. This is adequate for voice reproduction, it mini-
mizes required transmission capacity, and it allows for the use of rather inexpensive
telephone sets. Thus, the telephone transmitter converts the incoming acoustic
voice signal into an electromagnetic signal over the range 300 to 3400 Hz. This sig-
nal is then transmitted through the telephone system to a receiver, which repro-
duces an acoustic signal from the incoming electromagnetic signal.

Now, let us look at the video signal, which, interestingly, consists of both ana-
log and digital components. To produce a video signal, a TV camera, which per-
forms similar functions to the TV receiver, is used. One component of the camera
is a photosensitive plate, upon which a scene is optically focused. An electron beam
sweeps across the plate from left to right and top to bottom, in the same fashion as
depicted in Figure 2.11 for the receiver. As the beam sweeps, an analog electric sig-
nal is developed proportional to the brightness of the scene at a particular spot.

Now we are in a position to describe the video signal. Figure 2.12a shows three
lines of a video signal; in this diagram, white is represented by a small positive volt-
age, and black by a much larger positive voltage. So, for example, line 3 is at a
medium gray level most of the way across with a blacker portion in the middle.
Once the beam has completed a scan from left to right, it must retrace to the left
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FIGURE 2.12 Video signal (different scales for a and b).

edge to scan the next line. During this period, the picture should be blanked out (on
both camera and receiver). This is done with a digital “horizontal blanking pulse.”
Also, to maintain transmitter-receiver synchronization, a synchronization (sync)
pulse is sent between every line of video signal. This horizontal sync pulse rides on
top of the blanking pulse, creating a staircase-shaped digital signal between adja-
cent analog video signals. Finally, when the beam reaches the bottom of the screen,
it must return to the top, with a somewhat longer blanking interval required. This is
shown in Figure 2.12b. The vertical blanking pulse is actually a series of synchro-
nization and blanking pulses, whose details need not concern us here.

Next, consider the timing of the system. We mentioned that a total of 483 lines
are scanned at a rate of 30 complete scans per second. This is an approximate num-
ber taking into account the time lost during the vertical retrace interval. The actual
U.S. standard is 525 lines, but of these about 42 are lost during vertical retrace.

525 lines

Thus, the horizontal scanning frequency is v = 15,750 lines per second, or
30

s/scan

63.5 ws/line. Of this 63.5 ws, about 11 ps are allowed for horizontal retrace, leaving
a total of 52.5 s per video line.
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Finally, we are in a position to estimate the bandwidth required for the video
signal. To do this, we must estimate the upper (maximum) and lower (minimum)
frequency of the band. We use the following reasoning to arrive at the maximum
frequency: The maximum frequency would occur during the horizontal scan if the
scene were alternating between black and white as rapidly as possible. We can esti-
mate this maximum value by considering the resolution of the video image. In the
vertical dimension, there are 483 lines, so the maximum vertical resolution would be
483. Experiments have shown that the actual subjective resolution is about 70 per-
cent of that number, or about 338 lines. In the interest of a balanced picture, the
horizontal and vertical resolutions should be about the same. Because the ratio of
width to height of a TV screen is 4:3, the horizontal resolution should be about
4/3 X 338 = 450 lines. As a worst case, a scanning line would be made up of 450
elements alternating black and white. The scan would result in a wave, with each
cycle of the wave consisting of one higher (black) and one lower (white) voltage
level. Thus, there would be 450/2 = 225 cycles of the wave in 52.5 ps, for a maxi-
mum frequency of about 4 MHz. This rough reasoning, in fact, is fairly accurate.
The maximum frequency, then, is 4 MHz. The lower limit will be a dc or zero fre-
quency, where the dc component corresponds to the average illumination of the
scene (the average value by which the signal exceeds the reference white level).
Thus, the bandwidth of the video signal is approximately 4 MHz — 0 = 4 MHz.

The foregoing discussion did not consider color or audio components of the
signal. It turns out that, with these included, the bandwidth remains about 4 MHz.

Finally, the third example described above is the general case of binary digi-
tal data. A commonly used signal for such data uses two constant (dc) voltage lev-
els, one level for binary 1 and one level for binary 0. (In Chapter 3, we shall see that
this is but one alternative, referred to as NRZ.) Again, we are interested in the
bandwidth of such a signal. This will depend, in any specific case, on the exact shape
of the waveform and on the sequence of 1s and 0s. We can obtain some under-
standing by considering Figure 2.9 (compare Figure 2.8). As can be seen, the greater
the bandwidth of the signal, the more faithfully it approximates a digital pulse
stream.

Data and Signals

In the foregoing discussion, we have looked at analog signals used to represent ana-
log data and digital signals used to represent digital data. Generally, analog data are
a function of time and occupy a limited frequency spectrum; such data can be rep-
resented by an electromagnetic signal occupying the same spectrum. Digital data
can be represented by digital signals, with a different voltage level for each of the
two binary digits.

As Figure 2.13 illustrates, these are not the only possibilities. Digital data can
also be represented by analog signals by use of a modem (modulator/demodulator).
The modem converts a series of binary (two-valued) voltage pulses into an analog
signal by encoding the digital data onto a carrier frequency. The resulting signal
occupies a certain spectrum of frequency centered about the carrier and may be
propagated across a medium suitable for that carrier. The most common modems
represent digital data in the voice spectrum and, hence, allow those data to be prop-
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FIGURE 2.13 Analog and digital signaling of analog and digital data.

agated over ordinary voice-grade telephone lines. At the other end of the line, the
modem demodulates the signal to recover the original data.

In an operation very similar to that performed by a modem, analog data can
be represented by digital signals. The device that performs this function for voice
data is a codec (coder-decoder). In essence, the codec takes an analog signal that
directly represents the voice data and approximates that signal by a bit stream. At
the receiving end, the bit stream is used 1o reconstruct the analog data.

Thus, Figure 2.13 suggests that data may be encoded into signals in a variety
of ways. We will return to this topic in Chapter 4.

Transmission

A final distinction remains to be made. Both analog and digital signals may be
transmitted on suitable transmission media. The way these signals are treated is a
function of the transmission system. Table 2.3 summarizes the methods of data
transmission. Analog transmission is a means of transmitting analog signals without
regard to their content; the signals may represent analog data (e.g., voice) or digital
data (e.g., binary data that pass through a modem). In either case, the analog signal
will become weaker (attenuated) after a certain distance. To achieve longer dis-
tances, the analog transmission system includes amplifiers that boost the energy in
the signal. Unfortunately, the amplifier also boosts the noise components. With
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TABLE 2.3 Analog and digital transmission.

Analog signal Digital signal
Two alternatives: (1) signal occupies Analog data are encoded using a
the same spectrum as the analog data; | codec to produce a digital bit stream.
Analog data (2) analog data are encoded to
occupy a different portion of spec-
trum.
Digital data are encoded using a Two alternatives: (1) signal consists of
Digital data modem to produce analog signal. two vgltage levels to reprgsent the
two binary values; (2) digital data are
encoded to produce a digital signal
with desired properties.
(a) Data and signals
Analog transmission Digital transmission
Is propagated through amplifiers; Assumes that the analog signal repre-
same treatment whether signal is used | sents digital data. Signal is propa-
Analog signal to represent analog data or digital gated through repeaters; at each
data. repeater, digital data are recovered
from inbound signal and used to gen-
erate a new analog outbound signal.
Not used Digital signal represents a stream of
1s and Os, which may represent digital
data or may be an encoding of analog
Digital signal data. Signal is propagated through
repeaters; at each repeater, stream of
1s and Os is recovered from inhound
signal and used to generate a new
digital outbound signal.

(b) Treatment of signals

amplifiers cascaded to achieve long distances, the signal becomes more and more
distorted. For analog data, such as voice, quite a bit of distortion can be tolerated
and the data remain intelligible. However, for digital data, cascaded amplifiers will
introduce errors.

Digital transmission, in contrast, is concerned with the content of the signal. A
digital signal can be transmitted only a limited distance before attenuation endan-
gers the integrity of the data. To achieve greater distances, repeaters are used. A
repeater receives the digital signal, recovers the pattern of 1s and Os, and retrans-
mits a new signal, thereby overcoming the attenuation.

The same technique may be used with an analog signal if it is assumed that the
signal carries digital data. At appropriately spaced points, the transmission system
has repeaters rather than amplifiers. The repeater recovers the digital data from
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the analog signal and generates a new, clean analog signal. Thus, noise is not cumu-
lative.

The question naturally arises as to which is the preferred method of transmis-
sion; the answer being supplied by the telecommunications industry and its cus-
tomers is digital, this despite an enormous investment in analog communications
facilities. Both long-haul telecommunications facilities and intrabuilding services
are gradually being converted to digital transmission and, where possible, digital
signaling techniques. The most important reasons are

* Digital technology. The advent of large-scale integration (L.SI) and very large-
scale integration (VLSI) technology has caused a continuing drop in the cost
and size of digital circuitry. Analog equipment has not shown a similar drop.

e Data integrity. With the use of repeaters rather than amplifiers, the effects of
noise and other signal impairments are not cumulative. It is possible, then, to
transmit data longer distances and over lesser quality lines by digital means
while maintaining the integrity of the data. This is explored in Section 2.3.

« Capacity utilization. It has become economical to build transmission links of
very high bandwidth, including satellite channels and connections involving
optical fiber. A high degree of multiplexing is needed to effectively utilize
such capacity, and this is more easily and cheaply achieved with digital (time-
division) rather than analog (frequency-division) techniques. This is explored
in Chapter 7.

e Security and privacy. Encryption techniques can be readily applied to digital
data and to analog data that have been digitized.

e Integration. By treating both analog and digital data digitally, all signals have
the same form and can be treated similarly. Thus, economies of scale and con-
venience can be achieved by integrating voice, video, and digital data.

- 2.3 TRANSMISSION IMPAIRMENTS

With any communications system, it must be recognized that the received signal will
differ from the transmitted signal due to various transmission impairments. For ana-
log signals, these impairments introduce various random modifications that degrade
the signal quality. For digital signals, bit errors are introduced: A binary 1 is trans-
formed into a binary 0 and vice versa. In this section, we examine the various
impairments and comment on their effect on the information-carrying capacity of a
communication link; the next chapter looks at measures to compensate for these
impairments.
The most significant impairments are

e Attenuation and attenuation distortion
e Delay distortion
e Noise
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Attenuation

The strength of a signal falls off with distance over any transmission medium. For
guided media, this reduction in strength, or attenuation, is generally logarithmic and
is thus typically expressed as a constant number of decibels per unit distance. For
unguided media, attenuation is a more complex function of distance and of the
makeup of the atmosphere. Attenuation introduces three considerations for the
transmission engineer. First, a received signal must have sufficient strength so that
the electronic circuitry in the receiver can detect and interpret the signal. Second,
the signal must maintain a level sufficiently higher than noise to be received with-
out error. Third, attenuation is an increasing function of frequency.

The first and second problems are dealt with by attention to signal strength
and by the use of amplifiers or repeaters. For a point-to-point link, the signal
strength of the transmitter must be strong enough to be received intelligibly, but not
so strong as to overload the circuitry of the transmitter, which would cause a dis-
torted signal to be generated. Beyond a certain distance, the attenuation is un-
acceptably great, and repeaters or amplifiers are used to boost the signal from time
to time. These problems are more complex for multipoint lines where the distance
from transmitter to receiver is variable.

The third problem is particularly noticeable for analog signals. Because the
attenuation varies as a function of frequency, the received signal is distorted, reduc-
ing intelligibility. To overcome this problem, techniques are available for equalizing
attenuation across a band of frequencies. This is commonly done for voice-grade
telephone lines by using loading coils that change the electrical properties of the
line; the result is to smooth out attenuation effects. Another approach is to use
amplifiers that amplify high frequencies more than lower frequencies.

An example is shown in Figure 2.14a, which shows attenuation as a function
of frequency for a typical leased line. In the figure, attenuation is measured relative
to the attenuation at 1000 Hz. Positive values on the y axis represent attenuation
greater than that at 1000 Hz. A 1000-Hz tone of a given power level is applied to
the input, and the power, Pjqq0, is measured at the output. For any other frequency
f, the procedure is repeated and the relative attenuation in decibels is

Pf
Nf = —10 10g10 Tooo

The solid line in Figure 2.14a shows attenuation without equalization. As can
be seen, frequency components at the upper end of the voice band are attenuated
much more than those at lower frequencies. It should be clear that this will result in
a distortion of the received speech signal. The dashed line shows the effect of equal-
ization. The flattened response curve improves the quality of voice signals. It also
allows higher data rates to be used for digital data that are passed through a modem.

Attenuation distortion is much less of a problem with digital signals. As we
have seen, the strength of a digital signal falls off rapidly with frequency (Figure
2.6b); most of the content is concentrated near the fundamental frequency, or bit
rate, of the signal.
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Delay Distortion

Delay distortion is a phenomenon peculiar to guided transmission media. The dis-
tortion is caused by the fact that the velocity of propagation of a signal through a
guided medium varies with frequency. For a bandlimited signal, the velocity tends
to be highest near the center frequency and lower toward the two edges of the band.
Thus, various frequency components of a signal will arrive at the receiver at differ-
ent times.

This effect is referred to as delay distortion, as the received signal is distorted
due to variable delay in its components. Delay distortion is particularly critical for
digital data. Consider that a sequence of bits is being transmitted, using either ana-
log or digital signals. Because of delay distortion, some of the signal components of
one bit position will spill over into other bit positions, causing intersymbol inter-
ference, which is a major limitation to maximum bit rate over a transmission control.

Equalizing techniques can also be used for delay distortion. Again using a
leased telephone line as an example, Figure 2.14b shows the effect of equalization
on delay as a function of frequency.

Noise

For any data transmission event, the received signal will consist of the transmitted
signal, modified by the various distortions imposed by the transmission system, plus
additional unwanted signals that are inserted somewhere between transmission and
reception; the latter, undesired signals are referred to as noise—a major limiting
factor in communications system performance.

Noise may be divided into four categories:

Thermal noise

Intermodulation noise
Crosstalk
Impulse noise

Thermal noise is due to thermal agitation of electrons in a conductor. It is
present in all electronic devices and transmission media and is a function of tem-
perature. Thermal noise is uniformly distributed across the frequency spectrum and
hence is often referred to as white noise; it cannot be eliminated and therefore
places an upper bound on communications system performance. The amount of
thermal noise to be found in a bandwidth of 1 Hz in any device or conductor is

NO = kT
where

Ny = noise power density, watts/hertz
k = Boltzmann’s constant = 1.3803 X 10~ ?* Joules/degrees Kelvin (J/°K)
T = temperature, degrees Kelvin
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The noise is assumed to be independent of frequency. Thus, the thermal noise,
in watts, present in a bandwidth of W hertz can be expressed as

N=kTW
or, in decibel-watts,

N=10logk +10log T + 10 log W
= -228.6dBW + 10log T+ 10 log W

When signals at different frequencies share the same transmission medium,
the result may be intermodulation noise. The effect of intermodulation noise is to
produce signals at a frequency that is the sum or difference of the two original fre-
quencies, or multiples of those frequencies. For example, the mixing of signals at
frequencies f; and 5, might produce energy at the frequency f; + f,. This derived sig-
nal could interfere with an intended signal at the frequency fi + f.

Intermodulation noise is produced when there is some nonlinearity in the
transmitter, receiver, or intervening transmission system. Normally, these compo-
nents behave as linear systems; that is, the output is equal to the input, times a con-
stant. In a nonlinear system, the output is a more complex function of the input.
Such nonlinearity can be caused by component malfunction or the use of excessive
signal strength. It is under these circumstances that the sum and difference terms
occur.

Crosstalk has been experienced by anyone who, while using the telephone,
has been able to hear another conversation; it is an unwanted coupling between sig-
nal paths. It can occur by electrical coupling between nearby twisted pair or, rarely,
coax cable lines carrying multiple signals. Crosstalk can also occur when unwanted
signals are picked up by microwave antennas; although highly directional,
microwave energy does spread during propagation. Typically, crosstalk is of the
same order of magnitude (or less) as thermal noise.

All of the types of noise discussed so far have reasonably predictable and rea-
sonably constant magnitudes; it is thus possible to engineer a transmission system to
cope with them. Impulse noise, however, is noncontinuous, consisting of irregular
pulses or noise spikes of short duration and of relatively high amplitude. It is gen-
erated from a variety of causes, including external electromagnetic disturbances,
such as lightning, and faults and flaws in the communications system.

Impulse noise is generally only a minor annoyance for analog data. For exam-
ple, voice transmission may be corrupted by short clicks and crackles with no loss of
intelligibility. However, impulse noise is the primary source of error in digital data
communication. For example, a sharp spike of energy of 0.01-second duration
would not destroy any voice data, but would wash out about 50 bits of data being
transmitted at 4800 bps. Figure 2.15 is an example of the effect on a digital signal.
Here the noise consists of a relatively modest level of thermal noise plus occasional
spikes of impulse noise. The digital data are recovered from the signal by sampling
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Data
transmitted: 0 1 0 1 1 0 0 1 1 0 0 1 0 1 0

Signal:

Noise:

Signal plus
noise:

Sampling
times:

Data received: 0 1 0 1 1 Q 1 1 1 Q 0 1 0 0 0

Originaldata: 0 1 o0 1 1 o0 o 1 1 O O 1 0 1 O

\ Bits in error —/(

FIGURE 2.15 Effect of noise on a digital signal.

the received waveform once per bit time. As can be seen, the noise is occasionally
sufficient to changealtoaQoraOtoal.

Channel Capacity

We have seen that there are a variety of impairments that distort or corrupt a sig-
nal. For digital data, the question that then arises is to what extent these impair-
ments limit the data rate that can be achieved. The rate at which data can be trans-
mitted over a given communication path, or channel, under given conditions, is
referred to as the channel capacity.

There are four concepts here that we are trying to relate to one another:

¢ Data rate. This is the rate, in bits per second (bps), at which data can be com-
municated.

¢ Bandwidth. This is the bandwidth of the transmitted signal as constrained by
the transmitter and by the nature of the transmission medium, expressed in
cycles per second, or hertz.
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* Noise. The average level of noise over the communications path.

* Error rate. The rate at which errors occur, where an error is the reception of
a 1 when a O was transmitted, or the reception of a 0 when a 1 was transmitted.

The problem we are addressing is this: Communications facilities are expen-
sive, and, in general, the greater the bandwidth of a facility, the greater the cost.
Furthermore, all transmission channels of any practical interest are of limited band-
width. The limitations arise from the physical properties of the transmission
medium or from deliberate limitations at the transmitter on the bandwidth to pre-
vent interference from other sources. Accordingly, we would like to make as effi-
cient use as possible of a given bandwidth. For digital data, this means that we
would like to get as high a data rate as possible at a particular limit of error rate for
a given bandwidth. The main constraint on achieving this efficiency is noise.

To begin, let us consider the case of a channel that is noise-free. In this envi-
ronment, the limitation on data rate is simply the bandwidth of the signal. A for-
mulation of this limitation, due to Nyquist, states that if the rate of signal transmis-
sion is 2W, then a signal with frequencies no greater than W is sufficient to carry the
data rate. The converse is also true: Given a bandwidth of W, the highest signal rate
that can be carried is 2W. This limitation is due to the effect of intersymbol inter-
ference, such as is produced by delay distortion. The result is useful in the develop-
ment of digital-to-analog encoding schemes and is derived in Appendix 4A.

Note that in the last paragraph, we referred to signal rate. If the signals to be
transmitted are binary (two voltage levels), then the data rate that can be supported
by W Hz is 2W bps. As an example, consider a voice channel being used, via
modem, te transmit digital data. Assume a bandwidth of 3100 Hz. Then the capac-
ity, C, of the channel is 2W = 6200 bps. However, as we shall see in Chapter 4, sig-
nals with more than two levels can be used; that is, each signal element can repre-
sent more than one bit. For example, if four possible voltage levels are used as
signals, then each signal element can represent two bits. With multilevel signaling,
the Nyquist formulation becomes

C=2Wlog, M

where M is the number of discrete signal or voltage levels. Thus, for M = §, a value
used with some modems, C becomes 18,600 bps.

So, for a given bandwidth, the data rate can be increased by increasing the
number of different signals. However, this places an increased burden on the
receiver: Instead of distinguishing one of two possible signals during each signal
time, it must distinguish one of M possible signals. Noise and other impairments on
the transmission line will limit the practical value of M.

Thus, all other things being equal, doubling the bandwidth doubles the data
rate. Now consider the relationship between data rate, noise, and error rate. This
can be explained intuitively by again considering Figure 2.15. The presence of noise
can corrupt one or more bits. If the data rate is increased, then the bits become
“shorter” so that more bits are affected by a given pattern of noise. Thus, at a given
noise level, the higher the data rate, the higher the error rate.
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All of these concepts can be tied together neatly in a formula developed by
the mathematician Claude Shannon. As we have just illustrated, the higher the data
rate, the more damage that unwanted noise can do. For a given level of noise, we
would expect that a greater signal strength would improve the ability to correctly
receive data in the presence of noise. The key parameter involved in this reasoning
is the signal-to-noise ratio (§/N), which is the ratio of the power in a signal to the
power contained in the noise that is present at a particular point in the transmission.
Typically, this ratio is measured at a receiver, as it is at this point that an attempt is
made to process the signal and eliminate the unwanted noise. For convenience, this
ratio is often reported in decibels:

(S/N)gg = 10 log SE02I POWer
noise power

This expresses the amount, in decibels, that the intended signal exceeds the noise
level. A high S/N will mean a high-quality signal and a low number of required
intermediate repeaters.

The signal-to-noise ratio is important in the transmission of digital data
because it sets the upper bound on the achievable data rate. Shannon’s result is that
the maximum channel capacity, in bits per second, obeys the equation

S
C= W10g2<1 + N)

where C is the capacity of the channel in bits per second and W is the bandwidth of
the channel in hertz. As an example, consider a voice channel being used, via
modem, to transmit digital data. Assume a bandwidth of 3100 Hz. A typical value
of S/N for a voice-grade line is 30 dB, or a ratio of 1000:1. Thus,

C = 3100 log,(1 + 1000)
= 30,894 bps

This represents the theoretical maximum that can be achieved. In
practice,however, only much lower rates are achieved. One reason for this is that
the formula assumes white noise (thermal noise). Impulse noise is not accounted
for, nor are attenuation or delay distortion.

The capacity indicated in the preceding equation is referred to as the error-
free capacity. Shannon proved that if the actual information rate on a channel is less
than the error-free capacity, then it is theoretically possible to use a suitable signal
code to achieve error-free transmission through the channel. Shannon’s theorem
unfortunately does not suggest a means for finding such codes, but it does provide
a yardstick by which the performance of practical communication schemes may be
measured.

The measure of efficiency of a digital transmission is the ratio of C/W, which
is the bps per hertz that is achieved. Figure 2.16 illustrates the theoretical efficiency
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FIGURE 2.16 Theoretical and actual transmission efficiency.

of a transmission. It also shows the actual results obtained on a typical voice-grade
line.

Several other observations concerning the above equation may be instructive.
For a given level of noise, it would appear that the data rate could be increased by
increasing either signal strength or bandwidth. However, as the signal strength
increases, so do nonlinearities in the system, leading to an increase in inter-
modulation noise. Note also that, because noise is assumed to be white, the wider
the bandwidth, the more noise is admitted to the system. Thus, as W increases,
S/N decreases.

Finally, we mention a parameter related to S/N that is more convenient for
determining digital data rates and error rates. The parameter is the ratio of signal
energy per bit to noise-power density per hertz, E,/N,. Consider a signal, digital or
analog, that contains binary digital data transmitted at a certain bit rate R. Recall-
ing that 1 watt = 1 joule/s, the energy per bit in a signal is given by Ej, = ST}, where
§ is the signal power and T3 is the time required to send one bit. The data rate R is
just R = 1/7}. Thus,

or, in decibel notation,

£y

N - S—10log R + 228.6 dBW — 101logT
0
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2.4

2.5

The ratio E, /Ny is important because the bit error rate for digital data is a (decreas-
ing) function of this ratio. Given a value of E,/Ny needed to achieve a desired error
rate, the parameters in the preceding formula may be selected. Note that as the bit
rate R increases, the transmitted signal power, relative to noise, must increase to
maintain the required E,/Nj.

Let us try to grasp this result intuitively by considering again Figure 2.15. The
signal here is digital, but the reasoning would be the same for an analog signal. In
several instances, the noise is sufficient to alter the value of a bit. Now, if the data
rate were doubled, the bits would be more tightly packed together, and the same
passage of noise might destroy two bits. Thus, for constant signal and noise strength,
an increase in data rate increases the error rate.

Example

For binary phase-shift keying (defined in Chapter 4), £,/Ny = 8.4 dB is required for
a bit error rate of 10~* (probability of error = 107%). If the effective noise tempera-
ture is 290°K (room temperature) and the data rate is 2400 bps, what received sig-
nal level is required?

We have

8.4 = S(dABW) — 10 log 2400 + 228.6 dBW — 10 log 290
= S(ABW) - (10)(3.38) + 228.6 — (10)(2.46)
= -161.8 dBW
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PROBLEMS

21  a. For the multipoint configuration of Figure 2.1, only one device at a time can trans-
mit. Why?

b. There are two methods of enforcing the rule that only one device can transmit. In

the centralized method, one station is in control and can either transmit or allow a
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specified other station to transmit. In the decentralized method, the stations jointly
cooperate in taking turns. What do you see as the advantages and disadvantages of
the two methods?
Figure 2.6b shows the frequency-domain function for a single square pulse. The single
pulse could represent a digital 1 in a communication system. Note that an infinite num-
ber of higher frequencies of decreasing magnitudes are needed to represent the single
pulse. What implication does that have for a real digital transmission system?
Suppose that data are stored on 800-kbyte floppy diskettes that weigh 1 ounce each.
Suppose that a Boeing 747 carries 10 tons of these floppies at a speed of 600 mph over
a distance of 3000 miles. What is the data transmission rate in bits per second of this
system?
ASCII is a 7-bit code that allows 128 characters to be defined. In the 1970s, many news-
papers received stories from the wire services in a 6-bit code called TTS. This code car-
ried upper- and lower-case characters as well as many special characters and format-
ting commands. The typical TTS character set allowed over 100 characters to be
defined. How do you think this could be accomplished?
Figure 2.12 indicates that the vertical blanking pulse has a duration of 830 to 1330 ps.
What is the total number of visible lines for each of these two figures?

For a video signal, what increase in horizontal resolution is possible if a bandwidth of
5 MHz is used? What increase in vertical resolution is possible? Treat the two ques-
tions separately; that is, the increased bandwidth is to be used to increase either hori-
zontal or vertical resolution, but not both.

a. Suppose that a digitized TV picture is to be transmitted from a source that uses a
matrix of 480 X 500 picture elements (pixels), where each pixel can take on one of
32 intensity values. Assume that 30 pictures are sent per second. (This digital source
is roughly equivalent to broadcast TV standards that have been adopted.) Find the
source rate R (bps).

b. Assume that the TV picture is to be transmitted over a channel with 4.5-MHz band-
width and a 35-dB signal-to-noise ratio. Find the capacity of the channel (bps).

¢. Discuss how the parameters given in part (a) could be modified to allow transmis-
sion of color TV signals without increasing the required value for R.

Figure 2.5 shows the effect of eliminating higher-harmonic components of a square
wave and retaining only a few lower-harmonic components. What would the signal
look like in the opposite case—that is, retaining all higher harmonics and eliminating
a few lower harmonics?

What is the channel capacity for a teleprinter channel with a 300-Hz bandwidth and a

signal-to-noise ratio of 3 dB?

A digital signaling system is required to operate at 9600 bps.

a. If a signal element encodes a 4-bit word, what is the minimum required bandwidth
of the channel?

b. Repeat part (a) for the case of 8-bit words.

What is the thermal noise level of a chanpel with a bandwidth of 10 kHz carrying

1000 watts of power operating at 50° C?

Study the works of Shannon and Nyquist on channel capacity. Each places an upper

limit on the bit rate of a channel, based on two different approaches. How are the two

related?

Given a channel with an intended capacity of 20 Mbps. The bandwidth of the channel

is 3 MHz. What signal-to-noise ratio is required in order to achieve this capacity?

The square wave of Figure 2.8c, with 7' = 1 msec, is transmitted through a low-pass fil-

ter that passes frequencies up to 8 kHz with no attenuation.

a. Find the power in the output waveform.

b. Assuming that at the filter input there is a thermal noise voltage with Ny =
0.1 pWatt/Hz, find the output signal-to-noise ratio in dB.
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215 A periodic bandlimited signal has only three frequency components: dc, 100 Hz, and
200 Hz. In sine-cosine form,

x(¢) = 12 + 15 cos 2007r¢ + 20 sin 20077t — 5 cos 40077z — 12 sin 4007r¢
Express the signal in amplitude/phase form.

2.16 If an amplifier has a 30-dB gain, what voltage ratio does the gain represent?
2.17 An amplifier has an output of 20W. What is its output in dBW?
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FOURIER ANALYSIS

IN THIS APPENDIX, We provide an overview of key concepts in Fourier Analysis.

Fourier Series Representation of Periodic Signals

With the aid of a good table of integrals, it is a remarkably simple task to determine the fre-
quency-domain nature of many signals. We begin with periodic signals. Any periodic signal
can be represented as a sum of sinusoids, known as a Fourier series:

x(t)y = i a, cos(2anfot) + i b, sin(2znfyt)
n=0 n=1

where fj is the inverse of the period of the signal (fy = 1/T). The frequency f; is referred to
as the fundamental frequency; multiples of f, are referred to as harmonics. Thus, a periodic
signal with period T consists of the fundamental frequency fo = 1/T plus harmonics of that
frequency. If a, # 0, then x(¢) has a dc component.

The values of the coefficients are calculated as follows:

ag = %J x(t)dt
0

an=% j " r(fycos2f)dr

0
b = = j (0 ysin(f)dt
0

This form of representation, known as the sine-cosine representation, is the easiest
form to compute, but suffers from the fact that there are two components at each frequency.
A more meaningful representation, the amplitude-phase representation, takes the form

x(t) =co + 2 ¢, cos(2mmfyt + 6,)
n=1
This relates to the earlier representation, as follows:

co = dp

V& + b?

C"
0, = —tan_l<&)
an

Examples of the Fourier series for periodic signals are shown in Figure 2.17.

Fourier Transform Representation of Aperiodic Signals

For a periodic signal, we have seen that its spectrum consists of discrete frequency compo-
nents, at the fundamental frequency and at its harmonics. For an aperiodic signal, the spec-
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Fourier series
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trum consists of a continuum of frequencies. This spectrum can be defined by the Fourier
transform. For a signal x(f) with a spectrum X(=f), the following relationships hold:

mo=fmxammmw

X(f) = j i x(H)e?™dy

Figure 2.18 presents some examples of Fourier transform pairs.

Power Spectral Density and Bandwidth

The absolute bandwidth of any time-limited signal is infinite. In practical terms, however,
most of the power in a signal will be concentrated in some finite band, and the effective band-
width will consist of that portion of the spectrum that contains most of the power. To make
this concept precise, we need to define the power spectral density.

First, we observe the power in the time domain. A function x(¢) usually specifies a sig-
nal in terms of either voltage or current. In either case, the instantaneous power in the signal
is proportional to |x(7)|%. We define the average power of a time-limited signal as

p=—1" ftzlx(t)ﬁdt

L—1

For a periodic signal, the average power in one period is

T
P= %L Ix(2)|? dt

We would like to know the distribution of power as a function of frequency. For peri-
odic signals, this is easily expressed in terms of the coefficients of the exponential Fourier
series. The power spectral density S(f) obeys

Sy = SIS0 = nfo)

n=—oo

The power spectral density S(f) for aperiodic functions is more difficult to define. In
essence, it is obtained by defining a “period” T, and allowing T, to increase without limit.
For a continuous valued function S(f), the power contained in a band of frequencies,

fL<f<fis

f2

pP=2 f S(fHdf

i

For a periodic waveform, the power through the first j harmonics is
j

2 |Cn|2
n=0

With these concepts, we can now define the half-power bandwidth, which is perhaps
the most common bandwidth definition. The half-power bandwidth is the interval between
frequencies at which S(f) has dropped to half of its maximum value of power, or 3 dB below
the peak value.

P=

=
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FIGURE 2.18 Some common signals and their Fourier transforms.
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DECIBELS AND SIGNAL STRENGTH

AN IMPORTANT PARAMETER in any transmission system is the strength of the signal
being transmitted. As a signal propagates along a transmission medium, there will be a loss,
or attenuation, of signal strength. Additional losses occur at taps and splitters. To compen-
sate, amplifiers may be inserted at various points to impart a gain in signal strength.

It is customary to express gains, losses, and relative levels in decibels, because

* Signal strength often falls off logarithmically, so loss is easily expressed in terms of the
decibel, which is a logarithmic unit.

¢ The net gain or loss in a cascaded transmission path can be calculated with simple addi-
tion and subtraction.

The decibel is a measure of the difference in two signal levels:

P
NdB =10 10g10 i)l
2

where

Ng4g = number of decibels
P, , = power values
log;o = logarithm to the base 10 (from now on, we will simply use log to mean log;g)

For example, if a signal with a power level of 10 mW is inserted onto a transmission
line and the measured power some distance away is 5 mW, the loss can be expressed as

LOSS = 10 log(5/10) = 10(-03) = -3 dB

Note that the decibel is a measure of relative, not absolute difference. A loss from 1000 mW
to 500 mW is also a -3 dB loss. Thus, a loss of 3 dB halves the voltage level; a gain of 3 dB
doubles the magnitude.

The decibel is also used to measure the difference in voltage, taking into account that
power is proportional to the square of the voltage:

_y
p= R
where

P = power dissipated across resistance R
V = voltage across resistance R

Thus,

Vi

NdB=1010g%=1010g#=2010g72
R
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Decibel values refer to relative magnitudes or changes in magnitude, not to an absolute
level. It is convenient to be able to refer to an absolute level of power or voltage in decibels
so that gains and losses with reference to an initial signal level may easily be calculated. Thus,
several derived units are in common use.

The dBW (decibel-Watt) is used extensively in microwave applications. The value of
1 Wis selected as a reference and defined to be 0 dBW. The absolute decibel level of power
in dBW is defined as

_ Power(W
Power(dBW) = 10 log W
For example, a power of 1000 W is 30 dBW, and a power of 1 mW is -30 dBW.

A unit in common use in cable television and broadband LAN applications is the
dBmV (decibel-millivolt). This is an absolute unit with 0 dBmV equivalent to 1 mV. Thus,

" Voltage(dBmV) = 20 log Vo_ltlagn%/m_Vl

The voltage levels are assumed to be across a 75-ohm resistance.

The decibel is convenient for determining overall gain or loss in a signal path. The
amplifier gain, and the losses due to the cables, tap, and splitter are expressed in decibels. By |
using simple addition and subtraction, the signal level at the outlet is easily calculated. For
example, consider a point-to-point link that consists of a transmission line with a single
amplifier partway along. If the loss on the first portion of line is 13 dB, the gain of the ampli-
fier is 30 dB, and the loss on the second portion of line is 40 dB, then the overall gain (loss)
is ~13 +30 —40 = 23 dB. If the original signal strength is -30 dBW, the received signal
strength is —53 dBW.
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recéiver in a data transmission system. Transmission media can be classified

as guided or unguided. In both cases, communication is in the form of elec-
tromagnetic waves. With guided media, the waves are guided along a solid medium,
such as copper twisted pair, copper coaxial cable, and optical fiber. The atmosphere
and outer space are examples of unguided media that provide a means of transmit-
ting electromagnetic signals but do not guide them; this form of transmission is usu-
ally referred to as wireless transmission.

The characteristics and quality of a data transmission are determined both by
the characteristics of the medium and the characteristics of the signal. In the case of
guided media, the medium itself is more important in determining the limitations of
transmission.

For unguided media, the bandwidth of the signal produced by the transmitting
antenna is more important than the medium in determining transmission charac-
teristics. One key property of signals transmitted by antenna is directionality. In
general, signals at lower frequencies are omnidirectional; that is, the signal propa-
gates in all directions from the antenna. At higher frequencies, it is possible to focus
the signal into a directional beam.

In considering the design of data transmission systems, a key concern, gener-
ally, is data rate and distance: the greater the data rate and distance, the better. A
number of design factors relating to the transmission medium and to the signal
determine the data rate and distance:

The transmission medium is the physical path between transmitter and

e Bandwidth. All other factors remaining constant, the greater the bandwidth
of a signal, the higher the data rate that can be achieved.

Transmission impairments. Impairments, such as attenuation, limit the dis-
tance. For guided media, twisted pair generally suffer more impairment than
coaxial cable, which in turn suffers more than optical fiber.

Interference. Interference from competing signals in overlapping frequency
bands can distort or wipe out a signal. Interference is of particular concern for
unguided media, but it is also a problem with guided media. For guided
media, interference can be caused by emanations from nearby cables. For
example, twisted pair are often bundled together, and conduits often carry
multiple cables. Interference can also be experienced from unguided trans-
missions. Proper shielding of a guided medium can minimize this problem.

o Number of receivers. A guided medium can be used to construct a point-to-
point link or a shared link with multiple attachments. In the latter case, each
attachment introduces some attenuation and distortion on the line, limiting
distance and/or data rate.

Figure 3.1 depicts the electromagnetic spectrum and indicates the frequencies
at which various guided media and unguided transmission techniques operate. In
this chapter, we examine these guided and unguided alternatives. In all cases, we
describe the systems physically, briefly discuss applications, and summarize key
transmission characteristics.
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FIGURE 3.1 Electromagnetic spectrum for telecommunications.

GUIDED TRANSMISSION MEDIA

For guided transmission media, the transmission capacity, in terms of either data
rate or bandwidth, depends critically on the distance and on whether the medium is
point-to-point or multipoint, such as in a local area network (LAN). Table 3.1 indi-
cates the type of performance typical for the common guided medium for long-
distance point-to-point applications; we defer a discussion of the use of these media
for LANs to Part III.

The three guided media commonly used for data transmission are twisted pair,
coaxial cable, and optical fiber (Figure 3.2). We examine each of these in turn.

Twisted Pair

The least-expensive and most widely-used guided transmission medium is twisted
pair.

TABLE 3.1 Point-to-point transmission characteristics of guided media.

Transmission

medium Total data rate Bandwidth Repeater spacing
Twisted pair 4 Mbps 3 MHz 2to 10 km
Coaxial cable 500 Mbps 350 MHz 1to 10 km

Optical fiber 2 Gbps 2 GHz 10 to 100 km
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FIGURE 3.2 Guided transmission media.

Physical Description

A twisted pair consists of two insulated copper wires arranged in a regular spiral
pattern. A wire pair acts as a single communication link. Typically, a number of
these pairs are bundled together into a cable by wrapping them in a tough protec-
tive sheath. Over longer distances, cables may contain hundreds of pairs. The twist-
ing tends to decrease the crosstalk interference between adjacent pairs in a cable.
Neighboring pairs in a bundle typically have somewhat different twist lengths to
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reduce the crosstalk interference. On long-distance links, the twist length typically
varies from two to six inches. The wires in a pair have thicknesses of from 0.016 to
(0.036 inches.

Applications

By far the most common transmission medium for both analog and digital signals is
twisted pair. It is the most commonly used medium in the telephone network as well
as being the workhorse for communications within buildings.

In the telephone system, individual residential telephone sets are connected to
the local telephone exchange, or “end office,” by twisted-pair wire. These are
referred to as subscriber loops. Within an office building, each telephone is also con-
nected to a twisted pair, which goes to the in-house private branch exchange (PBX)
system or to a Centrex facility at the end office. These twisted-pair installations
were designed to support voice traffic using analog signaling. However, by means of
a modem, these facilities can handle digital data traffic at modest data rates.

Twisted pair is also the most common medium used for digital signaling. For
connections to a digital data switch or digital PBX within a building, a data rate of
64 kbps is common. Twisted pair is also commonly used within a building for local
arca networks supporting personal computers. Data rates for such products are typ-
ically in the neighborhood of 10 Mbps. However, recently, twisted-pair networks
with data rates of 100 Mbps have been developed, although these are quite limited
in terms of the number of devices and geographic scope of the network. For long-
distance applications, twisted pair can be used at data rates of 4 Mbps or more.

Twisted pair is much less expensive than the other commonly used guided
transmission media (coaxial cable, optical fiber) and is casier to work with. It is
more limited in terms of data rate and distance.

Transmission Characteristics

Twisted pair may be used to transmit both analog and digital signals. For analog sig-
nals, amplifiers are required about every 5 to 6 km. For digital signals, repeaters are
required every 2 or 3 km.

Compared to other commonly used guided transmission media (coaxial cable,
optical fiber), twisted pair is limited in distance, bandwidth, and data rate. As Fig-
ure 3.3 shows, the attenuation for twisted pair is a very strong function of frequency.
Other impairments are also severe for twisted pair. The medium is quite suscepti-
ble to interference and noise because of its easy coupling with electromagnetic
fields. For example, a wire run parallel to an ac power line will pick up 60-Hz
energy. Impulse noise also easily intrudes into twisted pair. Several measures are
taken to reduce impairments. Shielding the wire with metallic braid or sheathing
reduces interference. The twisting of the wire reduces low-frequency interference,
and the use of different twist lengths in adjacent pairs reduces crosstalk.

For point-to-point analog signaling, a bandwidth of up to about 250 kHz is
possible. This accommodates a number of voice channels. For long-distance digital
point-to-point signaling, data rates of up to a few Mbps are possible; for very short
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FIGURE 3.3 Attenuation of typical guided media.

distances, data rates of up to 100 Mbps have been achieved in commercially avail-
able products.

Unshielded and Shielded Twisted Pair

Twisted pair comes in two varieties: unshielded and shielded. Unshielded twisted
pair (UTP) is ordinary telephone wire. Office buildings, by universal practice, are
pre-wired with a great deal of excess unshielded twisted pair, more than is needed
for simple telephone support. This is the least expensive of all the transmission
media commonly used for local area networks, and is easy to work with and simple
to install.

Unshielded twisted pair is subject to external electromagnetic interference,
including interference from nearby twisted pair and from noise generated in the
environment. A way to improve the characteristics of this medium is to shield the
twisted pair with a metallic braid or sheathing that reduces interference. This
shielded twisted pair (STP) provides better performance at lower data rates. How-
ever, it is more expensive and more difficult to work with than unshielded twisted
pair.

Category 3 and Category 5 UTP

Most office buildings are prewired with a type of 100-ohm twisted pair cable com-
monly referred to as voice-grade. Because voice-grade twisted pair is already
installed, it is an attractive alternative for use as a LAN medium. Unfortunately, the
data rates and distances achievable with voice-grade twisted pair are limited.

In 1991, the Electronic Industries Association published standard EIA-568,
Commercial Building Telecommunications Cabling Standard, that specified the use
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of voice-grade unshielded twisted pair as well as shielded twisted pair for in-build-
ing data applications. At that time, the specification was felt to be adequate for the
range of frequencies and data rates found in office environments. Up to that time,
the principal interest for LAN designs was in the range of data rates from 1 Mbps
to 16 Mbps. Subsequently, as users migrated to higher-performance workstations
and applications, there was increasing interest in providing LANs that could oper-
ate up to 100 Mbps over inexpensive cable. In response to this need, EIA-568-A was
issued in 1995. The new standard reflects advances in cable and connector design
and test methods. It covers 150-ohm shielded twisted pair and 100-ohm unshielded
twisted pair.
EIA-568-A recognizes three categories of UTP cabling:

¢ Category 3. UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 16 MHz.

¢ Category 4. UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 20 MHz.

¢ Category 5. UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 100 MHz.

Of these, it is Category 3 and Category 5 cable that have received the most
attention for LAN applications. Category 3 corresponds to the voice-grade cable
found in abundance in most office buildings. Over limited distances, and with
proper design, data rates of up to 16 Mbps should be achievable with Category 3.
Category 5 is a data-grade cable that is becoming increasingly common for pre-
installation in new office buildings. Over limited distances, and with proper design,
data rates of up to 100 Mbps should be achievable with Category 5.

A key difference between Category 3 and Category 5 cable is the number of
twists in the cable per unit distance. Category 5 is much more tightly twisted—
typically 3 to 4 twists per inch, compared to 3 to 4 twists per foot for Category 3.
The tighter twisting is more expensive but provides much better performance than
Category 3.

Table 3.2 summarizes the performance of Category 3 and 5 UTP, as well as the
STP specified in EIA-568-A. The first parameter used for comparison, attenuation,
is fairly straightforward. The strength of a signal falls off with distance over any
transmission medium. For guided media, attenuation is generally logarithmic and is
therefore typically expressed as a constant number of decibels per unit distance.
Attenuation introduces three considerations for the designer. First, a received sig-
nal must have sufficient magnitude so that the electronic circuitry in the receiver
can detect and interpret the signal. Second, the signal must maintain a level suffi-
ciently higher than noise to be received without error. Third, attenuation is an
increasing function of frequency.

Near-end crosstalk, as it applies to twisted pair wiring systems, is the coupling
of the signal from one pair of conductors to another pair. These conductors may be
the metal pins in a connector or the wire pairs in a cable. The near end refers to cou-
pling that takes place when the transmit signal entering the link couples back to the
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TABLE 3.2 Comparison of shielded and unshielded twisted pair.

Attenuation (dB per 100 m) Near-end crosstalk (dB)
Frequency Category 3 Category 5 Category 3 Category 5
(MHz) uTP UTP 150 Q STP UTP UTP 150 Q STP
1 2.6 2.0 1.1 41 62 58
4 5.6 4.1 22 32 53 58
16 13.1 82 44 23 44 50.4
25 — 10.4 6.2 — 32 475
100 — 220 12.3 — — 38.5
300 — — 21.4 — — 313

receive conductor pair at that same end of the link; in other words, the near-trans-
mitted signal is picked up by the near-receive pair.

Coaxial Cable
Physical Description

Coaxial cable, like twisted pair, consists of two conductors, but is constructed dif-
ferently to permit it to operate over a wider range of frequencies. It consists of a
hollow outer cylindrical conductor that surrounds a single inner wire conductor |
(Figure 3.2b). The inner conductor is held in place by either regularly spaced insu-
lating rings or a solid dielectric material. The outer conductor is covered with a
jacket or shield. A single coaxial cable has a diameter of from 0.4 to about 1 in.
Because of its shielded, concentric construction, coaxial cable is much less suscepti-
ble to interference and crosstalk than is twisted pair. Coaxial cable can be used over
longer distances and supports more stations on a shared line than twisted pair.

Applications

Coaxial cable is perhaps the most versatile transmission medium and is enjoying
widespread use in a wide variety of applications; the most important of these are

s Te¢levision distribution

e Long-distance telephone transmission
e Short-run computer system links

e Local area networks

Coaxial cable is spreading rapidly as a means of distributing TV signals to indi-
vidual homes—cable TV. From its modest beginnings as Community Antenna Tele-
vision (CATV), designed to provide service to remote areas, cable TV will eventu-
ally reach almost as many homes and offices as the telephone. A cable TV system
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can carry dozens or even hundreds of TV channels at ranges up to a few tens of
miles.

Coaxial cable has traditionally been an important part of the long-distance
telephone network. Today, it faces increasing competition from optical fiber, ter-
restrial microwave, and satellite. Using frequency-division multiplexing (FDM, see
Chapter 7), a coaxial cable can carry over 10,000 voice channels simultaneously.

Coaxial cable is also commonly used for short-range connections between
devices. Using digital signaling, coaxial cable can be used to provide high-speed I/O
channels on computer systems.

Another application area for coaxial cable is local area networks (Part
Three). Coaxial cable can support a large number of devices with a variety of data
and traffic types, over distances that encompass a single building or a complex of
buildings.

Transmission Characteristics

Coaxial cable is used to transmit both analog and digital signals. As can be seen
from Figure 3.3, coaxial cable has frequency characteristics that are superior to
those of twisted pair, and can hence be used effectively at higher frequencies and
data rates. Because of its shielded, concentric construction, coaxial cable is much
less susceptible to interference and crosstalk than twisted pair. The principal con-
straints on performance are attenuation, thermal noise, and intermodulation noise.
The latter is present only when several channels (FDM) or frequency bands are in
use on the cable.

For long-distance transmission of analog signals, amplifiers are needed every
few kilometers, with closer spacing required if higher frequencies are used. The
usable spectrum for analog signaling extends to about 400 MHz. For digital signal-
ing, repeaters are needed every kilometer or so, with closer spacing needed for
higher data rates.

Optical Fiber
Physical Description

An optical fiber is a thin (2 to 125 pm), flexible medium capable of conducting an
optical ray. Various glasses and plastics can be used to make optical fibers. The low-
est losses have been obtained using fibers of ultrapure fused silica. Ultrapure fiber
is difficult to manufacture; higher-loss multicomponent glass fibers are more eco-
nomical and still provide good performance. Plastic fiber is even less costly and can
be used for short-haul links, for which moderately high losses are acceptable.

An optical fiber cable has a cylindrical shape and consists of three concentric
sections: the core, the cladding, and the jacket (Figure 3.2¢). The core is the inner-
most section and consists of one or more very thin strands, or fibers, made of glass
or plastic. Each fiber is surrounded by its own cladding, a glass or plastic coating
that has optical properties different from those of the core. The outermost layer,
surrounding one or a bundle of cladded fibers, is the jacket. The jacket is composed
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of plastic and other material layered to protect against moisture, abrasion, crushing,
and other environmental dangers.

Applications

One of the most significant technological breakthroughs in data transmission has
been the development of practical fiber optic communications systems. Optical
fiber already enjoys considerable use in long-distance telecommunications, and its
use in military applications is growing. The continuing improvements in perfor-
mance and decline in prices, together with the inherent advantages of optical fiber,
have made it increasingly attractive for local area networking. The following char-
acteristics distinguish optical fiber from twisted pair or coaxial cable:

Greater capacity. The potential bandwidth, and hence data rate, of optical
fiber is immense; data rates of 2 Gbps over tens of kilometers have been
demonstrated. Compare this capability to the practical maximum of hundreds
of Mbps over about 1 km for coaxial cable and just a few Mbps over 1 km or
up to 100 Mbps over a few tens of meters for twisted pair.

Smaller size and lighter weight. Optical fibers are considerably thinner than
coaxial cable or bundled twisted-pair cable—at least an order of magnitude
thinner for comparable information-transmission capacity. For cramped con-
duits in buildings and underground along public rights-of-way, the advantage
of small size is considerable. The corresponding reduction in weight reduces
structural support requirements.

Lower attenuation. Attenuation is significantly lower for optical fiber than for
coaxial cable or twisted pair (Figure 3.3) and is constant over a wide range.
Electromagnetic isolation. Optical fiber systems are not affected by external
electromagnetic fields. Thus, the system is not vulnerable to interference,
impulse noise, or crosstalk. By the same token, fibers do not radiate energy,
thereby causing littie interference with other equipment and thus providing a
high degree of security from eavesdropping. In addition, fiber is inhetrently
difficult to tap.

Greater repeater spacing. Fewer repeaters means lower cost and fewer
sources of error. The performance of optical fiber systems from this point of
view has been steadily improving. For example, AT&T has developed a fiber
transmission system that achieves a data rate of 3.5 Gbps over a distance of
318 km [PARK92| without repeaters. Coaxial and twisted-pair systems gen-
erally have repeaters every few kilometers.

Five basic categories of application have become important for optical fiber:

Long-haul trunks
Metropolitan trunks
Rural-exchange trunks
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* Subscriber loops
* Local area networks

Long-haul fiber transmission is becoming increasingly common in the tele-
phone network. Long-haul routes average about 900 miles in length and offer high
capacity (typically 20,000 to 60,000 voice channels). These systems compete eco-
nomically with microwave and have so underpriced coaxial cable in many devel-
oped countries that coaxial cable is rapidly being phased out of the telephone net-
work in such areas.

Metropolitan trunking circuits have an average length of 7.8 miles and may
have as many as 100,000 voice channels in a trunk group. Most facilities are installed
in underground conduits and are repeaterless, joining telephone exchanges in a
metropolitan or city area. Included in this category are routes that link long-haul
microwave facilities that terminate at a city perimeter to the main telephone
exchange building downtown.

Rural exchange trunks have circuit lengths ranging from 25 to 100 miles that
link towns and villages. In the United States, they often connect the exchanges of
different telephone companies. Most of these systems have fewer than 5,000 voice
channels. The technology in these applications competes with microwave facilities.

Subscriber loop circuits are fibers that run directly from the central exchange
to a subscriber. These facilities are beginning to displace twisted pair and coaxial
cable links as the telephone networks evolve into full-service networks capable of
handling not only voice and data, but also image and video. The initial penetration
of optical fiber in this application is for the business subscriber, but fiber transmis-
sion into the home will soon begin to appear.

A final important application of optical fiber is for local area networks
Recently, standards have been developed and products introduced for optical fiber
networks that have a total capacity of 100 Mbps and can support hundreds or even
thousands of stations in a large office building or in a complex of buildings.

The advantages of optical fiber over twisted pair and coaxial cable become
more compelling as the demand for all types of information (voice, data, image,
video) increases.

Transmission Characteristics

Optical fiber systems operate in the range of about 10'* to 10'° Hz; this covers por-
tions of the infrared and visible spectrums. The principle of optical fiber transmis-
sion is as follows. Light from a source enters the cylindrical glass or plastic core.
Rays at shallow angles are reflected and propagated along the fiber; other rays are
absorbed by the surrounding material. This form of propagation is called mulfi-
mode, referring to the variety of angles that will reflect. When the fiber core radius
is reduced, fewer angles will reflect. By reducing the radius of the core to the order
of a wavelength, only a single angle or mode can pass: the axial ray. This single-
mode propagation provides superior performance for the following reason: With
multimode transmission, multiple propagation paths exist, each with a different
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path length and, hence, time to traverse the fiber; this causes signal elements to
spread out in time, which limits the rate at which data can be accurately received.
Because there is a single transmission path with single-mode transmission, such dis-
tortion cannot occur. Finally, by varying the index of refraction of the core, a third
type of transmission, known as multimode graded index, is possible. This type is
intermediate between the other two in characteristics. The variable refraction has
the effect of focusing the rays more efficiently than ordinary multimode, also known
as multimode step index. Table 3.3 compares the three fiber transmission modes.

Two different types of light source are used in fiber optic systems: the light-
emitting diode (LED) and the injection laser diode (ILD). Both are semiconductor
devices that emit a beam of light when a voltage is applied. The LED is less costly,
operates over a greater temperature range, and has a longer operational life. The
ILD, which operates on the laser principle, is more efficient and can sustain greater
data rates.

There is a relationship among the wavelength employed, the type of trans-
mission, and the achievable data rate. Both single mode and multimode can support
several different wavelengths of light and can employ laser or LED light source. In
optical fiber, light propagates best in three distinct wavelength “windows,” centered
on 850, 1300, and 1550 nanometers (nm). These are all in the infrared portion of the
frequency spectrum, below the visible-light portion, which is 400 to 700 nm. The loss
is lower at higher wavelengths, allowing greater data rates over longer distances
(Table 3.3). Most local applications today use 850-nm LED light sources. Although
this combination is relatively inexpensive, it is generally limited to data rates under
100 Mbps and distances of a few kilometers. To achieve higher data rates and longer
distances, a 1300-nm LED or laser source is needed. The highest data rates and
longest distances require 1500-nm laser sources.

TABLE 3.3 Typical fiber characteristics [STER93].

Attenuation (dB/km) (Max)

Core Cladding Bandwidth
diameter diameter (MHz/km)
Fiber type () (pm) 850 nm 1300 nm 1500 nm (Max)
Single Mode 5.0 85 or 125 23 5000 @ 850 nm
8.1 125 0.5 0.25
Graded-index 50 125 2.4 0.6 0.5 600 @ 850 nm
1500 @ 1300 nm
62.5 125 3.0 0.7 0.3 200 @ 850 nm
1000 @ 1300 nm
100 140 35 L.5 0.9 300 @ 850 nm

500 @ 1300 nm

Step-index 200 or 300 380 or 440 6.0 6
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ELESS TRANSMISSION

For unguided media, transmission and reception are achieved by means of an
antenna. For transmission, the antenna radiates electromagnetic energy into the
medium (usually air), and for reception, the antenna picks up electromagnetic
waves from the surrounding medium. There are basically two types of configura-
tions for wireless transmission: directional and omnidirectional. For the directional
configuration, the transmitting antenna puts out a focused electromagnetic beam;
the transmitting and receiving antennas must therefore be carefully aligned. In the
omnidirectional case, the transmitted signal spreads out in all directions and can be
received by many antennas. In general, the higher the frequency of a signal, the
more it is possible to focus it into a directional beam.

Three general ranges of frequencies are of interest in our discussion of wire-
less transmission. Frequencies in the range of about 2 GHz (gigahertz = 10 Hz) to
40 GHz are referred to as microwave frequencies. At these frequencies, highly
directional beams are possible, and microwave is quite suitable for point-to-point
transmission. Microwave is also used for satellite communications. Frequencies in
the range of 30 MHz to 1 GHz are suitable for omnidirectional applications. We will
refer to this range as the broadcast radio range. Table 3.4 summarizes characteris-
tics’ of unguided transmission at various frequency bands. Microwave covers part
of the UHF and all of the SHF band, and broadcast radio covers the VHF and part
of the UHF band.

Another important frequency range, for local applications, is the infrared por-
tion spectrum. This covers, roughly, from 3 X 10! to 2 X 10" Hz. Infrared is use-
ful to local point-to-point and multipoint applications within confined areas, such as
a single room.

Terrestrial Microwave

Physical Description

The most common type of microwave antenna is the parabolic “dish.” A typical size
is about 10 feet in diameter. The antenna is fixed rigidly and focuses a narrow beam
to achieve line-of-sight transmission to the receiving antenna. Microwave antennas
are usually located at substantial heights above ground level in order to extend the
range between antennas and to be able to transmit over intervening obstacles. With
no intervening obstacles, the maximum distance between antennas conforms to

d=714VKh (2-1)

where d is the distance between antennas in kilometers, h is the antenna height in
meters, and K is an adjustment factor to account for the fact that microwaves are
bent or refracted with the curvature of the earth and will, hence, propagate farther

! The various modulation techniques are explained in Chapter 4.



TABLE 3.4 Characteristics of unguided communications bands

Frequency Analog data Digital data Principal
band Name Modulation Bandwidth Modulation Data rate applications

30-300 kHz LF (low Generally not practical ASK, FSK, MSK 0.1-100 bps Navigation
frequency)

300-3000 kHz MF (medium AM To 4 kHz ASK, FSK, MSK 10-1000 bps Commercial AM radio
frequency)

3-30 MHz HF (high AM, SSB To 4kHz ASK, FSK, MSK 10-3000 bps Shortwave radio
frequency) CB radio

30-300 MHz VHF (very high AM, SSB; FM 5kHz to 5 MHz FSK, PSK To 100 kbps VHF television
frequency) FM radio

300-3000 MHz UHF (ultra high FM, SSB To 20 MHz PSK To 10 Mbps UHF television
frequency) Terrestrial microwave

3-30 GHz SHF (super high M To 500 MHz PSK To 100 Mbps Terrestrial microwave
frequency) Satellite microwave

30-300 GHz EHF (extremely M To1GHz PSK To 750 Mbps Experimental short

high frequency)

point-to-point

VIAFW NOISSINSNVYL / ¢ YHLdVHD 98§
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than the optical line of sight. A good rule of thumb is K = 45 [VALK93]. For exam-
ple, two microwave antennas at a height of 100 m may be as far as 7.14 X V133 =
82 km apart.

To achieve long-distance transmission, a series of microwave relay towers is
used; point-to-point microwave links are strung together over the desired distance.

Applications

The primary use for terrestrial microwave systems is in long-haul telecommunica-
tions service, as an alternative to coaxial cable or optical fiber. The microwave facil-
ity requires far fewer amplifiers or repeaters than coaxial cable over the same dis-
tance, but requires line-of-sight transmission. Microwave is commonly used for both
voice and television transmission.

Another increasingly common use of microwave is for short point-to-point
links between buildings; this can be used for closed-circuit TV or as a data link
between local area networks. Short-haul microwave can also be used for the so-
called bypass application. A business can establish a microwave link to a long-
distance telecommunications facility in the same city, bypassing the local telephone
company.

Transmission Characteristics

Microwave transmission covers a substantial portion of the electromagnetic spec-
trum. Common frequencies used for transmission are in the range 2 to 40 GHz. The
higher the frequency used, the higher the potential bandwidth and therefore the
higher the potential data rate. Table 3.5 indicates bandwidth and data rate for some
typical systems.

As with any transmission system, a main source of loss is attenuation. For
microwave (and radio frequencies), the loss can be expressed as

47d

2
L = 10log (T) dB (2-2)

where d is the distance and A is the wavelength, in the same units. Loss varies as the
square of the distance. In contrast, for twisted pair and coaxial cable, loss varies log-
arithmically with distance (linear in decibels). Repeaters or amplifiers, then, may be

TABLE 3.5 Typical digital microwave performance.

Band (GHz) Bandwidth (MHz) Data rate (Mbps)

2 7 12
6 30 90
11 40 90

18 220 274
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TABLE 3.6 Principal microwave bands authorized for fixed telecommunications in the United
States (1979).

Maximum Necessary
channel spectral
Range bandwidth efficiency
Band name (GHz) (MHz) (bits/Hz) Type of service
2 GHz 1.71-1.85 — Federal government
2 GHz 1.85-1.99 8 Private; local government
2 GHz 2.11-2.13 35 2 Common carrier (shared)
2 GHz 2.13-215 0.8/1.6 Private; local government
2 GHz 2.15-2.16 10 Private; multipoint
2 GHz 2.16-2.18 3.5 2 Common carrier
2 GHz 2.18 -2.20 0.8/1.6 Private; local government
2 GHz 2.20-2.29 — Federal government
2 GHz 2.45-2.50 0.8 Private; local government (shared)
4 GHz 370 -4.20 20 4.5 Common carrier; satellite
6 GHz 5.925-6.425 30 3 Common carrier; satellite
6 GHz 6.525 -6.875 S/10 Private; shared
7-8 GHz 7.125 -8.40 — Federal government
10 GHz 10.550 -10.680 25 Private
11 GHz 10.7-11.7 50 2.25 Common carrier
12 GHz 122 -12.7 10/20 Private; local government
13 GHz 13.2-13.25 25 Common carrier; private
14 GHz 14.4 -15.25 — Federal government
18 GHz 17.7-19.7 220 Common carrier; shared
18 GHz 18.36-19.04 50/100 Private; local government
22 GHz 21.2-23.6 50/100 Private; common carrier
31 GHz 31.0-31.2 50/100 Private; common carrier
38 GHz 36.0-38.6 — Federal government
40 GHz 38.6-40.0 50 Private; common carrier
Above 40.0 — Developmental

placed farther apart for microwave systems—10 to 100 km is typical. Attenuation
increases with rainfall, the effects of which become especially noticeable above
10 GHz. Another source of impairment is interference. With the growing popular-
ity of microwave, transmission areas overlap and interference is always a danger. As
a result, the assignment of frequency bands is strictly regulated.

Table 3.6 shows the authorized microwave frequency bands as regulated by
the Federal Communications Commission (FCC). The most common bands for
long-haul telecommunications are the 4 GHz to 6 GHz bands. With increasing con-
gestion at these frequencies, the 11 GHz band is now coming into use. The 12 GHz
band is used as a component of cable TV systems. Microwave links are used to pro-
vide TV signals to local CATYV installations; the signals are then distributed to indi-
vidual subscribers via coaxial cable. Higher-frequency microwave is being used for
short point-to-point links between buildings; typically, the 22 GHz band is used.
The higher microwave frequencies are less useful for longer distances because of
increased attenuation but are quite adequate for shorter distances. In addition, at
the higher frequencies, the antennas are smaller and cheaper.
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Satellite Microwave
Physical Description

A communication satellite is, in effect, a microwave relay station. It is used to link
two or more ground-based microwave transmitter/receivers, known as earth sta-
tions, or ground stations. The satellite receives transmissions on one frequency
band (uplink), amplifies or repeats the signal, and transmits it on another frequency
(downlink). A single orbiting satellite will operate on a number of frequency bands,
called transponder channels, or simply transponders.

Figure 3.4 depicts, in a general way, two common configurations for satellite
communication. In the first, the satellite is being used to provide a point-to-point
link between two distant ground-based antennas. In the second, the satellite pro-
vides communications between one ground-based transmitter and a number of
ground-based receivers.

For a communication satellite to function effectively, it is generally required
that it remain stationary with respect to its position over the earth; otherwise, it
would not be within the line of sight of its earth stations at all times. To remain sta-
tionary, the satellite must have a period of rotation equal to the earth’s period of
rotation. This match occurs at a height of 35,784 km.

Two satellites using the same frequency band, if close enough together, will
interfere with each other. To avoid this problem, current standards require a
4° spacing (angular displacement as measured from the earth) in the 4/6 GHz band
and a 3° spacing at 12/14 GHz. Thus, the number of possible satellites is quite
limited.

Applications

The communication satellite is a technological revolution as important as fiber
optics. Among the most important applications for satellites are

¢ Television distribution
¢ Long-distance telephone transmission
¢ Private business networks

Because of their broadcast nature, satellites are well suited to television dis-
tribution and are being used extensively in the United States and throughout the
world for this purpose. In its traditional use, a network provides programming from
a central location. Programs are transmitted to the satellite and then broadcast
down to a number of stations, which then distribute the programs to individual
viewers. One network, the Public Broadcasting Service (PBS), distributes its televi-
sion programming almost exclusively by the use of satellite channels. Other com-
mercial networks also make substantial use of satellite, and cable television systems
are receiving an ever-increasing proportion of their programming from satellites.
The most recent application of satellite technology to television distribution is
direct broadcast satellite (DBS), in which satellite video signals are transmitted
directly to the home user. The dropping cost and size of receiving antennas have
made DBS economically feasible, and a number of channels are either already in
service or in the planning stage.
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133 Satellite

(a) Point-to-point link via satellite microwave
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FIGURE 3.4 Satellite communications configurations.

Satellite transmission is also used for point-to-point trunks between telephone
exchange offices in public telephone networks. It is the optimum medium for high-
usage international trunks and is competitive with terrestrial systems for many long-
distance intranational links.

Finally, there are a number of business data applications for satellite. The
satellite provider can divide the total capacity into a number of channels and lease
these channels to individual business users. A user equipped with the antennas at a
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FIGURE 3.5 VSAT configuration.

number of sites can use a satellite channel for a private network. Traditionally, such
applications have been quite expensive and limited to larger organizations with
high-volume requirements. A recent development is the very small aperture termi-
nal (VSAT) system, which provides a low-cost alternative. Figure 3.5 depicts a typ-
ical VSAT configuration. A number of subscriber stations are equipped with low-
cost VSAT antennas (about $400 per month per VSAT). Using some protocol,
these stations share a satellite transmission capacity for transmission to a hub sta-
tion. The hub station can exchange messages with each of the subscribers as well as
relay messages between subscribers.

Transmission Characteristics

The optimum frequency range for satellite transmission is 1 to 10 GHz. Below
1 GHz, there is significant noise from natural sources, including galactic, solar, and
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atmospheric noise, and human-made interference from various electronic devices.
Above 10 GHz, the signal is severely attenuated by atmospheric absorption and
precipitation.

Most satellites providing point-to-point service today use a frequency band-
width in the range 5.925 to 6.425 GHz for transmission from earth to satellite
(uplink) and a bandwidth in the range 3.7 to 4.2 GHz for transmission from satellite
to earth (downlink). This combination is referred to as the 4/6 GHz band. Note that
the uplink and downlink frequencies differ. For continuous operation without inter-
ference, a satellite cannot transmit and receive on the same frequency. Thus, signals
received from a ground station on one f{requency must be transmitted back on
another.

The 4/6 GHz band is within the optimum zone of 1 to 10 GHz but has become
saturated. Other frequencies in that range are unavailable because of sources of
interference, usually terrestrial microwave. Therefore, the 12/14 GHz band has
been developed (uplink: 14 to 14.5 GHz; downlink: 11.7 to 12.2 GHz). At this fre-
quency band, attenuation problems must be overcome. However, smaller and
cheaper earth-station receivers can be used. It is anticipated that this band will also
saturate, and use is projected for the 19/29 GHz band (uplink: 27.5 to 31.0 Ghz;
downlink: 17.7 to 21.2 GHz). This band experiences even greater attenuation prob-
lems but will allow greater bandwidth (2500 MHz versus 500 MHz) and even
smaller and cheaper receivers.

Several properties of satellite communication should be noted. First, because
of the long distances involved, there is a propagation delay of about a quarter sec-
ond between transmission from one earth station and reception by another earth
station. This delay is noticeable in ordinary telephone conversations. It also intro-
duces problems in the areas of error control and flow control, which we discuss in
later chapters. Second, satellite microwave is inherently a broadcast facility. Many
stations can transmit to the satellite, and a transmission from a satellite can be
received by many stations.

Broadcast Radio

Physical Description

The principal difference between broadcast radio and microwave is that the former
is omnidirectional and the latter is directional. Thus, broadcast radio does not
require dish-shaped antennas, and the antennas need not be rigidly mounted to a
precise alignment.

Applications

Radio is a general term used to encompass frequencies in the range of 3 kHz to
300 GHz. We are using the informal term broadcast radio to cover the VHF and
part of the UHF band: 30 MHz to 1 GHz. This range covers FM radio as well as
UHF and VHF television. This range is also used for a number of data-networking
applications.

Transmission Characteristics

The range 30 MHz to 1 GHz is an effective one for broadcast communications.
Unlike the case for lower-frequency electromagnetic waves, the ionosphere is trans-
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parent to radio waves above 30 MHz. Transmission is limited to line of sight, and
distant transmitters will not interfere with each other due to reflection from the
atmosphere. Unlike the higher frequencies of the microwave region, broadcast
radio waves are less sensitive to attenuation from rainfall.

As a line-of-sight propagation technique, radio obeys Equation (2-1); that is,
the maximum distance between transmitter and receiver is slightly more than the
optical line of sight, or 7.14 VKA. As with microwave, the amount of attenuation

2
due to distance obeys Equation (2-2), namely, 10log<¥> dB. Because of the

longer wavelength, radio waves suffer relatively less attenuation.

A prime source of impairment for broadcast radio waves is multipath inter-
ference. Reflection from land, water, and natural or human-made objects can cre-
ate multiple paths between antennas. This effect is frequently evident when TV
reception displays multiple images as an airplane passes by.

Infrared

Infrared communications is achieved using transmitters/receivers (transceivers)
that modulate noncoherent infrared light. Transceivers must be in line of sight of
each other, either directly or via reflection from a light-colored surface such as the
ceiling of a room.

One important difference between infrared and microwave transmission is
that the former does not penetrate walls. Thus, the security and interference prob-
lems encountered in microwave systems are not present. Furthermore, there is no
frequency allocation issue with infrared, because no licensing is required.

RECOMMENDED READING

Detailed descriptions of the transmission characteristics of the transmission media discussed
in this chapter can be found in [FREE91]. [REEV95] provides an excellent treatment of
twisted pair and optical fiber. Two good treatments of optical fiber are [GREE93] and
[STER93]. [STAL97] discusses the characteristics of transmission media for LANs in greater
detail.

FREEO91 Freeman, R. Telecommunication Transmission Handbook. New York: Wiley,
1991.
GREE93 Green, P. Fiber Optic Networks. Englewood Cliffs, NJ: Prentice Hall, 1993.

REEV95 Reeve, W. Subscriber Loop Signaling and Transmission Handbook. Piscataway,
NJ: IEEE Press, 1995.

STALY7 Stallings, W. Local and Metropolitan Area Networks, Fifth Edition. Englewood
Cliffs, NJ: Prentice Hall, 1997.

STER93 Sterling, D. Technician’s Guide to Fiber Optics. Albany, NY: Delmar Publications,
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One web site to recommend:

shttp://snapple.cs.washington.edu:600/mobile/mobile_html: Source for information about
wireless technology, products, conferences, and publications.
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3.4 PROBLEMS

3.1

32

33

34

3.5

3.6

Attenuation

Explain the logical flaw in the following argument:

According to Table 3.1, a twisted pair can carry a digital data rate of 4 Mbps.
Home computers can use a modem with the telephone network to communicate across
networks. The telephone outlet is connected to the central exchange by a subscriber
loop, which is twisted pair. It is difficult to establish communication by this method at a
data rate higher than 28.8 kbps, which is much lower then 4 Mbps. Therefore, there
must be a mistake in Table 3.1.

A twisted-pair line is approximated as a filter with the characteristics shown in Figure
3.6. The figure shows the amount of attenuation of the signal as a function of frequency.
Assuming that a square wave signal, such as Figure 2.8c, with 7= 0.1 usec and A = /4
is fed to the cable, find the sine wave components, with their magnitudes, that would
appear at the output.

A telephone line with a bandwidth of 100 kHz is known to have a loss of 20 dB. The
input signal power is measured as 0.5 watt, and the output signal noise level is measured
as 2.5 pwatt. Using this information, calculate the output signal-to-noise ratio.

A transmitter-receiver pair is connected across a coaxial cable. The signal power mea-
sured at the receiver is 0.1 watt. Signal levels change 1000 times per second. Noise
energy is 0.05 pJoules for every 1 millisecond. If E,/Ny = 10 dB is desired, determine
how many levels must be accommodated in the signal to encode the bits. What would
be the bit rate?

Given a 100-watt power source, what is the maximum allowable length for the follow-
ing transmission media if a signal of 1 watt is to be received?

a, 22-gauge twisted pair operating at 300 kliz

b. 22-gauge twisted pair operating at 1 MHz

¢. 0.375-inch coaxial cable operating at 1 MHz

d. 0.375-inch coaxial cable operating at 25 MHz

e. optical fiber operating at its optimal frequency

Coaxial cable is a two-wire transmission system. What is the advantage of connecting
the outer conductor to ground?
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FIGURE 3.6 Filter characteristics of a twisted-pair line.
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log and digital signals. Figure 2.13 suggested that either form of data could be
encoded into either form of signal.

Figure 4.1 is another depiction that emphasizes the process involved. For dig-
ital signaling, a data source g(¢), which may be either digital or analog, is encoded
into a digital signal x(¢). The actual form of x(¢r) depends on the encoding technique,
and is chosen to optimize use of the transmission medium. For example, the encod-
ing may be chosen to either conserve bandwidth or to minimize errors.

The basis for analog signaling is a continuous, constant-frequency signal
known as the carrier signal. The frequency of the carrier signal is chosen to be com-
patible with the transmission medium being used. Data may be transmitted using a
carrier signal by modulation. Modulation is the process of encoding source data
onto a carrier signal with frequency f.. All modulation techniques involve operation
on one or more of the three fundamental frequency-domain parameters:

In Chapter 2, a distinction was made between analog and digital data, and ana-

¢ Amplitude
* Frequency
¢ Phase

The input signal m(z) may be analog or digital and is called the modulating
signal, or baseband signal. The result of modulating the carrier signal is called the
modulated signal s(z). As Figure 4.1b indicates, s(¢) is a bandlimited (bandpass) sig-
nal. The location of the bandwidth on the spectrum is related to f. and is often
centered on f.. Again, the actual form of the encoding is chosen to optimize some
characteristic of the transmission.

Each of the four possible combinations depicted in Figure 4.1 is in wide-
spread use. The reasons for choosing a particular combination for any given com-
munication task vary. We list here some representative reasons:

¢ Digital data, digital signal. In general, the equipment for encoding digital data
into a digital signal is less complex and less expensive than digital-to-analog
modulation equipment.

¢ Analog data, digital signal. Conversion of analog data to digital form permits
the use of modern digital transmission and switching equipment. The advan-
tages of the digital approach were outlined in Section 2.2.

¢ Digital data, analog signal. Some transmission media, such as optical fiber and
the unguided media, will only propagate analog signals.

¢ Analog data, analog signal. Analog data in electrical form can be transmitted
as baseband signals easily and cheaply; this is done with voice transmission
over voice-grade lines. One common use of modulation is to shift the band-
width of a baseband signal to another portion of the spectrum. In this way,
multiple signals, each at a different position on the spectrum, can share the
same transmission medium; this is known as frequency-division multiplexing.

We now examine the techniques involved in each of these four combinations
and then look at spread spectrum, which fits into several categories.
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FIGURE 4.1 Encoding and modulation techniques.

DIGITAL DATA, DIGITAL SIGNALS

A digital signal is a sequence of discrete, discontinuous voltage pulses. Each pulse
is a signal element. Binary data are transmitted by encoding each data bit into sig-
nal elements. In the simplest case, there is a one-to-one correspondence between
bits and signal elements. An example is shown in Figure 2.15, in which binary 0 is
represented by a lower voltage level and binary 1 by a higher voltage level. As we
shall see in this section, a variety of other encoding schemes are also used.

First, we define some terms. If the signal elements all have the same algebraic
sign, that is, all positive or negative, then the signal is unipolar. In polar signaling,
one logic state is represented by a positive voltage level, and the other by a nega-
tive voltage level. The data signaling rate, or just data rate, of a signal is the rate, in
bits per second, that data are transmitted. The duration or length of a bit is the
amount of time it takes for the transmitter to emit the bit; for a data rate R, the bit
duration is 1/R. The modulation rate, in contrast, is the rate at which signal level is
changed; this will depend on the nature of the digital encoding, as explained below.
The modulation rate is expressed in bauds, which means signal elements per second.
Finally, the terms mark and space, for historical reasons, refer to the binary digits 1
and 0, respectively. Table 4.1 summarizes key terms; these should be clearer when
we see an example later in this section.

The tasks involved in interpreting digital signals at the receiver can be sum-
marized by again referring to Figure 2.15. First, the receiver must know the timing
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TABLE 4.1 Key data transmission terms.

Term Units Definition
Data element bits A single binary one or zero.
Data rate bits per second (bps) The rate at which data elements
are transmitted.
Signal element Digital: a voltage pulse of That part of a signal that
constant amplitude. occupies the shortest interval

of a signaling code.
Analog: a pulse of constant
frequency, phase, and

amplitude.
Signaling rate or Signal elements per second The rate at which signal
modulation rate (baud) elements are transmitted

of each bit. That is, the receiver must know with some accuracy when a bit begins
and ends. Second, the receiver must determine whether the signal level for each bit
position is high (1) or low (0). In Figure 2.15, these tasks are performed by sampling
each bit position in the middle of the interval and comparing the value to a thresh-
old. Because of noise and other impairments, there will be errors, as shown.

What factors determine how successful the receiver will be in interpreting the
incoming signal? We saw in Chapter 2 that three factors are important: the signal-
to-noise ratio (or, better, E,/Ny), the data rate, and the bandwidth. With other fac-
tors held constant, the following statements are true:

* An increase in data rate increases bit error rate (the probability that a bit is
received in error).

o An increase in S/N decreases bit error rate.
o An increase in bandwidth allows an increase in data rate.

There is another factor that can be used to improve performance, and that is
the encoding scheme: the mapping from data bits to signal elements. A variety of
encoding schemes are in use. In what follows, we describe some of the more com-
mon ones; they are defined in Table 4.2 and depicted in Figure 4.2.

Before describing these techniques, let us consider the following ways of eval-
uating or comparing the various techniques.

¢ Signal spectrum. Several aspects of the signal spectrum are important. A lack
of high-frequency components means that less bandwidth is required for
transmission. In addition, lack of a direct-current (dc) component is also
desirable. With a dc component to the signal, there must be direct physical
attachment of transmission components; with no dc component, ac-coupling
via transformer is possible; this provides excellent electrical isolation, reduc-
ing interference. Finally, the magnitude of the effects of signal distortion and
interference depend on the spectral properties of the transmitted signal. In
practice, it usually happens that the transfer function of a channel is worse
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TABLE 4.2 Definition of digital signal encoding formats.

99

Nonreturn-to-Zero-Level (NRZ-L)
0 = high level
1 = low level
Nonreturn to Zero Inverted (NRZI)
0 = no transition at beginning of interval (one bit time)
1 = transition at beginning of interval
Bipolar-AMI
0 = no line signal
1 = positive or negative level, alternating for successive ones
Pseudoternary
0 = positive or negative level, alternating for successive zeros
1 = no line signal
Manchester
0 = transition from high to low in middle of interval
1 = transition from low to high in middle of interval
Differential Manchester
Always a transition in middle of interval
0 = transition at beginning of interval
1 = no transition at beginning of interval
B8ZS
Same as bipolar AMI, except that any string of eight zeros is replaced by a string with
two code violations
HDB3
Same as bipolar AMI, except that any string of four zeros is replaced by a string with
one code violation

near the band edges. Therefore, a good signal design should concentrate the
transmitted power in the middle of the transmission bandwidth. In such a
case, a smaller distortion should be present in the received signal. To meet this
objective, codes can be designed with the aim of shaping the spectrum of the
transmitted signal.

Clocking. We mentioned the need to determine the beginning and end of each
bit position. This is no easy task. One rather expensive approach is to provide
a separate clock-lead to synchronize the transmitter and receiver. The alter-
native is to provide some synchronization mechanism that is based on the
transmitted signal; this can be achieved with suitable encoding.

Error detection. We will discuss various error-detection techniques in Chap-
ter 6 and show that these are the responsibility of a layer of logic above the
signaling level known as data link control. However, it is useful to have some
error-detection capability built into the physical signaling-encoding scheme;
this permits errors to be detected more quickly.

Signal interference and noise immunity. Certain codes exhibit superior per-
formance in the presence of noise. This ability is usually expressed in terms of
a bit error rate.

Cost and complexity. Although digital logic continues to drop in price,
expense should not be ignored. In particular, the higher the signaling rate to
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achieve a given data rate, the greater the cost. We will see that some codes
require a signaling rate that is, in fact, greater than the actual data rate.

.

We now turn to a discussion of various techniques.

Nonreturn to Zero (NRZ)

The most common, and easiest, way to transmit digital signals is to use two differ-
ent voltage levels for the two binary digits. Codes that follow this strategy share the
property that the voltage level is constant during a bit interval; there is no transition
(no return to a zero voltage level). For example, the absence of voltage can be used
to represent binary 0, with a constant positive voltage used to represent binary 1.
More commonly, a negative voltage is used to represent one binary value and a pos-
itive voltage is used to represent the other. This latter code, known as Nonreturn-
to-Zero-Level (NRZ-L), is illustrated” in Figure 4.2. NRZ-L is generally the code
used to generate or interpret digital data by terminals and other devices. If a differ-
ent code is to be used for transmission, it is typically generated from an NRZ-L
signal by the transmission system. (In terms of Figure 1.2, NRZ-L is g(¢f) and the
encoded signal is s(¢).)

A variation of NRZ is known as NRZI (Nonreturn to zero, invert on ones).
As with NRZ-L, NRZI maintains a constant voltage pulse for the duration of a bit

! In this figure, a negative voltage is equated with binary 1 and a positive voltage with binary 0. This is
the opposite of the definition used in virtually all other textbooks. However, there is no “standard” def-
inition of NRZ-L, and the definition here conforms to the use of NRZ-L in data communications inter-
faces and the standards that govern those interfaces.
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time. The data themselves are encoded as the presence or absence of a signal tran-
sition at the beginning of the bit time. A transition (low-to-high or high-to-low) at
the beginning of a bit time denotes a binary 1 for that bit time; no transition indi-
cates a binary 0.

NRZI is an example of differential encoding. In differential encoding, the sig-
nal is decoded by comparing the polarity of adjacent signal elements rather than
determining the absolute value of a signal element. One benefit of this scheme is
that it may be more reliable to detect a transition in the presence of noise than to
compare a value to a threshold. Another benefit is that with a complex transmission
layout, it is easy to lose the sense of the polarity of the signal. For example, on a
multidrop twisted-pair line, if the leads from an attached device to the twisted pair
are accidentally inverted, all 1s and Os for NRZ-L will be inverted; this cannot hap-
pen with differential encoding.

The NRZ codes are the easiest to engineer and, in addition, make efficient use
of bandwidth. This latter property is illustrated in Figure 4.3, which compares the
spectral density of various encoding schemes. In the figure, frequency is normalized
to the data rate. As can be seen, most of the energy in NRZ and NRZI signals is
between dc and half the bit rate. For example, if an NRZ code is used to generate
a signal with a data rate of 9600 bps, most of the energy in the signal is concentrated
between dc and 4800 Hz.

The main limitations of NRZ signals are the presence of a dc component and
the lack of synchronization capability. To picture the latter problem, consider that
with a long string of 1s or 0s for NRZ-L, or a long string of Os for NRZI, the output
is a constant voltage over a long period of time. Under these circumstances, any
drift between the timing of transmitter and receiver will result in a loss of synchro-
nization between the two.

Because of their simplicity and relatively low frequency response characteris-
tics, NRZ codes are commonly used for digital magnetic recording. However, their
limitations make these codes unattractive for signal transmission applications.

Multilevel Binary

A category of encoding techniques known as multilevel-binary address some of the
deficiencies of the NRZ codes. These codes use more than two signal levels. Two
examples of this scheme are illustrated in Figure 4.2: bipolar-AMI (alternate mark
inversion) and pseudoternary.?

In the case of the bipolar-AMI scheme, a binary 0 is represented by no line
signal, and a binary 1 is represented by a positive or negative pulse. The binary 1
pulses must alternate in polarity. There are several advantages to this approach.
First, there will be no loss of synchronization if a long string of 1s occurs. Each 1
introduces a transition, and the receiver can resynchronize on that transition.
A long string of 0s would still be a problem. Second, because the 1 signals alternate
in voltage from positive to negative, there is no net dc component. Also, the

2 These terms are not consistently used in the literature. In some books, these two terms are used for dif-
ferent encoding schemes than those defined here, and a variety of terms have been used for the two
schemes illustrated in Figure 4.2. The nomenclature used here corresponds to the usage in various
ITU-T standards documents.
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FIGURE 4.3 Spectral density of various signal encoding schemes.

bandwidth of the resulting signal is considerably less than the bandwidth for NRZ
(Figure 4.3). Finally, the pulse-alternation property provides a simple means of
error detection. Any isolated error, whether it deletes a pulse or adds a pulse,
causes a violation of this property.

The comments of the previous paragraph also apply to pseudoternary. In this
case, it is the binary 1 that is represented by the absence of a line signal, and the
binary 0 by alternating positive and negative pulses. There is no particular advan-
tage of one technique over the other, and each is the basis of some applications.

Although a degree of synchronization is provided with these codes, a long
string of Os in the case of AMI or 1s in the case of pseudoternary still presents a
problem. Several techniques have been used to address this deficiency. One
approach is to insert additional bits that force transitions. This technique is used in
ISDN for relatively low data-rate transmission. Of course, at a high data rate, this
scheme is expensive, as it results in an increase in an already high signal-transmis-
sion rate. To cope with this problem at high data rates, a technique that involves
scrambling the data is used; we will look at two examples of the technique later in
this section.

Thus, with suitable modification, multilevel binary schemes overcome the
problems of NRZ codes. Of course, as with any engineering design decision, there
is a tradeoff. With multilevel binary coding, the line signal may take on one of three
levels, but each signal element, which could represent log, 3 = 1.58 bits of informa-
tion, bears only one bit of information, making multilevel binary not as efficient as
NRZ coding. Another way to state this is that the receiver of multilevel binary sig-
nals has to distinguish between three levels (+A, —A, 0) instead of just two levels
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FIGURE 4.4 Theoretical bit error rate for various digital encoding schemes.

in the other signaling formats previously discussed. Because of this, the multilevel
binary signal requires approximately 3 dB more signal power than a two-valued sig-
nal for the same probability of bit error; this is illustrated in Figure 4.4. Put another
way, the bit error rate for NRZ codes, at a given signal-to-noise ratio, is significantly
less than that for multilevel binary.

Biphase

There is another set of alternative coding techniques, grouped under the term
biphase, which overcomes the limitations of NRZ codes. Two of these techniques,
Manchester and Differential Manchester, are in common use.

In the Manchester code, there is a transition at the middle of each bit period.
The mid-bit transition serves as a clocking mechanism and also as data: a low-to-
high transition represents a 1, and a high-to-low transition represents a 0.> In Dif-

3 The definition of Manchester presented here conforms to its usage in local area networks. In this defi-
nition, a binary 1 corresponds to a low-to-high transition, and a binary 0 to a high-to-low transition.
Unfortunately, there is no official standard for Manchester, and a number of respectable textbooks (e.g.,
[TANES8], [COUCY5]. [FREE91], [SKLASS], [PEEB87], [BERT92], and the first two editions of this
textbook) use the inverse, in which a low-to-high transition defines a binary 0 and a high-to-low transi-
tion defines a binary 1. Here, we conform to industry practice and to the definition used in the various
LAN standards.
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ferential Manchester, the mid-bit transition is used only to provide clocking. The
encoding of a 0 is represented by the presence of a transition at the beginning of a
bit period, and a 1 is represented by the absence of a transition at the beginning of
a bit period. Differential Manchester has the added advantage of employing differ-
ential encoding.

All of the biphase techniques require at least one transition per bit time and
may have as many as two transitions. Thus, the maximum modulation rate is twice
that for NRZ; this means that the bandwidth required is correspondingly greater.
On the other hand, the biphase schemes have several advantages:

¢ Synchronization. Because there is a predictable transition during each bit
time, the receiver can synchronize on that transition. For this reason, the
biphase codes are known as self-clocking codes.

o No dc component. Biphase codes have no dc component, yielding the bene-
fits described earlier.

* Error detection. The absence of an expected transition can be used to detect
errors. Noise on the line would have to invert both the signal before and after
the expected transition to cause an undetected error.

As can be seen from Figure 4.3, the bulk of the energy in biphase codes is
between one-half and one times the bit rate. Thus, the bandwidth is reasonably nar-
row and contains no dc component; however, it is wider than the bandwidth for the
multilevel binary codes.

Biphase codes are popular techniques for data transmission. The more com-
mon Manchester code has been specified for the IEEE 802.3 standard for baseband
coaxial cable and twisted-pair CSMA/CD bus [LANs. Differential Manchester has
been specified for the IEEE 802.5 token ring LLAN, using shielded twisted pair.

Modulation Rate

When signal encoding techniques are used, a distinction needs to be made between
data rate (expressed in bits per second), and modulation rate (expressed in baud).
The data rate, or bit rate, is 1/tg, where tg = bit duration. The modulation rate is
the rate at which signal elements are generated. Consider, for example, Manchester
encoding. The minimum size signal element is a pulse of one-half the duration of a
bit interval. For a string of all binary zeroes or all binary ones, a continuous stream
of such pulses is generated. Hence, the maximum modulation rate for Manchester
is 2/tg. This situation is illustrated in Figure 4.5, which shows the transmission of a
stream of 1 bits at a data rate of 1 Mbps using NRZI and Manchester. In general,

R R

b~ log,L

where

D = modulation rate, baud
R = data rate, bps
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FIGURE 4.5 A stream of ones at 1 Mbps.

L = number of different signal elements
b = number of bits per signal element

One way of characterizing the modulation rate is to determine the average
number of transitions that occur per bit time. In general, this will depend on the
exact sequence of bits being transmitted. Table 4.3 compares transition rates for
various techniques. It indicates the signal transition rate in the case of a data stream
of alternating 1s and Os, and for the data stream that produces the minimum and
maximum modulation rate.

Scrambling Techniques

Although the biphase techniques have achieved widespread use in local-area-net-
work applications at relatively high data rates (up to 10 Mbps), they have not been
widely used in long-distance applications. The principal reason for this is that they

TABLE 4.3 Normalized signal transition rate of various digital signal encoding rates.

Minimum 101010. . . Maximum
NRZ-L 0 (all 0°s or 1’s) 1.0 1.0
NRZI 0 (all 0’s) 0.5 1.0 (all 1’s)
Binary-AMI 0 (all 0’s) 1.0 1.0
Pseudoternary 0 (all 1’s) 1.0 1.0
Manchester 1.0 (1010...) 1.0 2.0 (all 0’s or 1’s)

Differential Manchester 1.0 (all 1’s) 1.5 2.0 (all 0’s)
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require a high signaling rate relative to the data rate. This sort of inefficiency is
more costly in a long-distance application.

Another approach is to make use of some sort of scrambling scheme. The idea
behind this approach is simple: sequences that would result in a constant voltage
level on the line are replaced by filling sequences that will provide sufficient transi-
tions for the receiver’s clock to maintain synchronization. The filling sequence must
be recognized by the receiver and replaced with the original data sequence. The fill-
ing sequence is the same length as the original sequence, so there is no data-rate
increase. The design goals for this approach can be summarized as follows:

¢ No dc component

¢ No long sequences of zero-level line signals
¢ No reduction in data rate

¢ Error-detection capability

Two techniques are commonly used in long-distance transmission services;
these are illustrated in Figure 4.6.

A coding scheme that is commonly used in North America is known as bipo-
lar with 8-zeros substitution (B8ZS). The coding scheme is based on a bipolar-AMI.
We have seen that the drawback of the AMI code is that a long string of zeros may

Bit value $1 106 0 0 0000 O 1 1 0O O0OO0OTO0OT1O0
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FIGURE 4.6 Encoding rules for B§ZS and HDB3.
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TABLE 4.4 HDB3 substitution rules.

Number of bipolar pulses (ones)
since last substitution

Polarity of

preceding pulse Odd Even
- 000~ +00+
+ 000+ —00—

result in loss of synchronization. To overcome this problem, the encoding is
amended with the following rules:

e If an octet of all zeros occurs and the last voltage pulse preceding this octet
was positive, then the eight zeros of the octet are encoded as 000+-0-+.

* If an octet of all zeros occurs and the last voltage pulse preceding this octet
was negative, then the eight zeros of the octet are encoded as 000-+0+-.

This technique forces two code violations (signal patterns not allowed in
AMI) of the AMI code, an event unlikely to be caused by noise or other transmis-
sion impairment. The receiver recognizes the pattern and interprets the octet as
consisting of all zeros.

A coding scheme that is commonly used in Europe and Japan is known as the
high-density bipolar-3 zeros (HDB3) code (Table 4.4). As before, it is based on the
use of AMI encoding. In this case, the scheme replaces strings of four zeros with
sequences containing one or two pulses. In each case, the fourth zero is replaced
with a code violation. In addition, a rule is needed to ensure that successive viola-
tions are of alternate polarity so that no dc component is introduced. Thus, if the
last violation was positive, this violation must be negative, and vice versa. The table
shows that this condition is tested for by knowing whether the number of pulses
since the last violation is even or odd and the polarity of the last pulse before the
occurrence of the four zeros.

Figure 4.3 shows the spectral properties of these two codes. As can be seen,
neither has a dc component. Most of the energy is concentrated in a relatively sharp
spectrum around a frequency equal to one-half the data rate. Thus, these codes are
well suited to high data-rate transmission.

DIGITAL DATA, ANALOG SIGNALS

We turn now to the case of transmitting digital data using analog signals. The most
familiar use of this transformation is for transmitting digital data through the public
telephone network. The telephone network was designed to receive, switch, and
transmit analog signals in the voice-frequency range of about 300 to 3400 Hz. It is
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not at present suitable for handling digital signals from the subscriber locations
(although this is beginning to change). Thus, digital devices are attached to the net-
work via a modem (modulator-demodulator), which converts digital data to analog
signals, and vice versa.

For the telephone network, modems are used that produce signals in the
voice-frequency range. The same basic techniques are used for modems that pro-
duce signals at higher frequencies (e.g., microwave). This section introduces these
techniques and provides a brief discussion of the performance characteristics of the
alternative approaches.

Encoding Techniques

We mentioned that modulation involves operation on one or more of the three
characteristics of a carrier signal: amplitude, frequency, and phase. Accordingly,
there are three basic encoding or modulation techniques for transforming digital
data into analog signals, as illustrated in Figure 4.7

o Amplitude-shift keying (ASK)
e Frequency-shift keying (FSK)
¢ Phase-shift keying (PSK)

In all these cases, the resulting signal occupies a bandwidth centered on the
carrier frequency.

In ASK, the two binary values are represented by two different amplitudes of
the carrier frequency. Commonly, one of the amplitudes is zero; that is, one binary
digit is represented by the presence, at constant amplitude, of the carrier, the other
by the absence of the carrier. The resulting signal is

s(f) = {A cos(2mft) binary 1
0 binary 0

where the carrier signal is A cos(27f.f). ASK is susceptible to sudden gain changes
and is a rather inefficient modulation technique. On voice-grade lines, it is typically
used only up to 1200 bps.

The ASK technique is used to transmit digital data over optical fiber. For
LED transmitters, the equation above is valid. That is, one signal element is repre-
sented by a light pulse while the other signal element is represented by the absence
of light. Laser transmitters normally have a fixed “bias” current that causes the
device to emit a low light level. This low level represents one signal element, while
a higher-amplitude lightwave represents another.

In FSK, the two binary values are represented by two different frequencies
near the carrier frequency. The resulting signal is

S(0) = {A cos(2mfyf)  binary 1
A cos(27mfpt)  binary 0
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FIGURE 4.7 Modulation of analog signals for digital data.

where f; and f, are typically offset from the carrier frequency f, by equal but oppo-
site amounts.

Figure 4.8 shows an example of the use of FSK for full-duplex operation over
a voice-grade line. The figure is a specification for the Bell System 108 series
modems. Recall that a voice-grade line will pass frequencies in the approximate
range of 300 to 3400 Hz, and that full-duplex means that signals are transmitted in
both directions at the same time. To achieve full-duplex transmission, this band-
width is split at 1700 Hz. In one direction (transmit or receive), the frequencies used
to represent 1 and 0 are centered on 1170 Hz, with a shift of 100 Hz on either side.
The effect of alternating between those two frequencies is to produce a signal whose
spectrum is indicated as the shaded area on the left in Figure 4.8. Similarly, for the
other direction (receive or transmit) the modem uses frequencies shifted 100 Hz to
each side of a center frequency of 2125 Hz. This signal is indicated by the shaded
area on the right in Figure 4.8. Note that there is little overlap and, consequently,
little interference.

FSK is less susceptible to error than ASK. On voice-grade lines, it is typically
used up to 1200 bps. It is also commonly used for high-frequency (3 to 30 MHz)
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FIGURE 4.8 Full-duplex FSK transmission on a voice-grade line.

radio transmission. It can also be used at even higher frequencies on local area net-
works that use coaxial cable.

In PSK, the phase of the carrier signal is shifted to represent data. The bottom
of Figure 4.7 is an example of a two-phase system. In this system, a binary O is rep-
resented by sending a signal burst of the same phase as the previous signal burst. A
binary 1 is represented by sending a signal burst of opposite phase to the preceding
one; this is known as differential PSK, as the phase shift is with reference to the pre-
vious bit transmitted rather than to some constant reference signal. The resulting
signal is

s(t) = {A cos(2mf.t + w)  binary 1
A cos(2af,t) binary 0

with the phase measured relative to the previous bit interval.

More efficient use of bandwidth can be achieved if each signaling element rep-
resents more than one bit. For example, instead of a phase shift of 180°, as allowed
in PSK, a common encoding technique, known as quadrature phase-shift keying
(QPSK) uses phase shifts of multiples of 90°:

A cos(2aft + 45°) 11
s(t) = A cosQaf .t + 135°) 10
A cos(2mfa + 225°%) 00
A cosQaf.t + 315°) 01

Thus, each signal element represents two bits rather than one.
This scheme can be extended. It is possible to transmit bits three at a time
using eight different phase angles. Further, each angle can have more than one
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amplitude. For example, a standard 9600 bps modem uses 12 phase angles, four of
which have two amplitude values (Figure 4.9).

This latter example points out very well the difference between the data rate
R (in bps) and the modulation rate D (in bauds) of a signal. Let us assume that this
scheme is being employed with NRZ-L digital input. The data rate is R = 1/t
where tg is the width of each NRZ-L bit. However, the encoded signal contains
b = 4 bits in each signal element using L = 16 different combinations of amplitude
and phase. The modulation rate can be seen to be R/4, as each change of signal ele-
ment communicates four bits. Thus, the line signaling speed is 2400 bauds, but the
data rate is 9600 bps. This is the reason that higher bit rates can be achieved over
voice-grade lines by employing more complex modulation schemes.

To repeat

R_ R

b= b~ log,L

where

D = modulation rate, bauds

R = data rate, bps

L = number of different signal elements
= number of bits per signal element

The above is complicated when an encoding technique other than NRZ is
used. For example, we saw that the maximum modulation rate for biphase signals is
2/tg. Thus, D for biphase is greater than D for NRZ. This, to some extent, counter-
acts the reduction in D achieved by using multilevel signal modulation techniques.

0111 0001
. 010 0010 .
L] [ ]

Phase-reference
____________ — signal
(previous 4 bits)

, 1001 .
1100 1000

L 1110 1010 *
1101 1011

FIGURE 4.9 Phase angles for 9600 bit-per-second transmission.
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Performance

In looking at the performance of various digital-to-analog modulation schemes, the
first parameter of interest is the bandwidth of the modulated signal. This depends
on a variety of factors, including the definition of bandwidth used and the filtering
technique used to create the bandpass signal. We will use some straightforward
results from [COUC95].

The transmission bandwidth Bz for ASK is of the form

Br=(1+7R

where R is the bit rate and r is related to the technique by which the signal is filtered
to establish a bandwidth for transmission; typically, 0 < r < 1. The bandwidth, then,
is directly related to the bit rate. The formula above is also valid for PSK.

For FSK, the bandwidth can be expressed as

Br=2AF+ (1 + PR

where AF = f, — f. = f. — f1 is the offset of the modulated frequency from the car-
rier frequency. When very high frequencies are used, the AF term dominates. For
example, one of the standards for FSK signaling on a coaxial cable multipoint local
network uses AF = 1.25 MHz, f,. = 5 MHz, and R = 1 Mbps. In this case, By =
2AF = 2.5 MHz. In the example of the preceding section for the Bell 108 modem,
AF = 100 Hz, f, = 1170 Hz (in one direction), and R = 300 bps. In this case, By =~
(1 + r)R, which is the range from 300 to 600 Hz.

With multilevel signaling, significant improvements in bandwidth can be
achieved. In general

_ 1+r> _(1+r)
BT‘( R = \log, /R

where [ is the number of bits encoded per signal element and L is the number of dif-
ferent signal elements.

Table 4.5 shows the ratio of data rate, R, to transmission bandwidth for vari-
ous schemes. This ratio is also referred to as the bandwidth efficiency. As the name
suggests, this parameter measures the efficiency with which bandwidth can be used
to transmit data. The advantage of multilevel signaling methods now becomes clear.

Of course, the discussion above refers to the spectrum of the input signal to a
communications line. Nothing has yet been said of performance in the presence of
noise. Figure 4.10 summarizes some results based on reasonable assumptions
concerning the transmission system [COUC95]. Here, bit error rate is plotted as a
function of the ratio E,/Ny defined in Chapter 2. Of course, as that ratio increases,
the bit-error rate drops. Further, PSK and QPSK are about 3 dB superior to ASK
and FSK.

This information can now be related to bandwidth efficiency. Recall that

&:
N, NR
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TABLE 4.5 Data rate to transmission bandwidth ratio
for various digital-to-analog encoding schemes.

r=90 r=05 r=1
ASK 1.0 0.67 0.5
FSK
Wideband (AF >> R) ~0 ~0 ~0
Narrowband (AF = f,) 1.0 0.67 0.5
PSK 1.0 0.67 0.5
Multilevel signaling
L=41=2 2.00 1.33 1.00
L 8,1=3 3.00 2.00 1.50
=16,1=4 4.00 2.67 2.00
=32,1=5 5.00 333 2.50

The parameter N is the noise-power density in watts/hertz. Hence, the noise in a
signal with bandwidth Bris N = NyBr. Substituting, we have

E _SBr
N, NR

For a given signaling scheme, the bit error rate can be reduced by increasing E;/Nj,

1073

PSK, QPSK

P, = probability of bit error

10% |
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FIGURE 4.10 Bit error rate of various digital-to-analog encoding
schemes.
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which can be accomplished by increasing the bandwidth or decreasing the data
rate—in other words, by reducing bandwidth efficiency.

Example

What is the bandwidth efficiency for FSK, ASK, PSK, and QPSK for a bit error rate
of 10~7 on a channel with an S/N of 12 dB?

We have
% = 12dB - (B%)dB
For FSK and ASK, from Figure 4.10,
i—z = 142 dB
(%)dB - -22dB
B% ~ 0.6
For PSK, from Figure 4.10
% =112dB
(B% )dB ~ —08dB
B% ~12

As the example above shows, ASK and FSK exhibit the same bandwidth effi-
ciency; PSK is better, and even greater improvement can be achieved with multi-
level signaling.

It is worthwhile to compare these bandwidth requirements with those for
digital signaling. A good approximation is
By =051+ r)D

where D is the modulation rate. For NRZ, D = R, and we have



4.3

4.3 / ANALOG DATA, DIGITAL SIGNALS 115

Thus, digital signaling is in the same ballpark, in terms of bandwidth efficiency, as
ASK, FSK, and PSK. Significant advantage for analog signaling is seen with multi-
level techniques.

ANALOG DATA, DIGITAL SIGNALS

In this section we examine the process of transforming analog data into digital sig-
nals. Strictly speaking, it might be more correct to refer to this as a process of con-
verting analog data into digital data, a process known as digitization. Once analog
data have been converted into digital data, a number of things can happen; the three
most common are ‘

1. The digital data can be transmitted using NRZ-L. In this case; we have gone
directly from analog data to a digital signal.

2. The digital data can be encoded as a digital signal using a code other than
NRZ-L. Thus, an extra step is required.

3. The digital data can be converted into an analog signal, using one of the mod-
ulation techniques discussed in Section 4.2.

This last, seemingly curious procedure is illustrated in Figure 4.11, which
shows voice data that are digitized and then converted to an analog ASK signal; this
allows digital transmission in the sense defined in Chapter 2. The voice data,
because they have been digitized, can be treated as digital data, even though trans-
mission requirements (e.g., use of microwave) dictate that an analog signal be used.

The device used for converting analog data into digital form for transmission,
and subsequently recovering the original analog data from the digital, is known, as
a codec (coder-decoder). In this section, we examine the two principal techniques
used in codecs, pulse code modulation, and delta modulation. The section closes
with a discussion of comparative performance.

~ o

—{ Digitizer: |- —{Modulator [

Analog data Digital data Analog signal
(voice) (NRZ-L) (ASK)

FIGURE 4.11 Digitizing analog data.

Pulse Code Modulation

Pulse Code Modulation (PCM) is based on the sampling theorem, which states

If a signal f{r) is sampled at regular intervals of time and at a rate higher than
twice the highest significant signal frequency, then the samples contain all the
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information of the original signal. The function f(¥) may be reconstructed from
these samples by the use of a low-pass filter.

For the interested reader, a proof is provided in Appendix 4A. If voice data
are limited to frequencies below 4000 Hz, a conservative procedure for intelligibil-
ity, 8000 samples per second would be sufficient to completely characterize the
voice signal. Note, however, that these are analog samples.

This is illustrated in Figure 4.12a and b. The original signal is assumed to be
bandlimited with a bandwidth of B. Samples are taken at a rate 2B, or once every
1/2B seconds. These samples are represented as narrow pulses whose amplitude is
proportional to the value of the original signal. This process is known as pulse
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FIGURE 4.12 Pulse-code modulation.
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FIGURE 413  Analog-to-digital conversion.

amplitude modulation (PAM). By itself, this technique has commercial applicabil-
ity. It is used, for example, in some of AT&T’s Dimension PBX products.

However, the most significant fact about PAM is that it is the first step toward
PCM, as depicted in Figure 4.12¢c. To produce PCM data, the PAM samples are
quantized. That is, the amplitude of each PAM pulse is approximated by an n-bit
integer. In the example, n = 3. Thus, 8 = 2° levels are available for approximating
the PAM pulses.

Figure 4.13 illustrates the process, starting with a continuous-time, continu-
ous-amplitude (analog) signal, in which a digital signal is produced. The digital sig-
nal consists of blocks of » bits, where each n-bit number is the amplitude of a PCM
pulse. On reception, the process is reversed to reproduce the analog signal. Notice,
however, that this process violates the terms of the sampling theorem. By quantiz-
ing the PAM pulse, the original signal is now only approximated and cannot be
recovered exactly. This effect is known as quantizing error or quantizing noise. The
signal-to-noise ratio for quantizing noise can be expressed as

S _
N = 6n+18dB

Each additional bit used for quantizing increases S/N by 6 dB, which is a factor
of 4.

Typically, the PCM scheme is refined using a technique known as nonlinear
encoding, which means, in effect, that the quantization levels are not equally
spaced. The problem with equal spacing is that the mean absolute error for each
sample is the same, regardless of signal level. Consequently, lower amplitude values
are relatively more distorted. By using a greater number of quantizing steps for sig-
nals of low amplitude, and a smaller number of quantizing steps for signals of large
amplitude, a marked reduction in overall signal distortion is achieved (e.g., see
Figure 4.14).

The same effect can be achieved by using uniform quantizing but companding
(compressing-expanding) the input analog signal. Companding is a process that
compresses the intensity range of a signal by imparting more gain to weak signals
than to strong signals on input. At output, the reverse operation is performed.
Figure 4.15 is a typical companding function.

Nonlinear encoding can significantly improve the PCM S/N ratio. For voice
signals, improvements of 24 to 30 dB have been achieved.
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FIGURE 4.14 Effect of nonlinear coding.

Delta Modulation (DM)

A variety of techniques have been used to improve the performance of PCM or to
reduce its complexity. One of the most popular alternatives to PCM is delta modu-
lation (DM).

With delta modulation, an analog input is approximated by a staircase func-
tion that moves up or down by one quantization level (8) at each sampling interval
(Ts). An example is shown in Figure 4.16, where the staircase function is overlaid
on the original analog waveform. The important characteristic of this staircase func-
tion is that its behavior is binary: At each sampling time, the function moves up or
down a constant amount 8. Thus, the output of the delta modulation process can be .

Output = F(f) |

Input =f

FIGURE 4.15 Typical companding
function.
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FIGURE 4.16 Example of delta modulation.

represented as a single binary digit for each sample. In essence, a bit stream is pro-
duced by approximating the derivative of an analog signal rather than its amplitude.
A 1 is generated if the staircase function is to go up during the next interval; a 0 is
generated otherwise.

The transition (up or down) that occurs at each sampling interval is chosen so
that the staircase function tracks the original analog waveform as closely as possi-
ble. Figure 4.17 illustrates the logic of the process, which is essentially a feedback
mechanism. For transmission, the following occurs: At each sampling time, the ana-
log input is compared to the most recent value of the approximating staircase func-
tion. If the value of the sampled waveform exceeds that of the staircase function, a
1 is generated; otherwise, a 0 is generated. Thus, the staircase is always changed in
the direction of the input signal. The output of the DM process is therefore a binary
sequence that can be used at the receiver to reconstruct the staircase function. The
staircase function can then be smoothed by some type of integration process or by
passing it through a low-pass filter to produce an analog approximation of the ana-
log input signal.

There are two important parameters in a DM scheme: the size of the step
assigned to each binary digit, 8, and the sampling rate. As Figure 4.16 illustrates, 8
must be chosen to produce a balance between two types of errors or noise. When
the analog waveform is changing very slowly, there will be quantizing noise, which
increases as 8 is increased. On the other hand, when the analog waveform is chang-
ing rapidly enough such that the staircase can’t follow, there is slope-overload noise.
This noise increases as 6 is decreased.

It should be clear that the accuracy of the scheme can be improved by increas-
ing the sampling rate; however, this increases the data rate of the output signal.
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FIGURE 4.17 Delta modulation.

The principal advantage of DM over PCM is the simplicity of its implementa-
tion. In general, PCM exhibits better S/N characteristics at the same data rate.

Performance

Good voice reproduction via PCM can be achieved with 128 quantization levels, or
7-bit coding (27 = 128). A voice signal, conservatively, occupies a bandwidth of
4 kHz. Thus, according to the sampling theorem, samples should be taken at a rate
of 8000 per second. This implies a data rate of 8000 X 7 = 56 kbps for the PCM-
encoded digital data.

Consider what this means from the point of view of bandwidth requirement.
An analog voice signal occupies 4 kHz. A 56-kbps digital signal will require on the
order of at least 28 kHz! Even more severe differences are seen with higher band-
width signals. For example, a common PCM scheme for color television uses 10-bit
codes, which works out to 92 Mbps for a 4.6-MHz bandwidth signal. In spite of these
numbers, digital techniques continue to grow in popularity for transmitting analog
data. The principal reasons for this are

e Because repeaters are used instead of amplifiers, there is no additive noise.
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¢ As we shall see, time-division multiplexing (TDM) is used for digital signals
instead of the frequency-division multiplexing (FDM) used for analog signals.
With TDM, there is no intermodulation noise, whereas we have seen that this
is a concern for FDM.

¢ The conversion to digital signaling allows the use of the more efficient digital
switching techniques.

Furthermore, techniques are being developed to provide more efficient codes.
In the case of voice, a reasonable goal appears to be in the neighborhood of 4 kbps.
With video, advantage can be taken of the fact that from frame to frame, most pic-
ture elements will not change. Interframe coding techniques should allow the video
requirement to be reduced to about 15 Mbps, and for slowly changing scenes, such
as found in a video teleconference, down to 64 kbps or less.

As a final point, we mention that in many instances, the use of a telecommu-
nications system will result in both digital-to-analog and analog-to-digital process-
ing. The overwhelming majority of local terminations into the telecommunications
network are analog, and the network itself uses a mixture of analog and digital tech-
niques. As a result, digital data at a user’s terminal may be converted to analog by
a modem, subsequently digitized by a codec, and perhaps suffer repeated conver-
sions before reaching its destination.

Because of the above, telecommunication facilities handle analog signals that
represent both voice and digital data. The characteristics of the waveforms are quite
different. Whereas voice signals tend to be skewed to the lower portion of the band-
width (Figure 2.10), analog encoding of digital signals has a more uniform spectral
content and therefore contains more high-frequency components. Studies have
shown that, because of the presence of these higher frequencies, PCM-related tech-
niques are preferable to DM-related techniques for digitizing analog signals that
represent digital data.

ANALOG DATA, ANALOG SIGNALS

Modulation has been defined as the process of combining an input signal m(f) and
a carrier at frequency f, to produce a signal s(zf) whose bandwidth is (usually)
centered on f,. For digital data, the motivation for modulation should be clear:
When only analog transmission facilities are available, modulation is required to
convert the digital data to analog form. The motivation when the data are already
analog is less clear. After all, voice signals are transmitted over telephone lines at
their original spectrum (referred to as baseband transmission). There are two prin-
cipal reasons:

o A higher frequency may be needed for effective transmission. For unguided
transmission, it is virtually impossible to transmit baseband signals; the
required antennas would be many kilometers in diameter.

e Modulation permits frequency-division multiplexing, an important technique
explored in Chapter 7.
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In this section, we look at the principal techniques for modulation using ana-
log data: amplitude modulation (AM), frequency modulation (FM), and phase
modulation (PM). As before, the three basic characteristics of a signal are used for
modulation.

Amplitude Modulation

Amplitude modulation (AM) is the simplest form of modulation, and is depicted in
Figure 4.18. Mathematically, the process can be expressed as

s(®) = [1 + nx(t)]cos 2af .t
where cos 27f,t is the carrier and x(¢) is the input signal (carrying data), both nor-
malized to unity amplitude. The parameter rn,, known as the modulation index, is
the ratio of the amplitude of the input signal to the carrier. Corresponding to our
previous notation, the input signal is m(t) = nx(f). The 1 in the preceding equation

is a dc component that prevents loss of information, as explained subsequently. This
scheme is also known as double-sideband transmitted carrier (DSBTC).

m(1)

I/\ PN
] ~__~ h

(a) Sinusoidal modulating wave

[1+m@)]
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(b) Resulting AM signal
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FIGURE 4.18 Amplitude modulation.

Example

Derive an expression for s(¢) if x(¢) is the amplitude-modulating signal cos 27f,t.
We have
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s(fy = [1 + n, cos 27f,.t] cos 2mf.t
By trigonometric identity, this méy be expanded to

!

s(f) = cos 2mf .t + 5 €08 27 (fe — fu)t + % cos 27 (f, + fu)t

The resulting signal has a component at the original carrier frequency plus a pair of
components, each spaced f,,, hertz from the carrier.

From the equation above and Figure 4.18, it can be seen that AM involves the
multiplication of the input signal by the carrier. The envelope of the resulting signal
is [1 + nyx(#)] and, as long as n, < 1, the envelope is an exact reproduction of the
original signal. If n, > 1, the envelope will cross the time axis and information
is lost.

It is instructive to look at the spectrum of the AM signal. An example is shown
in Figure 4.19. The spectrum consists of the original carrier plus the spectrum of the
input signal translated to f,. The portion of the spectrum for Ifl > If,! is the upper
sideband, and the portion of the spectrum for il < If,] is the lower sideband. Both
the upper and lower sidebands are replicas of the original spectrum M(f), with the
lower sideband being frequency-reversed. As an example, consider a voice signal

M)
— f
0 B
(a) Spectrum of modulating signal
S()
1 Discrete carrier term

¥

Lower

sideband Upper sideband

B f. ot B

(b) Spectrum of AM signal with carrier at f,

FIGURE 4.19 Spectrum of an AM signal.
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with a bandwidth that extends from 300 to 3000 Hz being modulated on a 60-kHz
carrier. The resulting signal contains an upper sideband of 60.3 to 63 kHz, a lower
sideband of 57 to 59.7 kHz, and the 60-Hz carrier. An important relationship is

2
P= Pc<1 + ”7)
where F, is the total transmitted power in s(¢) and E,. is the transmitted power in the
carrier. We would like n, as large as possible so that most of the signal power is used
to actually carry information. However, #, must remain below 1.

It should be clear that s{¢) contains unnecessary components, as each of the
sidebands contains the complete spectrum of m(f). A popular variant of AM,
known as single sideband (SSB), takes advantage of this fact by sending only one of
the sidebands, eliminating the other sideband and the carrier. The principal advan-
tages of this approach are

o Only half the bandwidth is required; that is, By = B, where B is the bandwidth
of the original signal. For DSBTC, B = 2B.

* ] ess power is required because no power is used to transmit the carrier or the
other sideband.

Another variant is double-sideband suppressed carrier (DSBSC), which filters
out the carrier frequency and sends both sidebands. This saves some power but uses
as much bandwidth as DSBTC.

The disadvantage of suppressing the carrier is that the carrier can be used for
synchronization purposes. For example, suppose that the original analog signal is an
ASK waveform encoding digital data. The receiver needs to know the starting point
of each bit time to interpret the data correctly. A constant carrier provides a clock-
ing mechanism by which to time the arrival of bits. A compromise approach is ves-
tigial sideband (VSB), which uses one sideband and a reduced-power carrier.

Angle Modulation

Frequency modulation {FM) and phase modulation (PM) are special cases of angle
modulation. The modulated signal is expressed as

s(t) = A, cos[2af.t + ¢(t)]
For phase modulation, the phase is proportional to the modulating signal:
d(t) = npm(1)

where n, is the phase modulation index.
For frequency modulation, the derivative of the phase is proportional to the
modulating signal,

¢'(1) = nan(2)

where nyis the frequency modulation index.
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The definitions above may be clarified if we consider the following. The phase
of s(f) at any instant is just 2arf.t + ¢(¢). The instantaneous phase deviation from the
carrier signal is ¢(f). In PM, this instantaneous phase deviation is proportional to
m(t). Because frequency can be defined as the rate of change of phase of a signal,
the instantaneous frequency of s(f) is

27fi(t) = % [2mfet + $(1)]
fi) = o+ 5= 9()

and the instantaneous frequency deviation from the carrier frequency is ¢'(f), which
in FM is proportional to m(t).

Figure 4.20 illustrates amplitude, phase, and frequency modulation by a sine
wave. The shapes of the FM and PM signals are very similar. Indeed, it is impossi-
ble to tell them apart without knowledge of the modulation function.

Several observations about the FM process are in order. The peak deviation
AF can be seen to be

-1
AF = o neA,, Hz

where A,, is the maximum value of m(¢). Thus, an increase in the magnitude of m(¢)
will increase AF, which, intuitively, should increase the transmitted bandwidth By.
However, as should be apparent from Figure 4.20, this will not increase the average
power level of the FM signal, which is A?[2; this is distinctly different from AM,
where the level of modulation affects the power in the AM signal but does not affect
its bandwidth.

Example

Derive an expression for s(f) if ¢(¢) is the phase-modulating signal n, cos 27f.t.
Assume that A, = 1. This can be seen directly to be

s(f) = cos[2mf,t + n, cos 27 f,,t]
The instantaneous phase deviation from the carrier signal is 7, cosarf,.t. The phase
angle of the signal varies from its unmodulated value in a simple sinusoidal fashion,

with the peak phase deviation equal to n,.
The expression above can be expanded using Bessel’s trigonometric identities:

s(#) = E J (np)cos(ZarfCt + 27ft + 7)
where J,(n,) is the nth order Bessel function of the first kind. Using the property

Ton(x) = (-1)"Tn(x)
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this can be rewritten as
s(t) = Jo(np)cos 2mf.t +
E Ju(np )[cos(Zw(f + nf,,)t + ) + COS(Z’;T(f nf)t + (n -22)77)]

The resulting signal has a component at the original carrier frequency plus a set of
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sidebands displaced from f by all possible multiples of f,,.. For n, << 1, the higher-
order terms fall off rapidly.

Example

Derive an expression for s(r) if ¢'(f) is the frequency-modulating signal —n; sin
27f,,t. The form of ¢'(f) was chosen for convenience. We have

X = j PoX(f = nfy) p(1) = — [nysin2mfnt di = 27’:} cos 27fint

Thus,

s(t) = cos[wact + =L co8 27f,t ]

ﬂf

= cos[27rfct + AF cos 27rfmt]

fn

The instantaneous frequency deviation from the carrier signal is —n, sin
27fqt. The frequency of the signal varies from its unmodulated value in a simple
sinusoidal fashion, with the peak frequency deviation equal to n, radians/second.

The equation for the FM signal has the identical form as for the PM signal,
with AFf,, substituted for #,. Thus, the Bessel expansion is the same.

As with AM, both FM and PM result in a signal whose bandwidth is centered
at .. However, we can now see that the magnitude of that bandwidth is very differ-
ent. Amplitude modulation is a linear process and produces frequencies that are the
sum and difference of the carrier signal and the components of the modulating sig-
nal. Hence, for AM

Br=2B

However, angle modulation includes a term of the form cos(¢(¢)), which is non-
linear and will produce a wide range of frequencies. In essence, for a modulating
sinusoid of frequency f,,,, s(f) will contain components at f, + f,,, fo + 2f», and so on.
In the most general case, infinite bandwidth is required to transmit an FM or PM
signal. As a practical matter, a very good rule of thumb, known as Carson’s rule
[COUCY5], is

Br=2(B+1)B
where

npAm for PM

B =
AF ntAm
B~ 2B for FM
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4.5

We can rewrite the formula for FM as
By =2AF + 2B

Thus, both FM and PM require greater bandwidth than AM.

SPREAD SPECTRUM

An increasingly popular form of communications is known as spread spectrum. This
technique does not fit neatly into the categories defined in this chapter, as it can be
used to transmit either analog or digital data, using an analog signal.

The spread spectrum technique was developed initially for military and intel-
ligence requirements. The essential idea is to spread the information signal over a
wider bandwidth in order to make jamming and interception more difficult. The
first type of spread spectrum developed became known as frequency-hopping.* A
more recent version is direct-sequence spread spectrum. Both of these techniques
are used in various wireless data-network products. They also find use in other com-
munications applications, such as cordless telephones.

Figure 4.21 highlights the key characteristics of any spread spectrum system.
Input is fed into a channel encoder that produces an analog signal with a relatively
narrow bandwidth around some center frequency. This signal is further modulated
using a sequence of seemingly random digits known as a pseudorandom sequence.
The effect of this modulation is to significantly increase the bandwidth (spread the
spectrum) of the signal to be transmitted. On the receiving end, the same digit
sequence is used to demodulate the spread spectrum signal. Finally, the signal is fed
into a channel decoder to recover the data.

A comment about pseudorandom numbers is in order. These numbers are
generated by an algorithm using some initial value called the seed. The algorithm is
deterministic and therefore produces sequences of numbers that are not statistically
random. However, if the algorithm is good, the resulting sequences will pass many
reasonable tests of randomness. Such numbers are often referred to as pseudo-
random numbers.” The important point is that unless you know the algorithm and

Input dat: Output dat:
P8 | Channel Modulator Channel Demodulator Channel | HIPEICata
encoder decoder

A
Pseudorandom Pseudorandom
pattern pattern
generator generator

FIGURE 4.21 General model of spread spectrum digital communication system.

4 Spread spectrum (using frequency-hopping) was invented, believe it or not, by Hollywood screen siren
Hedy Lamarr in 1940 at the age of 26. She and a partner who later joined her effort were granted a patent
in 1942 (U.S. Patent 2,292,387; 11 August 1942). Lamarr considered this her contribution to the war
effort and never profited from her invention. For an interesting account, see [MEEK90].

3 See [STAL95b] for a more detailed discussion of pseudorandom numbers.



4.5 / SPREAD SPECTRUM 129

the seed, it is impractical to predict the sequence. Hence, only a receiver that shares
this information with a transmitter will be able to successfully decode the signal.

Frequency-Hopping

Under this scheme, the signal is broadcast over a seemingly random series of radio
frequencies, hopping from frequency to frequency at split-second intervals. A
receiver, hopping between frequencies in synchronization with the transmitter,
picks up the message. Would-be eavesdroppers hear only unintelligible blips.
Attempts to jam the signal succeed only at knocking out a few bits of it.

A typical block diagram for a frequency-hopping system is shown in Figure
4.22. For transmission, binary data is fed into a modulator using some digital-to-
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FIGURE 4.22 Frequency-hopping spread spectrum system.
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analog encoding scheme, such as frequency-shift keying (FSK) or binary-phase shift
keying (BPSK). The resulting signal is centered around some base frequency. A
pseudorandom number source serves as an index into a table of frequencies. At
each successive interval, a new frequency is selected from the table. This frequency
is then modulated by the signal produced from the initial modulator to produce a
new signal with the same shape but now centered on the frequency chosen from the
table.

On reception, the spread-spectrum signal is demodulated using the same
sequence of table-derived frequencies and then demodulated to produce the output
data.

For example, if FSK is employed, the modulator selects one of two frequen-
cies, say fy or fi, corresponding to the transmission of binary 0 or 1. The resulting
binary FSK signal is translated in frequency by an amount determined by the out-
put sequence from the pseudorandom number generator. Thus, if the frequency
selected at time i is f;, then the signal at time i is either f; + fy or f; + fi.

Direct Sequence

Under this scheme, each bit in the original signal is represented by multiple bits in
the transmitted signal, known as a chipping code. The chipping code spreads the sig-
nal across a wider frequency band in direct proportion to the number of bits used.
Therefore, a 10-bit chipping code spreads the signal across a frequency band that is
10 times greater than a 1-bit chipping code.

One technique with direct-sequence spread spectrum is to combine the digital
information stream with the pseudorandom bit stream using an exclusive-or. Figure

Data input A | 1 0 1 1 0 1 0 0
T, =
Locally generated 1
pseudorandom bit 1 (9 9|1 |o]1 1&:10 0 1|o|1|0 0 1|0l1|0 11]o 0 1|o 1 1I31 1o
stream B T, —
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<
=
<o

11 1|0|1|000‘1 1 1[0_1 1fof1 1[9_

pseudorandom bit | ]

stream identical to 110 Oj1|o}1 1]0j1{0 OJ1 |01 {0 O]1|0J1]0]1 1]0 041 [0]1 1]041 1[0
B above

Data output

A=C @B 1 0 1 1 0 1 0 0

FIGURE 4.23 Example of direct sequence spread spectrum.
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FIGURE 4.24 Direct sequence spread spectrum system.

4.23 shows an example. Note that an information bit of 1 inverts the pseudorandom
bits in the combination, while an information bit of 0 causes the pseudorandom bits
to be transmitted without inversion. The combination bit stream has the data rate
of the original pseudorandom sequence, so it has a wider bandwidth than the infor-
mation stream. In this example, the pseudorandom bit stream is clocked at four
times the information rate. ,

Figure 4.24 shows a typical direct sequence implementation. In this case, the
information stream and the pseudorandom stream are both converted to analog sig-
nals and then combined, rather than performing the exclusive-or of the two streams
and then modulating.

The spectrum spreading achieved by the direct sequence technique is easily
determined. For example, suppose the information signal has a bit width of 7},
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4.6

4.7

which is equivalent to a data rate of 1/7),. In that case, the bandwidth of the signal,
depending on encoding technique, is roughly 2/7,,. Similarly, the bandwidth of the
pseudorandom signal is 2/7,, where T, is the bit width of the pseudorandom input.
The bandwidth of the combined signal is approximately the sum of the two band-
widths, or 2/(Tp + T.). The amount of spreading that is achieved is a direct result of
the data rate of the pseudorandom stream; the greater the data rate of the pseudo-
random input, the greater the amount of spreading.
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PROBLEMS

41  Which of the signals of Table 4.2 use differential encoding?

42  Develop algorithms for generating each of the codes of Table 4.2 from NRZ-L.

43 A modified NRZ code known as enhanced-NRZ (E-NRZ) is sometimes used for high
density magnetic tape recording. E-NRZ encoding entails separating the NRZ-L data
stream into 7-bit words; inverting bits 2, 3, 6, and 7; and adding one parity bit to each
word. The parity bit is chosen to make the total number of 1s in the 8-bit word an odd
count. What are the advantages of E-NRZ over NRZ-L? Any disadvantages?

44 Develop a state diagram (finite-state machine) representation of pseudoternary cod-
ing.
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Consider the following signal encoding technique. Binary data are presented as input,
a.,, form =1,2,3,... Two levels of processing occur. First, a new set of binary num-
bers are produced:

b,, = (a,, + b,,1) mod 2
These are then encoded as
cm=b,-b,4
On reception, the original data is recovered by
a,, = C,, mod 2

Venfy that the received values of a,, equal the transmitted values of a,,.
b * What sort of encoding is this?

For the bit stream 01001110, sketch the waveforms for each of the codes of Table 4.2.
The waveform of Figure 4.25 belongs to a Manchester encoded binary data stream.
Determine the beginning and end of bit periods (i.e., extract clock information) and
give the data sequence.

0 I 6 D Y B

FIGURE 4.25 A Manchester stream.
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A sine wave is to be used for two different signaling schemes: (a) PSK; (b) QPSK. The
duration of a signal element is 10~ sec. If the received signal is of the following form,

s(£) = 0.005 sin (27 105 + 6) volts

and if the measured noise power at the receiver is 2.5 X 1078 watts, determine the
E,/Ny (in dB) for each case.
Consider Figure 4.9. Eight of the phases use only a single level of amplitude. The sys-
tem shown encodes only 4 bits. How many bits could be encoded if the single ampli-
tude phase were made to be double amplitude?
Derive an expression for baud rate D as a function of bit rate R for QPSK using the
digital encoding techniques of Table 4.2.
What §/N ratio is required to achieve a bandwidth efficiency of 5.0 for ASK, FSK, PSK
and QPSK? Assume that the required bit error rate is 107
An NRZ-L signal is passed through a filter with r = 0.5 and then modulated onto a car-
rier. The data rate is 2400 bps. Evaluate the bandwidth for ASK and FSK. For FSK
assume that the two frequencies used are 50 kHz and 55 kHz.
Assume that a telephone-line channel is equalized to allow bandpass data transmission
over a frequency range of 600 to 3000 Hz. The available bandwidth is 2400 Hz with a
center frequency of 1800 Hz. For r = 1, evaluate the required bandwidth for 2400 bps
QPSK and 4800-bps, eight-level multilevel signaling. Is the bandwidth adequate?
Why should PCM be preferable to DM for encoding analog signals that represent dig-
ital data?
Are the modem and the codec functional inverses (i.e., could an inverted modem func-
tion as a codec, or vice versa)?
The signal of Problem 2.15 is quantized using 10-bit PCM. Find the signal-to-quantiza-
tion noise ratio.
Consider an audio signal with spectral components in the range 300 to 3000 Hz.
Assume that a sampling rate of 7 kHz will be used to generate a PCM signal.

For S/N = 30 dB, what is the number of uniform quantization levels needed?

" Assume a = 0.1
b. What data rate is required?

3
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418
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4.20

Find the step size 8 required to prevent slope-overload noise as a function of the fre-
quency of the highest-frequency component of the signal. Assume that all components
have amplitude A.

A PCM encoder accepts a signal with a full-scale voltage of 10 V and generates 8-bit
codes using uniform quantization. The maximum normalized quantized voltage is |
1 - 2% Determine: (a) normalized step size, (b) actual step size in volts, (c) actual |
maximum quantized level in volts, (d) normalized resolution, (e) actual resolution, and
(f) percentage resolution.

The analog waveform shown in Figure 4.26 is to be delta-modulated. The sampling
period and the step size are indicated by the grid on the figure. The first DM output
and the staircase function for this period are also shown. Show the rest of the staircase
function and give the DM output. Indicate regions where slope-overload distortion
exists.

//‘\/' \

FIGURE 4.26 Delta modulation example.

4.21

By far, the most widely used technique for pseudorandom number generation is the
linear congruential method. The algorithm is parameterized with four numbers, as fol-
lows:

m the modulus m>0
a the multiplier O=a<m
c the increment O=c<m

Xo  the starting value,orseed 0<X,<m

The sequence of pseudorandom numbers {X,)} is obtained via the following iterative
equation:

X,+1 = (aX,, + ¢) mod m

If m, a, ¢, and X, are integers, then this technique will produce a sequence of integers
with each integer in the range 0 < X,, < . An essential characteristic of a pseudo-
random number generator is that the generated sequence should appear random.
Although the sequence is not random, because it is generated deterministically, there
is a variety of statistical tests that can be used to assess the degree to which a sequence
exhibits randomness. Another desirable characteristic is that the function should be a
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full-period generating function. That is, the function should generate all the numbers
between 0 and m before repeating.

With the linear congruential algorithm, a choice of parameters that provides a
full period does not necessarily provide a good randomization. For example, consider
the two generators

X,.+1 = (6X,) mod 13
Xp+1 = (7X,) mod 13

Write out the two sequences to show that both are full-period. Which one appears
more random to you?

We would like m to be very large, so that there is the potential for producing a long
series of distinct random numbers. A common criterion is that m be nearly equal to the
maximum representable nonnegative integer for a given computer. Thus, a value of
m near to or equal to 2°! is typically chosen. Many experts recommend a value of 2°!
—1. You may wonder why one should not simply use 2*!, as this latter number can be
represented with no additional bits, and the mod operation should be easier to per-
form. In general, the modulus 2% — 1 is preferable to 2¥. Why is this so?

In any use of pseudorandom numbers, whether for encryption, simulation, or statisti-
cal design, it is dangerous to blindly trust the random number generator that happens
to be available in your computer’s system library. One recent study found that many
contemporary textbooks and programming packages make use of flawed algorithms
for pseudorandom number generation. This exercise will enable you to test your sys-
tem:

The test is based on a theorem attributed to Ernesto Cesaro, which states that
the probability is equal to 6/7% that the greatest common divisor of two randomly cho-
sen integers is 1. Use this theorem in a program to determine statistically the value of
7. The main program should call three subprograms: the random-number generator
from the system library to generate the random integers; a subprogram to calculate the
greatest common divisor of two integers using Euclid’s Algorithm (found in all books
on number theory), and a subprogram that calculates square roots. If these latter two
programs are not available, you will have to write them as well. The main program
should loop through a large number of random numbers to give an estimate of the
probability referenced above. From this, it is a simple matter to solve for your estimate
of .

If the result is close to 3.14, congratulations! If not, then the result is probably
low, usually a value of around 2.7. Why would such an inferior result be obtained?
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PrOOF OF THE SAMPLING THEOREM

THE SAMPLING THEOREM can be restated as follows. Given that

® x(¢) is a bandlimited signal with bandwidth f,.

® p(t) is a sampling signal consisting of pulses at intervals T, = 1/f,, where f, is the sam-
pling frequency.

* x,(¢) = x(t)p(?) is the sampled signal.

Then, x(¢) can be recovered exactly from x,(¢) if and only if f; = 2f,.

Proof:
Because p(f) consists of a uniform series of pulses, it is a periodic signal and can be rep-
resented by a Fourier series:

o

)= 3, Pl

We have
x(5) = x(t)p(t)

= 2 Px(t)e2mis!

X(f)
1

f
~Ja fn

X(f)

Py
P—l Pl
-2, +, i fa T £ 2,
fs—fu

FIGURE 4.27  Spectrum of a sampled signal.
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Now consider the Fourier transform of x,(¢):

X(f) = Jw x(f)e 2™ gy

— o

Substituting for x(t), we have

X,(f) = f > P x(t)errmisds

Rearranging yields

X, = 2, B, | xtwyerm-rtds

=—x

From the definition of the Fourier transform, we can write

X(f—nfy) = J x(He 2T gy
where X(f) is the Fourier transform of x(¢); substituting this into the preceding equation, we
have

X)) = 2 PX(f-nf)
n

This last equation has an interesting interpretation, which is illustrated in Figure 4.27, where
we assume without loss of generality that the bandwidth of x(¢) is in the range 0 to f;,. The
spectrum of x(¢) is composed of the spectrum of x(f) plus the spectrum of x(¢) translated to
each harmonic of the sampling frequency. Each of the translated spectra is multiplied by the
corresponding coefficient of the Fourier series of p(f). Now, if f; > 2f;, these various transla-
tions do not overlap, and the spectrum of x(¢), multiplied by Po, appears in X,(f). By passing
X,(f) through a bandpass filter with f < f,, the spectrum of x(r) is recovered. In equation
form,

X(f) = PoX(f) —fs<f<fs
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5.1

of data transmission, such as the characteristics of data signals and transmission
media, the encoding of signals, and transmission performance. In this chapter,

we shift our emphasis to the interface between data communicating devices and the -
data transmission system. ‘
For two devices linked by a transmission medium to exchange data, a high
degree of cooperation is required. Typically, data are transmitted one bit at a time
over the medium. The timing (rate, duration, spacing) of these bits must be the
same for transmitter and receiver. Two common techniques for controlling this tim-
ing—asynchronous and synchronous—are explored in Section 5.1. Next, we look at -
the physical interface between data transmitting devices and the transmission line.
Typically, digital data devices do not attach to and signal across the medium
directly. Instead, this process is mediated through a standardized interface that pro-
vides considerable control over the interaction between the transmitting/receiving
devices and the transmission line.

In the preceding chapters, we have been concerned primarily with the attributes

ASYNCHRONOUS AND SYNCHRONOUS TRANSMISSION

In this book, we are concerned with serial transmission of data; that is, data rate
transferred over a single signal path rather than a parallel set of lines, as is common
with I/O devices and internal computer signal paths. With serial transmission,
signaling elements are sent down the line one at a time. Each signaling element
may be

» Less than one bit. This is the case, for example, with Manchester coding.
¢ One bit. NRZ-1. and FSK are digital and analog examples, respectively.
¢« More than one bit. QPSK is an example.

For simplicity in the following discussion, we assume one bit per signaling ele-
ment unless otherwise stated. The discussion is not materially affected by this sim-
plification. '

Recall from Figure 2.15 that the reception of digital data involves sampling the |
incoming signal once per bit time to determine the binary value. One of the diffi-
culties encountered in such a process is that various transmission impairments will
corrupt the signal so that occasional errors will occur. This problem is compounded |
by a timing difficulty: In order for the receiver to sample the incoming bits properly,
it must know the arrival time and duration of each bit that it receives. .

Suppose that the sender simply transmits a stream of data bits. The sender has
a clock that governs the timing of the transmitted bits. For example, if data are to
be transmitted at one million bits per second (1 Mbps), then one bit will be trans-
mitted every 1/10° = 1 microsecond (us), as measured by the sender’s clock. Typi-
cally, the receiver will attempt to sample the medium at the center of each bit-time.
The receiver will time its samples at intervals of one bit-time. In our example, the
sampling would occur once every 1 us. If the receiver times its samples based on its
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own clock, then there will be a problem if the transmitter’s and receiver’s clocks are
not precisely aligned. If there is a drift of 1 percent (the receiver’s clock is 1 percent
faster or slower than the transmitter’s clock), then the first sampling will be 0.01 of
a bit-time (0.01 ps) away from the center of the bit (center of bit is .5 ps from begin-
ning and end of bit). After 50 or more samples, the receiver may be in error because
it is sampling in the wrong bit-time (50 X .01 = .5 ps). For smaller timing differ-
ences, the error would occur later, but, eventually, the receiver will be out of step
with the transmitter if the transmitter sends a sufficiently long stream of bits and if
no steps are taken to synchronize the transmitter and receiver.

Asynchronous Transmission

Two approaches are common for achieving the desired synchronization. The first is
called, oddly enough, asynchronous transmission. The strategy with this scheme is
to avoid the timing problem by not sending long, uninterrupted streams of bits.
Instead, data are transmitted one character at a time, where each character is five
to eight bits in length.! Timing or synchronization must only be maintained within
each character; the receiver has the opportunity to resynchronlze at the beginning
of each new character.

The technique is easily explained with reference to Figure 5.1. When no char-
acter is being transmitted, the line between transmitter and receiver is in an idle
state. The definition of idle is equivalent to the signaling element for binary 1. Thus,
for NRZ-L signaling (see Figure 4.2), which is common for asynchronous transmis-
sion, idle would be the presence of a negative voltage on the line. The beginning of
a character is signaled by a start-bit with a value of binary 0. This is followed by the
five to eight bits that actually make up the character. The bits of the character are
transmitted beginning with the least significant bit. For example, for ASCII charac-
ters, the first bit transmitted is the bit labeled b, in Table 2.1. Usually, this is fol-
lowed by a parity bit, which therefore is in the most significant bit position. The par-
ity bit is set by the transmitter such that the total number of ones in the character,
including the parity bit, is even (even parity) or odd (odd parity), depending on the
convention being used. This bit is used by the receiver for error detection, as dis-
cussed in Chapter 6. The final element is a stop, which is a binary 1. A minimum
length for the stop is specified, and this is usually 1, 1.5, or 2 times the duration of
an ordinary bit. No maximum value is specified. Because the stop is the same as the
idle state, the transmitter will continue to transmit the stop signal until it is ready to
send the next character.

If a steady stream of characters is sent, the interval between two characters is
uniform and equal to the stop element. For example, if the stop is one bit-time and
the ASCII characters ABC are sent (with even parity bit), the pattern is
01000001010010000101011000011111 . . . 111.> The start bit (0) starts the timing
sequence for the next nine elements, which are the 8-bit ASCII code and the stop

! The number of bits that comprise a character depends on the code used. We have already seen one
common example, the ASCII code, which uses seven bits per character (Table 4-1). Another common
code is the Extended Binary Coded Decimal Interchange Code (EBCDIC), which is an 8-bit character
code used on all IBM machines except for their personal computers.

%1In the text, the transmission is shown from left (first bit transmitted) to right (last bit transmitted).
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(b) 8-bit asynchronous character stream
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(c) Effect of timing error

FIGURE 5.1 Asynchronous transmission.

bit. In the idle state, the receiver looks for a transition from 1 to 0 to signal the
beginning of the next character and then samples the input signal at one-bit inter-
vals for seven intervals. It then looks for the next 1-to-0 transition, which will occur
no sooner than one more bit-time.

The timing requirements for this scheme are modest. For example, ASCII
characters are typically sent as 8-bit units, including the parity bit. If the receiver is
5 percent slower or faster than the transmitter, the sampling of the eighth informa-
tion bit will be displaced by 45 percent and still be correctly sampled. Figure 5.1c
shows the effects of a timing error of sufficient magnitude to cause an error in
reception. In this example we assume a data rate of 10,000 bits per second (10 kbps);
therefore, each bit is of 0.1 millisecond (ms), or 100 ps, duration. Assume that the
receiver is off by 7 percent, or 7 ps per bit-time. Thus, the receiver samples the
incoming character every 93 ps (based on the transmitter’s clock). As can be seen,
the last sample is erroneous.

An error such as this actually results in two errors. First, the last sampled bit
is incorrectly received. Second, the bit count may now be out of alignment. If bit 7
is a 1 and bit 8 is a 0, bit 8 could be mistaken for a start bit. This condition is termed
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a framing error, as the character plus start and stop bits are sometimes referred to
as a frame. A framing error can also occur if some noise condition causes the false
appearance of a start bit during the idle state.

Asynchronous transmission is simple and cheap but requires an overhead of
two to three bits per character. For example, for an 8-bit code, using a 1-bit-long
stop bit, two out of every ten bits convey no information but are there merely for
synchronization; thus the overhead is 20%. Of course, the percentage overhead
could be reduced by sending larger blocks of bits between the start and stop bits.
However, as Figure 5.1c indicates, the larger the block of bits, the greater the cumu-
lative timing error. To achieve greater efficiency, a different form of synchroniza-
tion, known as synchronous transmission, is used.

Synchronous Transmission

With synchronous transmission, a block of bits is transmitted in a steady stream
without start and stop codes. The block may be many bits in length. To prevent tim-
ing drift between transmitter and receiver, their clocks must somehow be synchro-
nized. One possibility is to provide a separate clock line between transmitter and
receiver. One side (transmitter or receiver) pulses the line regularly with one short
pulse per bit-time. The other side uses these regular pulses as a clock. This tech-
nique works well over short distances, but over longer distances the clock pulses are
subject to the same impairments as the data signal, and timing errors can occur. The
other alternative is to embed the clocking information in the data signal; for digital
signals, this can be accomplished with Manchester or Differential Manchester
encoding. For analog signals, a number of techniques can be used; for example, the
carrier frequency itself can be used to synchronize the receiver based on the phase
of the carrier.

With synchronous transmission, there is another level of synchronization
required, so as to allow the receiver to determine the beginning and end of a block
of data; to achieve this, each block begins with a preamble bit pattern and generally
ends with a postamble bit pattern. In addition, other bits are added to the block that
convey control information used in the data link control procedures discussed in
Chapter 6. The data plus preamble, postamble, and control information are called
a frame. The exact format of the frame depends on which data link control proce-
dure is being used.

Figure 5.2 shows, in general terms, a typical frame format for synchronous
transmission. Typically, the frame starts with a preamble called a flag, which is eight
bit-long. The same flag is used as a postamble. The receiver looks for the occurrence
of the flag pattern to signal the start of a frame. This is followed by some number of
control fields, then a data field (variable length for most protocols), more control
fields, and finally the flag is repeated.

4()(;
8-bit'{  Control Data field Control. | 8bit
flag | fields atanie fields - | flag

bip)
- (¢

FIGURE 5.2 Synchronous frame format.
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For sizable blocks of data, synchronous transmission is far more efficient than
asynchronous. Asynchronous transmission requires 20 percent or more overhead.
The control information, preamble, and postamble in synchronous transmission are
typically less than 100 bits. For example, one of the more common schemes, HDLC,
contains 48 bits of control, preamble, and postamble. Thus, for a 1000-character
block of data, each frame consists of 48 bits of overhead and 1000 X 8 = 8,000 bits
of data, for a percentage overhead of only 48/8048 X 100% = 0.6%.

LINE CONFIGURATIONS

Two characteristics that distinguish various data link configurations are topology
and whether the link is half duplex or full duplex.

Topology
The topology of a data link refers to the physical arrangement of stations on a trans-
mission medium. If there are only two stations, (e.g., a terminal and a computer or
two computers), the link is point-to-point. If there are more than two stations, then
it is a multipoint topology. Traditionally, a multipoint link has been used in the case
of a computer (primary station) and a set of terminals (secondary stations). In
today’s environments, the multipoint topology is found in local area networks.
Traditional multipoint topologies are made possible when the terminals are
only transmitting a fraction of the time. Figure 5.3 illustrates the advantages of the
multipoint configuration. If each terminal has a point-to-point link to its computer,
then the computer must have one I/O port for each terminal. Also, there is a sepa-

/ T
—
Computér T| Terminals
(primary) T| (secondaries)
T
\ T
(a) Point-to-point
Computer

(b) Multipoint

FIGURE 5.3 Traditional computer/terminal config-
urations.
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rate transmission line from the computer to each terminal. In a multipoint configu-
ration, the computer needs only a single I/O port, thereby saving hardware costs.
Only a single transmission line is needed, which also saves costs.

Full Duplex and Half Duplex

Data exchanges over a transmission line can be classified as full duplex or half
duplex. With half-duplex transmission, only one of two stations on a point-to-point
link may transmit at a time. This mode is also referred to as two-way alternate,
suggestive of the fact that two stations must alternate in transmitting; this can be
compared to a one-lane, two-way bridge. This form of transmission is often used for
terminal-to-computer interaction. While a user is entering and transmitting data,
the computer is prevented from sending data, which would appear on the terminal
screen and cause confusion.

For full-duplex transmission, two stations can simultaneously send and receive
data from each other. Thus, this mode is known as two-way simultaneous and may
be compared to a two-lane, two-way bridge. For computer-to-computer data
exchange, this form of transmission is more efficient than half-duplex transmission.

With digital signaling, which requires guided transmission, full-duplex opera-
tion usually requires two separate transmission paths (e.g., two twisted pairs), while
half duplex requires only one. For analog signaling, it depends on frequency; if a
station transmits and receives on the same frequency, it must operate in half-duplex
mode for wireless transmission, although it may operate in full-duplex mode for
guided transmission using two separate transmission lines. If a station transmits on
one frequency and receives on another, it may operate in full-duplex mode for wire-
less transmission and in full-duplex mode with a single line for guided transmission.

INTERFACING

Most digital data-processing devices have limited data-transmission capability. Typ-
ically, they generate a simple digital signal, such as NRZ-L, and the distance across
which they can transmit data is limited. Consequently, it is rare for such a device
(terminal, computer) to attach directly to a transmission or networking facility. The
more common situation is depicted in Figure 5.4. The devices we are discussing,
which include terminals and computers, are generically referred to as data terminal
equipment (DTE). A DTE makes use of the transmission system through the medi-
ation of data circuit-terminating equipment (DCE). An example of the latter is a
modem.

On one side, the DCE is responsible for transmitting and receiving bits, one
at a time, over a transmission medium or network. On the other side, the DCE must
interact with the DTE. In general, this requires both data and control information
to be exchanged. This is done over a set of wires referred to as interchange circuits.
For this scheme to work, a high degree of cooperation is required. The two DCEs
that exchange signals over the transmission line or network must understand each
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FIGURE 5.4 Data communications interfacing.

other. That is, the receiver of each must use the same encoding scheme (e.g., Man-
chester, PSK) and data rate as the transmitter of the other. In addition, each DTE-
DCE pair must be designed to interact cooperatively. To ease the burden on data-
processing equipment manufacturers and users, standards have been developed
that specify the exact nature of the interface between the DTE and the DCE. Such
an interface has four important characteristics:

* Mechanical
¢ Electrical

¢ Functional
e Procedural

The mechanical characteristics pertain to the actual physical connection of the
DTE to the DCE. Typically, the signal and control interchange circuits are bundled
into a cable with a terminator plug, male or female, at each end. The DTE and DCE
must present plugs of opposite genders at one end of the cable, effecting the physi-
cal connection; this is analogous to the way residential electrical power is produced.
Power is provided via a socket or wall outlet, and the device to be attached must
have the appropriate male plug (two-pronged, two-pronged polarized, or three-
pronged) to match the socket.

The electrical characteristics have to do with the voltage levels and timing of
voltage changes. Both DTE and DCE must use the same code (e.g., NRZ-L), must
use the same voltage levels to mean the same things, and must use the same dura-
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tion of signal elements. These characteristics determine the data rates and distances
that can be achieved.

Functional characteristics specify the functions that are performed by assign-
ing meanings to each of the interchange circuits. Functions can be classified into the
broad categories of data, control, timing, and electrical ground.

Procedural characteristics specify the sequence of events for transmitting data,
based on the functional characteristics of the interface. The examples that follow
should clarify this point.

A variety of standards for interfacing exists; this section presents two of the
most important: V.24/E1A-232-E, and the ISDN Physical Interface.

V.24/EIA-232-E

The most widely used interface is one that is specified in the ITU-T standard, V.24.
In fact, this standard specifies only the functional and procedural aspects of the
interface; V.24 references other standards for the electrical and mechanical aspects.
In the United States, there is a corresponding specification, virtually identical, that
covers all four aspects: E1IA-232. The correspondence is as follows:

e Mechanical: ISO 2110
Electrical: V.28
Functional: V.24
Procedural: V.24

EIA-232 was first issued by the Electronic Industries Association in 1962, as
RS-232. It is currently in its fifth revision EIA-232-E, issued in 1991. The current
V.24 and V.28 specifications were issued in 1993. This interface is used to connect
DTE devices to voice-grade modems for use on public analog telecommunications
systems. It is also widely used for many other interconnection applications.

Mechanical Specification

The mechanical specification for EIA-232-E is illustrated in Figure 5.5. It calls for a
25-pin connector, defined in I1SO 2110, with a specific arrangement of leads. This
connector is the terminating plug or socket on a cable running from a DTE (e.g.,
terminal) or DCE (e.g., modem). Thus, in theory, a 25-wire cable could be used to
connect the DTE to the DCE. In practice, far fewer interchange circuits are used in
most applications.

Electrical Specification

The electrical specification defines the signaling between DTE and DCE. Digital
signaling is used on all interchange circuits. Depending on the function of the inter-
change circuit, the electrical values are interpreted either as binary or as control sig-
nals. The convention specifies that, with respect to a common ground, a voltage
more negative than -3 volts is interpreted as binary 1 and a voltage more positive
than +3 volts is interpreted as binary 0; this is the NRZ-L code illustrated in Figure
4.2. The interface is rated at a signal rate of <20 kbps and a distance of <15 meters.
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FIGURE 5.5 Pin assignments for V.24/ETA-232.

Greater distances and data rates are possible with good design, but it is prudent to
assume that these limits apply in practice as well as in theory.

The same voltage levels apply to control signals; a voltage more negative than
-3 volts is interpreted as an OFF condition and a voltage more positive than +3
volts is interpreted as an ON condition.

Functional Specification

Table 5.1 summarizes the functional specification of the interchange circuits, and
Figure 5.5 illustrates the placement of these circuits on the plug. The circuits can be
grouped into the categories of data, control, timing, and ground. There is one data
circuit in each direction, so full-duplex operation is possible. In addition, there are
two secondary data circuits that are useful when the device operates in a half-duplex
fashion. In the case of half-duplex operation, data exchange between two DTEs (via
their DCEs and the intervening communications link) is only conducted in one
direction at a time. However, there may be a need to send a halt or flow-control
message to a transmitting device; to accommodate this, the communication link is
equipped with a reverse channel, usually at a much lower data rate than the primary
channel. At the DTE-DCE interface, the reverse channel is carried on a separate
pair of data circuits.

There are fifteen control circuits. The first ten of these listed in Table 5.1
relate to the transmission of data over the primary channel. For asynchronous trans-
mission, six of these circuits are used (105, 106, 107, 108.2, 125, 109). The use of
these circuits is explained in the subsection on procedural specifications. In addition
to these six circuits, three other control circuits are used in synchronous transmis-
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TABLE 5.1 V.24/EIA-232-E interchange circuits.

EIA- Direction
V.24 232 Name to: Function
DATA SIGNALS
103 BA Transmitted data DCE Transmitted by DTE
104 BB Received data DTE Received by DTE
118 SBA Secondary transmitted data DCE Transmitted by DTE
104 SBB Secondary received data DTE Received by DTE
CONTROL SIGNALS
105 CA Request to send DCE DTE wishes to transmit
106 CB Clear to send DTE DCE is ready to receive; response
to Request to send
107 CC DCE ready DTE DCE is ready to operate
108.2 CD DTE ready DCE DTE is ready to operate
125 CE Ring indicator DTE DCE is receiving a ringing signal
on the channel line
109 CF Received line signal detector DTE DCE is receiving a signal within
appropriate limits on the channel
line
110 CG Signal quality detector DTE Indicates whether there is a high
probability of error in the data
received
111 CH Data signal rate selector DCE Selects one of two data rates
112 CI Data signal rate selector DTE Selects one of two data rates
133 CJ Ready for receiving DCE On/off flow control
120 SCA Secondary request to send DCE DTE wishes to transmit on reverse
channel
121 SCB Secondary clear to send DTE DCE is ready to receive on reverse
channel
122 SCF Secondary received line signal DTE Same as 109, for reverse channel
detector
140 RL Remote loopback DCE Instructs remote DCE to loop back
signals
141 LL Local loopback DCE Instructs DCE to loop back signals
142 ™ Test mode DTE Local DCE is in a test condition
TIMING SIGNALS
113 DA Transmitter signal element DCE Clocking signal; transitions to ON
timing and OFF occur at center of each
signal element
114 DB Transmitter signal element DTE Clocking signal; both 113 and 114
timing relate to signals on circuit 103
115 DD Receiver signal element timing DTE Clocking signal for circuit 104
GROUND
102 AB Signal ground/common return Common ground reference for all

circuits
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sion. The Signal Quality Detector circuit is turned ON by the DCE to indicate that
the quality of the incoming signal over the telephone line has deteriorated beyond
some defined threshold. Most high-speed modems support more than one trans-
mission rate so that they can fall back to a lower speed if the telephone line becomes
noisy. The Data Signal Rate Selector circuits are used to change speeds; either the
DTE or DCE may initiate the change. The next three control circuits (120, 121, 122)
are used to control the use of the secondary channel, which may be used as a reverse
channel or for some other auxiliary purpose.

The last group of control signals relate to loopback testing. These circuits
allow the DTE to cause the DCE to perform a loopback test. These circuits are only
valid if the modem or other DCE supports loopback control; this is now a common
modem feature. In the local loopback function, the transmitter output of the
modem is connected to the receiver input, disconnecting the modem from the trans-
mission line. A stream of data generated by the user device is sent to the modem
and looped back to the user device. For remote loopback, the local modem is con-
nected to the transmission facility in the usual fashion, and the receiver output of
the remote modem is connected to the modem’s transmitter input. During either
form of test, the DCE turns ON the Test Mode circuit. Table 5.2 shows the settings
for all of the circuits related to loopback testing, and Figure 5.6 illustrates the use.

Loopback control is a useful fault-isolation tool. For example, suppose that a
user at a personal computer is communicating with a server by means of a modem
connection and communication suddenly ceases. The problem could be with the
local modem, the communications facility, the remote modem, or the remote server.
A network manager can use loopback tests to isolate the fault. Local loopback
checks the functioning of the local interface and the local DCE. Remote loopback
tests the operation of the transmission channel and the remote DCE.

The timing signals provide clock pulses for synchronous transmission. When
the DCE is sending synchronous data over the Received Data circuit (104), it also
sends 1-0 and 0-1 transitions on Receiver Element Signal Timing (115), with transi-
tions timed to the middle of each BB signal element. When the DTE is sending syn-
chronous data, either the DTE or DCE can provide timing pulses, depending on the
circumstances.

Finally, the signal ground/common return (102) serves as the return circuit
for all data leads. Hence, transmission is unbalanced, with only one active wire.
Balanced and unbalanced transmission are discussed in the section on the ISDN
interface.

TABLE 5.2 Loopback circuit settings for V.24/ETA-232.

Local loopback Remote loopback
Local Remote
Circuit Condition Circuit interface interface
DCE ready ON DCE ready ON OFF
Local loopback ON Local loopback OFF OFF
Remote loopback OFF Remote loopback ON OFF
Test mode ON Test mode ON ON
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(b) Remote loopback testing
FIGURE 5.6 Local and remote loopback.

Procedural Specification

Remote DCE

The procedural specification defines the sequence in which the various circuits are
used for a particular application. We give a few examples.

The first example is a very common one for connecting two devices over a
short distance within a building. It is known as an asynchronous private line modem,
or a limited-distance modem. As the name suggests, the limited-distance modem
accepts digital signals from a DTE, such as a terminal or computer, converts these
to analog signals, and then transmits these over a short length of medium, such as
twisted pair. On the other end of the line is another limited-distance modem, which
accepts the incoming analog signals, converts them to digital, and passes them on to
another terminal or computer. Of course, the exchange of data is two-way. For this
simple application, only the following interchange circuits are actually required:

e Signal ground (102)

e Transmitted data (103)

¢ Received data (104)

e Request to send (105)

e Clear to send (106)

DCE ready (107)

¢ Received-Line Signal Detector (109)

When the modem (DCE) is turned on and is ready to operate, it asserts
(applies a constant negative voltage to) the DCE Ready line. When the DTE is
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ready to send data (e.g., the terminal user has entered a character), it asserts
Request to Send. The modem responds, when ready, by asserting Clear to Send,
indicating that data may be transmitted over the Transmitted Data line. If the
arrangement is half-duplex, then Request to Send also inhibits the receive mode.
The DTE may now transmit data over the Transmitted Data line. When data arrive
from the remote modem, the local modem asserts Received-Line Signal Detector to
indicate that the remote modem is transmitting and delivers the data on the
Received Data line. Note that it is not necessary to use timing circuits, as this is
asynchronous transmission.

The circuits just listed are sufficient for private line point-to-point modems,
but additional circuits are required to use a modem to transmit data over the tele-
phone network. In this case, the initiator of a connection must call the destination
device over the network. Two additional leads are required:

e DTE ready (108.2)
e Ring indicator (125)

With the addition of these two lines, the DTE-modem system can effectively
use the telephone network in a way analogous to voice telephone usage. Figure 5.7
depicts the steps involved in dial-up half-duplex operation. When a call is made,
either manually or automatically, the telephone system sends a ringing signal. A
telephone set would respond by ringing its bell; a modem responds by asserting
Ring Indicator. A person answers a call by lifting the handset; a DTE answers by
asserting Data Terminal Ready. A person who answers a call will listen for
another’s voice, and, if nothing is heard, hang up. A DTE will listen for Carrier
Detect, which will be asserted by the modem when a signal is present; if this circuit
is not asserted, the DTE will drop Data Terminal Ready. You might wonder how
this last contingency might arise; one common way is if a person accidentally dials
the number of a modem. This activates the modem’s DTE, but when no carrier tone
comes through, the problem is resolved.

It is instructive to consider situations in which the distances between devices
are so close as to allow two DTEs to directly signal each other. In this case, the
V.24/EIA-232 interchange circuits can still be used, but no DCE equipment is pro-
vided. For this scheme to work, a null modem is needed, which interconnects leads
in such a way as to fool both DTEs into thinking that they are connected to
modems. Figure 5.8 is an example of a null modem configuration; the reasons for
the particular connections should be apparent to the reader who has grasped the
preceding discussion.

ISDN Physical Interface

The wide variety of functions available with V.24/ETA-232 is provided by the use of
a large number of interchange circuits. This is a rather expensive way to achieve
results. An alternative would be to provide fewer circuits but to add more logic at
the DTE and DCE interfaces. With the dropping costs of logic circuitry, this is an
attractive approach. This approach was taken in the X.21 standard for interfacing to
public circuit-switched networks, specifying a 15-pin connector. More recently, the
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1. DTE A turns on the DTE ready pin (20)
to tell its modem it wants to begin a data
exchange. While this signal remains
asserted, DTE A transmits a phone number
via Transmitted Data (pin 2) for modem A
to dial.

Modem A

20 22

2. When modem B alerts its DTE to the
incoming call via the Ring Indicator pin
(22), DTE B turns on its DTE Ready pin
(2). Modem B then generates a carrier
signal, to be used in the exchange,
and turns on pin 6, to show its
readiness to receive data.

Modem B DTEB

3. When modem A detects a carrier signal,
it alerts DTE A via pin 8. The modem
also tells the DTE that a circuit has been
established (pin 6). If the modem has been
so programmed, it will also send an “on line”
message to the DTE’s screen via the
Received Data pin (3).

4. Modem A then generates its own carrier
signal to modem B, which reports it via
pin 8.

Modem A

5. When it wishes to send data, DTE A
activates Request to Send (pin 4). Modem A
responds with Clear to Send (pin 5). DTE A
sends data (pulses representing 1s and 0s) to
modem A via the Transmitted Data pin (2).
Modem A modulates the pulses to send the
data over its analog carrier signal.

DTE A

Modem A

6. Modem B reconverts the signal to digital
form and sends it to DTE B via the
Received Data pin (3).

Modem B

DTE B

FIGURE 5.7 V.24/EIA-232 dial-up operation.

trend has been carried further with the specification of an 8-pin physical connector
to an Integrated Services Digital Network (ISDN). ISDN, which is an all-digital
replacement for existing public telephone and analog telecommunications net-
works, is discussed further in Appendix A. In this section, we look at the physical

interface defined for ISDN.,



154 CHAPTER 5 / THE DATA COMMUNICATIONS INTERFACE

Signal ground 102 |.O~—5————"-0 102

Transmitted data 103 z><z 103
Received data 104 104

Request to send 105 105
Clear to send 106 _ 106
Received line signal detector 109 109
DCE ready 107 | O~ 107
DTE ready 108.2 -0 | 1082
Ring indicator 125 - 125

Transmitter timing 113 ol 113
Receiver timing 115 115

FIGURE 5.8 Example of a null modem.

Physical Connection

In ISDN terminology, a physical connection is made between terminal equipment
(TE) and network-terminating equipment (NT). For purposes of our discussion,
these terms correspond, rather closely, to DTE and DCE, respectively. The physi-
cal connection, defined in ISO 8877, specifies that the NT and TE cables shall ter-
minate in matching plugs that provide for 8 contacts.

Figure 5.9 illustrates the contact assignments for each of the 8 lines on both
the NT and TE sides. Two pins are used to provide data transmission in each direc-
tion. These contact points are used to connect twisted-pair leads coming from the
NT and TE devices. Because there are no specific functional circuits, the transmit/
receive circuits are used to carry both data and control signals. The control infor-
mation is transmitted in the form of messages.

The specification provides for the capability to transfer power across the inter-
face. The direction of power transfer depends on the application. In a typical appli-
cation, it may be desirable to provide for power transfer from the network side
toward the terminal in order, for example, to maintain a basic telephony service in
the event of failure of the locally provided power. This power transfer can be
accomplished using the same leads used for digital signal transmission (c, d, e, f), or
on additional wires, using access leads g-h. The remaining two leads are not used in
the ISDN configuration but may be useful in other configurations.

Electrical Specification

The ISDN electrical specification dictates the use of balanced transmission. With
balanced transmission, signals are carried on a line, such as twisted pair, consisting
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FIGURE 5.9 ISDN interface.

of two conductors. Signals are transmitted as a current that travels down one con-
ductor and returns on the other, the two conductors forming a complete circuit. For
digital signals, this technique is known as differential signaling,® as the binary value
depends on the direction of the voltage difference between the two conductors.
Unbalanced transmission, which is used on older interfaces such as EIA-232, uses a
single conductor to carry the signal, with ground providing the return path.

The balance mode tolerates more, and produces less, noise than unbalanced
mode. Ideally, interference on a balanced line will act equally on both conductors
and not affect the voltage difference. Because unbalanced transmission does not
possess these advantages, it is generally limited to use on coaxial cable; when it is
used on interchange circuits, such as ETA-232, it is limited to very short distances.

The data encoding format used on the ISDN interface depends on the data
rate. For the basic rate of 192 kbps, the standard specifies the use of pseudoternary
coding (Figure 4.2). Binary one is represented by the absence of voltage, and binary
zero is represented by a positive or negative pulse of 750 mV *=10%. For the pri-
mary rate, there are two options: 1.544 Mbps using alternate mark inversion (AMI)
with B8ZS (Figure 4.6) and 2.049 Mbps using AMI with HDB3. The reason for the
different schemes for the two different primary rates is simply historical; neither has
a particular advantage.

3 Not to be confused with differential encoding; see Section 4.1.
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5.4

RECOMMENDED READING

[BLAC95a] provides detailed, broad coverage of many physical-layer interface standards.
[BLAC95b] focuses on the ITU-T V series recommendations. [SEYE91] is an easy-to-read

and thorough introduction to EIA-232.

BLAC95a Black, U. Physical Level Interfaces and Protocols. Los Alamitos, CA: IEEE

Computer Society Press, 1995.

BLAC95b Black, U. The V Series Recommendations: Standards for Data Communications

Over the Telephone Network. New York: McGraw-Hill, 1995.

SEYE91 Seyer, M. RS-232 Made Easy: Connecting Computers, Printers, Terminals, and

Modems. Englewood Cliffs, NJ: Prentice Hall, 1991.

PROBLEMS

5.6

A data source produces 8-bit ASCII characters. Derive an expression for the maximum

data rate (rate of ASCII data bits) over a B-bps line for the following:

2. Asynchronous transmission with a 1.5-unit stop bit.

b. Synchronous transmission, with a frame consisting of 48 control bits and 128 infor-
mation bits. The information field contains 8-bit ASCII characters.

¢, Same as (b), but with an information field of 1024 bits.

Demonstrate by example (write down a few dozen arbitrary bit patterns with start and
stop bits) that a receiver that suffers a framing error on asynchronous transmission will
eventually become realigned.

Suppose that the sender and receiver agree not to use any stop bits. Could this work? If
s0, explain any necessary conditions.

Consider a transmission system that is clocked by a master clock running at 8 MHz. This
clock has a maximum error of 30 seconds per month. Transmission is asynchronous ser-
ial consisting of characters containing one start bit, seven data bits, one parity bit, and
one stop bit. If characters are transmitted in a continuous stream as rapidly as possible
(a burst mode), how many characters could be sent before a transmission error caused
by the master clock error occurs? Assume that each bit must be sampled within 40% of
its center position. Note that the transmission rate is not a factor, as both the bit period
and the absolute timing error decrease proportionately at higher transmission rates.

An asynchronous transmission uses 8 data bits, an even parity bit, and 2 stop bits. What
percentage of clock inaccuracy can be tolerated at the receiver with respect to the fram-
ing error? Assume that the bit samples are taken at the middle of the clock period. Also
assume that, at the beginning of the start bit, the clock and incoming bits are in phase.
Suppose that a synchronous serial data transmission is clocked by two 8-MHz clocks
(one at the sender and one at the receiver) that each have a drift of 1 minute in one year.
How long a sequence of bits can be sent before possible clock drift could cause a prob-
lem? Assume that a bit waveform will be good if it is sampled within 40% of its center
and that the sender and receiver are resynchronized at the beginning of each frame.

Draw a timing diagram showing the state of all EIA-232 leads between two DTE-DCE
pairs during the course of a data call on the switched telephone network.

Explain the operation of each null modem connection in Figure 5.8.

For the V.24/EIA-232 Remote Loopback circuit to function properly, what circuits
must be logically connected?
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For effective digital data communications, much more is needed to control
and manage the exchange. In this chapter, we shift our emphasis to that of
sending data over a data communications link. To achieve the necessary control, a
layer of logic is added above the physical interfacing discussed in Chapter 5; this
logic is referred to as data link control or a data link control protocol. When a data
link control protocol is used, the transmission medium between systems is referred
to as a data link. '
To see the need for data link control, we list some of the requirements and
objectives for effective data communication between two directly connected trans-
mitting-receiving stations:

O ur.discussion so far has concerned sending signals over a transmission link.

* Frame synchronization. Data are sent in blocks called frames. The beginning
and end of each frame must be recognizable. We briefly introduced this topic
with the discussion of synchronous frames (Figure 5.2).

¢ Flow control. The sending station must not send frames at a rate faster then
the receiving station can absorb them.

¢ Error control. Any bit errors introduced by the transmission system must be
corrected.

* Addressing. On a multipoint line, such as a local area network (LAN), the
identity of the two stations involved in a transmission must be specified.

¢ Control and data on same link. It is usually not desirable to have a physically
separate communications path for control information. Accordingly, the
receiver must be able to distinguish control information from the data being
transmitted.

¢ Link management. The initiation, maintenance, and termination of a sus-
tained data exchange requires a fair amount of coordination and cooperation
among stations. Procedures for the management of this exchange are
required.

None of these requirements is satisfied by the physical interfacing techniques
described in Chapter 6. We shall see in this chapter that a data link protocol that
satisfies these requirements is a rather complex affair. We begin by looking at three
key mechanisms that are part of data link control: flow control, error detection, and
error control. Following this background information, we look at the most impor-
tant example of a data link control protocol: HDLC (high-level data link control).
This protocol is important for two reasons: First, it is a widely used standardized
data link control protocol. And secondly, HDLC serves as a baseline from which
virtually all other important data link control protocols are derived. Following a
detailed examination of HDLC, these other protocols are briefly surveyed. Finally,
an appendix to this chapter addresses some performance issues relating to data link
control.
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6.1 FLOW CONTROL

Flow control is a technique for assuring that a transmitting entity does not over-
whelm a receiving entity with data. The receiving entity typically allocates a data
buffer of some maximum length for a transfer. When data are received, the receiver
must do a certain amount of processing before passing the data to the higher-level
software. In the absence of flow control, the receiver’s buffer may fill up and over-
flow while it is processing old data.

To begin, we examine mechanisms for flow control in the absence of errors.
The model we will use is depicted in Figure 6.1a, which is a vertical-time sequence
diagram. It has the advantages of showing time dependencies and illustrating the
correct send-receive relationship. Each arrow represents a single frame transiting a
data link between two stations. The data are sent in a sequence of frames with each
frame containing a portion of the data and some control information. For now, we

Source Destination Source Destination
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1

Time
e ——_

=T

T
T

X
\

Transmission departure time

Receiver arrival time
[
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(a) Error-free transmission (b) Transmission with errors and losses

FIGURE 6.1 Model of frame transmission.
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assume that all frames that are transmitted are successfully received; no frames are
lost and none arrive with errors. Furthermore, frames arrive in the same order in
which they are sent. However, each transmitted frame suffers an arbitrary and vari-
able amount of delay before reception.

Stop-and-Wait Flow Control

The simplest form of flow control, known as stop-and-wait flow control, works as
follows. A source entity transmits a frame. After reception, the destination entity
indicates its willingness to accept another frame by sending back an acknowledg-
ment to the frame just received. The source must wait until it receives the acknowl-
edgment before sending the next frame. The destination can thus stop the flow of
data by simply withholding acknowledgment. This procedure works fine and,
indeed, can hardly be improved upon when a message is sent in a few large frames.
However, it is often the case that a source will break up a large block of data into
smaller blocks and transmit the data in many frames. This is done for the following
reasons:

e The buffer size of the receiver may be limited.

e The longer the transmission, the more likely that there will be an error, neces-
sitating retransmission of the entire frame. With smaller frames, errors are
detected sooner, and a smaller amount of data needs to be retransmitted.

e On a shared medium, such as a LAN, it is usually desirable not to permit one
station to occupy the medium for an extended period, as this causes long
delays at the other sending stations.

With the use of multiple frames for a single message, the stop-and-wait pro-
cedure may be inadequate. The essence of the problem is that only one frame at a
time can be in transit. In situations where the bit length of the link is greater than
the frame length, serious inefficiencies result; this is illustrated in Figure 6.2. In the
figure, the transmission time (the time it takes for a station to transmit a frame) is
normalized to one, and the propagation delay (the time it takes for a bit to travel
from sender to receiver) is expressed as the variable a. In other words, when a is less
than 1, the propagation time is less than the transmission time. In this case, the
frame is sufficiently long that the first bits of the frame have arrived at the destina-
tion before the source has completed the transmission of the frame. When a is
greater than 1, the propagation time is greater than the transmission time. In this
case, the sender completes transmission of the entire frame before the leading bits
of that frame arrive at the receiver. Put another way, larger values of a are consis-
tent with higher data rates and/or longer distances between stations. Appendix 6A
discusses @ and data link performance.

Both parts of the figure (a and b) consist of a sequence of snapshots of the
transmission process over time. In both cases, the first four snapshots show the
process of transmitting a frame containing data, and the last snapshot shows
the return of a small acknowledgment frame. Note that for 4 > 1, the line is always
underutilized, and, even for a < 1, the line is inefficiently utilized. In essence, for
very high data rates, or for very long distances between sender and receiver, stop-
and-wait flow control provides inefficient line utilization.
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FIGURE 6.2 Stop-and-wait link utilization (transmission time = 1; propagation
time = a).

Sliding-Window Flow Control

The essence of the problem described so far is that only one frame at a time can be
in transit. In situations where the bit length of the link is greater than the frame
length {(a > 1), serious inefficiencies result. Efficiency can be greatly improved by
allowing multiple frames to be in transit at the same time.

Let us examine how this might work for two stations, A and B, connected via
a full-duplex link. Station B allocates buffer space for n frames. Thus, B can accept
n frames, and A is allowed to send # frames without waiting for any acknowledg-
ments. To keep track of which frames have been acknowledged, each is labeled with
a sequence number. B acknowledges a frame by sending an acknowledgment that
includes the sequence number of the next frame expected. This acknowledgment
also implicitly announces that B is prepared to receive the next n frames, beginning
with the number specified. This scheme can also be used to acknowledge multiple
frames. For example, B could receive frames 2, 3, and 4, but withhold acknowledg-
ment until frame 4 has arrived; by then returning an acknowledgment with
sequence number 5, B acknowledges [rames 2, 3, and 4 at one time. A maintains a
list of sequence numbers that it is allowed to send, and B maintains a list of
sequence numbers that it is prepared to receive. Each of these lists can be thought
of as a window of frames. The operation is referred to as sliding-window flow
control.
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Several additional comments need to be made. Because the sequence number
to be used occupies a field in the frame, it is clearly of bounded size. For example,
for a 3-bit field, the sequence number can range from 0 to 7. Accordingly, frames
are numbered modulo 8; that is, after sequence-number 7, the next number is 0. In
general, for a k-bit field the range of sequence numbers is O through 2% — 1, and
frames are numbered modulo 2%; with this in mind, Figure 6.3 is a useful way of
depicting the sliding-window process. It assumes the use of a 3-bit sequence num-
ber, so that frames are numbered sequentially from 0 through 7, and then the same
numbers are reused for subsequent frames. The shaded rectangle indicates that the
sender may transmit 7 frames, beginning with frame 6. Each time a frame is sent,
the shaded window shrinks; each time an acknowledgment is received, the shaded
window grows.

The actual window size need not be the maximum possible size for a given
sequence-number length. For example, using a 3-bit sequence number, a window
size of 4 could be configured for the stations using the sliding-window flow control
protocol.

An example is shown in Figure 6.4. The example assumes a 3-bit sequence
number field and a maximum window size of seven frames. Initially, A and B have
windows indicating that A may transmit seven frames, beginning with frame 0 (F0).
After transmitting three frames (F0, F1, F2) without acknowledgment, A has
shrunk its window to four frames. The window indicates that A may transmit four
frames, beginning with frame number 3. B then transmits an RR (receive-ready) 3,
which means: “I have received all frames up through frame number 2 and am ready

Frames already transmitted Window of frames that may be transmitted
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4

/ / — —_—
Frame Last £ Window shrinks from Window expands
rame ast ratrlmz trailing edge as from leading edge as
sequctl)'lce transmitte frames are sent acknowledgements
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(a) Transmitter’s perspective
Frames aiready received Window of frames that may be accepted

—

eee| O 1 2 3 4 6 7 oo
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Window shrinks from Window expands
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acknowledged frames are received acknowledgements
are sent

(b) Receiver’s perspective

FIGURE 6.3 Sliding-window depiction.
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FIGURE 6.4 Example of a sliding-window protocol.

to receive frame number 3; in fact, I am prepared to receive seven frames, begin-
ning with frame number 3.” With this acknowledgment, A is back up to permission
to transmit seven frames, still beginning with frame 3. A proceeds to transmit
frames 3, 4, 5, and 6. B returns an RR 4, which allows A to send up to and includ-
ing frame F2.

The mechanism so far described does indeed provide a form of flow control:
The receiver must only be able to accommodate 7 frames beyond the one it has last
acknowledged; to supplement this, most protocols also allow a station to completely
cut off the flow of frames from the other side by sending a Receive-Not-Ready
(RNR) message, which acknowledges former frames but forbids transfer of future
frames. Thus, RNR 5 means: “I have received all frames up through number 4 but
am unable to accept any more.” At some subsequent point, the station must send a
normal acknowledgment to reopen the window.

So far, we have discussed transmission in one direction only. If two stations
exchange data, each needs to maintain two windows, one for transmit and one for
receive, and each side needs to send the data and acknowledgments to the other. To
provide efficient support for this requirement, a feature known as piggybacking is
typically provided. Each data frame includes a field that holds the sequence number
of that frame plus a field that holds the sequence number used for acknowledgment.
Thus, if a station has data to send and an acknowledgment to send, it sends both
together in one frame, thereby saving communication capacity. Of course, if a sta-
tion has an acknowledgment but no data to send, it sends a separate acknowledg-
ment frame. If a station has data to send but no new acknowledgment to send, it
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must repeat the last acknowledgment that it sent; this is because the data frame
includes a field for the acknowledgment number, and some value must be put into
that field. When a station receives a duplicate acknowledgment, it simply ignores it.

It should be clear from the discussion that sliding-window flow control is
potentially much more efficient than stop-and-wait flow control. The reason is that,
with sliding-window flow control, the transmission link is treated as a pipeline that
may be filled with frames in transit. In contrast, with stop-and-wait flow control,
only one frame may be in the pipe at a time. Appendix 6A quantifies the improve-
ment in efficiency.

ERROR DETECTION

In earlier chapters, we talked about transmission impairments and the effect of data
rate and signal-to-noise ratio on bit error rate. Regardless of the design of the trans-
mission system, there will be errors, resulting in the change of one or more bits in a
transmitted frame.

Let us define these probabilities with respect to errors in transmitted frames:

P,: Probability of a single bit error; also known as the bit error rate.
P,: Probability that a frame arrives with no bit errors.
P,: Probability that a frame arrives with one or more undetected bit errors.

Ps: Probability that a frame arrives with one or more detected bit errors but
no undetected bit errors.

First, consider the case when no means are taken to detect errors; the proba-
bility of detected errors (P3), then, is zero. To express the remaining probabilities,
assume that the probability that any bit is in error (Py) is constant and independent
for each bit. Then we have

Py = (1-Py)°
P2:1—P]

where F is the number of bits per frame. In words, the probability that a frame
arrives with no bit errors decreases when the probability of a single bit error
increases, as you would expect. Also, the probability that a frame arrives with no bit
errors decreases with increasing frame length; the longer the frame, the more bits it
has and the higher the probability that one of these is in error.

Let us take a simple example to illustrate these relationships. A defined object
for ISDN connections is that the bit error rate on a 64-kbps channel should be less
than 10 on at least 90% of observed 1-minute intervals. Suppose now that we have
the rather modest user requirement that at most one frame with an undetected bit
error should occur per day on a continuously used 64-kbps channel, and let us
assume a frame length of 1000 bits. The number of frames that can be transmit-
ted in a day comes out to 5.529 X 10°, which yields a desired frame error rate of
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P, = 1/(5.529 X 10°) = 0.18 X 107°. But, if we assume a value of P, of 107°, then
Py = (0.999999)1°%° = 0,999 and, therefore, P, = 107, which is about three orders
of magnitude too large to meet our requirement.

This is the kind of result that motivates the use of error-detection techniques.
All of these techniques operate on the following principle (Figure 6.5). For a given
frame of bits, additional bits that constitute an error-detecting code are added by
the transmitter. This code is calculated as a function of the other transmitted bits.
The receiver performs the same calculation and compares the two results. A
detected error occurs if and only if there is a mismatch. Thus, Ps is the probability
that if a frame contains errors, the error-detection scheme will detect that fact. P, is
known as the residual error rate, and is the probability that an error will be un-
detected despite the use of an error-detection scheme.

i

Transmitter

LEGEND

E, E’ = Error detecting codes
f = Error detecting code function

FIGURE 6.5 Error detection.

Parity Check

The simplest error-detection scheme is to append a parity bit to the end of a block
of data. A typical example is ASCII transmission, in which a parity bit is attached
to each 7-bit ASCII character. The value of this bit is selected so that the character
has an even number of 1s (even parity) or an odd number of 1s (odd parity). So, for
example, if the transmitter is transmitting an ASCII G (1110001) and using odd par-
ity, it will append a 1 and transmit 11100011. The receiver examines the received
character and, if the total number of 1s is odd, assumes that no error has occurred.
If one bit (or any odd number of bits) is erroneously inverted during transmission
(for example, 11000011), then the receiver will detect an error. Note, however, that
if two (or any even number) of bits are inverted due to error, an undetected error
occurs. Typically, even parity is used for synchronous transmission and odd parity
for asynchronous transmission.
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The use of the parity bit is not foolproof, as noise impulses are often long
enough to destroy more than one bit, particularly at high data rates.

Cyclic Redundancy Check (CRC)

One of the most common, and one of the most powerful, error-detecting codes is
the cyclic redundancy check (CRC), which can be described as follows. Given a k-
bit block of bits, or message, the transmitter generates an »-bit sequence, known as
a frame check sequence (FCS), so that the resulting frame, consisting of k + r bits,
is exactly divisible by some predetermined number. The receiver then divides the
incoming frame by that number and, if there is no remainder, assumes there was no
error.

To clarify this, we present the procedure in three ways: modulo 2 arithmetic,
polynomials, and digital logic.

Modulo 2 Arithmetic

Modulo 2 arithmetic uses binary addition with no carries, which is just the exclusive-
or operation. For example:

1111 11001

+1010 X 11

0101 11001
11001

101011

Now define:

T = (k + n)-bit frame to be transmitted, with n < k

M = k-bit message, the first k bits of T’

F = n-bit FCS, the last n bits of T

P = pattern of n + 1 bits; this is the predetermined divisor

We would like 7/P to have no remainder. It should be clear that
T=2"M + F

That is, by multiplying M by 2", we have, in effect, shifted it to the left by # bits and
padded out the result with zeroes. Adding F yields the concatenation of M and F,
which is 7. We want T to be exactly divisible by P. Suppose that we divided 2"M
by P:

R

There is a quotient and a remainder. Because division is modulo 2, the remainder is
always at least one bit less than the divisor. We will use this remainder as our FCS.
Then

T=2"M +R
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Question: Does this R satisfy our condition that 7/P have no remainder? To see that
it does, consider

T_2"M+R
P P

Substituting Equation (6.1), we have

T_,. R, R
P-CtPtP

However, any binary number added to itself (modulo 2) yields zero. Thus,

T R+R
p-27 p =¢

There is no remainder, and, therefore, T is exactly divisible by P. Thus, the FCS is
easily generated: Simply divide 2”M by P and use the remainder as the FCS. On
reception, the receiver will divide T by P and will get no remainder if there have
been no errors.

Let us now consider a simple example.

1. Given
Message M = 1010001101 (10 bits)
Pattern P = 110101 (6 bits)
FCS R = to be calculated (5 bits)

2. The message M is multiplied by 2°, yielding 101000110100000.
3. This product is divided by P:

1101010110<—Q
P—110101{101000110100000<2"M

110101
111011
110101
111010
110101
111110
110101
101100
110101
110010
110101
01110<R

4. The remainder (R = 01110) is added to 2"M to give T = 101000110101110,
which is transmitted.

5. If there are no errors, the receiver receives T intact. The received frame is
divided by P:
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11010101109
P—>110101[101000110101110«T

110101
111011
110101
111010
110101
111110
110101
101111
110101
“110101
110101
00000 <R

Because there is no remainder, it is assumed that there have been no errors.

The pattern P is chosen to be one bit longer than the desired FCS, and the
exact bit pattern chosen depends on the type of errors expected. At minimum, both
the high- and low-order bits of P must be 1.

The occurrence of an error is easily expressed. An error results in the reversal
of a bit. This is equivalent to taking the exclusive-or of the bit and 1 (modulo 2 addi-
tion of 1 to the bit): 0 + 1 = 1; 1 + 1 = 0. Thus, the errors in an (n + k)-bit frame
can be represented by an (n + k)-bit field with 1s in each error position. The result-
ing frame T, can be expressed as

T,=T+ E
where

T = transmitted frame
E = error pattern with 1s in positions where errors occur
T, = received frame

The receiver will fail to detect an error if and only if 7, is divisible by P, which is
equivalent to E divisible by P. Intuitively, this seems an unlikely occurrence.

Polynomials

A second way of viewing the CRC process is to express all values as polynomials in
a dummy variable X, with binary coefficients. The coefficients correspond to the
bits in the binary number. Thus, for M = 110011, we have M(X) = X° + X* + X
+ 1, and, for P = 11001, we have P(X) = X* + X° + 1. Arithmetic operations are
again modulo 2. The CRC process can now be described as

X"M(X R(X
RonRCEoRy o)

T(X) = X"M(X) + R(X)
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An error E(X) will only be undetectable if it is divisible by P(X). It can be shown
[PETES61] that all of the following errors are not divisible by a suitably chosen P(X)
and, hence, are detectable:

* All single-bit errors.
All double-bit errors, as long as P(X) has at least three 1s.
Any odd number of errors, as long as P(X) contains a factor (X + 1).

Any burst error for which the length of the burst is less than the length of the
divisor polynomial; that is, less than or equal to the length of the FCS.

®* Most larger burst errors.

In addition, it can be shown that if all error patterns are considered equally
likely, then for a burst error of length r + 1, the probability that E(X) is divisible by
P(X) is 1/27, and for a longer burst, the probability is 1/2", where r is the length of
the FCS.

Three versions of P(X) are widely used:

CRC-16 =X% 4+ XY+ x?2+1
CRC-CCITT = X!¢ + ¥ + x5 +1
CRC-32 — X32 + X26 + X23 + X22 + X16 + X12 1 Xll + XlO

+ X+ X+ X+ X+ X+ X+

Digital Logic

The CRC process can be represented by, and indeed implemented as, a dividing cir-
cuit consisting of exclusive-or gates and a shift register. The shift register is a string
of 1-bit storage devices. Each device has an output line, that indicates the value cur-
rently stored, and an input line. At discrete time instants, known as clock times, the
value in the storage device is replaced by the value indicated by its input line.
The entire register is clocked simultaneously, causing a 1-bit shift along the entire
register.

The circuit is implemented as follows:

1. The register contains n bits, equal to the length of the FCS.
2. There are up to n exclusive-or gates.

3. The presence or absence of a gate corresponds to the presence or absence of
a term in the divisor polynomial, P(X).

The architecture of this circuit is best explained by first considering an exam-
ple, which is illustrated in Figure 6.6. In this example, we use

Message M = 1010001101; MX)=X°+X"+X°+X*+1
Divisor P = 110101; PX)=X"+X*+X*+1

which were used earlier in the discussion.
Part (a) of the figure shows the shift register implementation. The process .
begins with the shift register cleared (all zeros). The message, or dividend, is then
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FIGURE 6.6 Circuit with shift registers for dividing by the polynomial
X +Xx'+ X+ 1

entered, one bit at a time, starting with the most significant bit. Part (b) is a table
that shows the step-by-step operation as the input is applied one bit at a time. Each
row of the table shows the values currently stored in the five shift-register elements.
In addition, the row shows the values that appear at the outputs of the three exclu-
sive-or circuits. Finally, the row shows the value of the next input bit, which is avail-
able for the operation of the next step.

Because no feedback occurs until a 1-dividend bit arrives at the most signifi-
cant end of the register, the first five operations are simple shifts. Whenever a 1 bit
arrives at the left end of the register (c4), a 1 is subtracted (exclusive-or) from the
second (c3), fourth (c,), and sixth (input) bits on the next shift. This is identical to
the binary long-division process illustrated earlier. The process continues through
all the bits of the message, plus five zero bits. These latter bits account for shifting
M to the left five position to accommodate the FCS. After the last bit is processed,
the shift register contains the remainder (FCS), which can then be transmitted.

At the receiver, the same logic is used. As each bit of M arrives, it is inserted
into the shift register. If there have been no errors, the shift register should contain
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the bit pattern for R at the conclusion of M. The transmitted bits of R now begin to
arrive, and the effect is to zero-out the register so that, at the conclusion of recep-
tion, the register contains all Os.

Figure 6.7 indicates the general architecture of the shift register implementa-

tion of a CRC for the polynomial P(X) = 2 a; X" where ay = a, = 1 and all other
i=0

a; equal either O or 1.

input bits

FIGURE 6.7 General CRC architecture to implement divisor 1 + a X + a, X 2+
cee an_erkl + Xn.

ERROR CONTROL

Error control refers to mechanisms to detect and correct errors that occur in the
transmission of frames. The model that we will use, which covers the typical case, is
illustrated in Figure 6.1b. As before, data are sent as a sequence of frames; frames
arrive in the same order in which they are sent; and each transmitted frame suffers
an arbitrary and variable amount of delay before reception. In addition, we admit
the possibility of two types of errors:

* Lost frame. A frame fails to arrive at the other side. For example, a noise
burst may damage a frame to the extent that the receiver is not aware that a
frame has been transmitted.

¢ Damaged frame. A recognizable frame does arrive, but some of the bits are in
error (have been altered during transmission).

The most common techniques for error control are based on some or all of the
following ingredients:

* Error detection. As discussed in the preceding section.

* Positive acknowledgment. The destination returns a positive acknowledg-
ment to successfully received, error-free frames.
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o Retransmission after timeout. The source retransmits a frame that has not
been acknowledged after a predetermined amount of time.

o Negative acknowledgment and retransmission. The destination returns a neg-
ative acknowledgment to frames in which an error is detected. The source
retransmits such frames.

Collectively, these mechanisms are all referred to as automatic repeat request
(ARQ); the effect of ARQ is to turn an unreliable data link into a reliable one.
Three versions of ARQ have been standardized:

s Stop-and-wait ARQ
e Go-back-N ARQ
e Selective-reject ARQ

All of these forms are based on the use of the flow control technique discussed
in Section 6.1. We examine each in turn.

Stop-and-Wait ARQ

Stop-and-wait ARQ is based on the stop-and-wait flow-control technique outlined
previously and is depicted in Figure 6.8. The source station transmits a single frame
and then must await an acknowledgment (ACK). No other data frames can be sent
until the destination station’s reply arrives at the source station.

Two sorts of errors could occur. First, the frame that arrives at the destination
could be damaged; the receiver detects this by using the error detection technique
referred to earlier and simply discards the frame. To account for this possibility, the
source station is equipped with a timer. After a frame is transmitted, the source sta-
tion waits for an acknowledgment. If no acknowledgment is received by the time
the timer expires, then the same frame is sent again. Note that this method requires
that the transmitter maintain a copy of a transmitted frame until an acknowledg-
ment is received for that frame.

The second sort of error is a damaged acknowledgment. Consider the follow-
ing situation. Station A sends a frame. The frame is received correctly by station B,
which responds with an acknowledgment (ACK). The ACK is damaged in transit
and is not recognizable by A, which will therefore time-out and resend the same
frame. This duplicate frame arrives and is accepted by B, which has therefore
accepted two copies of the same frame as if they were separate. To avoid this prob-
lem, frames are alternately labeled with 0 or 1, and positive acknowledgments are
of the form ACKO and ACKI. In keeping with the sliding-window convention, an
ACKO acknowledges receipt of a frame numbered 1 and indicates that the receiver
is ready for a frame numbered 0.

The principal advantage of stop-and-wait ARQ is its simplicity. Its principal
disadvantage, as discussed in Section 6.1, is that stop-and-wait is an inefficient
mechanism. The sliding-window flow control technique can be adapted to provide
more efficient line use; in this context, it is sometimes referred to as continuous
ARQ.
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FIGURE 6.8 Stop-and-wait ARQ.

Go-back-N ARQ

The form of error control based on sliding-window flow control that is most com-
monly used is called go-back-N ARQ.

In go-back-N ARQ, a station may send a series of frames sequentially num-
bered modulo some maximum value. The number of unacknowledged frames out-
standing is determined by window size, using the sliding-window flow control
technique. While no errors occur, the destination will acknowledge (RR = receive-
ready) incoming frames as usual. If the destination station detects an error in a
frame, it sends a negative acknowledgment (REJ = reject) for that frame. The des-
tination station will discard that frame and all future incoming frames until the
frame in error is correctly received. Thus, the source station, when it receives an
REJ, must retransmit the frame in error plus all succeeding frames that were trans-
mitted in the interim.
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Consider that station A is sending frames to station B. After each transmis-
sion, A sets an acknowledgment timer for the frame just transmitted. The go-back-
N technique takes into account the following contingencies:

1. Damaged frame. There are three subcases:

a) A transmits frame {. B detects an error and has previously successfully
received frame (i — 1). B sends REJ i, indicated that frame i is rejected.
When A receives the REJ, it must retransmit frame / and all subsequent
frames that it has transmitted since the original transmission of frame ..

b) Frame i is lost in transit. A subsequently sends frame (i + 1). B receives
frame (i + 1) out of order and sends an REJ i. A must retransmit frame i
and all subsequent frames.

¢) Frame i is lost in transit, and A does not soon send additional frames. B
receives nothing and returns neither an RR nor an REJ. When A’s timer
expires, it transmits an RR frame that includes a bit known as the P bit,
which is set to 1. B interprets the RR frame with a P bit of 1 as a command
that must be acknowledged by sending an RR indicating the next frame
that it expects. When A receives the RR, it retransmits frame i.

2. Damaged RR. There are two subcases:

a) B receives frame i and sends RR (i + 1), which is lost in transit. Because
acknowledgments are cumulative (e.g., RR 6 means that all frames
through 5 are acknowledged), it may be that A will receive a subsequent
RR to a subsequent frame and that it will arrive before the timer associ-
ated with frame i expires.

b) If A’s timer expires, it transmits an RR command as in Case 1c. It sets
another timer, called the P-bit timer. If B fails to respond to the RR com-
mand, or if its response is damaged, then A’s P-bit timer will expire. At this
point, A will try again by issuing a new RR command and restarting the
P-bit timer. This procedure is tried for a number of iterations. If A fails to
obtain an acknowledgment after some maximum number of attempts, it
initiates a reset procedure.

3. Damaged RE]J. If an REJ is lost, this is equivalent to Case 1c.

Figure 6.9 is an example of the frame flow for go-back-N ARQ. Because of the
propagation delay on the line, by the time that an acknowledgment (positive or neg-
ative) arrives back at the sending station, it has already sent two additional frames
beyond the one being acknowledged. Thus, when an REJ is received to frame 5, not
only frame 5, but frames 6 and 7, must be retransmitted. Thus, the transmitter must
keep a copy of all unacknowledged frames.

In Section 6.1, we mentioned that for a k-bit sequence number field, which
provides a sequence number range of 2, the maximum window size is limited to
2% — 1. This has to do with the interaction between error control and acknowledg-
ment. Consider that if data are being exchanged in both directions, station B must
send piggybacked acknowledgments to station A’s frames in the data frames being
transmitted by B, even if the acknowledgment has already been sent; as we have
mentioned, this is because B must put some number in the acknowledgment field of
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FIGURE 6.9 Go-back-N ARQ.

its data frame. As an example, assume a 3-bit sequence number (sequence-number
space = 8). Suppose a station sends frame 0 and gets back an RR 1, and then sends
frames 1, 2, 3, 4, 5, 6, 7, 0 and gets another RR 1. This could mean that all eight
frames were received correctly and the RR 1 is a cumulative acknowledgment. It
could also mean that all eight frames were damaged or lost in transit, and the receiv-
ing station is repeating its previous RR 1. The problem is avoided if the maximum
window size is limited to 7 (2° - 1).

Selective-reject ARQ

With selective-reject ARQ, the only frames retransmitted are those that receive a
negative acknowledgment, in this case called SREJ, or that time-out. This would
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6.4

appear to be more efficient than go-back-N, because it minimizes the amount of
retransmission. On the other hand, the receiver must maintain a buffer large
enough to save post-SREJ frames until the frame in error is retransmitted, and it

~ must contain logic for reinserting that frame in the proper sequence. The transmit-

ter, too, requires more complex logic to be able to send a frame out of sequence.
Because of such complications, select-reject ARQ is much less used than go-back-
N ARQ.

The window-size limitation is more restrictive for selective-reject than for go-
back-N. Consider the case of a 3-bit sequence-number size for selective-reject.
Allow a window size of seven, and consider the following scenario [TANESS]:

1. Station A sends frames 0 through 6 to station B.

2. Station B receives all seven frames and cumulatively acknowledges with
RR 7. \

3. Because of a noise burst, the RR 7 is lost.

4. A times out and retransmits frame 0.

5. B has already advanced its receive window to accept frames 7,0, 1,2, 3, 4, and

5. Thus, it assumes that frame 7 has been lost and that this is a new frame 0,
which it accepts.

The problem with the foregoing scenario is that there is an overlap between
the sending and receiving windows. To overcome the problem, the maximum win-
dow size should be no more than half the range of sequence numbers. In the sce-
nario above, if only four unacknowledged frames may be outstanding, no confusion
can result. In general, for a k-bit sequence number field, which provides a sequence
number range of 2%, the maximum window size is limited to 257,

HIGH-LEVEL DATA LINK CONTROL (HDLC)

The most important data link control protocol is HDLC (ISO 33009, ISO 4335). Not
only is HDLC widely used, but it is the basis for many other important data link
control protocols, which use the same or similar formats and the same mechanisms
as employed in HDLC. Accordingly, in this section we provide a detailed discussion
of HDLC. Section 6.5 surveys related protocols.

Basic Characteristics

To satisfy a variety of applications, HDLC defines three types of stations, two link
configurations, and three data-transfer modes of operation. The three station types
are

¢ Primary station. Has the responsibility for controlling the operation of the
link. Frames issued by the primary are called commands.

¢ Secondary station. Operates under the control of the primary station. Frames
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issued by a secondary are called responses. The primary maintains a separate
logical link with each secondary station on the line.

* Combined station. Combines the features of primary and secondary. A com-
bined station may issue both commands and responses.

The two link configurations are

¢ Unbalanced configuration. Consists of one primary and one or more sec-
ondary stations and supports both full-duplex and half-duplex transmission.

* Balanced configuration. Consists of two combined stations and supports both
full-duplex and half-duplex transmission.

The three data transfer modes are

e Normal response mode (NRM). Used with an unbalanced configuration. The
primary may initiate data transfer to a secondary, but a secondary may only
transmit data in response to a command from the primary.

¢ Asynchronous balanced mode (ABM). Used with a balanced configuration.
Either combined station may initiate transmission without receiving permis-
sion from the other combined station.

* Asynchronous response mode (ARM). Used with an unbalanced configura-
tion. The secondary may initiate transmission without explicit permission of
the primary. The primary still retains responsibility for the line, including ini-
tialization, error recovery, and logical disconnection.

NRM is used on mulitdrop lines, in which a number of terminals are con-
nected to a host computer. The computer polls each terminal for input. NRM is also
sometimes used on point-to-point links, particularly if the link connects a terminal
or other peripheral to a computer. ABM is the most widely used of the three modes;
it makes more efficient use of a full-duplex point-to-point link as there is no polling
overhead. ARM is rarely used,; it is applicable to some special situations in which a
secondary may need to initiate transmission.

Frame Structure

HDLC uses synchronous transmission. All transmissions are in the form of frames,
and a single frame format suffices for all types of data and control exchanges.

Figure 6.10a depicts the structure of the HDLC frame. The flag, address, and
control fields that precede the information field are known as a header. The FCS
and flag fields following the data field are referred to as a trailer.

Flag Fields

Flag fields delimit the frame at both ends with the unique pattern 01111110. A sin-
gle flag may be used as the closing flag for one frame and the opening flag for the
next. On both sides of the user-network interface, receivers are continuously hunt-
ing for the flag sequence to synchronize on the start of a frame. While receiving a
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FIGURE 6.10 HDLC frame structure.

frame, a station continues to hunt for that sequence to determine the end of the
frame. However, it is possible that the pattern 01111110 will appear somewhere
inside the frame, thus destroying frame-level synchronization. To avoid this, a pro-
cedure known as bit stuffing is used. Between the transmission of the starting and
ending flags, the transmitter will always insert an extra 0 bit after each occurrence
of five 1s in the frame. After detecting a starting flag, the receiver monitors the bit
stream. When a pattern of five 1s appears, the sixth bit is examined. If this bit is 0,
it is deleted. If the sixth bit is a 1 and the seventh bit is a 0, the combination is
accepted as a flag. If the sixth and seventh bits are both 1, the sender is indicating
an abort condition.

With the use of bit stuffing, arbitrary bit patterns can be inserted into the data
field of the frame. This property is known as data transparency.

Figure 6.11a shows an example of bit stuffing. Note that in the first two cases,
the extra 0 is not strictly necessary for avoiding a flag pattern, but is necessary for
the operation of the algorithm. The pitfalls of bit stuffing are also illustrated in this
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Original pattern

111111111111011111101111110

After bit-stuffing

1111101111191101111191011111§10

(a) Example

Transmitted Frame

IF]ag | |Flag

<«—— Bitinverted

|Flag IFlag l |Flag | Received Frame

(b) An inverted bit splits a frame in two

|Flag | lFlag | Transmitted Frame

Eag

|«——— Bit inverted

|Flag lFlagl Received Frame

(c) An inverted bit merges two frames

FIGURE 6.11 Bit stuffing.

figure. When a flag is used as both an ending and a starting flag, a 1-bit error merges
two frames into one; conversely, a 1-bit error inside the frame could split it in two.

Address Field

The address field identifies the secondary station that transmitted or is to receive
the frame. This field is not needed for point-to-point links, but is always included
for the sake of uniformity. The address field is usually eight bits long but, by prior
agreement, an extended format may be used in which the actual address length is a
multiple of seven bits (Figure 6.10b). The least significant bit of each octetis 1 or O,
depending on whether it is or is not the last octet of the address field. The remain-
ing seven bits of each octet form part of the address. The single-octet address of
11111111 is interpreted as the all-stations address in both basic and extended
formats. It is used to allow the primary to broadcast a frame for reception by all
secondaries.

Control Field

HDLC defines three types of frames, each with a different control field format.
Information frames (I-frames) carry the data to be transmitted for the user (the
logic above HDLC that is using HDLC). Additionally, flow- and error-control data,



180 CHAPTER 6 / DATA LINK CONTROL

using the ARQ mechanism, are piggybacked on an information frame. Supervisory
frames (S-frames) provide the ARQ mechanism when piggybacking is not used.
Unnumbered frames (U-frames) provide supplemental link control functions. The
first one or two bits of the control field serves to identify the frame type. The
remaining bit positions are organized into subfields as indicated in Figure 6.10c and
d. Their use is explained below in the discussion of HDLC operation.

Note that the basic control field for S- and I-frames uses 3-bit sequence num-
bers. With the appropriate set-mode command, an extended control field can be
used for S- and I-frames that employs 7-bit sequence numbers. U-frames always
contain an 8-bit control field.

Information Field

The information field is present only in I-frames and some U-frames. The field can
contain any sequence of bits but must consist of an integral number of octets. The
length of the information field is variable up to some system-defined maximum.

Frame Check Sequence Field

The frame check sequence (FCS) is an error-detecting code calculated from the
remaining bits of the frame, exclusive of flags. The normal code is the 16-bit CRC-
CCITT defined in Section 6.2. An optional 32-bit FCS, using CRC-32, may be
employed if the frame length or the line reliability dictates this choice.

Operation

HDLC operation consists of the exchange of [-frames, S-frames, and U-frames
between two stations. The various commands and responses defined for these frame
types are listed in Table 6.1. In describing HDLC operation, we will discuss these
three types of frames.

The operation of HDLC involves three phases. First, one side or another ini-
tializes the data link so that frames may be exchanged in an orderly fashion. During
this phase, the options that are to be used are agreed upon. After initialization, the
two sides exchange user data and the control information to exercise flow and error
control. Finally, one of the two sides signals the termination of the operation.

Initialization

Initialization may be requested by either side by issuing one of the six set-mode
commands. This command serves three purposes:

1. 1t signals the other side that initialization is requested.
2. It specifies which of the three modes (NRM, ABM, ARM) is requested.
3. It specifies whether 3- or 7-bit sequence numbers are to be used.

If the other side accepts this request, then the HDLC module on that end
transmits an unnumbered acknowledged (UA) frame back to the initiating side. If
the request is rejected, then a disconnected mode (DM) frame is sent.
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Command/
Name response Description
Information (I) C/R Exchange user data
Supervisory (S)
Receive ready (RR) C/R Positive acknowledgment; ready to receive
I-frame
Receive not ready (RNR) C/R Positive acknowledgment; not ready to
receive
Reject (REJT) C/R Negative acknowledgment; go back N
Selective reject (SREJ) C/R Negative acknowledgment; selective reject
Unnumbered (U)
Set normal response/extended C Set mode; extended = 7-bit sequence
mode (SNRM/SNRME) numbers
Set asynchronous C Set mode; extended = 7-bit sequence
response/extended mode numbers
(SARM/SARME)
Set asynchronous C Set mode; extended = 7-bit sequence
balanced/extended mode numbers
(SABM, SABME)
Set initialization mode (SIM) C Initialize link control functions in
addressed station
Disconnect (DISC) C Terminate logical link connection
Unnumbered acknowledgment R Acknowledge acceptance of one of the set-
(UA) mode commands
Disconnected mode (DM) C Terminate logical link connection
Request disconnect (RD) R Request for DISC command
Request initialization mode R Initialization needed; request for SIM
(RIM) command
Unnumbered information (UT) C/R Used to exchange control information
Unnumbered poll (UP) C Used to solicit control information
Reset (RSET) C Used for recovery; resets N(R), N(S)
Exchange identification (XID) C/R Used to request/report status
Test (TEST) C/R Exchange identical information fields for
testing
Frame reject (FRMR) R Reports receipt of unacceptable frame

Data Transfer

When the initialization has been requested and accepted, then a logical connection
is established. Both sides may begin to send user data in I-frames, starting with
sequence number 0. The N(S) and N(R) fields of the I-frame are sequence numbers
that support flow control and error control. An HDLC module sending a sequence
of I-frames will number them sequentially, modulo 8 or 128, depending on whether
3- or 7-bit sequence numbers are used, and place the sequence number in N(S).
N(R) is the acknowledgment for I-frames received; it enables the HDLC module to
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indicate which number I-frame it expects to receive next.

S-frames are also used for flow control and error control. The receive-ready
(RR) frame is used to acknowledge the last I-frame received by indicating the next
I-frame expected. The RR is used when there is no reverse-user data traffic (I-
frames) to carry an acknowledgment. Receive-not-ready (RNR) acknowledges an
I-frame, as with RR, but also asks the peer entity to suspend transmission of I-
frames. When the entity that issued RNR is again ready, it sends an RR. REJ initi-
ates the go-back-N ARQ. It indicates that the last I-frame received has been
rejected and that retransmission of all I-frames beginning with number N(R) is
required. Selective reject (SREJ) is used to request retransmission of just a single
frame.

Disconnect

Either HDLC module can initiate a disconnect, either on its own initiative if there
is some sort of fault, or at the request of its higher-layer user. HDLC issues a dis-
connect by sending a disconnect (DISC) frame. The other side must accept the dis-
connect by replying with a UA.

Examples of Operation

In order to better understand HDIL.C operation, several examples are presented in
Figure 6.12. In the example diagrams, each arrow includes a legend that specifies
the frame name, the setting of the P/F bit, and, where appropriate, the values of
N(R) and N(S). The setting of the P or F bit is 1 if the designation is present and 0
if absent.

Figure 6.12a shows the frames involved in link setup and disconnect. The
HDL.C protocol entity for one side issues an SABM command to the other side and
starts a timer. The other side, upon receiving the SABM, returns a UA response
and sets local variables and counters to their initia