Deploying IP Storage Solutions with the
Cisco MDS 9000

In this lab, you will implement IP storage services on the MDS 9000 platform,
including both Fibre Channel over IP (FCIP) and Internet SCSI (iSCSI)
services.

After completing this lab, you will be able to meet these objectives:

Perform the initial switch configuration

Configure Gigabit Ethernet interfaces and implement an FCIP tunnel
Use the SAN Extension Tuner to tune the performance of an FCIP tunnel
Configure a high availability FCIP environment using PortChannels
Configure and zone iSCSI initiators and targets

Configure iSCSI Server Load Balancing using VRRP

Use the Microsoft iSCSI driver to verify access to the iSCSI target

Required Resources
These are the resources and equipment required to complete this activity:
m  Two MDS 9000 family switches with at least two ISLs between them
m  Two Microsoft Windows 2000 servers with dual Fibre Channel interfaces

and the Microsoft iSCSI driver
m  One Fibre Channel JBOD attached to both switches
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Task 1: Initial Switch Configuration

In this task, you will connect directly to your assigned switch through the
console and set up and validate the out-of-band management configuration. You
will then create VSANS.

Activity Procedure 1: Initial Switch Configuration

Note

You must complete this procedure on both switches in your pod. If you are
working alone, you must perform the procedure on both switches. If your
lab group is split into teams, Team 1 will manage the MDS 9506, Team 2
will manage the MDS 9216.

Step 1

Step 2
Step 3

Step 4

Step 5

Step 6

Access one of the MDS 9000 switches in your pod by clicking one of
the green Console buttons in the LabGear interface.

m  Team 1 will manage the MDS 9506.
m  Team 2 will manage the MDS 9216.

Log in with username admin and the password 1234qwer.
Erase the existing switch configuration.

# write erase

Warning: This command will erase the startup-
configuration.

Do you wish to proceed anyway? (y/n) [n] vy
Reboot the switch.

# reload
This command will reboot the system. (y/n)? [n] vy
Wait for the switch to reload. When prompted, enter and confirm the

admin password 1234qwer (your keystrokes will not be echoed to the
screen).

--—- System Admin Account Setup ----
Enter the password for "admin™: 1234qwer
Confirm the password for "admin™: 1234qwer

Read the message displayed on the screen, and then enter y to
continue.

--—- Basic System Configuration Dialog —---

This setup utility will guide you through the basic
configuration of the system. Setup configures only
enough connectivity for management of the system.

Please register Cisco MDS 9000 Family devices
promptly with your supplier. Failure to register
may affect response times for initial service
calls. MDS devices must be registered to receive
entitled support services.

Press Enter if you want to skip any dialog. Use
ctrl-c at anytime to skip all remaining dialogs.
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Step 7

Step 8

Step 9

Step 10

Step 11

Step 12

Step 13

Step 14

Would you like to enter the basic configuration
dialog (yes/no): y

Press Enter three times to not create another login account nor
configure SNMP community strings.
Create another login account (yes/no) [n]: <Enter>

Configure read-only SNMP community string (yes/no)
[n]: <Enter>

Configure read-write SNMP community string (yes/no)
[n]: <Enter>

When prompted for the switch name, enter the letter P, followed by
your pod number, followed by -MDS9216 or -MDS9506, depending
on which switch you are configuring. For example, for pod 19, MDS
9216, enter P19-MDS9216.

Enter the switch name : PXX-MDSNNNN

Press Enter to continue with the out-of-band management
configuration.

Continue with Out-of-band (mgmt0) management
configuration? (yes/no) [y]: <Enter>

When prompted for the IP address, enter 10.0.X.3 for the MDS 92186,
or 10.0.X.5 for the MDS 9506 Director Switch (where X = your pod
number; Ex: for pod 19, MDS 9216, enter 10.0.19.3)

MgmtO IPv4 address : 10.0.X.Y
When prompted for the netmask, enter 255.255.255.0.
MgmtO IPv4 netmask : 255.255.255.0

Press Enter to configure the default gateway, and then enter the IP
address 10.0.X.254, where X is your pod number.

Configure the default gateway? (yes/no) [v]:
<Enter>
IP address of the default gateway : 10.0.X.254

Press Enter three times to not configure advanced IP options, to
enable the Telnet service, and to not enable the SSH service.
Configure advanced IP options? (yes/no) [n]:
<Enter>

Enable the telnet service? (yes/no) [y]: <Enter>
Enable the ssh service? (yes/no) [n]: <Enter>

Enter y to configure the NTP server, and then enter the IP address
10.0.0.253 for the NTP server address.

Configure the ntp server? (yes/no) [n]: vy
NTP server 1Pv4 address : 10.0.0.253
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Step 15  Press Enter four times to accept the default switch port interface
state of “shut”; the default switch port trunk mode of “on”; the
default zone policy of “deny”; and the default full zone set
distribution of “no.”

Configure default switchport interface state
(shut/noshut) [shut]: <Enter>

Configure default switchport trunk mode
(on/off/auto) [on]: <Enter>

Configure default zone policy (permit/deny) [deny]:
<Enter>

Enable full zoneset distribution (yes/no) [n]:
<Enter>

Step 16  Review the configuration summary and save the configuration as
follows:

The following configuration will be applied:
switchname P29-MDS9506

interface mgmtO

ip address 10.0.29.5 255.255.255.0

no shutdown

ip default-gateway 10.0.29.254

telnet server enable

no ssh server enable

ntp server 10.0.0.253

system default switchport shutdown

system default switchport trunk mode on

no system default zone default-zone permit
no system default zone distribute full

Would you like to edit the configuration? (yes/no)
[n]: <Enter>

Use this configuration and save it? (yes/no) [v]:
<Enter>

[HHHHHHHHHHHHHHHHHHHH A ] 100%

step 17 If you are working alone, repeat Steps 1 - 16 for the other switch in
your pod.
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Activity Verification
Complete these steps on both switches in your pod to verify your results:

Step 1 Log in to the console using the username admin and the password
1234qwer.

Step 2 Ping the TFTP server.

# ping 10.0.0.198
PING 10.0.0.198 (10.0.0.198) 56(84) bytes of data.

64 bytes from 10.0.0.198: icmp_seq=1 ttl=127
time=0.466 ms

64 bytes from 10.0.0.198: icmp_seq=2 ttl=127
time=0.407 ms

64 bytes from 10.0.0.198: icmp_seq=3 ttl=127
time=0.383 ms

64 bytes from 10.0.0.198: icmp_seq=4 ttl=127
time=0.369 ms

64 bytes from 10.0.0.198: icmp_seq=5 ttl=127
time=0.440 ms

Step 3 Press Ctrl-C to stop the ping command.

--- 10.0.0.198 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss,
time 3998ms

rtt min/avg/max/mdev = 0.369/0.413/0.466/0.035 ms

Step 4 Enter the show version command and ensure that you are running
Cisco MDS SAN-OS Release 3.0(1).

# show version

Software

BIOS: version 1.1.0
loader: version 1.2(2)
kickstart: version 3.0(1)
system: version 3.0(1)
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Activity Procedure 2: Configure VSANs

Step 1 On both switches, configure VSANSs 2 and 3 and assign interfaces:
# conf t
(conf)# vsan dat
(config-vsan-db)# vsan 2
(config-vsan-db)# vsan 2 interface fcl/port

Note port =6 on 9506; 10 on 9216

(config-vsan-db)# vsan 3
(config-vsan-db)# vsan 3 interface fcl/port

Note port =5 on 9506; 6 on 9216

(config-vsan-db)# end

Step 2 Verify the results on both switches:

9506# show vsan mem
vsan 1 interfaces:

fcl/1  fci/2  fc1/3  fcl/4  fcl/7  fcl/8
fcl/9

fcl/10 fcls/11 fcl/12 Fcl/13 Fcl/14 Fcl/15
fcl/16

vsan 2 interfaces:
fcl/6
vsan 3 interfaces:
fcl/5
vsan 4094 (isolated_vsan) interfaces:

9216# show vsan mem
vsan 1 interfaces:

fcl/1 fcl/2 fcl/3 fcl/4 fcl/5 fcl/7
fcl/8

fcl/9 fcls/11 fcl/12 Fcl/13 Fcl/14 Fcl/15
fcl/16

vsan 2 interfaces:
fcl/10
vsan 3 interfaces:
fcl/6
vsan 4094 (isolated_vsan) interfaces:
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Activity Procedure 3: Install Fabric Manager

Step 1 Access a Microsoft Windows 2000 server in your pod by clicking
one of the green MSTS links in the LabGear interface:

m  Team 1, managing the MDS 9506, will use Windows 2000
Server 1.

m  Team 2, managing the MDS 9216, will use Windows 2000
Server 2

Step 2 Log in as administrator with the password cisco.

Step 3 Remove any existing Fabric Manager installations on the server by
choosing Start > Programs > Cisco MDS9000 > Uninstall

Step 4 To complete the removal, locate and delete the following two
folders:

m  C:\Documents and Settings\Administrator\.cisco_mds9000
m  C:\Program Files\Cisco Systems\MDS 9000

Step 5 Begin a fresh installation of Fabric Manager by opening a web
browser and pointing it to the IP address of your switch (10.0.X.5 for
MDS 9506 Director Switch and Server 1, or 10.0.X.3 for MDS 9216
Fabric Switch and Server 2, where X is your pod number).

Step 6 Click the Cisco Fabric Manager link on the web page that appears.

Step 7 Choose the interface on the 10.0.X.0 network from the Local
Interface pull-down menu (do not choose the interface on the
10.1.X.0 network). Check the Use Global Device Aliases in place of
FC Aliases check box.

.Eis-::u MDS Management Installer 3.0[1) M=l E

Install Options
Please make sure FM/DM clients are closed
Install Folder: IC:'I.F‘ru:ugram FilesWlizco Systems\WDS 9000

Current Yersion: unknown
Mesy Wersion: 3.001]

W Creste shortcuts and menu tems for sl users
Java: 1.4.2 06

(WaTec- NI ETR ETetol eth ] (HP MCT TS Gigabit Server Adap... 1 III.III.EEI.EIJH

¥ Use Device Aliases in place of FC Aliases

[ Don't install and run F Server

Finizh Q! Cancel
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Note Global devices aliases are preferable because they are not tied to a
specific VSAN.

Step 8 Click Finish. Wait a few moments for the installation to complete
and the Open Fabric dialog to appear.

Step 9 Click Options >> to expand the Open Fabric dialog.

Step 10  Verify that the switch IP address is correct in the Fabric Seed Switch
field. Enter the password 1234qwer. Leave the Privacy Password
field blank.

.Elpen Fabric - Fabric Manager 3.0[1) = E3 |

Cisco SysTems

Fil Server: 'DCElhDS‘t

L4

Fabric Seed Switch: |1E|.E|.29.3

User Mame: Iadmin

Pazzward: I********|

Privacy Passward: I
WV sumPvd - sHa T 2ES
¥ Accelerate Discowvery

[ Usze SHP Proey

Cpen [_:! Options == | Exit |

Step 11 Click Open.
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Task 2: Implement an FCIP Tunnel

In this activity, you will configure an FCIP tunnel between the MDS 9000

switches in your lab pod using the IPS module. After completing this exercise,

you will be able to meet these objectives:

m  Configure Gigabit Ethernet interfaces
m  Configure FCIP profiles and interfaces

Visual Objective

The figure illustrates what you will accomplish in this exercise.

Serverl

= VSAN 2

Implement an FCIP Tunnel

VSAN 3

Server2

|

[

7
N

0506 FCIP Tunnel
10.1.X.21

10.1.X.11
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Command List

The table describes the commands used in this activity.

Command

Description

show clock

Display the time & date set on the MDS
switch

show running

Display the current running-configuration

show fcns database
[ vsan vsan-id ]

Displays a list of all the ports that are logged
in to the FC name server.

show interface fc slot/port

Displays the status of and statistics for
interface fc slot/port.

show interface gigabitethernet
slot/port

Displays the status of and statistics for
interface gigabitethernet slot/port.

show interface fcip interface-number

Displays the status of and statistics for FCIP
interface interface-number.

show fcip profile

Display the FCIP profile configuration

show wwn switch

Display the local switch'’s fabric WWN

vsan database

Enter VSAN database configuration mode

vsan vsan-id [ interface fc
slot/port ]

Configure the specified VSAN; add the
specified interface to the VSAN.

show vsan membership

Display the VSAN port membership
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Activity Procedure 1: Configuring Gigabit Ethernet Interfaces

In this task, you and your teammates will configure Gigabit Ethernet interfaces
on your respective MDS switches. Complete these steps on both MDS
switches:

Step 1 On your Windows 2000 server, obtain your server’s IP address by
opening a Command Prompt window (Start > Programs >
Accessories > Command Prompt) and running the ipconfig
command. Record the server address in the space provided below.

Record the server IP address: 10.0.

Note You will see two IP addresses in the report. Record the 10.0.x.y subnet
address.

Step 2 On your MDS switch console, configure the gigabit Ethernet and
iSCSI interfaces using the following command sequence. Verify your
results:

# conf t
(config)# interface gig2/1
(config-if)# ip address 10.1.x.y 255.255.255.0

o MDS9216: 10.1.x.11 (where x = your pod number)
e MDS9506: 10.1.x.21 (where x = your pod number)

(config-if)# no shut
(config-ifH)# end

Step 3 Display the status of your Gigabit Ethernet interface. Your output
should look similar to the display below.

# show interface gig2/1
GigabitEthernet2/1 is up

Hardware is GigabitEthernet, address is
000c.300c.e978

Internet address is 10.1.29.21/24
MTU 1500 bytes

Port mode is IPS

Speed is 1 Gbps

Beacon is turned off
Auto-Negotiation is turned on

5 minutes iInput rate 8 bits/sec, 1 bytes/sec, 0O
frames/sec

5 minutes output rate 136 bits/sec, 17 bytes/sec, 0O
frames/sec

45 packets input, 5352 bytes
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0 multicast frames, 0 compressed

O input errors, 0 frame, 0 overrun 0 fifo
338 packets output, 14196 bytes, O underruns

0 output errors, 0 collisions, 0 fifo

O carrier errors

Note The interface should be in an up state. If this is not the case, correct the
problem before proceeding.

Step 4 To test the Gigabit Ethernet connectivity, ping port gigE2/1 on the
others team’s gigabit Ethernet IP address:

# ping 10.1.x.y
PING 10.1.21.y (10.1.21.y): 56 data bytes

64 bytes from 10.1.21.y: icmp_seqg=0 ttl=255
time=3.6 ms

64 bytes from 10.1.21.y: icmp_seg=1 ttl=255
time=4.2 ms

64 bytes from 10.1.21.y: icmp_seqg=2 ttl=255
time=4.2 ms

--- 10.1.21.y ping statistics ---

3 packets transmitted, 3 packets received, 0%
packet loss

round-trip min/avg/max = 3.6/4.0/4.2 ms
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Activity Procedure 2: Configuring FCIP Profiles and Interfaces

Step 1

Step 2

Using the CLI, enable the FCIP feature:

# conf t
(config)# fcip enable

Configure the FCIP profile and FCIP interface (tunnel) using the
following command sequence:

(config)# fcip profile 1
(config-profile)# ip address 10.1.x.y

Note

mds9216 = 10.1.x.11; mds9506 = 10.1.x.21 (where x = your pod number)

(config-profile)# interface fcip2
(config-iH)# use-profile 1
(config-if)# peer-info ipaddr 10.1.x.y

Note

mds9216 = 10.1.x.21; mds9506 = 10.1.x.11 (where x = your pod number)

Step 3

(config-if)# no shutdown
(config-iH)# end

Verify your results:

# show fcip profile 1
FCIP Profile 1

Internet Address is 10.1.29.21 (interface
GigabitEthernet2/1)

Tunnels Using this Profile: fcip2
Listen Port is 3225

TCP parameters

SACK is enabled

PMTU discovery is enabled, reset timeout is 3600
sec

Keep alive is 60 sec

Minimum retransmission timeout is 200 ms
Maximum number of re-transmissions is 4
Send buffer size is 0 KB

Maximum allowed bandwidth is 1000000 kbps
Minimum available bandwidth is 500000 kbps
Estimated round trip time is 1000 usec

Congestion window monitoring is enabled, burst size
is 50 KB

Auto jitter detection is enabled
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Step 4

# show interface fcip2

fcip2 is trunking

Hardware is GigabitEthernet

Port WWN is 20:42:00:0d:65:6a:17:c0

Peer port WWN is 20:42:00:0b:fd:d0:68:80
Admin port mode is auto, trunk mode is on
snmp traps are enabled

Port mode is TE

Port vsan is 1

Speed is 1 Gbps

Trunk vsans (admin allowed and active) (1-3)

Trunk vsans (up) (1-3)
Trunk vsans (isolated) O
Trunk vsans (initializing) O

Using Profile id 1 (interface GigabitEthernet2/1)
Peer Information

Peer Internet address is 10.1.29.11 and port is
3225

Write acceleration mode is configured off
Tape acceleration mode is configured off

Tape Accelerator flow control buffer size is
automatic

Ficon Tape acceleration configured off for all
vsans

IP Compression is disabled
Special Frame is disabled

On both switches, enable the interfaces that is connected to your
Windows 2000 server and JBOD using the following command
sequence:

# conf t
(config)# interface fcl/6, fcl/port

Note

port =5 on 9506; 10 on 9216

(config-if)# no shut
(config-iH)# end

Note

The FC host and JBOD in your pod are attached to both switches. To
simulate a remote SAN environment, the VSAN assignments require the
host access the JBOD solely across the FCIP tunnel.
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Step 5 On both switches, display the name server database. You should have
similar output as below, with each switch displaying several target
entries (JBOD disks) in one VSAN and one initiator (host HBA) in
the other VSAN:

# show fcns database

FCID TYPE PWWN (VENDOR) FC4-
TYPE:FEATURE

0x0c01dc NL 22:00:00:0c:50:d1:bb:8a (Seagate) scsi-
fcp:target

0x0c01e0 NL 22:00:00:0c:50:d1l:bc:c4 (Seagate) scsi-
fcp:-target

0x0c01lel NL 22:00:00:0c:50:d1:bc:58 (Seagate) scsi-
fcp:-target

0x0c01le2 NL 22:00:00:04:cf:6e:2c:9e (Seagate) scsi-
fcp:target

0x0c01le4 NL 22:00:00:04:cf:6e:60:88 (Seagate) scsi-
fcp:-target

0x0c01e8 NL 22:00:00:04:cf:6e:1d:26 (Seagate) scsi-
fcp:target

0x400100 N 21:00:00:e0:8b:0f:88:6d (Qlogic) scsi-
fcp:init

Total number of entries = 7
VSAN 3:

FCID TYPE PWWN (VENDOR) FC4-
TYPE:FEATURE

0x0d0100 N 21:01:00:e0:8b:3c:9f:d5 (Qlogic) scsi-
fcp:init
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OxeeOldc
fcp:target

Oxee01le0
fcp:-target

OxeeOlel
fcp:target

Oxee0le2
fcp:target

OxeeOle4
fcp:target

Oxee0le8
fcp:target

NL

NL

NL

NL

NL

NL

21:00:

21:00:

21:00:

21:00:

21:00:

Total number of entries

:00:0c:

00:0c:

00:0c:

00:04:

00:04:

00:04

50:d1:

50:d1:

50:d1:

cf:6e:

cf:6e:

:cf:6e:

bb:8a

bc:c4

bc:58

2c:9e

60:88

1d:26

(Seagate)

(Seagate)

(Seagate)

(Seagate)

(Seagate)

(Seagate)
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Task 3: Using the SAN Extension Tuner

January 30 - February 2
Cannes, France

In this activity, you will use the SAN Extension Tuner (SET) to generate test
workloads on the SAN, observe the resulting performance metrics, and tune
TCP parameters to improve performance based on the observed metrics. After
completing this exercise, you will be able to meet these objectives:

m  Configure SAN Extension Tuner.
m  Tune TCP parameters for FCIP performance.

Command List

The commands used in this exercise are described in the table here.

Command

Description

san-ext-tuner enable

Enable the SAN Extension Tuner feature

[no] fcip enable

Enable/disable the FCIP feature

show flogi database

Display all connected device on this switch

show fcns database

Display the name server entries

iscsi enable

Enable the iISCSI feature

show interface

Display interface configuration information

show fcip profile

Display all current FCIP profiles

nwwn 1:00:00:00:00:00:00:00

Create a virtual node WWN using
1:00:00:00:00:00:00:00

nport pWWN 1:00:00:00:00:00:00:01 vsan
vsan-id interf gig slot/port

Create a virtual port WWN using
1:00:00:00:00:00:00:01

copy run bootflash:<file>

Create a file on bootflash:

data-pattern bootflash:<file>

Specify a data pattern file for SAN
Extension Tuner

write command-id id target pwwn transfer-
size 1024000 outstanding-ios 2 continuous

Generate a write command for SAN
Extension Tuner

show san-ext-tuner interface gig slot/port
nport pwwn 01:00:00:00:00:00:00:01 vsan
vsan-id counters

Display the counters for the SAN Extension
Tuner gigE port

stop command id

Stop the specified command id in SAN
Extension Tuner

write

Enable write acceleration for an FCIP
interface
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Activity Procedure

Caution These steps must be performed concurrently on both switches

Step 1 From the CLI, create VSAN 100 and set the default zone policy to
permit on both switches:

# conf t

(config)# vsan database

(config-vsan-db)# vsan 100
(config-vsan-db)# exit

(config)# zone default-zone permit vsan 100

Note VSAN 100 will be used to isolate the SAN Extension tuner (SET) virtual
initiator and target from physical initiators and targets. Setting the default
zone policy to permit, while not a best practice, allows SET virtual initiators
and targets to communicate

Step 2 Enable SET and iSCSI on both switches:

(config)# san-ext-tuner enable
(config)# iscsi enable

Step 3 Enable GigE interface 2/2 on both switches:

(config)# interface gigabitethernet 2/2
(config-if)# no shutdown

Step 4 Enable the iSCSI interface on both switches:

(config-if)# interface iscsi 2/2
(config-if)# no shutdown
(config-iH)# end
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Step 5 Verify that the interfaces are up on both switches:
# show interface gig 2/2 brief
Interface Status IP Address Speed MTU
Port
Channel
GigabitEthernet2/2 up -— 1 Gbps 1500
# show interface iscsi 2/2 brief
Interface Status Oper Mode Oper
Speed
(Gbps)
iscsi2/2 up 1SCSI 1

Step 6 Create a file named test on bootflash: to use as a data pattern for
SAN Extension Tuner:

# copy run bootflash:test

Step 7 Create a virtual node WWN, port WWN and specify the data pattern
file:

# san-ext-tuner

(san-ext)# nwwn nwwn

(san-ext)# nport pwwn pwwn vsan 100 interf gig2/2
(san-ext-nport)# data-pattern bootflash:test

Note MDS9506: nwwn = 01:00:00:00:00:00:00:00 pwwn =
01:00:00:00:00:00:00:01
MDS9216: nwwn = 02:00:00:00:00:00:00:00 pwwn =
02:00:00:00:00:00:00:01

Caution Do not proceed until the previous steps have been performed on both
switches.
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Step 8 On both switches, generate a continuous series of write commands to
the virtual N_Port on the other MDS switch:

(san-ext-nport)# write command-id 1 target pwwn
transfer-size 1024000 outstanding-ios 2 continuous

Note MDS9506: target pwwn = 02:00:00:00:00:00:00:01
MDS9216: target pwwn = 01:00:00:00:00:00:00:01

Step 9 Verify that the virtual N_Ports are present in the FLOGI and FCNS
databases:

(san-ext-nport)# end
# show flogi database vsan 100

iscsi2/2 100 0x640001 01:00:00:00:00:00:00:01
01:00:00:00:00:00:00:00

Total number of flogi = 1.
# show fcns database vsan 100
VSAN 100:

FCID TYPE PWWN (VENDOR) FC4-
TYPE:FEATURE

0x640001 N 01:00:00:00:00:00:00:01 scsi-fcp
227
0x660001 N 02:00:00:00:00:00:00:01 scsi-fcp
227

Total number of entries = 2
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Step 10  On your Windows 2000 host, log in to Device Manager as user
admin with the password 1234qwer.
Step 11  Click the Summary tab to monitor ISL link utilization.

.Device Manager 3.0[1] - P29-MDS59506 10.0.29.5 [admin]

Device Physical Interface FC FICOM P Security  Admin Loos  Help

A@BE | T HE RM e a2

Device

[ @ pallntervat [ios v | Show RxiT: [otise = |isec Theshoigs  ap=Har | 0w+l
CPU %: Menory %: Flash %: [INNNGE |
Interface | Description IVSAN(S) I hiade I Connected Ta | 5. |REx I Tx | Eni
foip2 | (gigE2¢7  [1-3100  |TE 10.0.29.5, Cizco 20042000k fo: d0: 6550 1 33 53
fcl k5 3 F g 0110100, Slogic 21:00;00;e0:5h:07: 215k 2 1} ]
ol /6 2 FL t_:j 01001 dc, Seagate 22:00:00:04.cf.5c:5... 1 1} ]
iE2M 43035_28_30010.1 .29.254) GigahitEthernet 363 1 ar a6
iE2r2 4503 _29_30010.1 .29.254) GigahitEthernet 34 1 1] 0
iFCFidf2 1 0 connections 1 0 0
Rl | i

Step 12 Click the Device tab.
Step 13 Right-click gige2/1 and choose Monitor.

DEEiCE | Summarl:l.- I

a 10 11 12

gigE2M

Configure...

s

nakble

Dizable

Eeacon

All contents are Copyright © 2007 Cisco Systems. All rights reserved.



January 30 - February 2 =
Cannes, France i G

Step 14  Change the Interval to 2 seconds and the Column Data to
Average/Sec:

.F“2EI-HD535I]E - gigE2#1 E

GitE | Sub Interfaces | 5o | iscs) connections | TcP |

EE ﬁ :KEE @ gy E ﬁ Interval Izs 'I Averagel

Elap=ed: 00:00; 26

Traffic Errars
Irterface : :
Rx Bytes | Rx Frames | Tx Bytes | Tx Frames | Rx Ervors | Tx Errors | Rx Dizcards | Tx Dizcards
HinF2 58 649m SEA17H 5404300 52 338K ] ] ] [i==|
FETRES | Help | Cloze |

Step 15  Observe the Traffic data. Verify there is activity. If there is no
activity, verify the SAN Extension configuration on both switches
Step 16  From the CLI, display the SAN Extension Tuner counter for gigE2/2:

# show san-ext-tuner interf gig2/2 nport pwwn n
vsan 100 counter

Note MDS9506 n = 01:00:00:00:00:00:00:01
MDS9216 n = 02:00:00:00:00:00:00:01

Statistics for nport

Node name 01:00:00:00:00:00:00:00 Port name
01:00:00:00:00:00:00:01

1/0s per sec : 99

Reads 0%

Writes - 100%

Egress throughput : 47.36 MBs/sec (Max -
83.58 MBs/sec)

Ingress throughput : 52.51 MBs/sec (Max -

55.67 MBs/sec)

I esponse time : Read - 0 us, Write -

Minimum response time : Read - 0 us, Write -
11819 us

Maximum response time : Read - 0 us, Write -
75500 us

Errors -0

Record the Average response time:

Note You may need to re-invoke the command several times before a non-zero
value appears
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Step 17

On both switches, enable write-acceleration on the fcip interface:

# conf
(config)# interface fcip 2
(config-if)# write-accelerator

Caution

Do not proceed until the previous step has been performed on both
switches

Step 18

While still in config mode, display the SAN Extension Tuner counter
for gige2/2:

(config-if)# do show san-ext-tuner interfac gig2/2
nport pwwn n vsan 100 counter

Note

MDS9506 n = 01:00:00:00:00:00:00:01
MDS9216 n = 02:00:00:00:00:00:00:01

Record the Average response time:

Statistics for nport

Node name 01:00:00:00:00:00:00:00 Port name
01:00:00:00:00:00:00:01

1/0s per sec > 90

Reads 0%

Writes : 100%

Egress throughput > 44.89 MBs/sec (Max -
96.63 MBs/sec)

Ingress throughput : 44.95 MBs/sec (Max -
58.50 MBs/sec)

Average response time : Read - 0 us, Write -
Minimum response time : Read - O us, Write -
12264 us

Maximum response time : Read - O us, Write -
1629934 us

Errors : 10

Note

You may need to re-invoke the command several times before a non-zero
value appears. You should see a slight decrease in response time after
enabling write acceleration. You may also see errors as enabling write
acceleration is disruptive, causing the fcip tunnel to re-establish the link,
momentarily preventing traffic.
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Step 19  Exit to CLI EXEC mode.
(config-iH)# end
Step 20  Stop the 1/0 on both switches:

# san-ext-tuner

(san-ext)# nport pwwn n vsan 100 interfac gig 2/2
(san-ext-nport)# stop command-id 1
(san-ext-nport)# end

Note MDS9506 n = 01:00:00:00:00:00:00:01
MDS9216 n = 02:00:00:00:00:00:00:01

Activity Verification
You have successfully completed this task when you have:

Created virtual node and port WWNSs on both switches.

Created a data pattern file on bootflash:

Verified the virtual N_Ports are present in the FLOGI and FCNS databases.
Generated write traffic between SAN Extension virtual initiators and
targets.

Deployed Device Manager to monitor ISL link utilization

Demonstrated how to use the CLI to monitor utilization

m Enabled write acceleration and observed the performance impact
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Task 4: Configure FCIP High Availability

In this exercise, you will configure a second FCIP tunnel. Using the
PortChannel Wizard, you will then create a Port Channel using the FCIP

interfaces. After completing this exercise, you will be able to meet these
objectives:

m Implement the FCIP and PortChannel Wizards.
m  Configure an FC port channel between the two IPS-modules.

Visual Objective

The figure illustrates what you will accomplish in this activity.

Configure FCIP High Availabilitx
:erverl Server2

=

%4 10.1.X.22 10.1.X.12
&Q FCIP unlnel

@ FCIP\Tunnel 125 D
MDs 9506 [l10.1.X.21 10.1.X.11

LAN

Command List

The commands used in this exercise are described in the table here.

Command Description

show interface port- ) ) . - .
channel X Displays information on the specified PortChannel interface.
show fcip profile Display all configured FCIP profiles

show fcns database Display the name server entries
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Activity Procedure 1: Configure a Second FCIP Tunnel Using the FCIP
Wizard

In this task, Team 2 will use the FCIP Wizard from Fabric Manager on Server
2 to configure a second FCIP tunnel. Later, Team 1 will configure a
PortChannel using both FCIP interfaces as members.

Complete these steps:
Step 1 Launch Fabric Manager from the Windows desktop.

Step 2 In the Fabric Manager window, click the FCIP Tunnel icon on the
tool bar to launch the FCIP Wizard.

Sl BELE =JEALEA |
@ i S[FOP Tumnel | A

Logical Domains

E-C4 sam - -
B4 Fabric switches | 15Ls | Hosts | Storage |
0 A F%
Note It is not necessary to enable the FCIP feature prior to launching the FCIP

Wizard. The wizard can enable FCIP upon completion.

Step 3 In the FCIP Wizard—1 of 4: Select Switch Pair screen, verify the
Switch fields display the switch names of both your pod MDS
switches.

_ : : ~
1 of 4: Select Switch Pair Il"'

Pleaze select ar type the IP address of twao MDS switches to be
connected via FCIP. Each switch must have an ethernet port connected
to IP network to function correctly. h
Between Switch: FZEI-MDSEISDE "I

and Sswitch: FEQ-MDSE|21E 'I

(2r Enter [P Address of Switch from anather Fakbric)

Pet [ ﬂ Cancel

Step 4 Click Next to continue.
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Step 5 In the 2 of 4: Select Ethernet Ports screen, select gigE2/2 in both
panes and clear the Use Large MTU Size (Jumbo Frames) box.

.FEIP Wizard - /SAN/Fabric P29-MD5S9216

2 of 4. Select Ethernet Ports ‘,
Pleaze zelect ethernet ports to be uzed in FCIP 150 between I r—. r-q
P29-MDZ9306 and P29-MDZ9216. Down ports should be enabled to .
function correctly. Security can be enforced for unconfigured 14+2 k

ethernet ports.

P29-MDS930E: F29-tDS3216:

gigE2i 10,1 29.21/24 a| [oigE2r1, 1012911124 =

Step 6 Click Next

Caution Be sure Large MTU Size is NOT selected before continuing. The Ethernet
switches in your pod do not support Jumbo Frames

Step 7 In the 3 of 4: Specify Tunnel Properties screen, leave all parameters
with the default values and click Next.

3 of 4. Specify Tunnel Properties ﬁ_—‘

Pleaze supply the following patameters to tune the TCP connections. 1f Write

Accelerstion iz enabled, ensure that flowes will not load balanced across
mutiple 5Lz R
Mz Bianclwicth: |1 aao j 1..1000 bk

Shared Dedicated
ity Barcwickh: l

|
Estimated RTT I— .
(RoundTrig Time): 1000 :I 0..300000 us

[ wirite Sccelerstion

300 (i]a]

[ Enable Coptirauin Cornpressian

~" Back |
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Step 8 In the 4 of 4: Create FCIP ISL screen, configure the following
settings:

m  Enter the IP Address/Mask of the gigabit Ethernet interface for
each switch in the appropriate field:
- MDS 9506 = 10.1.x.22/24 (where x is your pod number)
- MDS 9216 = 10.1.x.12/24 (where X is your pod number)

m  Set the Trunk Mode option to trunk to enable trunk mode on
(TE_Port)

m  Click Finish.

.FEIP Wizard - /SAN/Fabric P29-MDS53216 E

4 of 4: Create FCIP ISL Ir,
Pleaze zupply following parameters to create s FCIP tunnel, Specify Port . rﬂ

WSAN for nortrunkfauto and allowed VSAM list for Trunk tunnel.
MOTE: the FCIP link may take tirne to appear in map. h

~ Between Switch P29-MDS9506 {fcip3 over gigE2i2)

A

IP Addresshiask: |1 0.1.29.22524 eq. 10111524
—And Switch P29-MDS9216 (fcip3 over gigE2:2)
IP AdddressMask: |1 0.1.29.12r24 eq. 10011524
— Aftributes
WSAM List: |1 -4093 (1-4093) 2.y, 1-22 29-45

" Back | EinishN Cancel

Step 9 From the CLI, both teams verify the FCIP configuration:

# show fcip profile

Profileld Ipaddr TcpPort
1 10.1.29.21 3225
2 10.1.29.22 3225

You should see two profiles.
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step 10  Verify that both FCIP interfaces are active:

# show interface fcip2-3 brief

Interface Vsan Admin Admin Status Oper Profile
Eth Int Port-channel

Mode Trunk Mode
Mode
fcip2 1 auto on  trunking TE 1
GigabitEthernet2/1 -
fcip3 1 auto on  trunking TE 2
GigabitEthernet2/2 -

Step 11 From Fabric Manager, verify the FCIP links in the fabric map. Hold
your cursor over the line between the two switches.

2
Olpefc 05:0:a7-H
7]

Seagate 8c:53:26-5

P20-1DS9216 IO-WDSOE0G fo 1/

Seagate B2:74:
Seay /// @

Teagate 02:74 P23-MDS9216 foip2 < P29-MDS950E feip2, 1 Gb, W5aN1-3.100

Seagate 8c:8b:2a-5

—1

Qlogic 07:2f:80h-H

F23-MO59216 feipd <> P29-MDS350E foipd, 1 G, WSANs1-3,100
P20-II0 50508 e DL
3

|

Seagate 82:74:1d-5 Seagate 92:73:@c-5
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Activity Procedure 2: Create a PortChannel
Team 1 should perform this procedure on Server 1.

Step 1 Open Fabric Manager from the Windows desktop and connect to the
MDS 9506.

Step 2 From the Fabric Manager tool bar, click the Port Channel icon.

.ISAH.-"Fahri-:: P29-MD59506 [admini@localhost] - Fabric Manager 3.0[1]

File “iews Zfone Tools Performance Server Help

ae® ELE HBEOESRTA Y
Logical Domains @ @Ilﬁ lf

[F—_ 4 san - -
B4 Falric Switches | 1sLs | Hosts | Storage |
Step 3 In the 1 of 3: Select Switch Pair screen, select the pair showing both

MDS switches and click Next to continue.

.FE Port Channel Wizard - /5AN/Fabric P29-MD5 9506
1 of 3: Select Switch Pair A
TR
I
Select switch pair to be linked by an FC Port Channel, "

9216 - P29-MDS3306 (2 |

% Create Mewe € Edit Existing

Mext [ %I Cancel
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Step 4 In the 2 of 3: Select ISLs screen, verify both FCIP interface pairs are

in the Selected pane. Click Next to continue.

.FE Port Channel Wizard - /SAN/Fabric P29-MD59506

2 of 3: Select ISLs A
PRI TIRCTN
Select one or more [SLs to creste a new Channel between P29-MDS9216 and [S—
P29-MDS9506. \ /
Available Selected
| » |
4| |fcip3 - foipd
foip2 - foip2

| 1 Dynamically form Port Channel Group from selected 1SLs.
- Back | ; Cancel |

Caution Be sure to clear Dynamically form Port Channel Group from selected ISLs if
checked.
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Step 5 In the 3 of 3: Create Port Channel screen, configure the following
settings:

m Inthe VSAN List use the default value (1-4093)
m  Set the Trunk Mode option to trunk to enable trunk mode on

(TE_Port).
.FE Port Channel Wizard - /SAN/Fabric P29-MD59506 E
3 of 3: Create Port Channel A
Please reviesy the Channel attributes befare pressing Finish to creste. Converting all =
ISL =) simutaneously into a port channel may be disruptive. "
MNOTE: the Channel may take time to appear in map.

~Between Switch P29-MDS9216 (fcip3, fcip2)
Channel Id: [1 =1 258
Description: ITu:u P29-MDS9506

—And Switch P29-MDS9506 {fcip3, fcip2)

Channel ld: [1 ih 256
Description: ITD P29-MDSIME

— Channel Attributes

Port WSAN: |1 ﬂ1 .4093

WEAR List: [1-4093 [1-40937 e.g. 1-22 29-45

Trunk Mode: € nonTrunk @ trunk O auto

V¥ Force Admin, Trunk, Speed, and WSaN attributes to be ldentical
Speed:  auto O 1ck 26k O 4ch O autoMax2c

=" Back |

Cancel |

Step 5 Click Finish.

Step 6 A FC Port Channel Wizard warning dialog box appears, requesting
confirmation to continue. Click Yes to create the PortChannel.

FC Port Channel Wizard - /5AM/Fabric P29-MDS9506 [E3

& Converting ISL[=) into a port channel may be dizruptive.
Do you want to continue’?
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Step 7 Display the Port Channel database information.

# show port-chan database

port-channel 1
Administrative channel mode is active
Operational channel mode is active
Last membership update succeeded
First operational port is fcip2
2 ports in total, 2 ports up
Ports: fcip2 [up] *

fcip3 [up]

Step 8 In Fabric Manager, verify the Port Channel in the fabric map. Hold
your cursor over the line between the two switches.

-
=

Qlogic 05:d0:a7-H

P00 507 =]
S/e)ﬂ’ef Be:53:26-5
ioh

F23-MD59506 channell < FP23-MDS5216 channel, 2 Gb
P29-MD59506 foip2 <> P29-MDS9216.foip?, 1 Gh, TE, WSAN

P23-MD59506 foips <-» P23-MDS53216.fcipd, 1 Gh, TE, WSAN
E] £}

Seagate 02:74:7.5 Seagate 92:75:1d-5

- -
=
Qlogic 07 :2f:5b-H

P20-hD 5950

Seagate
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Task 4 Answer Key

When you complete this activity, your switch running-configuration file will be
similar to the following, with differences that are specific to your device or
workgroup. The following is a partial output of the show run command from P29-

MDS9506 after completing this lab activity:

vsan database

vsan 2

vsan 3

vsan 100

fcip enable

fcip profile 1

ip address 10.1.29.21

fcip profile 2

ip address 10.1.29.22

iscsi enable

iscsi interface vsan-membership
islb distribute

interface port-channel 1
switchport description To P29-MDS9216
switchport mode E

channel mode active

interface fcip2

switchport mode E

channel-group 1 force

use-profile 1

peer-info ipaddr 10.1.29.11
write-accelerator

no shutdown

interface fcip3

switchport mode E

channel-group 1 force

use-profile 2

peer-info ipaddr 10.1.29.12

no shutdown

vsan database

vsan 3 interface fcl/5

vsan 2 interface fcl/6

switchname P29-MDS9506
san-ext-tuner enable

zone default-zone permit vsan 100
zone name 1SCSI1-Zonel vsan 2
member pwwn 22:00:00:04:cf:8c:53:26
member pwwn 20:0e:00:0d:65:6a:17:c2
zoneset name ZoneSetl vsan 2

All contents are Copyright © 2007 Cisco Systems. All rights reserved.



member 1SCSI-Zonel

zoneset activate name ZoneSetl vsan 2
zoneset activate name ZoneSetl vsan 3
interface fcl/5

no shutdown

interface fcl/6

no shutdown

interface GigabitEthernet2/1

ip address 10.1.29.21 255.255.255.0
no shutdown

interface GigabitEthernet2/2

ip address 10.1.29.22 255.255.255.0
no shutdown

interface iscsi2/2

no shutdown
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Task 5: Configuring iSCSI and iSCSI Server Load
Balancing

In this exercise, you will first configure and zone iSCSI initiators and targets
using the Cisco Fabric Manager Wizard. You will then configure iSLB
initiators, auto-zoned target entries and load balancing for iSLB initiators using
VRRP.

After completing this exercise, you will be able to meet these objectives:

m  Create and zone iSCSI initiators and targets.
m  Configure iSLB initiators and auto-zoned targets.
m  Configure VRRP for load balancing with iSLB.

Visual Objective

The figure illustrates what you will accomplish in this activity.

Configuring Static iSCSI Initiators and Targets

VSAN 2 = VSAN 3

r

V7
N
MDS 9506
21

‘ @ & VRRP 10.1.X.100

iSLB

o . 10.1X6

=

Server2
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Command List

The commands used in this exercise are described in the table here.

Command Description

iscsi enable Enables iSCSI feature on an MDS switch

sh iscsi virtual-target Lists all the active iSCSI virtual-targets

sh iscsi initiator Displays iSCSI information for the initiators

sh iscsi session Lists all the active iSCSI initiator or target sessions

Activity Procedure 1: Creating Static iSCSI Initiators

In this task you will enable the iSCSI feature and create static iISCSI initiators
(the Windows 2000 Servers) specifying the workstation’s IP address.

Note Complete these steps on both the MDS 9506 and MDS 9216

Step 1 From the CLI, enable the iSCSI feature and iSCSI interfaces:

# conf t

(config)# iscsi enable
(config)# interface iscsi 2/1-2
(config-if)# no shut
(config-ifH)# end

Step 2 Verify your results:

# show interface iscsi 2/1-2 brief

Interface Status Oper Mode Oper
Speed

(Gbps)
iscsi2/1 up 1SCSI 1
iscsi2/2 up 1SCSI 1
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Step 3 From your Windows 2000 server, get the server IP address by
opening a Command Prompt window and running the ipconfig
command. Record the server address in the space provided below:

Record your IP address: 10.1. .

Command Prompt

C:\)_ ] A.I

C:~ripoconfig

indows 2808 IP Configuration —

[Ethernet adapter Local Area Connection 6:

Connection—specific DNS Suffix
IP Addres=s. . . - . . - . . - .
Subnet Mask . . . . . - . . . .
Default Gateway . . . . . . . .

14.1.1.2
255.255.255.8

[Ethernet adapter Local Area Connection 5:

Connection—specific DNS Suffix

IP Address. . - - « « » = « - - - = 18.8.1.2
Subnet Mask . - . . . . . . . . . = 255.255.255.8
Default Gateway . . . . . . . . . = 18.8.1.254
Gy
IGaN > -
4| | A
Note You will see two IP addresses in the report. Record the 10.1.x.y subnet
address. You will use the server’s IP address to configure the iSCSI

initiator.

Step 4 Open Fabric Manager and log in to your assigned switch with the
username admin and the password 1234qwer.
Step 5 Launch the iSCSI Wizard.

.ISAN!Fahric P29-MD59216 [admin@localhost] - Fabric Manager 3.0[1)

File “iews Zone Tools Eerfu:urmanu:e Server  Help

ool EdN =SEEERT G99
Logical Domains 1% pol o 45 [iscsisetup. ] m
Sty

=4 54N
= J Fakbric

+ o

itches | ISle Hosts | Storage |
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Step 6

Enter the IP address of the server that you recorded in Step 3.

.iSESI Wizard - /SAN/Fabric P29-MDS9506

1 of 3. Configure Initiator

Select an existing iISC=l intistor or configure a newy inttiatar on & switch

Marme: | IP Address | vSan List | v |

Namme or [P Address: [10.1.29.2

On Switch: |P29-MDE33506 "l

P29-MDS9216

P29 LS

k Mext [™ | Cancel

Step 7 Select the appropriate switch from the On Switch: pull-down menu

(Server 1 = MDS9506 , Server 2 = MDS9216)
Step 8 Click Next.
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Step 9 In the Select Targets dialog, specify the following information:

m  VSAN: [9506 = VSAN 2; 9216 = VSAN 3]
m  Select a disk target:

e 9506 Select the first Seagate disk
e 9216 Select the second Seagate disk

2 of 3; Select Targets '

Select targets to be associated with iISCSI intistor

WSAR: IVSANDDDS "I

Availakle
Narne | Switch Irterface  |Foid | iSCSI Mame
Seagate 210000040180 53: 26 P29-MDS9216 o156 Ox1501e5
29-MDS92M B fod /501501 de
Seagate 2100000401927 3ac P29-MDS9216 o186 Ox1501e0
Seagate 21:00:00:04:cf.92: 7411 |P29-r-.-1D8921E fo1 /6 (01501 22

Rl |

» Ao Q & Fermove |

=
- EEEEE

I;I;I_L

Selected
Narne | Switch Irterface | Fold | iSCS1 Name |

- Back | Pest [~ Cancel

Step 10  Click Add.
Step 11 Click Next.
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Step 12 Accept the default Zone and Zoneset names.

3 of 3; Select Zone

Press Finish'to add the iSCS] initistar 10.1.29.2 to WSAN
WSAMOODS and make itz Wi persistent. The selected storage
parts and intistar Wi wwill be added to a new zone on switch
P23-MDS93506 and activated.

Zone: [I5CS-Zaned ™ Read Only

ZoneSet: IEDneSeﬂ

~
- Back |

Step 13 Click Finish

Step 14  Select Continue Activation to Save the Running to Startup
configuration

Step 15  Click close to close the iISCSI Wizard.

.iSESI Wizard - /SAN/Fabric P23-MD59216

3 of 3; Select Zone

Press Finish'to add the iSCS] initistar 10.1.29 2 to Y¥SAN
WSAMOODS and make itz Wi persistert. The selected storage
ports and intistar VoAt will be sdded to & newy zone on switch
P29-MDE9506 and activated.

Zone: [5CS1-Zaned ™ Read Only
Zoneset: IEDneSeﬂ j
< Bank | Firist | Close ﬂ
Success
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Step 16  From the CLI, verify the results:

# show iscsi initiator configured
iSCS1 Node name is 10.1.29.2

Member of vsans: 3

Node WWN is 24:02:00:0b:fd:d0:68:82
No. of PWWN: 1

Port WWN is 24:01:00:0b:fd:d0:68:82
Configured node (iSCSI)

Step 17 From the Windows Server desktop, launch the Microsoft iISCSI
Initiator:

Step 18  Choose the Target Portals tab and select Add.

1I5CS1 Imtator Properties HE

1SMNS Servers | Persigtent T argets I Imitiator Settings I MPIO Devices
Target Portalz | devailable T argets I dclive Sessions

— Dezcription

Click Add to connect ta a target portal identified by itz IP address or
DMS name. The initiator will connect to the portal, establish & discovery
zezzian, and gather target information.

After adding a target portal, click the Available T argets tab to wiew the
targetz and ztart the logon process.

Available portals:

Address | Saocket | Adapter | Fort |

Eemove | Fefrezh |

] 8 | Cancel | Lol |
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Step 19  Enter the IP address for the interface gigabit Ethernet 2/1. Click OK.

Add Target Portal

Type the P addrezs or DMS name and zocket number of the portal pou
want to add. Click Advanced to select specitic settings far the discovery
zeszion to the partal.

IP address ar DMS name: Socket:

10.1.29.11 |325IZI Advanced... |
Ok 'EI Cancel |

Note Server 1 =10.1.x.21; Server 2 =10.1.x.11 (where X is your Pod number)

Step 20  Choose the Available Targets tab.

i5C51 Initiator Properties EHE3

ISMS Servers I Fersistent T argets | Initiator Settings I MPI0 Devices
T arget Fortals Available Targets | Active Sezgion:

— Dezcnption

Select a target and click Log On to access the storage devices for that
target. Each logon starts an iSCSI zession,

After you log on, you can click the Active Sessions tab to zee details
about the newly establizhed zession.

Select a target:

| Statug

Log On... PI\ Refrezh |
y

ak I Cancel | A |

step21  Click Log On.
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Step 22  Select OK to Log On to Target

Log On to Target

T arget name:

[ Automatically restare this connection whern the systemn boots

[ Enable mult-path

& Only zelect thiz option iF ISCS| multi-path software iz alleady installed
0h YOLF CommpLter.

Advanced. . | ] 4 &I Cancel

Step 23 The status should reflect Connected.

i5C5] Initiator Properties EE

1ISMS Servers I Perziztent Targets | |ritigtor Settings I MPIO Devices
T arget Portals Avallable Targsts | Active Sessions

— Diezcription

Select a target and click Log On to access the storage devices for that
target. Each logon starts an ISCSI session.

After wou log on, you can click the Active Sezsions tab to see details
about the newly establizhed sezsion.

Select & target:

| Status

LogOn... | Refresh |

Ok Cancel | AEpli |
X

Step 24  Click OK to close the iSCSI Initiator Properties
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Step 25 From the CLI, display the iSCSI initiator:
# show iSCSI initiator
iSCSI Node name is 10.1.29.2

iSCSI1 Initiator name: iqn.1991-
05.com.microsoft:p29-serverl

iSCSI alias name:

Configured node (iSCSl)

Node WWN is 24:02:00:0b:fd:d0:68:82 (configured)
Member of vsans: 3

Number of Virtual n_ports: 1

Virtual Port WWN is 24:01:00:0b:fd:d0:68:82
(configured)

Interface iSCSI 2/1, Portal group tag: 0x3080

VSAN 1D 3, FCID 0x150001

Step 26 From the CLI, display the iSCSI target

# show iscsi virtual-target

target: ign.1987-05.com.cisco:05.p29-mds9216.02-
01.21000004cf8c5h2a

* Port WWN 21:00:00:04:cf:8c:5b:2a , VSAN 3
Auto-created node (iSCSI)

Step 27 From the CLI, display the active zoneset

# show zoneset active

zoneset name ZoneSetl vsan 2

zone name ISCSI1-Zonel vsan 2

* fcid 0x1001e8 [pwwn 22:00:00:04:cf:8c:53:26]
* fcid 0x100001 [pwwn 20:0e:00:0d:65:6a:17:c2]
zoneset name ZoneSetl vsan 3

zone name ISCSI1-Zonel vsan 3

* fcid 0x1501dc [pwwn 21:00:00:04:cf:8c:5b:2a]
* fcid 0x150001 [pwwn 24:01:00:0b:fd:d0:68:82]]
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Step 28

Step 29

Step 30

From the CLI, display the active iSCSI session.

# show iscsi session
Initiator 10.1.29.2

Initiator name ign.1991-05.com.microsoft:p29-
serverl

Session #1

Target 1gn.1987-05.com.cisco:05.p29-mds9216.02-
01.21000004cf8c5b2a

VSAN 3, ISID 400001370000, Status active, no
reservation

On your W2K Server desktop, right-click My Computer and select
Manage

Explore
Search...

In the Computer Management window, select Storage | Disk
Management. In the lower right panel of Disk Manager, you will see
the disk drives. Scroll down and right-click your disk, select
Properties. (Be sure to right-click the box that says “Disk N”, not
the volume area to the right)

O Computer Management M=] E3
J Action  Wiew |J = o= | | E2 “ Eg
TIBEI Wolume | L ayout | Type | File Syzte
g Computer b anagement [Local] — Part!t!nn EaS!C
-3, Spstem Taols = Partiticr B asic:
[]..@ Event Yiswer =) Partitic Baszic MNTFS
[]...@ System Infarmation = New Volume [...  Partition Basic NTF3
[]---ﬁ Performance Logs and Ale [ 4] | _bl
[#-g=] Shared Folders —
----- 2 Device Manager e Disk 0
[+-#7 Local Users and Groups Basic [C:]
=& Storage %3-|S1 GB 104 | 1660 GE M || 1E.G0GE || 618 ME
23 Disk Management i He: || Healtby [Sy: || Healthy Unallac
----- @ Disk Defre!gmenter & Disk 3
-i=a Logical Drives Basic —
-3 Removatle Storage 17 19 5B Uparade ta Dynamic Disk. ..
[]--& Services and Applications Orilire M -
Unallocated Yy
1] | ﬂ | Hel

| — S
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Step 31 The disk should have an Adapter Name of Microsoft iSCSI

Initiator.

Disk 3 Properties

General |
@ Disk:
Type:
Statuiz:
Capacity:

Unallocated Space:

Digk 3
Basic
Online
350071 B
350071 MB

Device Type:
Hardware WYendor:

Adapter Mame:

IMENDWHM [Pork:5, Target [D: 0, LUM:O)
SEAGATE ST33BE0FFC  SCSI Dizk
Microgzoft iISCSI [nitiator

If the Adapter name is not the Microsoft iSCSI initiator, try another
disk until you find the iSCSI-attached disks.

Step 32 Identify the iSCSl-attached disk. Write its number here:
step 33 Click Cancel to close the Properties dialog.
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Activity Procedure 2: Configure iSCSI Server Load Balancing (iSLB)

Both teams complete these steps on your respective servers and switches.

Note Team 1 = MDS9506 and W2k Server 1, Team 2 = MDS 9216 and W2K
Server 2.

Step 1 On your W2K Server desktop, launch the Microsoft iSCSI Initiator.

A

Microzoft
ISCS| Initiator

Step 2 Select the Active Sessions tab and click Log Off.
Step 3 Select the Target Portals tab and click Remove

iSCS5I Initiator Properties

ISMS Servers | Persistent Targets I Iritiator S ettings I MPIO Devices
Target Portals | Awailable Targets I Active Sessions

Dezcription

Click Add to connect to a target portal identified by itz [P address or
DMS name. The initiator will connect to the portal, establish a discoverny
sesgion, and gather target infarmation.

After adding a target portal, click the Available Targets tab to view the
targets and start the logon process.

Available portals:

I Address | Socket | Adapter | Port |
107,29, 3260 Default Default
Add... | Bemovq\J Riefresh |

ak I Cancel | Aol |

Step 4 Click OK to close the Microsoft iSCSI Initiator
Step 5 Launch Device Manager and login with the username admin and
the password 1234qwer
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Step 6 Select IP > iSCSI

.Device Manager 3.0[1] - P29-MDS59506 10.0.29.5 [admin]

Device Physical  Interface FC FICON |I_F' Security  Admin Logs  Help

S@BE [ AE BRE_ror.

| =
>
Device | Surmmary | iSCS| iSLE!

iSCEl Glabal...
iSMS..
Routes. ..
WRRP...
CDP...

Step 7 Select the initiator and click Delete.

.F‘EH-HDSHEI]E - i5C5I1

I_n'rtiatc:rsl Iargetsl Session In'rtiatu:ursl ISHS F‘ru:ufilesl

H2oHES
Discover| Mode Mode Addres:] Mode Address Poart
. Address Systemissig W Address
] v ¥ Booionodess. fre
Edit Port W, | Create... | DeleteN

1 row(s)

Step 8 Answer Yes to confirm the deletion

Step 9 Click Close to close the iSCSI configuration window.

Step 10  Return to the CLI for your switch to create the VRRP group that will
be used for iSLB load-balancing.

Step 11 Configure the VRRP group 200 for both GigE interfaces on both
switches with the IP address 10.1.x.100 (where x = your pod
number)

# config
(config)# interface gigabitethernet 2/1
(config-if)# vrrp 200
(config-if-vrrp)# address 10.1.x.100
(config-if-vrrp)# no shut
(config-if-vrrp)# interface gigabitethernet 2/2
(config-if)# vrrp 200
(config-if-vrrp)# address 10.1.x.100
(config-if-vrrp)# no shut
(config-if-vrrp)# end
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Step 12  Confirm the creation of the VRRP group 200 on each switch.

# show vrrp
Interface VR IpVersion Pri Time Pre State VR

IP addr

GigE2/1 200 1Pv4 100 1s backup
10.1.29.100

GigE2/2 200 1PV4 100 1s master
10.1.29.100

# show vrrp
Interface VR IpVersion Pri Time Pre State VR

IP addr

GigE2/1 200 1Pv4 100 1s backup
10.1.29.100

GigE2/2 200 1Pv4 100 1s backup
10.1.29.100

Step 13 Return to your W2K Server desktop
Step 14  From Device Manager select IP > iSCSI iSLB.

@ Device Manager 3.0(1) - P29-MDS9506 10.0.29.5 [admin] M=l E3
Device Physical Interface FC FICOR |I_F‘ Security  Admin  Logs  Help
EI@B® [HXE ®mE Eor. .| 2

iSCEl..

ISCE] Global...
12 3 4 7

NS,

Routes...
YREP...
COP...

step 15  Click Create on the iSCSI iSLB initiators tab.

@ P29-MDS9506 - iSCSI iS5LB ]
Initiatars | Targets | vRRP |
2 EEG
Discoy Mode Mode &dd Mode Port Port Target | Target
Mame or || WSak .. Address| Systemds] Address| Addresd] Address) &ut. . | Useriy Passw) Loa... | AutoZ ...
Edit Part b || Editnitistar Spesiic Target.. I Create___D\S'J [UElEtE | Aol | Refresh |
0 rorvl=)

All contents are Copyright © 2007 Cisco Systems. All rights reserved.



Il.'
30 - February 2 =S

Step 16  Configure the iSCSI iSLB initiator as follows:

IP Address:

m  MDS 9506, W2K Server 1 = 10.1.x.2 (where x = your pod
number)

m  MDS 9216, W2K Server 2 = 10.1.x.6 (where x = your pod
number)

VSAN Membership:
m  MDS 9506, W2K Server 1 =2
m  MDS 9216, W2K Server 2 =3
Node WWN Mapping
m  Check the boxes for both Persistent and SystemAssigned
Port WWN Mapping
m  Check the boxes for both Persistent and System Assigned
Initiator Specific Target
m  MDS 9506, W2K Server 1
Select the first Seagate WWN that begins with 22:00:00
m  MDS 9216, W2K Server 2 =3
Select the second Seagate WWN that begins with 21:00:00
Primary VSAN
m  MDS 9506, W2K Server 1 =2
m  MDS 9216, W2K Server 2 =3
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.PZS-MDSSSDB - Create iSC51 i5LB Initiators

Matfe or P Address: [10.1.29.2

VSAN Merthership: [2

~Hode WWH R
[V Persistent
¥ SystemAssighed
SREHE VT |
~Port WwH 1

IV Persistent

IV System Assionest 1 —|1.64

O Static WANCE):
[One Per Ling)

Authllser. |
~Target Authenticati

UserMame: I

Pasaword: I
~Initiator Specific Target
Port Wi, [22:00:00:04:cf:8c:53: 26 j

Marme: I

r Trespasshode

r RevertToPrimary

Primary sam: |2 ﬂ1 4093

Step 17 Click Create
Step 18  Click Close
Step 19  Select the iSCSI iSLB VRRP tab

Initiztors | Targets | WRRP |
TEYL

Yrid, tersion | LoadBalance |

Create...[}l elete | A pply | Refresh | Help | Cloze |
Data retrieved at T1:29:45

All contents are Copyright © 2007 Cisco Systems. All rights reserved.



Step 20  Click Create.

@) P29-MD59506 - Creat... [E3
Wrlel: IEEIIZI ﬁ1 235

Ip%'ersion: o ipvd 8 ipwE

Step 21  Enter the Virtual Router 1D 200 for the VRRP group you created in
Step 11

Step 22  Select the LoadBalance check box

Step 23 Click Create and Close.

.F‘EEI-HDSEIEI]E - i5C51 iSLB E3

Initiztors | Targets | WRRP |

R RS
Yrid, Iptersion | LoadBalance _ |
|

200, P4, | T

[ElEte | Al | Refresh | Helg | Clnse[g

created.

Step 24  Click Close to close the iSCSI iSLB menu.
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Step 25 Return to the CLI for your switch.
step 26 Check the CFS distribution status for the iSLB application

# show cfs application name islb

Enabled : No
Timeout : 60s
Merge Capable : Yes
Scope : Physical-fc

Step 27 Enable CFS distribution for iSLB

# config
(config)# islb distribute

Step 28  Commit the CFS iSLB distribution

(config)# islb commit
(config)# end

Step 29  Show the iSLB merge status

# show islb merge status
Merge Status: SUCCESS
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Step 30  On your W2K Server desktop, launch the Microsoft iSCSI Initiator.

ek

icrozoft
ISCSI Initigtor

Step 31 On the Target Portals tab click Add.
Step 32 Enter the IP address of the VRRP group 200 10.1.x.100 (where x =
your pod number) in the IP address field of the Add Target Portal

dialogue.
Add Target Portal E3

Type the IP addrezs or DMS name and zocket number of the portal pou
want to add. Click Advanced to zelect specitic settings far the discovery
zeszion to the partal.

IP address or DMS name: Socket:

10.1.29.100 ISEEEI Advanced... |
ak & I Cancel |
Step 33  Click OK

Step 34  Select the Available Targets tab and click Log On.

Select a target:

M ame | Statuz |
igr. 1987 -05. com.c 05.p23-mdz9506. 3177 ...

|nactive

Log Dn...[g Refreszh
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Step 35  Click OK on the Log On to Target dialogue

Log On to Target

T arget name:

23-rmdz3506,

955555604451 bdad463561 7HE. 22000004cF5

[ Automatically restare this connection when the systemn boots
[ Enable mult-path

& Only zelect thiz option iF ISCS| multi-path zoftware iz alkeady installed
0 PoLr computer.

Advanced... | K [_: I Cancel

Step 36 Confirm that the iSCSI target status reads Connected in the
Available Targets tab.

Select a target:

M ame | Statuz |

ign. 198705, com, clsco:05. p2 LConnected

Log On... Refresh
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Step 37 Return to the CLI for your switch.
Step 38 View the active zoneset to confirm the auto-zoned iSLB initiator and
target entries in ips_zone_

# show zoneset active

zoneset name ZoneSetl vsan 2

zone name ISCSI1-Zonel vsan 2

* fcid 0x1001e8 [pwwn 22:00:00:04:cf:8c:53:26]
* fcid 0x140001 [pwwn 20:0e:00:0d:65:6a:17:c2]

zone name ips_zone_3cl77e955a5c5604d51bdad4639617b6
vsan 2

* fcid 0x140001 [ip-address 10.1.29.2]

* fcid 0x1001e8 [pwwn 22:00:00:04:cf:8c:53:26]
zoneset name ZoneSetl vsan 3

zone name ISCSI1-Zonel vsan 3

* fcid 0x1501dc [pwwn 21:00:00:04:cf:8c:5b:2a]
* fcid 0x150001 [pwwn 24:01:00:0b:fd:d0:68:82]

zone name ips_zone_ef4a4134ab6e40b56d22582d989b24ec
vsan 3

* fcid 0x150001 [ip-address 10.1.29.6]
* fcid 0x1501dc [pwwn 21:00:00:04:cf:8c:5b:2a]

Step 39 View the iSLB group and interface load balance information

# show islb vrrp summary
-- Groups For Load Balance --

VR 1Id VRRP Address Type
Configured Status

200 1Pv4
Enabled

Initiator Redirect

VR Id VRRP IP Switch WWN
Interface Load Enabled
200 10.1.29.100 20:00:00:0b:¥d-d0:68:80
GigE2/1 1000 Yes

200 10.1.29.100 20:00:00:0b:¥d-d0:68:80
GigE2/2 1000 Yes

200 10.1.29.100 20:00:00:0d:65:6a:17:c0
GigE2/1 0 Yes
M 200 10.1.29.100 20:00:00:0d:65:6a:17:c0
GigE2/2 0 Yes

-- Initiator To Interface Assignment --
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(o |
r —
Initiator VR Id VRRP IP Switch WWN
Interfac
10.1.29.2 200 10.1.29.100
20:00:00:0b:¥d:-d0:68:80 GigabitEthernet2/2
10.1.29.6 200 10.1.29.100
20:00:00:0b:fd:d0:68:80 GigabitEthernet2/1

Step 40  View the current iSLB initiator VRRP assignments

# show islb vrrp assignment

-- Initiator To Interface Assignment --

Initiator 10.1.29.2

VRRP group id: 200, VRRP IP address: 10.1.29.100
Assigned to switch wwn: 20:00:00:0b:fd:d0:68:80
ifindex: GigabitEthernet2/2

Waiting for the redirected session request: False
Initiator weighted load: 1000

Initiator 10.1.29.6

VRRP group id: 200, VRRP IP address: 10.1.29.100
Assigned to switch wwn: 20:00:00:0b:fd:d0:68:80
ifindex: GigabitEthernet2/1

Waiting for the redirected session request: False
Initiator weighted load: 1000
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Activity Procedure 3: Partition and Format the iSCSI Disk
Both teams complete these steps on your respective server:

Step 1 On your W2K Server desktop, right-click My Computer and select
Manage.

Step 2 In the Computer Management window, select Storage | Disk
Management. In the lower right panel of Disk Manager, you will see
the disk drives. Scroll down and right-click your disk, select
Properties. (Be sure to right-click the box that says “Disk N”, not the
volume area to the right)

Q Computer Management [Local) = Part?l?nn Bas?c
Eﬁ& System Tools = Partition B asic
- [fil] Event Viewer =) Partition Basic MTFS

@ Systern Infarmation
@ Performance Logs and
L7 Shared Folders 1|

o, Dewvice Manager
+-#7 Local Users and Growp | &2 Dizk 0
[_]@ Storage Basic [C:]
/23 Disk Management 3391 GB 104+ [[16.60 GB MTF [|16.60 GB E15 MB
@ Disk Defragmenter Orlire Heall || Healthy [Syste ||| Healthy nallocs
e [ i I
g Femovable Storage Efsiu:[)mk 4
EEI--@ Services and Applications ||| 3418 GB 2418 GE
Orline Unallocated o
Uparade to Dynamic Disk...
= CDF
LR Propeties | -
«| | || MUnsloc i
I — - I
Step 3 The disk should have an Adapter Name of Microsoft iSCSI
Initiator.
Dizk 3 Properties EHE3
General |
TR Disk Disk 3
Type: Baszic
Status: Onlire
Capacity: 35007 B

lUnallocated Space: 35001 kB

Device Type: M EN DM [Port:5, Target 10: 0, LUM:0)
Hardware Wendor: SEAGATE ST336607FC SCSI Dizk
Adapter Mame: Microzoft iISCSI Initiatar
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If the Adapter name is not the Microsoft iSCSI initiator, try another
disk until you find the iSCSI-attached disks.

Step 4 Identify the iSCSI-attached disk. Write its number here:

Step 5 Click Cancel to close the Properties dialog.

Step 6 Follow the procedure to create a partition. Right-click on the
Unallocated space and select Create Partition.

& Disk 4
B asic:
3418 GE 3418 GB
Orlie IInallocated Properties
Note If a partition already exists, delete it and recreate another partition

Step 7 The Create Partition Wizard will begin. Click Next.
Step 8 Select Primary Partition and click Next.

Select the type of partition you want to create:

% Frimary partitiors

PR S

™ Extended partition

Step 9 Configure a partition size of 4321 MB and click Next.

Marimum disk space: 35001 ME
Minirnurmn dizk zpace: 7 MEB
Amaount of dizk space to use: 4321 ﬁ ME

Step 10  Assign a drive letter E: and click Next.

& g adiveletier  [6 <]
= Mount thiz volume at an emply folder that supports drive paths:

I Browee,., |

™ Do not azsign a drive letter or drive path
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Step 11 Check Perform a Quick Format, and click Next

Specify whether you want ta format thig partition.
¢~ Do not farmat this partition

% Format this partition with the following settings:

— Formatting
File zystem to uze: INTFS j
Allocation unit size: IDefauIt j
Walurne label: INEW Wolume
I+ ‘Perfarm a Huick Format [" Enahble file and folder compression

Step 12 Review your configuration and click Finish.

Step 13 Disk Manager will show that the volume is formatting. This will take
a few seconds. When the formatting is done, the New Volume will
be marked Healthy.

=¥ Dizk D

Bazic [C:]

33.91 GB 104+ || 16.60 GB MNTF || 16.60 GB E15 ME
Online Heall [|Healthy [Syste || Healthy Unallocs

=¥ Dizk 3

B azic Hew Yolume [E:]

3418 GB 422 GB NTFS 29.96 GB

Online Healthy Unallocated o
< CDRom 0

CORam (D] hd

Activity Verification
Complete these steps to test your new volumes:

Step 1 Close all open applications and log out. (You do not need to reboot,
just log out.)

Step 2 When the PC desktop window closes, return to the LabGear window,
access your PC’s remote desktop, and log in as administrator with
password cisco.

Step 3 On the Windows desktop, right-click My Computer and choose
Explore.

Step 4 Verify the drive New Volume (E:) is visible.

Step 5 Copy a folder from the C: drive to New Volume(E:).

You have completed this lab successfully if you can create and copy files to the
iSCSl-attached volume.
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Task 5 Answer Key

When you complete this activity, your switch running-configuration file will be
similar to the following, with differences that are specific to your device or
workgroup. The following is a partial output of the show run command from P29-
MDS9506 after completing this lab activity:

vsan database

vsan 2

vsan 3

vsan 100

fcip enable

fcip profile 1

ip address 10.1.29.21

fcip profile 2

ip address 10.1.29.22

iscsi enable

iscsi interface vsan-membership

islb distribute

interface port-channel 1

switchport description To P29-MDS9216
switchport mode E

channel mode active

interface fcip2

switchport mode E

channel-group 1 force

use-profile 1

peer-info ipaddr 10.1.29.11
write-accelerator

no shutdown

interface fcip3

switchport mode E

channel-group 1 force

use-profile 2

peer-info ipaddr 10.1.29.12

no shutdown

vsan database

vsan 3 interface fcl/5

vsan 2 interface fcl/6

switchname P29-MDS9506

iscsi import target fc

islb initiator ip-address 10.1.29.2
static nWWN 20:0f:00:0d:65:6a:17:c2
static pWWN 20:0e:00:0d:65:6a:17:c2
vsan 2

target pwwn 22:00:00:04:cf:8c:53:26 vsan 2
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islb initiator ip-address 10.1.29.6
static nWWN 24:02:00:0b:fd:d0:68:82
static pWWN 24:01:00:0b:fd:d0:68:82
vsan 3

target pwwn 21:00:00:04:cf:8c:5b:2a vsan 3
islb vrrp 200 load-balance

islb commit

san-ext-tuner enable

zone default-zone permit vsan 100
zone name 1SCSI-Zonel vsan 2

member pwwn 22:00:00:04:cf:8c:53:26
member pwwn 20:0e:00:0d:65:6a:17:c2
zoneset name ZoneSetl vsan 2

member 1SCSI-Zonel

zoneset activate name ZoneSetl vsan 2
zoneset activate name ZoneSetl vsan 3
interface fcl/5

no shutdown

interface fcl/6

no shutdown

interface GigabitEthernet2/1

ip address 10.1.29.21 255.255.255.0
no shutdown

vrrp 200

address 10.1.29.100

no shutdown

interface GigabitEthernet2/2

ip address 10.1.29.22 255.255.255.0
no shutdown

vrrp 200

address 10.1.29.100

no shutdown

interface iscsi2/1l

no shutdown

interface iscsi2/2

no shutdown

interface mgmtO

switchport speed 100

ip address 10.0.29.5 255.255.255.0
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