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HOUSEKEEPING

= We value your feedback, don’t forget to complete your online session
evaluations after each session and complete the Overall Conference
Evaluation which will be available online from Friday.

= Visit the World of Solutions on Level -01!
= Please remember this is a ‘No Smoking’ venue!

= Please switch off your mobile phones!
= Please remember to wear your badge at all times including the Party!

= Do you have a question? Feel free to ask them during the Q&A section or
write your question on the Question form given to you and hand it to the
Room Monitor when you see them holding up the Q&A sign.



DWDM is displacing SDH as the primary
transport technology of choice

DWDM Technology Fundamentals
Attenuation, Amplification, OSNR, FEC, Chromatic Dispersion

Service Flexibility
Full range of Data, Storage & TDM Transport services
10 to 40 Gbps per wavelength fits needs of packet switching
X-Ponder — Integration of L2
ADM on a Blade — Support of Legacy TDM

Dynamic Reconfigurability
Reconfigurable Optical Add/Drop Multiplexors (ROADM)
Lasers Fully Tuneable across 80 wavelengths
Wavelength Cross Connects and Mesh Networking

Resilience
Sub-50 ms protection switching
Automatic Gain Control
SDH-like performance monitoring & alarm signalling via G.709

Ease of Deployment
Powerful Automated Design Tools
A-Z Provisioning



Optical Spectrum
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= Light 850 nm

Ultraviolet (UV) " 980 nm

Visible 1,310 nm

‘1,480 nm

Infrared (IR) 1,550 nm
= Communication wavelengths 4

850 nm Multimode .. | ) 1,625 nm

1310 nm Singlemode ----------------~

| C=fxA

1550 nm DWDM & CWDM -~

Low-loss wavelengths Wavelength: 7» (Nanometers)
= Specialty wavelengths Frequency: f (Terahertz)

980, 1480, 1625 nm (eg. Pump Lasers)



Fiber Attenuation varies with wavelength

Loss (dB)/km vs. Wavelength
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DWDM has greater capacity and reach than CWDM

Dense-WDM CI ba”ld
Optimized for 80 DWDM Channels \ l
-Bandwidth spaced at 0.4 nm
eReach (50 GHz spacing) ”““““ ‘

1260 nm 1400 nm 1500 nm 1625 nm

omtimzed for IHIIIIIIIIII

Optimized for 8-16 CWDM Channels

*lower cost spaced at 20 nm
Not amplifable R

1260 nm 1400 nm 1500 nm 1625 nm



Power Attenuation and Noise accumulation are key

limiting factors in optical transmission

Attenuation limits reach of a dark fibre span.

0.25 dB/km typical Characteristic of Fibre

Eg. 37dB budget between Tx Power and Rx sensitivity

Hence spans max roughly 150km

Optical Line Amplifiers (OLA) add more spans of
reach but also inject noise. OSNR Ilimits total reach.



Forward Error Correction Extends Reach

= All 15454 10G transponders/ 0
muxponders offer software r
selectable No FEC/FEC/EFEC 7 "=
= 2.5G transponders offer SW ud W -
Selectable No FEC/FEC s
E 7 ‘\\\\
o> -8 \\
= FEC extends reach and design= o \N
flexibility -10  e0o S
_ 11 RS (255,239)  Uncoded \*
= G.709 standard FEC improves .12 _ N,
OSNR tolerance by 6.2 dB 13 . EFEC=pads ‘s
(at 10-*> BER) adding 5us delay -4 o | X
15 4‘ | i
= Enhanced FEC improves 4 5 6 7 8 9 10 11 12 13 14 15
OSNR tolerance by 8.4 dB S/N [dB]

adding 150us delay



Chromatic Dispersion (CD) can be corrected with
Dispersion Compensation Units (DCUS)

"= Dispersion
i o = Temporal
A S 4 N 4 Spreading
Transmitted Data Waveform Waveform After 1000 Km
DCU DCU DCU

Higher bit rate signals have less tolerance
to CD because bit-times are shorter



Group Delay — Different Wavelengths Travel at
Different Speeds in the Fibre

Relative Group Delay (ps)

0 | N | |
1520 1530 1540 1550 1560 1570 1580

Wavelength (nm)

Causes Chromatic Dispersion — spreading of signal in time

Slope of this curve is the Dispersion Coefficient



Different Fibre Types Have Different A,

Loss (decibels (dB / km) G.652 Fibre Delay (ps)
A A
Region 1 Region 2 Legi
4.0 — — 160
Non-DSk | |NzDSF-Rs | |DsF NZDSF
3.5 7 ITU-TG. 2‘ ITU-TG654 | |ITU-TGB53 | |ITU-T G655 = 10
3.0 = 120
2.5 — — 100
2.0 — Loss profile of — 80
Silica Fiber
15 60
1.0 — — 40
0.5 — » - 20
1 | = A

| I
800 nm 1000 nm 1200 nm 1400 nm 1600 nm

Dispersion can be compensated for by passing the signal
through fibre with a reversed slope



Polarization Mode Dispersion (PMD)

Ey ‘ .
Ex Ny
Pulse as It Enters the Fiber Spreaded Pulse as It Leaves the Fiber

| A

= Due to fibre not being perfectly round, the optical pulse
broadens as it travels down the fiber

= Much weaker phenomenon than Chromatic Dispersion
and doesn’t limit reach at bit rates of 10Gb/s or less



Optical Regeneration — 3 R’s

The Options to Recover the Signal from
Attenuation/Dispersion/Jitter Degradation Are:

Pulse as It Enters the Fiber Pulse as It Exits the Fiber

IR = Re-Amplify ‘ +
2R = Re-Amplify » ‘
& Re-Shape ‘

Phase Varlatlon Phase Re -Alignment*

2R or _H_”_-_H_H_ O-E-O _m_m_

3R = (& Re-Time)}—+———, |

: "t
t, Optimum t, Opt|mum Re-gen, Re-Shape, and t, Optimum
*Simplification Sampllng Time Sampllng Time Remove Optical Noise Sampling Time




DWDM System Components

Transponder
-Muxponder

Mux-Demux
Amplifier
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DWDM is displacing SDH as the primary
transport technology of choice

DWDM Technology Fundamentals
Attenuation, Amplification, OSNR, FEC, Chromatic Dispersion

Service Flexibility
Full range of Data, Storage & TDM Transport services
10 to 40 Gbps per wavelength fits needs of packet switching
X-Ponder — Integration of L2
ADM on a Blade — Support of Legacy TDM

Dynamic Reconfigurability
Reconfigurable Optical Add/Drop Multiplexors (ROADM)
Lasers Fully Tuneable across 80 wavelengths
Wavelength Cross Connects and Mesh Networking

Resilience
Sub-50 ms protection switching
Automatic Gain Control
SDH-like performance monitoring & alarm signalling via G.709

Ease of Deployment
Powerful Automated Design Tools
A-Z Provisioning



DWDM Transports a Wide Range of Services

= Data

GE, 10GE LAN & WAN PHY and 40Gbit/s Tuneable
STM-1, STM-4, STM-16, STM-64 & STM-256 POS Optics
Integrated L2 Bridging 1
= Storage Single
Fibre Channel (1, 2, 4 and 10 Gbps) Client ITU A
FICON (1, 2 & 4 Gbps) @
ISC-1, ISC-3
ESCON “‘Grey” “Coloured”
ETR/CLO Interfaces Interfaces
= Video
SDI, DV6000, HDTV Multiple— ITU A
= TDM Clients —

=<
STM-1, STM-4, STM-16 & STI\M
Integrated ADM on a Blade

Other .@' ITU A

Multi-rate Transponders support any client
DWDM optics in Client feed directly to OADM



DWDM Interfaces on Clients

DWDM Pluggable Optics

GBIC, SFP, XENPAKSs, XFP, etc. are available on growing list of clients
(Routers, Bridges, Storage switches, ADMs,...)

In most cases FEC and EFEC not supported, limiting amplified reach to ~ 200kms

DWDM Client Interfaces

. The CRS-1 had a 4x10G DWDM interface
Full tuneability to 80A in C-Band, based on the MSTP optical front-end
*G.709, FEC and EFEC included for extended reach (~1800 km)
eInitially 10GE LAN PHY, later OC-192/STM-64 over A

. CRS-1 is releasing a 1x40G DWDM interface
*10C769-ITU/C= 1 Port 40Gb WDMPOS Interface for the CRS-1
*Fully 50GHz Tuneable: C-Band (801) and L Band,
*EFEC, G709, ~1000km without Regen

. 7600 & GSR releasing a 1x10G DWDM SPA

SPA-1X10GE-L-ITUC; 1-port 10GbE LAN-PHY SPA
Fully 50GHz Tuneable: C-Band (80A)

G.709, FEC, EFEC,...



Cisco’s ONS 15454 MSTP is Certified by all

Major Storage Vendors
% E!T&Qﬂ! Cisco SYSTEMS

Service Interfaces

evc [}

2.5G DataMuxponder i where information fves' ~ © "0 T
2 x GbE e &
2 x 1G FC/FICON 1S | = Embedded buffer to buffer credits for large DR/BC
1 x 2G FC/FICON A0 = Real-time performance monitoring of payload (8B10B)

8 x ESCON P = Pluggable optics allow for 850nm, 1310nm, 1550nm options

= Cisco Transport Controller can launch MDS Fabric Manager

10 DataMuxponder -

« 8x GbE 1 ':_.‘ PP PT PP Ay . T LT TT DEPPTEPPPEEPPTEEPP EPPPPD .
- 8x 1G FC/FICON/ISC-1 y : Data : ' ' Data i
- 4x 2G FC/FICON/ISC-3 : Center 1 Center 2

« 2X4GFC

. 1G/2G/
1G/2G/ = :
4G-EC : = 9000 4G-FC

~ Metjo DWDM

2.5G MR Transponder
e 1x GbE/FC/2GFC
« ETR/CLO

ONS
15454

CF (ISC-3)

10G MR Transponder
e 1x10GbE LAN PHY
e 1x10G FC




CrossPonder Integrates L2 Bridging into the
DWDM network

= GE XPonder

20 SFP Based GE Ports (High Density)

2 XFP Based 10GE LAN-PHY Ports
EFEC/FEC & G.709 SW Provisionable

50ms Ring Protection per port

Pt-multi-pt

Per-port Sub-rating

= 10GE XPonder
— 4 XFP 10GE LAN PHY Ports

2 Ports supporting EFEC/FEC & G.709 (SW
Provisionable)

50ms Ring Protection per port
Pt-multi-pt
Per-port Sub-rating

GE XP

. Fai
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XPonder Rings Support
Protected L1 and L2 Services

10GE

frnnnennas 1OGEIOGE(G|:e,y) GE
10GE | \ 10GE
A A
10GE Multipoint ek
i | L2 g i
10GE Pt-Pt VLAN 10GE




GE X-Ponder Applications - Muxponder

One 20 X GE Muxponder (Half rate)

10GE
e € rrrrrTTTTTTTITITTITITTT Unused
EFEC trunk
G.%OQ
GE
Two 10 x GE Muxponder (Full rate
10GE 10GE
Trunk Trunk
EFEC EFEC
G.7’09 G.%OQ
GE
One 10 x GE Muxponder (Full rate, protected)
10GE 10GE
Trunk Trunk
EFEC EFEC
G.%OQ G.7’09

GE



GE X-Ponder Applications - Bridging

L2 Bridge

10GE Optional

Trunk & Pljtl)btg(r:t

EFEC Trunk

G %09 Port
10GE

%S{ﬁ\i Trunk

EEEC EFEC

G %09 G.709

«802.1Q and Q-in-Q support
*VLAN Translation

sIngress 3-colour policing

*WRR Egress Queuing
*50ms Ring Protection



10GE XPonder Operating Modes

= 2X 10GE Transponder

= Layer 2 Bridge

= 10GE DWDM Regenerator

10GE 10GE
(DWDM) (DWDM)

10GE  10GE

10GE 10GE
(DWDM) (DWDM)

10GE  10GE

10GE J° 'J 10GE
(DWDM) ‘ ‘ (DWDM)




10G ADM On A Blade: Unit Detalls

HW Features
— 16 SFP Based Client (Grey and CWDM optics available)
— Support of OC3/0C12/0C48/GE client signals
— 1 Trunk XFP Based supporting E-FEC/FEC and G.709

— 2 SR XFP supporting redundancy connection with
protection board and Pass-through Traffic

— GFP-F Mapping

SW features
— SONET Operation mode
— OTN PM on Trunk
— Ato Z Circuit provisioning (STS layer)

— SONET PM (B1, B2 on Trunk and aggregate) and Alarm
Management (Line, Section and Path)

— Ethernet RMON statistics
— UPSR Protection on Trunk
— 1+1 APS on Client

— Dual card only supported




DWDM is displacing SDH as the primary
transport technology of choice

DWDM Technology Fundamentals
Attenuation, Amplification, OSNR, FEC, Chromatic Dispersion

Service Flexibility
Full range of Data, Storage & TDM Transport services
10 to 40 Gbps per wavelength fits needs of packet switching
X-Ponder — Integration of L2
ADM on a Blade — Support of Legacy TDM

Dynamic Reconfigurability
Reconfigurable Optical Add/Drop Multiplexors (ROADM)
Lasers Fully Tuneable across 80 wavelengths
Wavelength Cross Connects and Mesh Networking

Resilience
Sub-50 ms protection switching
Automatic Gain Control
SDH-like performance monitoring & alarm signalling via G.709

Ease of Deployment
Powerful Automated Design Tools
A-Z Provisioning



Fixed Optical Add Drop Multiplexer - OADM

West

? ? AIAI Al A Al A
IS
—
y | o —
A 4
H— ||
OADM | |OADM OADM | |OADM
1-2 1-2 5-6 5-6
DWDM Node 1 DWDM Node 2

East

Fib

Different parts (OADMSs) are needed to add/drop different wavelengths

*Requires careful planning & future service growth forecasting

*High requirement for spares



R-OADMs Add Flexibility & Control

40-DMX
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C-band Scalability to 80 Wavelengths

TP

40 A
at

100
1111

40 A
at
100 GHz

80 Channels
at 50 GHz
spacing
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|
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L-Band ROADM also available

u;:::n
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11111
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0 Ch R-OAD
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A 2-degree ROADM supports Point-to-point,
Linear Bus and Ring Topologies

ROADM

20 Nodes
1800km
Max. Distance

Terminal Terminal

Single Span: 37dB (OSC limitted) to 43dB

Terminal Amplified ROADM Line Amplifier Passive OADM Terminal

<
@i

Point-to-Point 1800 km Maximum Distance



Constructing Mesh networks with 2-degree ROADMs
requires careful planning and manual patching

Fibre Topology 2-Degree ROADM solution

Manual Patching 7




Multi-degree ROADMSs are required to support
Mesh networks

3 Degree R-OADM

Fully automated A-Z
provisioning, switching
and protection

S

Majority of sites require
2-degree R-OADM




MEMS-based Wavelength Cross Connect
supports up to 8-Degree ROADM

Local ADD

Broadcasting

Lp to 8 Line Termination Paints




Degree-4 ROADM Node Block Diagram




40-WXC Functional Block Diagram
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ROADM & Mesh Summary

= ROADMSs, combined with transponders which are fully
tuneable to 80 wavelengths, provide dramatic
operational simplification

= Most sites (~80%) require only 2-degree ROADMS

= Only sites requiring 3 or more degrees require MEMS-
based WXC

= Cisco Transport Planner design tool crucial to complex
designs
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DWDM Technology Fundamentals
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3 types of Optical Layer Protection are supported

Transponder

‘Transponder:

Diverse Path Protection

Splitter Protection (Client 1+1)

Y-Cable Protection




Automatic Power Control maintains service
performance

No Human Intervention Required

= Automatically corrects amplifier
power/gain for capacity change,
ageing effects, operating
conditions

= Keep traffic working after
network failires

= Prevent BER increase due to
network degrade

= Keep constant either power or
gain on each amplifier

= No truck rolls

= No troubleshooting required
= No operation complexity



OTN G.709 on Transponders Enables
Signaling, Performance Monitoring and FEC

= All 10Gb transponders and
muxponders have SW selectable
OTN and GCC ON/OFF

= 2.5G MR transponder has SW
Selectable OTN and GCC
ON/OFF

14
15
16
17
3824
3825
4080

— N0

= OTN s ITU standard for mapping 1 Alignm %6

and managing WDM network 2
3

4

>

Client Signal

Mapped in ClICE

FEC

OPUk OH

OPUk Payload

= Allows for interoperability of
equipment at wavelength layer

= Provides payload and signal Bl ciient signal
performance monitoring OPUk—Optical Channel Payload Unit < Indicates
- “Digital Wrapper” allows FEC to I obuk—optical Channel Data Unit the Order:
. . 1 2.5G
be app“ed in non-proprietary OTUk—Optical Channel Transport Unit 2 10G

fashion Alignment 3 40G
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ONS 15454 MSTP
Management Applications

= Cisco Metro Planner -
Cisco Transport Planner
Network design
Network modelling

Computer-aided installation: from
network design straight to installation

= Cisco Transport Controller
(CTC) -

Installation and setup
Full node/ring management capability

= Cisco Transport Manager
(CTM)

EMS/NMS layer applications for
advanced optical management

CORBA/TL1 and SNMP NBI available
for OOS integration




Cisco Transport Planner — CTP
MSTP Design Tool
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Transport Planner Analyses all services

and places Amplifiers and DCUs
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Transport Planner provides Bill of

Materials and numerous reports
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Concept to Creation Easier:
ransport Planner

ety Dialog il |
NE Site Parameters @a e =g -
Site M. s
el |3 stte 1 (RoADM] e
_ =] Rack1 Patch Panel
Site IP Address {(Opt) B Palch panel #1
i [ Paich panel #2 Patch Panel
Site MTTR (hours) | @ Dcusherr#
i [ Main Sher DCU-350-W DCU-350-E
Maint Centre Mame ﬁ AlrRamp #0
ﬁ Fiber Storage
Shalf Lavout [@ ciient shelr#1 o a
: : Smooth ition from
W = 5
~NE Site Type gl 8 |85 Elzlz 8] 8 2 ® Oot tranSItlon rO
Configuration '; § % g :E E E g g '; . . .
8= EECTTEN N ® |7 design to implementation
Equipment = = 9_: o,
= m
Hybrid Node Config
~NE Site mplifier - L Tioy
Preamplifier West Side Air Ramp
Fibre Storage £

Boosterest Side

Bill of materials

Preamplifier East Side

Booster East Side

Power Requirements

aqeEEny
sqEEAy
AqEEAY
aqEEny
aqmEny
AqEERY
aqEEry
AqEpEay
SEIEAY
sqEEny
SAqEEAY
aqeEny
sqEEsy
AqEERY

I LESOSTUAdXL

Rack diagrams

Fan Tray

4]

3]




- 00000000000000__]
Concept to Creation Easier:

ransport Planner

',u{-l.'liisco Metro Planner o |m |
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( & Network | Summary | Wavelength Routing | Link Availahility |
b Optical Resuits | Network Bill of Material inn Darameters 2 Internal Connections |
YWavelength Routing result
Y B Omessages T 5B [pr 08-23-04 at02:22:05 B4
Site IF - -
Addrass ‘ Pasition-1 ‘ Unit1 ‘ Port #-1 ‘ Part 1D-1 ‘ Port Label-1 ‘ Attenuator ‘ Pateheord Type ) Smooth tranS|t|0n from

Site1 | 0.0.0.0 |Rack#1.DcuShelf#1.01 15216-DCU-350 <undef= | <undef=1 RX . t . t t
Site1 | 0.0.0.0 |Rack#1.DcuShelf#1.01 15216-DCU-350] <undef= | <undef=1 T d g mpl m
Site1 | 0.0.0.0 |Rack#1.DcuSheli#1.02 15216-DCU-350 <undef= | =undefs2 RX esign 1o | € entation
Site1 | 0.0.0.0 |Rack#1.DcuSheli#1.02 15216-DCU-350 <undef= | =undefs2 T
Site1 | 0.0.0.0 | Rack#1Main Shell02 |15454-OPT-PRE| 1 LINE-2-1-RX COM-RY
Site1 | 0.0.0.0 | Rack#1.Main Shelf02 15454-OPT-PRE| 2 LINE-2-1-T¥ COM-TX
Site1 | 0.0.0.0 | Rack#1Main Shell17 [15454-05C-CSM 1 LINE-17-1-R¥ COM-RY
Site1 | 0.0.0.0 | Rack#1.Main Sheli17 15454-05C-CSM 2 LINE-17-1-T¥ COM-TX . .
Site1 | 0.0.0.0 | Rack#1.Main Sheli16 15454-OPT-PRE| 2 LINE-16-1-T¥ COM-TX Bill of materials
Site1 | 0.0.0.0 | Rack#1Main Shelfl0l [15454-05C-CSM 1 LINE-1-1-RX COM-RY
Site1 | 0.0.0.0 | Rack#1.Main Sheli14 | 15454-32WSS | 66 LINE-14-1-R¥ EXP-RX
Site1 | 0.0.0.0 | Rack#!.Main Sheli14 | 15454-32WS5 | 65 LINE-14-1-T¥ EXP-TX .
Site! | 0000 | Rack#l MainSheli14 | 15454-324455 | 69 | LINE-14-3TX | DROP-TX Power Requwements
Site1 | 0.0.0.0 | Rack#!Main Sheli14 | 15454-32WS5 | 28 | CHAN-14-29-R¥ | RX-54.1- 60.6[5]
Site1 | 0.0.0.0 | Rack#!Main Sheli14 | 15454-32WS5 | 31 | CHAN-14-31-R¥ | RX-54.1- 606 [ 7] Ra
Site1 | 0.0.0.0 | Rack#1.Main Sheli03 | 15454-32WS5 | 68 LINE-3-3-TX DROP-TX i
Site1 | 0.0.0.0 | Rack#1Main Shell03 | 15454-32WS5 | 28 | CHAN-3-29-R¥ |RX-54.1-60.6[5] Rack dlagrams

Site1 | 0.0.0.0 | Rack#1.Main Shelf13 | 15454-32-DMx 29 CHAM-13-29-T) | TH-54.1 - 606 [5]

Site1 | 0.0.00 | Rack# Main Shelfl13 | 15454-32-DMX | 31 | CHAN-13-31-T( T-54.1- 606 [7] R .

Site1 | 0.000 | Rack®! MainShellD5 | 15454-32-DMX | 20 | CHAN-5-20-TX | TX-54.1-B06[5] Step-by-step Interconnect
Site2 | 0.0.00 | Rack#l Doushelf#1 01 156216-DCU-350 undefs | =<undef-1 R

Site 2| 0.0.00 | Rack#l Doushelf#.01 15216-DCU-350 undef= | =undef-1 ™

Site 2| 0.0.00 | Rack#l DouShelf#1.02 15216-DCU-350 <undefs | =<undef-2 Ry ; ;

Site 2| 0.0.00 | Rack#l DouShelf#1.02 15216-DCU-350 <undefs | =<undef-2 ™ SyStem Conflg Files

Site2 | 0.0.00 | Rack#! Main Shelfi02 15454-0PT-PRE| 1 LINE-2-1-RY COM-RY
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i i -05C- LINE-17-1-F; COh-R | ~
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| Analyzed




CTM & CTC:
A—-Z Wavelength Provisioning

Circuit Attributes 5' - - -
- = = Provisioning of

Type IOCH EE [~ Revertive  Reversion time (rair) IS.D 'l I X P/M X P/I I l |
Size: IE‘thernet 'l

I—_l Trunk
[10GE b

e linecard and OCH

[c Bana 7] foue =] FEC isable
I¥ Bidrectiansl sFEER [i2s d O n e a.t th e S a.m e
State seer fe7 7]

.
State: |O0% DSELD 'l Mapping: |[A=yhchronous 'l tl l I I e
o Apply to OCHCC ports IOOS,DSBLD ut I

51 Client provisioning (PPM)

| Source
e omtee = Wavelength selection

Size: Ethemet1 0GE

Direction: 2-way
e (C- vS. L-ban d)
Applyta QCHCC ports: False

QCHMC Wavelength: 1529.55nm

Protection configuration

Mapping: Asynchronous G709 and FEC
provisioning

Circuit direction selection
as per OCHNC

=Back INEX‘t:I Firizt | Cancel | Help I




Network Level Alarm Correlation (NLAC)

TRANSPONDERS

"
v

TRANSPONDERS Forward Detect Indication

Reporting relevant fault notifications to management interfaces
Suppressing/demoting irrelevant symptoms

Makes troubleshooting easier

Save DCN bandwidth

Avoid Alarm flooding/storms in case of dramatic events

Avoid the “Christmas tree effect” on the Video Wall at NOC
Based on standard ITU-T G.798 atomic function definition



MSTP Multi-Shelf Management

Customer
Prem

Customer Prem

Multi-Shelf
Management Node

1IP Address, 1 TID

[l
LA
i i

Central
Office

Gateway
Network Element

Multi-Shelf

Management Node
1IP Address, 1 TID




DWDM is displacing SDH as the primary
transport technology of choice

= Service Flexibility
Full range of Data, Storage & TDM Transport services
Bit-Rate & Protocol Agnostic
10 to 40 Gbps per wavelength fits needs of packet switching
Increased reach through Forward Error Correction

= Dynamic Reconfigurability
Reconfigurable Optical Add/Drop Multiplexors (ROADM)
Lasers Fully Tuneable across 80 wavelengths
Wavelength Cross Connects and Mesh Networking

= Resilience
Full Optical Monitoring & Automatic Gain Control for each wavelength
SDH-like performance monitoring & alarm signaling via G.709
Sub-50 ms protection switching

= Ease of Deployment
Powerful Automated Design Tools
A-Z Provisioning



e
ONS 15454 MSTP Market Analysis

#1 Worldwide WDM Market Share (12%)
INFONETICS #1 North American WDM Market Share (23%)
210 DR L, #1 Worldwide ROADM Market Share (37%)

#1 North American ROADM Market Share (49%)

“Undeniable Market Power”, “and a solution based on the hugely
successful 15454 platform”...

“What is very interesting to note here is that Cisco is claiming

REAL WORLD RESEARCH

, Including enterprise/government and metro access networks”

Momentum: “Very Positive”

Current Prospective “Very Threatening”




Cisco ONS 15454 MSTP

= ROADM technology (IPLC) very cost effective
compared to competition (MEMS)

= Wide service breadth up to 40 Gbps/A
= Fully tuneable transponders (801)
= Carrier Class resilience

= Proven product excellence —
>520 ONS 15454 MSTP Customers since Aug 03

= Significant roadmap planned to extend capabilities



More Information

= MSTP Product Information
http://www.cisco.com/en/US/products/nw/optical/ps200
6/ps5320/index.html

= Networkers Breakout Session
Data Center Optical Infrastructure for the Enterprise
07-FR1-BRKDCT-2007-BRKDCT-2007

= Cisco Press
DWDM Network Designs and Engineering Solutions

Optical Network Design and Implementation

Tech Focus: Optical/Metro



Meet the Experts
IP NGN Architectures and Technologies

= Oliver Boehmer
Network Consulting Engineer

= Moustafa Kattan
Consulting Systems Engineer

= Yves Hertoghs
Distinguished System Engineer

= Ed Draiss
Product Manager




Recommended Reading
BRKBBA -2013

= Continue your Networkers learning experience with
further reading from Cisco Press.

= Visit the on-site Cisco company store, where the full

range of Cisco Press books is available for you to
browse.

Cisco Storage Networking
Architectures Poster

Cisco Press
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