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HOUSEKEEPING

= We value your feedback, don’t forget to complete your online session
evaluations after each session and complete the Overall Conference
Evaluation which will be available online from Friday.

= Visit the World of Solutions on Level -01!
= Please remember this is a ‘No Smoking’ venue!

= Please switch off your mobile phones!
= Please remember to wear your badge at all times including the Party!

= Do you have a question? Feel free to ask them during the Q&A section or
write your question on the Question form given to you and hand it to the
Room Monitor when you see them holding up the Q&A sign.



Caveat

= This presentation focuses on Service Provider space

= CAC for Voice and Video in Enterprise is discussed in
other Networkers 2007 sessions

e.g. BRKUCT-2010 CAC Design for Enterprise WAN
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Admission Control: Why?

Ensuring Traffic Fits in Network:
= The Over-Provisioning Model: Adjust Network capacity to peak Traffic

= The TCP Congestion Control Model: Adjust every elastic flow to its share
of Network capacity

= The Admission Control Model: Reject Flows that don't fit

= Many environments live happily through combination of Over-Provisioning
and TCP Congestion Control

e.g. The Internet, Campus networks, ...

= Some environments require Admission Control. Typically, where
— Important Traffic is inelastic (“steep utility curve”), like Voice/Video
— inelastic traffic is in high proportion, like Video in Metro Aggregation
— Determinism is required

e.g. Mobile Phone Trunking, Triple Play, Enterprise WAN, Military Ad-hoc networks



]
Admission Control: What?

= A technology for:
(i) Deciding which flow fits or doesn't fit into network.

(i) Providing explicit notification to Application so it can do the
right thing (e.g send busy tone). Often challenging, as it
requires the “Network” and the “Application” to communicate



Admission Control: How?
axonomy for Admission Control

Admission Control

On path, :
Off Path network Eg(;[s)gant
signalled
Topology Topology
unaware aware
e.g. static rules “ " Endpoint q
Aol e.g. “bandwidth q RSVP Marking
on application " Multicast LDP RSVP based Measurement
server manager TE Based based, e.g. PCN
ETSI/ TISPAN MSF BSF VOMPLS MFA MPLS Per flow Intserv over RSVP
(access) (core) (access) UNI RSVP Diffserv Aggregation
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Wireline CAC Requirements

ACCESS LINK (last mile) AGGREGATION NETWORK CORE
VolP # of calls generally limited at the Bw requirements small compared With the move to NGNs supporting
application level, i.e. call server, and to video and generally provisioned the integration of the PSTN into IP
bw requirements small compared to with sufficient class bw to cope networks, adding support for
video with peak during working and deterministic admission control is
= CAC only needed as part of call failure case SEEmiE
server (eg SBC with on-board P- = CAC not generally needed = CAC needed in some cases,
CSCF) generally to cover failures rather
than normal condition
Broadcast | Today:Video services generally Generally provisioned with Some requirements for trunk level
video marketed with total display capacity sufficient class bw to cope with admission control (p-mp TE) but
(multicast) | below access line rate (e.g. 1 SDTV peak during working and failure not with feedback to the
port + 1 SDTV/HDTV port on 12Mb/s case application
line). - .
# of streams easily limited at the end- P CAC not generally eeded SGuef?iirizlrl]i/ glraosvslst)l\c/)vnt%dcv(\)“tg with
system or application level In a few SPs, potential for P

peak during working and failure

congestion on DSLAM uplink and case

=>no additional CAC needed : .
Aggregation (very high nb of
In the future: Video services could be | channels, HDTV) = CAC not needed
marketed with total display capacity
above access line rate (e.g. 2
VoD SDTV/HDTV ports on 12 Mb/s line). Potential for congestion both in Generally provisioned with
(unicast) working and network failure cases sufficient class bw to cope with
peak during working and failure

=» CAC highly needed | case

= CAC not generally needed

=>»CAC needed in some cases

=» integrated CAC solution covering
mcast and unicast needed in future?

In few SPs potential for congestion
in areas of the network both in
working and network failure cases

=» CAC needed in some cases

Business Tight SLA commitments not compatible with call blocking probability of CAC. Requires stringent capacity planning
(and possibly TE like traffic engineering) both in normal and failure conditions

=>CAC with feedback to application not needed




VoD CAC Requirements in Aggregation

= Each VoD Stream is big (eg. 1.5-4Mb/s SD, 8-12Mb/s HD)

= Aggregation network cannot be dimensioned to cope with simultaneous
VoD use by all users

= Aggregate VoD load is very hard to predict

(unlike aggregate Broadcast Video load)
scales with peak number of simultaneous users

depends on many external variables (service uptake, content attractiveness,
promotions,...)

= Video encodings intolerant to loss

= |f the aggregate Video load sessions exceeds the capacity, ALL Video
sessions degrade

= Failures in Aggregation makes problem even worse

CAC Highly Needed for VoD in Aggregation



CAC Business Case

= Can be expressed in three ways:

For <given peak load, given QoE target>, reduces required
network Bandwidth and hence reduces Capex

For <given peak load, given bandwidth>, increases QoE and
hence customer satisfaction

For <given bandwidth, given QoE target>, increases peak load
that can be accepted and hence increases revenue



CAC Business Case

= Can be expressed in three ways:

For <given peak load, given QoE target>, reduces required
network Bandwidth and hence reduces Capex

Example Business Case for Triple Play operator (*)

Assumptions:
sresilient connectivity in Aggregation (ring)
strunk failure = 50% capacity lost
*900 COs, 4 M subs, 15% concurrency, 25/75% MPEG2/4
*$500/mo per GE, $5000/mo per 10GE

Capacr[y Planning Opthﬂs

: Build capacity so that Peak load fits in absence of failure, accept that all
VoDs of all users degrade if Failure happens during Peak time (hope it doesn’t happen too often)
o " Build capacity so that Peak load fits during Trunk Failure

i

. ": Build capacity so that Peak load fits in absence of failure, deploy CAC to reject
excess load if Failure happens during Peak time

Results:

» Smart Approach and Gambler’'s Approach , Vs Rolls Royce Approach
» Gambler's approach generally not acceptable

(*) Business Case by Network Strategy Partner, more detailed info available on request
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opology Unaware Off-Path CAC

Admission Control

On path,
Off Path network
signalled

Endpoint
Based

Topology Topology

unaware aware CAC deCiSion:

/ * Off-path (i.e. not on datapath), for example
€.0. Static rules T - inside VoD Middleware

on application manager”
server 9

» Without sophisticated network/routing

/R modeling & tracking
* For example: limit nb of VoD sessions to a

ETSI/ TISPAN MSF
(access) (core)

prefix range corresponding to a C.O. (or a
DSLAM) to 1000 (or 100)




Topology-Unaware Off-Path CAC
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*Very Approximate CAC

—>has to be very conservative (eg in case alink goes down)
->Very wasteful (eg 50% VoD bandwidth wasted)

—>Sometimes better than nothing but not a “real” CAC solution



Endpoint Measurement-Based CAC

Admission Control

Endpoint
Based

CAC decision:

* on endpoints, for example on Voice

Gateways

» Based on measurements (e.g. loss, delay)

» For example: drop a call if loss ratio above

threshold | Endpoint Marking

Measurement
server e based, e.g. PCN

sApproximate and often reactive (i.e. after 3
degradation is noticeable) 3 intserv over RSVP

Diffserv Aggregation

«Crude but Better than nothing, |
*Generally not sufficient as complete CAC solution |




Endpoint Measurement-Based CAC

Admission Control

On path, -
r!etwork Endpoint

Off Path Based

sSupported in Cisco Voice Gateways

e “Measurement Based Call Admission Control for

SIP” Feature;

e.g. sta * Configure thresholds on loss/delay or Impairment factors
(ICPIF) - which are derived from SAA measurements

» When exceeded allows PSTN Fallback, play Tone/Message
or reject call

Endpoint
Measurement
Based

Marking
based, e.g. PCN

Intserv over RSVP
Diffserv Aggregation



Endpoint PCN-based CAC

Admission Control

- Endpoint
CAC decision:; Based

 on endpoints/edges, for example on Voice Trunk Gateways

» Based on measurements of purposely-defined Pre-Congestion-
Notification (PCN) markings
e For example:
*do not admit a new call if PCN marking ratio on that route
exceeds admission-threshold
«drop necessary calls on that route to reduce load to fair share |- ki
of preemption-threshold conveyed by PCN marking | Measurement based, e.g. PCN

Based

* PCN work was initiated under Transport Area Working Group
 [IETF now forming a new PCN Working Group (pcn@ietf.org)
» See draft-briscoe-tsvwg-cl-architecture-04, draft-briscoe-tswg-cl-phb-03

* PCN aims at fixing issues with current endpoint measurement based approach (e.g. provide
indication BEFORE congestion, provide guantitative feedback on how much load to drop in case of sudden congestion)

Will not be applicable to all deployment environments

 Early days but interesting approach to watch



Off-Path Topology Aware CAC

Admission Control

On path,
Off Path network
signalled

Endpoint
Based

CAC decision;

Topology Topology

unaware aware  Off-path (i.e. not on datapath), for example on centralized
/ Bandwidth Manager.
» With sophisticated network/routing modeling & tracking
onappiication (G « For example:
S sdiscover & track the mesh of MPLS TE Tunnels built
into network
*0on CAC request from application (eg Voice Call Agent
ETSI/ TISPAN or Video Middleware), map session onto Tunnel mesh

(access) (core)

and perform CAC decision



Resource Management Standards Status

= A number of standards bodies are currently defining policy and/or
resource/bandwidth management functions:

ETSI TISPAN

ITU [TR-RACS]

3GPP [3GPP Draft TS23.802]
MSF [MSF-TR-Q0S-001-FINAL]
DSL Forum [WT-134]
CableLabs PCMM

= Some of these standardisation efforts are addressing a wider
scope than resource/bandwidth management

Adding application pin holing, and session border control functionality
for example

= Some standards focus on access specific functions, others on the
core



Resource Management Standards Status

Access Policy Control Core Policy Control

Defined in PacketCable, MSF, ETSI / TISPAN
3GPP, ETSI, DSL Forum, etc. L2

B

]

s 4
Mobile GGSN

Access and Aggregation Converged Packet Core Applications

= ETSI TISPAN (access) and MSF (core) currently define off-path
bandwidth management functionality



TISPAN Resource Adm|SS|on Control System

.......................................................................................

! Applications _
[ AF-1 Applications } [ AF-2 Applications }
E Service subsystems

PSTN Enfidlation )

Global CAC
Route CAC
Request

) Q Diameter
’ Q H.248
Q <thd>

.................... IP-Edge......
Access network

TISPAN NGN Core




Off-Path Topology-Aware CAC with Cisco BPM

Admission Control

» Cisco Broadband Policy Manager “(BPM) IS a specific
Off Path inception of a system capable of supporting the off-path

resource/bandwidth management functions defined in the
various standards

Tl Toporsy M « Built on top of the industry leading network policy control

. server platform
/ *Flexible application interfaces
B bandwidt) Per-call CAC scaling to PSTN loads
manager’ sCarrier-class availability.

e.g. static rules
on application
server

ETSI/ TISPAN MSF
(access) (core)



Off-Path Topology Aware CAC with Cisco BPM

= BPM maintains a view of network
bandwidth resources and
processes admission control
decisions based upon that view

View may be abstracted from
physical topology

Policy /

= Can be applied to access and '\Rﬂesource i
core, L2, L3 and MPLS Ll

= Can be applied to heterogeneous Ty
service environments (Voice, el AR
Video, Gaming,...) R

= Integral part of Cisco Policy
Control solution

Voice

Gateway
B

Voice

Gateway
A




Component Overview

Cisco BPM

appropriate Resource
Application Function
» Executes Global

Controller
* Hides Topology from

Function requests to
Policy (i.e. Global
CAQC)

» Gate Control
Functions

Director Layer
* Maps Application
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Cisco BPM:
Appllcatlon to TISPAN / RACS

*As per TISPAN
Rel 1 RACS
specification

NETWORK DE\I/ICE LAYER

(Functional/Geographic Partition)



Cisco BPM:
Multi-Domain Admission Control

End-2-End Vision:

* Single solution to satisfy
needs for Next-Generation
Network

PDF Convergence:

» Common Policy Director
Layer to serve underlying
Policy Control Functions

» Aggregates Policy
Decisions from underlying

1
!

a,

. .

o frrraea,,,
tee rrraa,,

.
LN
LN
.....
L
"~
L

__________________________________

———————————————————————————————————

NETWORK DEVICE LAYER

(Functional/Geographic Partition)



Cisco BPM:
Carrier Class

N+1 | o e T T T Tt
Active:Active
Resiliency

Add Directors
to scale
transactions
per seconds

1:N Active:Standby
clustering for
stateful elements

Add Session
Controllers to
support more
network elements

POLICY
CONTROL LAYER




Cisco BPM:
Functional Architecture

Session Set-Up:
Src=X:Dst=Y
BW =10

QoS = Min Delay

!

Signalling
Interface
Function

Event: 1
‘Set-up’ (

Condition: Admissp' ' Network

‘Call Count Exceeded Control Adaptation
onLinkA=>C Function Function (co—F)
Action:
‘Deny Session’ 1 I
(8 () Path Session
Computation Session Awareness
o ¢ Function Database Function
e 'e Network
Topology Discovery
Database Function




Cisco BPM:
Topology Discovery Function

= Topology discovery
agents depend upon
specific deployment
model

= Discovered topology
may be an abstraction
of the physical
topology, e.g. TE
tunnel topology

= Possible options:

Discovery: CLI, CDP,
SNMP

External database:
e.q. ISC:TEM for
MPLS TE

Routing protocols:
IGP,
BGP

Network Provisioning System

Discovery API
Function

Topology
Database

Manually configured



Cisco BPM:
Path Computation Function

= Each CAC request is
resolved to one or
more underlying
network components
determined by one or

e more Path

Mm lm\ Computat|0n

/ Elements (PCE)

= PCE type/location
depends upon the
underlying network
and resource
management model

= An end-to-end CAC
may require a

Path

RS combination of
*) approaches
IGP
MPLS TE

Ethernet STP




Cisco BPM:
Admission Control Function

11

Event:
‘Set-up’ ( )

cgndmé’n; Admission Network
‘Call Count Exceeded Control 14 ) Adaptation
onLink A>C’ Function Function

Action:
‘Deny Session’

12

Actual admission control
decisions can be based
upon a number of
criteria and policies

Call counting

If current_calls +
new_call < 8000,
then PERMIT
new_call

Bandwidth accounting

If accounted
current bw +
new_call <
100Mbps, then
PERMIT new_call

Bandwidth / utilization
measurement

If measured
current utilisation +
new_call < 75%,
then PERMIT
new_call



Cisco BPM:
Application Interfaces

Session Set-Up: .

Sro= X: DSt =Y = Multiple standards
BW = 10 being pursued in
Qes= M"“ Delay different forums

MSF — H.248
‘ntorace TISPAN — DIAMETER
Function /Gq
t 3GPP - Gq, Rx, Rx+

= Some applications
require direct interface
to BPM

= Some applications
interface indirectly via
Policy Decision and
Charging Rules
functions




Cisco BPM:
Session Awareness Function

= Tracks in real time the
bindings between
users, |P addresses
and network resources

Signatling

S = Supports
| DHCP

PPP

API

Session
Awareness
Function

Session
Database




Cisco BPM: Summary

Industry leading off-path topology aware admission control system

Carrier-Class, Custom policy definition

Supports the MSF bandwidth manager architecture and ESTI /
TISPAN RACS

Integrated part of Cisco’s policy control solution
Can support CAC for access and core, L2 and L3, IP and MPLS

Can be applied to heterogeneous service environments

Integrated with Cisco IP/MPLS core network solution



On-Path RSVP CAC

Admission Control

On path,

CAC decision: network SBaned
* On-path, I.e. distributed
on routers at each hop of
flow path
» Based on actual network
and actual routing
For example. RSVP based M(E;s?ﬁgmént LAl g

*End-system uses TE
RSVP signaling to
request reservation 1 1

*Routers do RSVP
Erocesshing (ohnly at [P e MFAMPLS  Per flow e
ops where there

could be congestion)

Based based, e.g. PCN




On-Path RSVP CAC

= No external device modeling the
network

= Resource Management is done by the
network itself

= Can be applied to access and core, L3
today (and MPLS in next phase) -

= Can be applied to heterogeneous "
service environments (Voice, g :
Video,...)

= policy control will be integrated (in next Network,{glane/
phases) through ISG/RSVP integration | Resource Mgt
Plane” sz= i

V<

Voice

Gateway
A

Gateway
B




Resource Management Standards Status

= Necessary RSVP extensions for IPTV & NGN being finalized in IETF

— RSVP Proxy: draft-lefaucheur-tsvwg-rsvp-proxy
See “Appendix A: RSVP-based VoD CAC in Broadband Aggregation Networks”

— RSVP Aggregation over MPLS TE/DS-TE: draft-ietf-tsvwg-rsvp-dste
— RSVP extensions for Emergency: draft-ietf-tsvwg-rsvp-emergency

" gndPath RSVP CAC now being considered/added into telco Standards
odies:

— DSL Forum: incorporated in [WT-134]. Appendix A- Use Case describing
On-Path CAC for VoD

— ETSI TISPAN: contributions proposing specification of RSVP for VoD CAC
in Rel 2 (which adds support for IPTV

— ITU [TR-RACS]: contributions proposing specification of RSVP for VoD CAC



On-Path RSVP CAC

Admission Control

On path, Endpoint
Off Path k
. signalled £
Topology Topology
unaware aware
B « Cisco RSVP support on all Software- Endpoint .
] based Routers and 7600 SULEE))  veesuement | NS0

e L everages years of RSVP expertise of 1
IPv4 RSVP in enterprise and RSVP-TE in
Service Provider MFA MPLS Per flow

RSVP over RSVP
Diffserv Aggregation



]
RSVP-based VoD CAC:

RSVP Components

RSVPoverDiffsery M .

RSVPoverDiffserv | Gl
RS (where CAC required)

Receiver Proxy

L3 IP/
Cor,

LS

RSVP

Unaware

Unaware (where CAC not
required)




RSVP-based VoD CAC:

Synchronization between RSVP and VoD Streaming

*
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RSVP-based VoD CAC:
Synchronization between RSVP and VoD Streaming

Te

phuEEN,

sidential
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e
RSVP-based VoD CAC.: _
RSVPoverDiffserv

RSVP over Diffserv

‘RSVPoverDiffserv” (not pure Intserv):
No per-VoD-Session state in datapath (purely Diffserv)
Just CAC of VoD Sessions over a Diffserv queue
Modern Aggregation platforms handle

?(%LfQ,OOOs) reservations, ie O(10s-100s of Gb/s ) worth of VoD
raffic;

per-hop processing latency O (milliseconds)

RSVPoverDiffserv

Residential

L
1°3 P/ VPLS
L < Id
* ’0 .ore

Business

Ty

( S




RSVP Support on VoD Gear
Option 1: RSVP on VoD Server/VoD Pump

Ethernet/IPIMPLS Aggregation
IPOE -

Business

B A
Eorporate
-




RSVP Support on VoD Gear
Option 2. RSVP on SRM/VoD Server

SRM:

. "
: _ ‘F‘ ** ServeI
- Handles RSVP reservation y

- Synchronise RSVP with |
VoD Streaming 4'- LLLITTTTTIo

VoD Server/ VoD Pump: i: nGF\I’<E>TunneI$ '0‘------
- not RSVP-aware .

Residential

L3P/ IPLS
L 4 0 I
* ’ .ore

Business

¢ 5_ A~ =
(Lgorporate
o




RSVP Implementation on VoD Gear

= Cisco cooperates with VoD vendors to help them implement
RSVP:

-Detailed Tech Spec for RSVP Implementation on VoD Gear
-Face-to-face meetings to discuss RSVP implementation details

= BitBand: have RSVP implementation on VoD Pump

= iMake: have implemented RSVP on their SRM for deployment by
European Triple Play provider

= Seachange & Kasenna: have our RSVP Spec, could implement
when they get customer request

= EMEA Customer Bespoke SRM: Planning to add RSVP



RSVP-based VoD CAC:
Status and Roadmap

= Target Platform is 7600

= 12.2SXF:
RSVP over DiffServ
RSVP Refresh Reduction & RSVP Reliable Messaging
Flexible RSVP Receiver Proxy
Sender Notification by Proxy in case of CAC failure
RSVP Local Policy
Preemption
Can be used for Deployment with some restrictions (*)

= 12.2 SRB:
RSVP Fast Local Repair (fast CAC recovery in case of link/node failure)
RSVP over ECMP
RSVP over Link Bundling (with dynamic bandwidth adjustments)
RSVP Local Policy Enhancement (Application-ID)
Recommended release for Deployment

(*) Validate Design first



RSVP-based VoD CAC:
Status and Roadmap

= Next:
RSVP simultaneously with FRR
RSVP CAC for VoD with LinkP/NodeP for Business
TBAC (Tunnel Based Admission Control)

RSVP CAC over MPLS TE Tunnel
RSVP CAC for VoD with LinkP/NodeP for Business & VoD



RSVP and RSVP Receiver Proxy

Enable RSVP & Enable RSVP Receiver Proxy:
configure bw: ip rsvp listener outbound reply
To PE-Dist |p rsvp bandwidth x

N V !5

IPv4 ke Y \5 ;l \:
1t

Media Stream J :
-A

To PE-Dist



VoD CAC RSVP
RSVP Fast Local Repair (FLR)

Link capacity =3
Reserved =2

Link capacity =3
Reserved =2

with RSVP

‘ VoD Stream
reservation




VoD CAC RSVP
RSVP Fast Local Repair (FLR)

Link capacity =3
Reserved =2

Link capacity =0
Reserved =0




VoD CAC RSVP
RSVP Fast Local Repair (FLR)

Link capacity =3
Reserved =2

Link capacity =0
Reserved =0




VoD CAC RSVP
RSVP Fast Local Repair (FLR)

Link capacity =3
Reserved =3

Link capacity =0
Reserved =0

'
‘I\(C' PE-Agg

LN |
o ....lll
 —
_'/:lx‘II..




VoD CAC RSVP
RSVP Fast Local Repair (FLR)

Link capacity =3
Reserved =3

Link capacity =0
Reserved =0




VoD CAC RSVP
RSVP Fast Local Repair (FLR)

= |n the Absence of Failure:
100% of capacity can be used to carry VoD streams

= |n the Presence of Failure:

Only VoD streams which (i) are affected by reroute and (ii) which no
longer fit, are terminated

All other VoD streams have their QoS protected
100% of remaining capacity can be used to carry VoD

Shorted-live QoS degradation only in the transient period during which
all rerouted VoD streams are re-subjected to RSVP CAC (ie the “FLR
Convergence Time”)

Close to optimum CAC behavior



RSVP Local Policy: per-DSLAM Uplink
CAC In presence of L2 Switch

RSVP
bandwidth

IPv4 Path

IPv4d ketv \

Media Stream

R(config)# access-list 104 permit ip afty 58 101.0 0.0 0,255
R(config)# access-list 105 permit ip ang192.168.102.0 0.0.0.253

R(config)# ip rsvp policy local acl 104
R(config-rsvp-policy-local)# forward all
R(config-rsvp-policy-local)# maximum bandwidth group 600000
R(config-rsvp-policy-local)# maximum bandwidth single 4000
R(config-rsvp-policy-local)# end

R(config)# ip rsvp policy local acl 105
R(config-rsvp-policy-local)# forward all
R(config-rsvp-policy-local)# maximum bandwidth group 600000
R(config-rsvp-policy-local)# maximum bandwidth single 4000
R(config-rsvp-policy-local)# end

To PE-Dist RSVP Receiver 9 —*
Proxy

Central Office

Works when separate
address-pools are used per-DSLAM



On-Path RSVP VoD Summary

= Since RSVP message follow exact same path as flow, RSVP CAC :
Is Accurate in any arbitrary topology (ring, mesh, star, hub, chain,...)
Dynamically adjusts to reroute, failures, capacity increase
eg from Nx1GE to (N+1)x1GE, from Nx1GE to 10 GE
Is Completely independent of VoD Content Distribution
= RSVP CAC can cover all links in Aggregation
= RSVP CAC also covers DSLAM uplinks

= RSVP CAC brings a lot of value as soon as aggregation topology is
non-trivial

= Requires VoD Transport over native IP or over LDP/Global (transport
also over MPLS TE/VPN in next phases)



On-Path RSVP VoD Summary

Reduced Capex: Maximum Utilization of bandwidth in Access & Aggregation

Reduced Opex:

Dynamically adjusts to reduced capacity, new capacity, changed VoD Content
distribution, etc ... without any CAC reconfiguration

High Quality of Experience

Very Fast reaction to network change —>tight QoS guarantees

Time to Market and Capex Reduction

No Systems Integration



RSVP Aggregation over TE Tunnel
TBAC Feature (tunnel Based Admission Control)

XX= Bandwidth of the TE Tunnel
- xX = Remaining Bandwidth Reservable
on Tunnel

- Bandwidth Reserved by RSVP

GGSN—SGSN

When new RSVP reservation is requested by GW:
» Admit RSVP reservation over relevant tunnel
(taking into account COS and destination)

» Adjust Remaining Reservable on Tunnel
* RSVP signalling encapsulated in TE Tunnel




Multicast CAC

Admission Control

On path :
' Endpoint
Off Path network Based

signalled

Topology Topology

Sranare aware CAC decision:

/ / e On-path, i.e. distributed
on routers at each hop of

ing

e.g. stati_c rqles “ wi _
on aspeprl\ll:?tlon e.gmgna:gder"dth Multicast TE ﬂOW path g -
 Based on actual network
/R 1 and actual.routing
» For example:
S cosy core) (acoess) VoMPLS S *Routers perform CAC
when processing IP

Multicast joins/leaves
(IGMP, PIM)



Multicast CAC Example Application:
Managing Oversubscription of DSLAM uplink

250-1000 users

per DSLAM
Access Aggregation
GE 10GE

a
-o—g

1 GE DSLAM uplink often a
bottleneck for carrying all
the Triple Play Services

250 — 1000 end users need to be
supported on a 1 Gbps DSLAM
uplink.

Triple Play Services need to support
250 — 1000 users
1. - Voice: 2 IP phone
connections per home

2. - Broadcast TV : 200 — 500
channels
- Data : Internet

3.
4. VOD : 10 % users using VOD

If 250 homes on a single DSLAM are
all watching a different channel, the
total BW required for Broadcast video
alone would be 250 x 4Mbps = 1Gbps!

Multicast CAC is the Solution

to Manage Video Broadcast
Oversubscription!




Cisco 7600 Multicast CAC
(Single) Per Interface IGMP State Limit

MCAC Use Case Cisco I0S® IGMP State Limit
Phase 1
(Switched Digital Video)

interface Gig0/0
description -- Interface towards DSLAM --

1. Say the total number of SDTV |p igmp limit 125
channels offered by a Service
Provider is 300.

2. Each_ SDTV channel is
approximately 4Mbps. 300 SDTV channels

vVvVvy

3. 50% of each outgoing 1Gbps link
(500Mbps) needs to be provisioned
for Broadcast TV leaving the 10GE

remaining 50% for Voice, Internet & A
VoD.

Cisco 7600

4. The required CAC needed per
interface comes out to:
500Mbps/4Mbps = 125 mroutes

When limit is_reached, router does not
honor a new join 300 channels offered

No explicit CAC-reject notification sent
to user >black screen 300 channels x 4Mbps = 1.2Gbps




Cisco 7600 Multicast CAC
(Multiple) Per Interface Mroute State Limits

Cisco I0OS® Per Interface Mroute State Limit
MCAC USG Case Phase 2 with support for ingress, egress, PIM/IGMP, ASM/SSM

1. Say the total number of SDTV interface Gig0/0
channels offered by a Service Provider description --- Interface towards DSLAM ---
is 300.

ip multicast limit out 75 Basic
ip multicast limit out 25 Premium
ip multicast limit out 25 Gold

2. Each SDTV channel is ca. 4Mbps.

3. Service Provider will offer three TV
bundles (Basic, Premium, Gold). Each
bundle will have 100 channels. Premium (100 channels)

»

4. 50% of each outgoing 1Gbps link Gold (100 channels)

Basic (100 channels)

(500Mbps) needs to be provisioned for
Broadcast TV leaving the remaining 10GE

50% for Voice, Internet & VoD.

5. Within this provisioned 50%:
* 60% will be for Basic (300Mbps)
* 20% will be for Premium (100Mbps)
* 20% will be for Gold (100Mbps)

6. The required CAC needed per r@/n
interface comes out to:

«Basic  mroute limit = 300/4 = 75 300 channels offered

e Premium mroute limit = 100/4 = 25

» Gold mroute limit = 100/4 = 25 300 channels x 4Mbps = 1_2(3bps

Cisco 7600




Cisco 7600 Multicast CAC
Cost factor for per-interface Mroute State Limits

Content Service Paying
Providers Provider Customers
MCAC Use Case Phase 3 S
ip flow bandwidth 4000 kbps SD-M2-channels-all ! from any provider

1. Consider the following_ Three ip flow bandwidth 12000 kbps HD-M2-channels-all ! from any provider

Content Providers (CPs) are
providing multicast content.

2. Multiple CP will have TV
programs w/ different BW:
« MPEG2 SDTV: 4 Mbps
* MPEG2 HDTV: 12 Mbps
* MPEG4 SDTV: 1.6 Mbps
* MPEG4 HDTV: 6 Mbps

Content
Provider 1

3. Service Provider (SP) would like Content gloGE
to provision fair sharing of Provider 2

bandwidth between these three PEG2 SDTV. |
. . PEG2 HDTV -

content providers to its consumers PEGASDIV |

across 1Gbps links.

4. 250Mbps for each CP, 250 Mbps Content | interface GigorL

for Voice/lnternet/VoD. Provider 3 1| description --- Interface towards DSLAM ---

PEG2 SDTV i | ==
PEG2 HDTV.  : [ I CAC
PEG4 SDTV : [ _ - _
%MPE@ “UTvE) ip multicast limit bandwidth-out 250000 kbps CP-1-channels

ip multicast limit bandwidth-out 250000 kbps CP-2-channels
ip multicast limit bandwidth-out 250000 kbps CP-3-channels

Cisco 7600

5. Simple extension of multicast
limits: global cost factor config.




Agenda

* Introduction and CAC Taxonomy
= Requirements and Business Case
= CAC Methods

Topology Unaware Off-Path
Endpoint Measurement-Based
Endpoint PCN-based
Topology-Aware Off-Path
On-Path RSVP

On-Path Multicast

= Case Studies

Triple Play Provider: RSVP VoD CAC

Residential Broadband: BPM CAC for Voice and VoD
PSTN Replacement: BPM CAC for Voice

Mobile Phone Trunking: RSVP Aggregation over MPLS TE

= Conclusions



Case Study
EMEA Triple Play Provider: RSVP VoD CAC

10 Gig/s National Core
Extending own DSL Access Network via Local Loop Unbundling

Upgrading Aggregation Network to cope with growth and new
Triple Play services:

Metro links are a very important part of overall cost

RSVP VoD CAC on 7600 allows controlled capacity planning and
hence provides key savings

VoD Service from 4 Video Head-ends
Centralized Highly-Resilient Session Resource Manager (SRM)
RSVP signaling handled by SRM



Case Study

RSVP VoD CAC

100s (growing to 1000+) Exchanges

(aggregated in various topologies:
Spoke, star, chains, rings, mix)

|/ s

i

Residential

4 Video
Head-ends

7600 &73750



Case Study

o5

\

RSVP Receiver Proxy

/ £F

RSVP Local Policy '

.b 7600 fa# 3750 P4 RSVP state

Al
1’5

VoD




Case Study
EMEA Triple Play Provider: RSVP VoD CAC

= Very strong business case for CAC for VoD on
Aggregation

= RSVP on-path fitted best:

-Off-the box (no additional off-path server to operate, no
systems integration for interfacing with Application)

-Easy operation in an evolving network (ie no reconfiguration
when links added, topology changed, additional VoD Servers
distributed in POPS)

-Solution ready for production deployment mid 07



Case Study: BPM Residential Broadband CAC
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Case Study: BPM Residential Broadband CAC
VolP CAC: ATM DSL access

Qo5 Reserve:
Sess-ID (11) TiD (99)

_v Src-lP: L1.LT0T (x)
- Dst-IP: 2.2.2.202 {y)
. <5DP Src only>
- . QoS5_Resene Reply
o =ACCEPT 9 1

sUser-¥ wishes to call User-Y
sMakes request to SIP Server

(call flow oversimplification)
s

4

;. SessdD (11, TID 99)

7 Response=ACCEPT

SIiD (1), TID (99)
Response=ACCEPT

'

'

ism {11), STID 99, DTID 99
[

Fs B A S
/ Setup Msqg Set-up Msq
4 XAP 3 yelP XdP 2 y-iP
f" Capacity 64K Capacity 64K
; Loc signit X >* { oc signif ~ >¥
, Sass-0 (T1), TiD (99} (Sess-10 (11), TID 99
f 1
)
f call DB
f PEP-Top-DB PEP-Top-DEBE
1 PEP-IC-2
1 Port-1
I VPI-ZOF Max=512, Curr=128
I WiC-1 [l
! ket Sess-10
I
) i

- :'_ L

1.1.1.101
User-X CORE l 2.2.2.202

User-¥

P2 Pool: Pool: P2

1.1.1/24 2.2.2f24




Case Study: BPM Residential Broadband CAC
Abstract Representation of ATM Topology

= Topology stored as nodes and links —

attributes may be associated with both
S . . f . f | k d BRAS | VP | | CPE ATM Port |
tores capacity information for links an ATM Port
link hierarchies

Captures relationships between nodes

= Associates physical topology (nodes,
ports) to abstract topology (VP, VC)

Uplink
= Number of ways of populating / : :‘

DSLAM
’7 ATM Port

modifying topology model
Discovery
External systems
Manually

VP3| | K1

/

DSLAM

CPE



Case Study: BPM Residential Broadband CAC

= Strong requirement for CAC in Aggregation because of
overbooking of VP/VLAN
= BPM off-path best fit:
Can support CAC for L2 and L3, IP and MPLS
Can be applied to heterogeneous service environments
Can be integrated part of policy control solution
Supports ETSI / TISPAN requirements



Case Study: BPM CAC for PSTN Replacement

= Based on core CAC work carried
out by the MSF

= BPM tracks status of bandwidth
resources (e.g. TE tunnels),
interfaces to application/services

and manages admission control Policy / ;
decisions into available bandwidth Resource 4
: Management -
= MPLS TE tunnels provide an biene

explicit routing and signalled CAC .

capability which can be used to NIty ok e B el
keep core network behaviour and Plane . . . :
CAC decisions in lock step —

= Available =

S -

\"
Voice

Gateway ' Gateway
A ™ - B




Case Study: Off Path Core Admission Control
TE Tunnel Modeling

PE TE Tunnel

Uplink

TE Tunnel

= BPM maintains an abstract view
of network bandwidth resources:

TE tunnel topology and

Access network bandwidth

- ) >
Gateway ' Gateway
A

100




Case Study: BPM CAC for PSTN Replacement
Hierarchical Deployment Architecture

Call Server

@ Terminating (far end) @ Director Layer ‘route_s’
Call Server originates CAC request to appropriate

Capacity Admission Resource Controllers

request
Director
Layer
(3) Distributed
Resource Controllers Resource Resource
perform Admission Controller-1 Q Controller-2

Control decision

GW-1 (IP@1)

GW-4 (IP@4)
0
U’
GW-2 m 2
ows &

PE-



Case Study: BPM CAC for PSTN Replacement
MPLS TE for core CAC

SIP_PROXY_A

SIP_PROXY_B
P SIP Invite e
@S|Pprogresgng>
—> T @ ............................... —>

e
A - AR | .
= AAA @ K A
. . <P DIR r““‘ “.0 N H
= A Bfameter = .
ite . * . SIP Invite
SIPinvite M Progressing —A‘..---..---" .
- AAR 1
n : SIP@ n
LINK Tot BW | Cur BW @ : " AAA Progressing\- . LINK Tot BW | Cur BW
GW-A > PE-1 100 80 wl . = s ‘ ) GW-D > PE-3 1 » 80
e, - ent
GW-B > PE-1 50 40 o @ . : decremeM gor—TE3 | 50 40
ot B B R AAR = decrement ot B B
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o
Case Study: BPM CAC for PSTN Replacement

= TE Tunnel Sizing and Path Computation:

BPM is preconfigured with the size of statically configured, but
dynamic signaled TE tunnels

BPM tracks tunnel status and controls admission decisions into
available TE tunnel bandwidth accordingly

TE tunnel head-end routers are responsible for explicit path
calculation, both for CAC and for bandwidth optimisation

In the future, will consider dynamic TE resizing by BPM based
on current demand + global TE Tunnel reoptimization



Case Study: BPM CAC for PSTN Replacement

= Strong requirement for CAC to cope for Multiple Failures scenarios
= BPM off-path best fit:

Does not require any special functionality on voice gateways

Could provide a solution for voice CAC with any Gq’ compliant
softswitch

Can be integrated part of policy control solution
Could apply policy in conjunction with admission control
e.g. #1: if 90% of capacity used, only allow emergency calls

Supports MSF requirements



Case Study: Mobile Phone Trunking

= Mobile Operator using Packet Core today

= Packetized Voice is transported over MPLS TE Tunnels which are
dynamically resized by Head-ends based on measured load
(Autobandwidth)

= |n some cases, a given TE Tunnel can no longer be increased:

- Operator investigating methods to stop admitting new calls in that case

= Considering RSVP on-path solution:
RSVP pre-aggregate Signaling on Voice Trunk Gateways
RSVP Aggregation over TE Tunnels on PE (TBAC)

= Target deployment timeframe compatible with future implementation of
RSVP on Voice GW and of TBAC on Cisco PEs



Case Study: Mobile Phone Trunking

VolP GW:
*Supports RSVP signalling

(one reservation for calls from GWx to GWYy)
*Synchronises RSVP reservation with call establishment

PE must:
PST *Support TBAC (RSVP Aggregation over MPLS TE Tunnels)

->admission control of RSVP over MPLS TE Tunnel




Agenda

* Introduction and CAC Taxonomy
= Requirements and Business Case
= CAC Methods

Topology Unaware Off-Path
Endpoint Measurement-Based
Endpoint PCN-based
Topology-Aware Off-Path
On-Path RSVP

On-Path Multicast

= Case Studies

Triple Play Provider: RSVP VoD CAC

Residential Broadband: BPM CAC for Voice and VoD
PSTN Replacement: BPM CAC for Voice

Mobile Phone Trunking: RSVP Aggregation over MPLS TE

= Conclusions I




]
Off Path network Egg‘s’g('jm
signalled
oooooooooooooooo
unaware aware
atic rules, “ " Endpoint .
o oCe.g. “bandwidth : RSVP 05 poup hacad  Manciiramant  Marking
prl‘llg?!mn e Multicast TE LDP RSVP bas Al base:
MFAMPLS  Per flo
PLS UNI RSVP

= Many potential methods to do CAC
= No single “one-size-fits-all” method

= Cisco aiming for industry leading implementation for the
two main comprehensive methods:
On-Path (RSVP for unicast, Multicast Routing for Multicast)

Off-Path (Broadband Policy Manager)

= Solutions ready for deployment in Production networks



Conclusions

Endpoint
BBBBB

unaware  aware
. B St t O d d e I I d S s 48 i Endpoint i
.g. “bandwidth RSVP 05 poup hacad  Manciiramant  Marking
e I I l e I I e p on application 1 Multicast LDP RSVPbased Measurement
server ganadey TE Baeed d, e.g. PCN
tual . t A\ v vV N
ETSI/ TISPAN MSF BSF VOMPLS MFA MPLS Per flow Intserv over RSVP
(access) (core) (access) UNI RSVP Diffserv  Aggregation
. . .
= Considerations include:
u

If pure Cisco IP/LDP based aggregation network architecture,
on-path is well suited (TE based aggregation coming in next phase)

If RSVP-incapable 3rd party aggregation network equipment, or
non-IP/LDP based access (eg pure L2 Ethernet Switching,
VPLS), off-path approach may be better suited

If off-the box solution is important, on-path is attractive

If integration with Policy Management is important, off-path may
be better suited at present

If topology is non-resilient, off-path may be well suited
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