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Command Syntax Conventions

The conventions used to present command syntax in this book are the same conventions used in the
Cisco 10S Command Reference, which describes these conventions as follows:

Boldface indicates commands and keywords that are entered literally as shown. In actual
configuration examples and output (not general command syntax), boldface indicates
commands that are manually input by the user (such as a show command).

Italics indicate arguments for which you supply actual values.

Vertical bars | separate alternative, mutually exclusive elements.

Square brackets, [ ], indicate optional elements.

Braces, { }, indicate arequired choice.

Braces within brackets, [{ }], indicate arequired choice within an optional element.
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Introduction

The Cisco Certified Internetwork Expert (CCIE) certification may be the most challenging and
prestigious of al networking certifications. It has received numerous awards, and certainly has built
areputation as one of the most difficult certificationsto earn in al of the computing world. Having
a CCIE certification opens doors professionally, typically resultsin higher pay, and looks great
on arésumé.

Cisco currently offers several CCIE certifications, with several othersthat are nolonger offered. The
following list details the currently available CCIE certifications as of the time of publication of this
book; check http://www.cisco.com/go/ccie for the latest information. The certificationsarelisted in
the order in which they were made available to the public.

m CCIE Routing and Switching

m CCIE Security

m CCIE Service Provider (formerly known as Communications and Services)
m CCIEVoice

m CCIE Storage Networking

Each of the CCIE certifications requires the candidate to pass both a written exam and a one-day
hands-on lab exam. The written exam isintended to test your knowledge of theory, protocols, and
configurations that follow good design practices. The lab exam proves that you can configure and
troubleshoot actual 1ab gear.

Why Should | Take the CCIE Routing and Switching Written Exam?
Thefirst and most obvious reason to take the CCIE Routing and Switching written exam is that it
isthefirst step toward obtaining the CCIE Routing and Switching certification. Also, you cannot
schedule a CCIE lab exam until you pass the appropriate written exam. In short, if you want all the
professional benefits of aCCIE Routing and Switching certification, you start by passing the written
exam.

The benefits of getting a CCIE certification are varied, but here are just afew of the reasons:

m  Beltter pay
m Better career advancement/new job

m  Appliesto certain minimum requirements for Cisco Channel Partners, making you more
valuable to Channel Partners

m Better movement through the problem-resolution process when calling the Cisco TAC
m Prestige
m Credibility for consultants and customer engineers, including the use of the Cisco CCIE logo
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The other big reason to take the CCIE Routing and Switching written exam isthat it recertifies an
individual's associate-, professional -, and expert-level Cisco certifications. In other words, passing
any CCIE written exam recertifies that person’s CCNA, CCNP, CCIP, CCSP, CCDP, and so on.
(Recertification requirements do change, so please verify the requirements at Cisco.com.)

The CCIE Routing and Switching Written Exam 350-001

The CCIE Routing and Switching written exam, at least as of the time of publication, consists
of a 2-hour exam administered at a proctored exam facility affiliated either with Pearson VUE
(http://www.VUE.com/cisco) or Thomson Prometric (http://www.2test.com). The exam typically
includes approximately 100 multiple-choice questions, with no simulation questions currently on the
written exam. Because the written exam istypically followed at some point by an attempt at passing
the lab exam, Cisco has little motivation to add simulator questions to any of the CCIE written
exams.

As with most exams of any kind, everyone wants to know what is on the exam. Cisco provides
general guidance as to topics on the exam in the CCIE Routing and Switching written exam
blueprint, the most recent copy of which can be accessed at http://www.cisco.com/go/ccie.

Cisco changes both the written and |ab blueprints over time, and with CCIE, Cisco seldom, if ever,
changes the exam number. (Cisco changes the exam numbers of the associate- and professional-
level certifications when it makes major changesto what is covered on those exams.) Knowing that
the content will change over time, this book includes Appendix B, “CCIE Exam Updates” This
appendix will include coverage of any newly added topics to the CCIE Routing and Switching
written exam. When Cisco changes the blueprint, the authors will add content to cover the new
topics at http://www.ciscopress.com/title/1587201410, with that content also being available to all
readers who have bought the earlier edition of the book. For future printings, Cisco Presswill put
that new content into Appendix B.

The CCIE Routing and Switching written exam blueprint, as of the time of publication, is asfollows:

. General Networking Theory

A. OSl Moddls

B. Genera Routing Concepts
C. Standards

D. Protocol Mechanics

E. Commands

1. Bridging and LAN Switching
A. Transparent

B. LAN Switching
C. MLS
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VI

D. Datalink Layer
E. Ethernet
F. Catalyst |0S Configuration Commands

IP

A. Addressing

B. Services

C. Applications

D. Transport

E. IPv6

F. Network Management

I P Routing

A. OSPF

B. BGP

C. EIGRP

D. Routefiltering and Policy Routing

E. DDR

F. RIPv2

G. Theuse of ‘show’ and ‘debug’ commands

QoS

A. Traffic classification

B. Congestion management
C. Congestion avoidance
WAN

A. Frame Relay
B. Physical Layer
C. Leased Line Protocols

. IP Multicast

A. IGMP/CGMP

B. Addressing

C. Distribution Trees
D. PIM-SM Mechanics
E. Rendezvous Points
F. RPF

XXXiii
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VIII. Security

A. AccessLists
B. LAN security
C. Device Security/Access
D. Spoofing
IX. Enterprise Wireless Mobility

A. Standards

B. Hardware

C. SWAN

D. RF Troubleshooting
E. VOWLAN

F. Products

The blueprint tells you what major topics to study, and which not to study by implication. However,
the blueprint does not provide many details about the scope and depth covered for each topic. For
example, the blueprint lists BGP, without any details. While the lack of details on the depth and
breadth of coverage may be alittle frustrating, the positive perspective is that the lab can cover far
more details—so it is never abad ideato study too many details for the written exam, because the
extratopics are probably topics that could be on the lab exam anyway.

Knowing what topics Cisco does not list in the blueprint isalso useful, particularly topicsthat Cisco
has removed from earlier blueprints. For example, Cisco announced the removal of ISDN/DDR,
SIS, ATM, and SONET from the written exam blueprint during the summer if 2005, making it a
reasonable strategy to simply not study those topics today. Also, there is a possibility that MPLS
might be added back to the exam—check http://www.cisco.com/go/ccie for the latest information
regarding MPLS or any other new or deleted blueprint topics.

About the CCIE Routing and Switching Official Exam Certification Guide,
Second Edition

This section provides abrief insight into the contents of the book, the major goals, and some of the
book features that you will encounter when using this book.

Book Organization

This book contains nine major parts, one corresponding to each of the nine parts of the CCIE
Routing and Switching written exam blueprint. Each part has one or more chapters covering the
major topic areas inside each part of the blueprint.
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The order of the partsinside the book mostly matchesthe blueprint, with one exception: Part | inthe
blueprint (General Networking Theory) is covered as Part 1X, “OSI and Cisco Device Basics,” of
this book. We decided to make the blueprint’s Part | be the final part of the book for two main
reasons. first, many of thetopicsin that part of the blueprint are more easily covered as part of other
topics, so the details were included in other parts of the book. Second, several of the topics from
Part | of the blueprint arerelatively basic, being covered on the CCNA exam, so we actually debated
whether to bother including the topicsin this book at all. However, to be complete, the topics are
included, but placed at the end of the book.

Each part of the book has one or more chapters. Some have a single chapter, such as Part V11,
“Security.” However, Part 111, “IP Routing,” has seven chapters, and alot of page count.

Beyond the chapters in the nine major parts of the book, you will find several useful appendixes
gathered in Part X. In particular, Appendix B, “CCIE Exam Updates,” as mentioned earlier, will be
updated online at http://www.ciscopress.com/title/1587201410 when appropriate to provide you
with the most up to date material. Appendix C covers MPLS, because it was being considered for
inclusion in the CCIE Routing and Switching written exam blueprint at the time of publication.
Please check http://www.cisco.com and the web page for this book at http://www.ciscopress.com/
title/1587201410 to see the latest information about whether or not you need to read the MPLS
appendix. Alsoincluded in Part X isadecimal to binary conversion chart for referencein Appendix D.

Following is a description of each part’s coverage:

m Partl, “Bridging and LAN Switching” (Chapters 1-3)

Thispart focuseson LAN Layer 2 features, specifically Ethernet (Chapter 1), VLANS
and trunking (Chapter 2), and Spanning Tree Protocol (Chapter 3).

m Partll,“TCP/IP’ (Chapters4-6)

Thispart istitled “1P’ to match the blueprint, but it might be better titled “TCF/IP”’
because it covers detail s across the spectrum of the TCP/IP protocol stack. It includes
IP addressing (Chapter 4), IP services like DHCP, ARP, and ICMP (Chapter 5), and
protocol details for TCP, UDP, and application layer protocols (Chapter 6).

m Partlll,“IP Routing” (Chapters7-13)

This part covers some of the more important topics on the exam, and is easily

the largest part of the book. It covers Layer 3 forwarding concepts (Chapter 7),
followed by three routing protocol chapters, one each about RIP, EIGRP, and OSPF
(Chapters 8 through 10, respectively). Following that, Chapter 11 covers route
redistribution between |GPs. At the end, two chapters (12 and 13) hit the details
of BGP.
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Part IV, “Quality of Service” (Chapters 14-16)

This part covers the more popular QoS toals, including some MQC-based tools, as
well as several older tools, particularly FRTS. The chapters include coverage of
classification and marking (Chapter 14), queuing and congestion avoidance (Chapter 15),
plus shaping, policing, and link efficiency (Chapter 16).

Part V, “WAN" (Chapters 17-18)

The WAN coverage in the blueprint shrunk in the summer of 2005 with the removal
of ATM, SONET, ISDN, and DDR. The potentia addition of MPLS back into the
CCIE Routing and Switching written blueprint (see http://www.cisco.com for the
latest, or thisbook’s page at http://www.ciscopress.com/title/1587201410) would add
another WAN-oriented topic. The book’s WAN section covers two main topics:
point-to-point protocols and concepts (Chapter 17) and Frame Relay (Chapter 18).

Part VI, “IP Multicast” (Chapters 19-20)

Thisis one of the two parts of the book that cover topics that are mostly ignored for
the CCNP exam. As aresult, the text assumes that the reader has no knowledge of
multicast before beginning this part. Chapter 19 covers multicast on LANS, including
IGMP and how hosts join multicast groups. Chapter 20 covers multicast WAN topics.

Part VII, “ Security” (Chapter 21)

Given the CCIE tracks for both Security and Voice, Cisco has asmall dilemma
regarding whether to cover those topics on CCIE Routing and Switching, and if so, in
how much detail. This part covers a variety of security topics appropriate for CCIE
Routing and Switching, in asingle chapter. This chapter focuses on switch and router
security. (Note that Voice, whose protocols were formerly covered on CCIE Routing
and Switching, is not covered in the current blueprint or in this book.)

Part VIII, “Enterprise Wireless M obility” (Chapters 22-23)

Cisco added wireless LAN coverage to the blueprint in summer 2004. The coverage
focuses on wireless LAN concepts and protocols, along with RF properties of the
wireless signals. The coverage is comprised of two chapters. Chapter 22, covering
802.11 wireless LAN fundamentals, and Chapter 23, covering deployment solutions.

Part I X, “OSl and Cisco Device Basics’ (Chapter 24)

Thefinal part of the book covers afew topics from thefirst part of the blueprint, and
ismainly acatch-all chapter for afew small topics that were not appropriate for any
other part of the book.



m Part X, “Appendixes’
— Appendix A, “Answerstothe ‘Do | Know ThisAlready?’ Quizzes’

This appendix lists the questions covered at the beginning of each chapter and
their corresponding answers.

— Appendix B, “ CCIE Routing and Switching Exam Updates: Version 1.0"

As of thefirst printing of the book, this appendix contains only afew words
that reference the web page for this book at http://www.ciscopress.com/title/
1587201410. As the blueprint evolves over time, the authors will post new
materials at the website. Any future printings of the book will include the latest
newly added materialsin printed form inside Appendix B.

— Appendix C, “MPLS’

Thisappendix coversmany of the basicsof MPLS, with somefocuson theissues
between the CE and PE routers. This coverage is an appendix because, as of press
time, Cisco had not made afina decision about whether to add MPL S coverage back
to the CCIE Routing and Switching exam. Please check http://www.ciscopress.
com/title/1587201410 for information about whether you should study this
section.

— Appendix D, “Decimal to Binary Conversion Table”

This appendix lists the decimal values 0 through 255, with their binary
equivalents.

— (CD-only) Appendix E, “I P Addressing Practice’

(This appendix isin a PDF on the CD, in printable format.) This appendix lists
several practice problems for | P subnetting and finding summary routes. The
explanations to the answers use the shortcuts described in the book.

— (CD-only) Appendix F, “Key Tablesfor CCIE Study”

(This appendix isin a PDF on the CD, in printable format.) This appendix lists
the most important tables from the core chapters of the book. The tables have
much of the content removed. You can print the PDF, and then fill in the table
from memory, checking your answers against the tables in the book.

XXXVii



XXXViii

Book Features
The core chapters of this book have several features that help you make the best use of your time:

“Dol Know ThisAlready?” Quizzes—Each chapter begins with a quiz that helps you to
determine the amount of time you need to spend studying that chapter. If you follow the
directions at the beginning of the chapter, the “Do | Know ThisAlready?’ quiz directs you to
study all or particular parts of the chapter.

Foundation Topics—These are the core sections of each chapter. They explain the protocols,
concepts, and configuration for the topicsin that chapter.

Foundation Summary—The “Foundation Summary” section of this book departs from the
typical features of the “Foundation Summary” section of other Cisco Press Official Exam
Certification Guides. This section does not repeat any details from the “ Foundation Topics”
section; instead, it simply summarizes and lists facts related to the chapter, but for which a
longer or more detailed explanation is not warranted.

Key Points—Throughout the “Foundation Topics’ section, a Key Point icon has been placed
beside the most important areas for review. After reading a chapter, when doing your final
preparation for the exam, take the time to flip through the chapters, looking for the Key Point
icons, and review those paragraphs, tables, figures, and lists.

Fill in Key Tables from Memory—The more important tables from the chapters have been
copied to PDF files available on the CD asAppendix F. Thetables have most of theinformation
removed. After printing these mostly-empty tables, you can use them to improve your memory
of thefactsin thetable by trying tofill them out. Thistool should be useful for memorizing key
facts.

CD-based practice exam—The companion CD contains multiple-choice questions and a
testing engine. The CD includes two question banks: one that consists of al the“Do | Know
ThisAlready?’ quiz questions, and another set that includes questions uniqueto the CD. Aspart
of your final preparation, you should practice with these questions to help you get used to the
exam-taking process, as well as help refine and prove your knowledge of the exam topics.

Key Termsand Glossar y—The moreimportant terms mentioned in each chapter are listed at
the end of each chapter under the heading “ Definitions.” The glossary, found at the end of the
book, lists al the terms from the chapters. When studying each chapter, you should review the
key terms, and for those terms about which you are unsure of the definition, you can review the
short definitions from the glossary.

Further Reading—Each chapter includes a suggested set of books and websites for additional
study on the same topics covered in that chapter. Often, these references will be useful toolsfor
preparation for the CCIE Routing and Switching lab exam.
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Blueprint topics covered in
this chapter:

This chapter coversthe following topicsfrom the
Cisco CCIE Routing and Switching written exam
blueprint:

m Bridging and LAN Switching

— Transparent
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— DataLink Layer

— Ethernet

— Catalyst 10S Configuration Commands

In addition, this chapter coversinformation
related to the following specific CCIE Routing
and Switching written exam topics:

m Ethernet cabling
m Ethernet framing and addressing
s CSMA/CD

m Switch forwarding logic



CHAPTER 1

Ethernet Basics

It's no surprise that the concepts, protocols, and commands related to Ethernet are akey part
of the CCIE Routing and Switching written exam. Almost all campus networks today are
built using Ethernet technology. Also, Ethernet technology is moving into the WAN with the
emergence of metro Ethernet. Evenin an IT world, where technology changes rapidly, you can
expect that ten years from now, Ethernet will still be an important part of the CCIE Routing and
Switching written and lab exams.

For this chapter, if | had to venture a guess, probably 100 percent of you reading this book
know afair amount about Ethernet basics already. | must admit, | was tempted to leave it out.
However, | would also venture aguessthat at least some of you have forgotten afew facts about
Ethernet. So you can read the whole chapter if your Ethernet recollections are a bit fuzzy—
or you could just hit the highlights. For exam preparation, it is typically useful to use all the
refresher tools: take the“Do | Know ThisAlready?’ quiz, complete the definitions of the terms
listed at the end of the chapter, print and compl ete the tablesin Appendix F, “Key Tables for
CCIE Study,” and certainly answer all the CD-ROM questions concerning Ethernet.

“Do | Know This Already?”” Quiz

Table 1-1 outlines the major headings in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 1-1  “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Questions Covered
Foundation Topics Section in This Section Score
Ethernet Layer 1: Wiring, Speed, and Duplex 15
Ethernet Layer 2: Framing and Addressing 67
Switching and Bridging Logic 8
Total Score
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In order to best use this pre-chapter assessment, remember to score yourself strictly. You can find
the answersin Appendix A, “Answers to the ‘Do | Know ThisAlready? Quizzes”

1.  Which of the following denotes the correct usage of pins on the RJ-45 connectors at the
opposite ends of an Ethernet cross-over cable?

a 1ltol
b. 1t02
c. 1to3
d 6tol
e. 6t02
f. 6t03

2. Which of the following denotes the correct usage of pins on the RJ-45 connectors at the
opposite ends of an Ethernet straight-through cable?

a 1ltol
b. 1t02
c. 1t03
d 6tol
e. 6t02
f. 6t03

3. Which of the following commands must be configured on a Cisco 10S switch interface to
disable Ethernet auto-negotiation?

a. Noauto-negotiate

b. noauto

c. Both speed and duplex
d. duplex

e. Speed

4. Consider an Ethernet cross-over cable between two 10/100 ports on Cisco switches. One
switch has been configured for 100-Mbps full duplex. Which of the following is true about
the other switch?

a. It will use aspeed of 10 Mbps.

b. It will use aspeed of 100 Mbps.

c. It will use aduplex setting of half duplex.
d. Itwill use aduplex setting of full duplex.
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Consider an Ethernet cross-over cable between two 10/100/1000 ports on Cisco switches.
One switch has been configured for half duplex, and the other for full duplex. The ports
successfully negotiate a speed of 1 Gbps. Which of the following could occur as a result of
the duplex mismatch?

a.

b.
c.

d.

No frames can be received by the half-duplex switch without it believing an FCS error
has occurred.

CDP would detect the mismatch and change the full-duplex switch to half duplex.
CDP would detect the mismatch and issue alog message to that effect.

The half-duplex switch will erroneously believe collisions have occurred.

Which of the following Ethernet header type fields is a 2-byte field?

a.
b.
c.

d.

DSAP

Type (in SNAP header)
Type (in Ethernet V2 header)
LLC Control

Which of the following standards defines a Fast Ethernet standard?

a.
b.

C.

e.

f.

|EEE 802.1Q
|EEE 802.1U
|EEE 802.1X
|EEE 802.1Z
|EEE 802.1AB
|EEE 802.1AD

Suppose a brand-new Cisco |OS-hased switch has just been taken out of the box and cabled
to several devices. One of the devices sends aframe. For which of the following destinations
would a switch flood the frames out al ports (except the port upon which the frame was
received)?

a.
b.

C.

Broadcasts
Unknown unicasts
Known unicasts
Multicasts
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Foundation Topics

Ethernet Layer 1: Wiring, Speed, and Duplex

RJ-45

Before making an Ethernet LAN functional, end-user devices, routers, and switches must be cabled
correctly. To run with fewer transmission errors at higher speeds, and to support longer cable
distances, variations of copper and optical cabling can be used. Thedifferent Ethernet specifications,
cable types, and cable lengths per the various specifications are important for the exam, and are
listed in the “ Foundation Summary” section.

Pinouts and Category 5 Wiring

You should know the details of cross-over and straight-through Category 5 (Cat 5) or Cat 5e
cabling for most any networking job. The EIA/TIA defines the cabling specifications for Ethernet
LANS (http://www.eia.org and http://www.tiaonline.org), including the pinouts for the RJ-45
connects, as shown in Figure 1-1.

Figure 1-1 RJ-45 Pinouts with Four-Pair UTP Cabling

KEY
POINT

Table 1-2
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The most popular Ethernet standards (L0BASE-T, 100BASE-T, and 1000BASE-T) each use two
twisted pairs (specifically pairs 2 and 3 shown in Figure 1-1), with one pair used for transmission
in each direction. Depending on which pair a device usesto transmit and receive, either a straight-
through or cross-over cableis required. Table 1-2 summarizes how the cabling and pinouts work.

Ethernet Cabling Types

Type of Cable Pinouts Key Pins Connected

Straight-through T568A (both ends) or T568B (both ends) 1-1;2-2,3-3,6-6

Cross-over T568A on one end, T568B on the other 1-3;,2-6;3-1;6-2
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Many Ethernet standards use two twisted pairs, with one pair being used for transmission in each
direction. For instance, a PC network interface card (NIC) transmits on pair 1,2 and receives on
pair 3,6; switch ports do the opposite. So, a straight-through cable workswell, connecting pair 1,2
on the PC (PC transmit pair) to the switch port’s pair 1,2, on which the switch receives. When the
two devices on the ends of the cable both transmit using the same pins, a cross-over cableis
required. For instance, if two connected switches send using the pair at pins 3,6 and receive on
pins 1,2, then the cable needs to connect the pair at 3,6 on one end to pins 1,2 at the other end, and
vice versa.

NOTE Cross-over cables can also be used between a pair of PCs, swapping the transmit pair
on one end (1,2) with the receive pins at the other end (3,6).

Cisco also supports a switch feature that lets the switch figure out if the wrong cableisinstalled:
Auto-MDI X (automatic medium-dependent interface crossover) detects the wrong cable and
causes the switch to swap the pair it uses for transmitting and receiving, which solves the cabling
problem. (As of publication, this featureis not supported on all Cisco switch models.)

Auto-negotiation, Speed, and Duplex
By default, each Cisco switch port uses Ethernet auto-negotiation to determine the speed and
duplex setting (half or full). The switches can also set their duplex setting with the duplex
interface subcommand, and their speed with—you guessed it—the speed interface subcommand.

Switches can dynamically detect the speed setting on aparticular Ethernet segment by using afew
different methods. Cisco switches (and many other devices) can sense the speed using the Fast
Link Pulses (FLP) of the auto-negotiation process. However, if auto-negotiation is disabled on
either end of the cable, the switch detects the speed anyway based on the incoming electrical
signal. You can force a speed mismatch by statically configuring different speeds on either end of
the cable, causing the link to no longer function.

Switches detect duplex settings through auto-negotiation only. If both ends have auto-
negotiation enabled, the duplex is negotiated. However, if either device on the cable disables
auto-negotiation, the devices without a configured duplex setting must assume a default. Cisco
switches use a default duplex setting of half duplex (HDX) (for 10-Mbps and 100-Mbps
interfaces) or full duplex (FDX) (for 1000-Mbps interfaces). To disable auto-negotiation on a
Cisco switch port, you simply need to statically configure the speed and the duplex settings.

Ethernet devices can use FDX only when collisions cannot occur on the attached cable; a
collision-free link can be guaranteed only when a shared hub is not in use. The next few topics
review how Ethernet deals with collisions when they do occur, aswell as what is different with
Ethernet logic in cases where collisions cannot occur and FDX is allowed.
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CSMA/CD

KEY
POINT

The original Ethernet specifications expected collisions to occur on the LAN. The mediawas
shared, creating aliteral electrical bus. Any electrical signal induced onto the wire could collide
with asignal induced by another device. When two or more Ethernet frames overlap on the
transmission medium at the same instant in time, a collision occurs; the collision resultsin bit
errors and lost frames.

The original Ethernet specifications defined the Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) algorithm to deal with theinevitable collisions. CSMA/CD minimizesthe
number of callisions, but when they occur, CSMA/CD defines how the sending stations can
recognize the collisions and retransmit the frame. The following list outlines the steps in the
CSMA/CD process.

1.

A devicewith aframeto send listens until the Ethernet is not busy (in other words, the device
cannot sense a carrier signal on the Ethernet segment).

When the Ethernet is not busy, the sender begins sending the frame.
The sender listens to make sure that no collision occurred.

If there was a collision, all stations that sent aframe send ajamming signal to ensure that all
stations recognize the collision.

After thejamming is complete, each sender of one of the original collided frames randomizes
atimer and waits that long before resending. (Other stations that did not create the collision
do not have to wait to send.)

After al timers expire, the original senders can begin again with Step 1.

Collision Domains and Switch Buffering

A collision domainisaset of devicesthat can send framesthat collide with frames sent by another
device in that same set of devices. Before the advent of LAN switches, Ethernets were either
physically shared (L0BASE2 and 10BA SE5) or shared by virtue of shared hubs and their Layer 1
“repeat out all other ports’ logic. Ethernet switches greatly reduce the number of possible
collisions, both through frame buffering and through their more complete Layer 2 logic.

By definition of the term, Ethernet hubs:

Key ™®
POINT
| |
| |

Operate solely at Ethernet Layer 1
Repeat (regenerate) electrical signals to improve cabling distances

Forward signals received on a port out all other ports (no buffering)

Asaresult of ahub’slogic, ahub creates a single collision domain. Switches, however, create a
different collision domain per switch port, as shown in Figure 1-2.
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Figure 1-2 Collision Domains with Hubs and Switches

KEY 1 Collision Domain Multiple Collision Domain
POINT 10BASE-T, using Shared hub 10BASE-T, using Switch

Archie

Solid Lines Represent Bob
Twisted Pair Cabling

Switches have the same cabling and signal regeneration benefits as hubs, but switches do alot
more—including sometimes reducing or even eliminating collisions by buffering frames. When
switches receive multiple frames on different switch ports, they store the frames in memory
buffers to prevent collisions.

For instance, imagine that a switch receives three frames at the sametime, entering three different
ports, and they all must exit the same switch port. The switch smply stores two of the framesin
memory, forwarding the frames sequentially. As aresult, in Figure 1-2, the switch prevents any
frame sent by Larry from colliding with aframe sent by Archie or Bob—which by definition puts
each of the PCs attached to the switch in Figure 1-2 in different collision domains.

When a switch port connects via cable to a single other non-hub device—for instance, like the
three PCsin Figure 1-2—no collisions can possibly occur. The only devices that could create a
collision are the switch port and the one connected device—and they each have a separate twisted
pair on which to transmit. Because collisions cannot occur, such segments can use full-duplex
logic.

When a switch port connectsto ahub, it needsto operate in HDX mode, because collisions might
occur due to the logic used by the hub.

NOTE NICsoperating in HDX mode use loopback circuitry when transmitting aframe. This
circuitry loops the transmitted frame back to the receive side of the NIC, so that when the NIC
receives aframe over the cable, the combined looped-back signal and received signal allowsthe
NIC to notice that a collision has occurred.
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Basic Switch Port Configuration

The three key configuration elements on a Cisco switch port are auto-negotiation, speed, and
duplex. Cisco switches use auto-negotiation by default; it is then disabled if both the speed and
duplex are manually configured. You can set the speed using the speed {auto | 10 | 100 | 1000}
interface subcommand, assuming theinterface supports multiple speeds. You configure the duplex
setting using the duplex {auto | half | full} interface subcommand.

Example 1-1 showsthe manual configuration of the speed and duplex on the link between Switchl
and Switch4 from Figure 1-3, and the results of having mismatched duplex settings. (The book
refersto specific switch commands used on |OS-based switches, referred to as“ Catalyst |OS” by
the Cisco CCIE blueprint.)

Figure 1-3 Smple Swnitched Network with Trunk
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Example 1-1 Manual Setting for Duplex and Speed, with Mismatched Duplex

switch1# show interface fa 0/13
FastEthernet@/13 is up, line protocol is up
Hardware is Fast Ethernet, address is 000a.b7dc.b78d (bia 000a.b7dc.b78d)
MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Full-duplex, 100Mb/s
remaining lines omitted for brevity
! Below, Switch1's interface connecting to Switch4 is configured for 100 Mbps,
! HDX. Note that IOS rejects the first duplex command; you cannot set duplex until
! the speed is manually configured.
switch1# conf t
Enter configuration commands, one per line. End with CNTL/Z.
switch1(config)# int fa 0/13
switch1(config-if)# duplex half
Duplex will not be set until speed is set to non-auto value
switch1(config-if)# speed 100
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Example 1-1 Manual Setting for Duplex and Speed, with Mismatched Duplex (Continued)

05:08:41: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet@/13, changed state
to down

05:08:46: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet@®/13, changed state
to up

switch1(config-if)# duplex half
| A A A A A A A A A A O

! NOT SHOWN: Configuration for 10@0/half on Switch4's int fa ©/13.

IR N NN N N N N N N R N R AR AR AN AR AR AN R RN
! Now with both switches manually configured for speed and duplex, neither will be
! using Ethernet auto-negotiation. As a result, below the duplex setting on Switchi
! can be changed to FDX with Switch4 remaining configured to use HDX.

switch1# conf t

Enter configuration commands, one per line. End with CNTL/Z.

switch1(config)# int fa 0/13

switch1(config-if)# duplex full

05:13:03: %LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet@/13, changed state
to down

05:13:08: SLINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet@/13, changed state
to up

switcht(config-if)#"Z
switch1# sh int fa 0/13
FastEthernet@/13 is up, line protocol is up
! Lines omitted for brevity
Full-duplex, 100Mb/s
remaining lines omitted for brevity
! Below, Switch4 is shown to be HDX. Note
! the collisions counters at the end of the show interface command.
switch4# sh int fa 0/13
FastEthernet@/13 is up, line protocol is up (connected)
Hardware is Fast Ethernet, address is 000f.2343.87cd (bia 000f.2343.87cd)
MTU 1500 bytes, BW 100000 Kbit, DLY 1000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, loopback not set
Keepalive set (10 sec)
Half-duplex, 100Mb/s
Lines omitted for brevity
5 minute output rate 583000 bits/sec, 117 packets/sec
25654 packets input, 19935915 bytes, @ no buffer
Received 173 broadcasts (@ multicast)
0 runts, @ giants, 0 throttles
Q@ input errors, 0 CRC, @ frame, @ overrun, @ ignored
0 watchdog, 173 multicast, @ pause input
0 input packets with dribble condition detected
26151 packets output, 19608901 bytes, @ underruns
54 output errors, 5 collisions, @ interface resets
0 babbles, 54 late collision, 59 deferred
0 lost carrier, 0 no carrier, 0 PAUSE output
0 output buffer failures, @ output buffers swapped out

continues
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Example 1-1 Manual Setting for Duplex and Speed, with Mismatched Duplex (Continued)

KEY
POINT

02:40:49: %CDP-4-DUPLEX_MISMATCH: duplex mismatch discovered on FastEthernet@/13
(not full duplex), with Switch1 FastEthernet@®/13 (full duplex).

! Above, CDP messages have been exchanged over the link between switches. CDP

! exchanges information about Duplex on the link, and can notice (but not fix)

! the mismatch.

The statistics on switch4 near the end of the example show collisions (detected in the time during
which the first 64 bytes were being transmitted) and late collisions (after the first 64 bytes were
transmitted). In an Ethernet that follows cabling length restrictions, collisions should be detected
while the first 64 bytes are being transmitted. In this case, Switchl isusing FDX logic, meaning
it sendsframes anytime—including when Switch4 is sending frames. Asaresult, Switch4 receives
frames anytime, and if sending at the time, it believes a collision has occurred. Switch4 has
deferred 59 frames, meaning that it chose to wait before sending frames because it was currently
receiving aframe. Also, the retransmission of the framesthat Switch4 thought were destroyed due
to acollision, but may not have been, causes duplicate framesto bereceived, occasionally causing
application connections to fail and routers to lose neighbor relationships.

Ethernet Layer 2: Framing and Addressing

In this book, asin many Cisco courses and documents, the word frame refersto the bits and bytes
that include the Layer 2 header and trailer, along with the data encapsul ated by that header and
trailer. Theterm packet ismost often used to describe the Layer 3 header and data, without aLayer
2 header or trailer. Ethernet’s Layer 2 specifications relate to the creation, forwarding, reception,
and interpretation of Ethernet frames.

The original Ethernet specifications were owned by the combination of Digital Equipment Corp.,
Intel, and X erox—hencethe name* Ethernet (DIX)” shownin Figure 1-4, which showsthevarious
Ethernet frame formats. Later, in the early 1980s, the | EEE standardized Ethernet, defining parts
(Layer 1 and someof Layer 2) inthe 802.3 Media Access Control (MAC) standard, and other parts
of Layer 2 inthe 802.2 Logical Link Control (LLC) standard. Later, the |EEE realized that the 1-
byte DSAPfield in the 802.2 LLC header was too small. As aresult, the IEEE introduced a new
frameformat with a Sub-Networ k Access Protocol (SNAP) header after the 802.2 header, as shown
in the third style of header in Figure 1-4. Later, in 1997, the | EEE added the original DIX V2
framing to the 802.3 standard as well.

Table 1-3 lists the header fields, along with a brief explanation. The more important fields are
explained in more detail after the table.
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Figure 1-4 Ethernet Framing Options

KEY Ethernet (DIX) and Revised (1997) IEEE 802.3
POINT 8 6 6 2 Variable 4
T
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Original IEEE Ethernet (802.3)
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802.3 802.2 802.3
IEEE 802.3 with SNAP Header
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Preamble | SD address | address Length AlA Control | OUI | TYPE |Data |FCS
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802.3 802.2 SNAP 802.3
Table 1-3 Ethernet Header Fields
KEY Field Description
POINT - — - — -
Preamble (DIX) Provides synchronization and signal transitions to allow proper clocking

of the transmitted signal. Consists of 62 alternating 1s and Os, and ends
with apair of 1s.

Preamble and Start of
Frame Delimiter (802.3)

Same purpose and binary value as DIX preamble; 802.3 simply renames
the 8-byte DIX preamble as a 7-byte preamble and a 1-byte Start of
Frame Delimiter (SFD).

Type (or Protocol Type)
(DIX)

2-byte field that identifies the type of protocol or protocol header that
follows the header. Allows the receiver of the frame to know how to
process a received frame.

Length (802.3)

Describes the length, in bytes, of the data following the Length field, up
to the Ethernet trailer. Allows an Ethernet receiver to predict the end of
the received frame.

Destination Service Access
Point (802.2)

DSAP; 1-byte protocol type field. The size limitations, along with other
uses of the low-order bits, required the later addition of SNAP headers.

Source Service Access
Point (802.2)

SSAP; 1-byte protocol type field that describes the upper-layer protocol
that created the frame.

continues
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Table 1-3

Types

Table 1-4

Ethernet Header Fields (Continued)
Field Description
Control (802.2) 1- or 2-byte field that provides mechanisms for both connectionless and

connection-oriented operation. Generally used only for connectionless
operation by modern protocols, with a 1-byte value of 0x03.

Organizationally Unique OUI; 3-bytefield, generally unused today, providing a place for the

Identifier (SNAP) sender of the frame to code the OUI representing the manufacturer of the
Ethernet NIC.
Type (SNAP) 2-byte Typefield, using same values as the DIX Type field, overcoming

deficiencies with size and use of the DSAP field.

of Ethernet Addresses
Ethernet addresses, also frequently called MAC addresses, are 6 bytesin length, typically listed in
hexadecimal form. There are three main types of Ethernet address, aslisted in Table 1-4.

Three Types of Ethernet/MAC Address

Type of Ethernet/MAC
Address Description and Notes

Unicast Fancy term for an address that represents asingle LAN interface. The
1/G hit, the most significant bit in the most significant byte, is set to 0.

Broadcast An address that means “all devices that reside on thisLAN right
now.” Always avalue of hex FFFFFFFFFFFF.

Multicast A MAC address that implies some subset of all devices currently on
the LAN. By definition, the I/G bit isset to 1.

Most engineers instinctively know how unicast and broadcast addresses are used in atypical
network. When an Ethernet NI C needsto send aframe, it putsits own unicast addressin the Source
Addressfield of the header. If it wants to send the frame to a particular device on the LAN, the
sender puts the other device’'s MAC address in the Ethernet header’s Destination Address field.
If the sender wants to send the frame to every device on the LAN, it sends the frame to the
FFFF.FFFR.FFFF broadcast destination address. (A frame sent to the broadcast address is named
abroadcast or broadcast frame, and frames sent to unicast MAC addresses are called unicasts or
unicast frames.)

Multicast Ethernet frames are used to communicate with apossibly dynamic subset of the devices
onaLAN. Themost common usefor Ethernet multicast addressesinvol vesthe use of |P multicast.
For example, if only 3 of 100 users on a LAN want to watch the same video stream using an IP
multicast—based video application, the application can send a single multicast frame. The three
interested devices prepare by listening for frames sent to a particular multicast Ethernet address,
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processing frames destined for that address. Other devices may receive the frame, but they ignore
its contents. Because the concept of Ethernet multicast is most often used today with |P multicast,
most of the rest of the details of Ethernet multicast will be covered in Chapter 19, “Introduction
to IP Multicasting.”

Ethernet Address Formats

The |EEE intends for unicast addresses to be unique in the universe by administering the
assignment of MAC addresses. The | EEE assigns each vendor a code to use asthe first 3 bytes of
its MAC addresses; that first half of the addressesis called the Organizationally Unique I dentifier
(OUI). The | EEE expects each manufacturer to use its OUI for the first 3 bytes of the MAC
assigned to any Ethernet product created by that vendor. The vendor then assigns a unique value
in the low-order 3 bytes for each Ethernet card that it manufactures—thereby ensuring global
uniqueness of MAC addresses. Figure 1-5 shows the basic Ethernet address format, along with
some additional details.

Figure 1-5 Ethernet Address Format

KEY
POINT
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Notethat Figure 1-5 showsthelocation of the most significant byte and most significant bit in each
byte. IEEE documentation lists Ethernet addresseswith the most significant byte on theleft. However,
inside each byte, the leftmost bit is the least significant bit, and the rightmost bit is the most
significant bit. Many documents refer to the bit order as noncanonical; other documents refer to
it aslittle-endian. Regardless of theterm, the bit order inside each byteisimportant for understanding
the meaning of the two most significant bitsin an Ethernet address:

m Thelndividua/Group (I/G) bit
m The Universa/Loca (U/L) bit

Table 1-5 summarizes the meaning of each bit.
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Table 1-5

I/G and U/L Bits

Field Meaning

1IG Binary 0 means the addressis a unicast; Binary 1 means the addressis a multicast or
broadcast.
uU/L Binary 0 means the address is vendor assigned; Binary 1 means the address has been

administratively assigned, overriding the vendor-assigned address.

The 1/G bit signifies whether the address represents an individua device or agroup of devices, and
theU/L bitidentifieslocally configured addresses. For instance, the Ethernet multicast addressesused
by IP multicast implementations aways start with 0x01005E. Hex 01 (thefirst byte of the address)
convertsto binary 00000001, with the most significant bit being 1, confirming the use of the I/G hit.

NOTE Often, when overriding the MAC address to use alocal address, the device or device
driver does not enforce the setting of the U/L bit to avalue of 1.

Protocol Types and the 802.3 Length Field

Table 1-6

KEY
POINT

Each of the three types of Ethernet header shown in Figure 1-4 has afield identifying the format
of the Datafield in the frame. Genericaly called aType field, these fields allow the receiver of an
Ethernet frameto know how to interpret the datain the received frame. For instance, arouter might
want to know whether the frame contains an | P packet, an IPX packet, and so on.

DIX and the revised | EEE framing use the Type field, also called the Protocol Type field. The
originally-defined | EEE framing usesthose same 2 bytesasal ength field. To distinguish the style
of Ethernet header, the Ethernet Type field values begin at 1536, and the length of the Datafield
in an |EEE frameis limited to decimal 1500 or less. That way, an Ethernet NIC can easily
determine whether the frame follows the DIX or original |EEE format.

Theoriginal |EEE frame used a 1-byte Protocol Typefield (DSAP) for the 802.2 LL C standard type
field. It also reserved the high-order 2 bitsfor other uses, similar to the I/G and U/L bitsin MAC

addresses. Asaresult, there were not enough possible combinationsin the DSAPfield for the needs
of the market—so the IEEE had to define yet another type field, this oneinside an additional |EEE
SNAP header. Table 1-6 summarizesthe meaning of the three main Typefield optionswith Ethernet.

Ethernet Type Fields

Type Field Description

Protocol Type DIX V2 Typefield; 2 bytes; registered values now administered by the IEEE

DSAP 802.2 LLC; 1 byte, with 2 high-order bits reserved for other purposes; registered
values now administered by the |EEE

SNAP SNAP header; 2 bytes; uses same values as Ethernet Protocol Type; signified by
an 802.2 DSAP of OXAA
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Switching and Bridging Logic

Table 1-7

KEY
POINT

In this chapter so far, you have been reminded about the cabling details for Ethernet along with
theformats and meanings of thefieldsinside Ethernet frames. A switch’sultimate goal isto deliver
those frames to the appropriate destination(s) based on the destination MAC addressin the frame
header. Table 1-7 summarizes the logic used by switches when forwarding frames, which differs
based on the type of destination Ethernet address and on whether the destination address has been
added to its MAC address table.

LAN Switch Forwarding Behavior

Type of

Address Switch Action

Known unicast Forwards frame out the single interface associated with the destination address

Unknown unicast | Floodsframe out all interfaces, except the interface on which the frame was

received

Broadcast Floods frame identically to unknown unicasts

Multicast Floods frame identically to unknown unicasts, unless multicast optimizations are
configured

For unicast forwarding to work most efficiently, switches need to know about all the unicast MAC
addresses and out which interface the switch should forward frames sent to each MAC address.
Switches learn MAC addresses, and the port to associate with them, by reading the source MAC
address of received frames. You can see the learning process in Example 1-2, along with several
other details of switch operation. Figure 1-6 lists the devices in the network associated with
Example 1-2, along with their MAC addresses.

Figure 1-6 Sample Network with MAC Addresses Shown

VLAN 1:

’\‘}’:\ 0200.3333.3333  0/3 Ao IP Address  10.1.1.1
é3 MAC Address 000a.b7dc.b78d

0/13
000a.b7dc.b78d

000f.2343.87cd
0/13

~. e .
T 0200.4444.4444  0/4 Ao VLAN 1:
' IP Address 10.1.1.4
R4 MAC Address 000f.2343.87c0

0/6

0010.249b.6111

/
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Example 1-2  Command Output Showing MAC Address Table Learning

Switch1# show mac-address-table dynamic
Mac Address Table

Vlan Mac Address Type Ports
1 000f .2343.87cd DYNAMIC Fa0/13
1 0200.3333.3333 DYNAMIC Fa@/3
1 0200.4444.4444 DYNAMIC Fao/13

Total Mac Addresses for this criterion: 3

! Above, Switch1's MAC address table lists three dynamically learned addresses,
! including Switch4's FA 0/13 MAC.

! Below, Switch1 pings Switch4's management IP address.

Switch1# ping 10.1.1.4

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.1.1.4, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
! Below Switch1 now knows the MAC address associated with Switch4's management IP
! address. Each switch has a range of reserved MAC addresses, with the first MAC
being used by the switch IP address, and the rest being assigned in sequence to
the switch interfaces - note Oxcd (last byte of 2" address in the table above)
is for Switch4's FA 0/13 interface, and is 13 (decimal) larger than Switch4's
| base MAC address.
Switch1# show mac-address-table dynamic

Mac Address Table

Vlan Mac Address Type Ports
1 000f.2343.87c0 DYNAMIC Fa0/13
1 000f.2343.87cd DYNAMIC Fa@/13
1 0200.3333.3333 DYNAMIC Fad/3
1 0200.4444.4444 DYNAMIC Fa@/13

Total Mac Addresses for this criterion: 4
! Not shown: PC1 ping 10.1.1.23 (R3) PC1's MAC in its MAC address table

Vlan Mac Address Type Ports
1 000f.2343.87c0 DYNAMIC Fa0/13
1 000f.2343.87cd DYNAMIC Fad/13
1 0010.a49b.6111 DYNAMIC Fa0/13
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Example 1-2  Command Output Showing MAC Address Table Learning (Continued)

1 0200.3333.3333 DYNAMIC Fa0/3

1 0200.4444.4444 DYNAMIC Fa0/13
Total Mac Addresses for this criterion: 5
! Above, Switch1 learned the PC's MAC address, associated with FA 0/13,
! because the frames sent by the PC came into Switch1 over its FA 0/13.
! Below, Switch4's MAC address table shows PC1's MAC off its FA 0/6
switch4# show mac-address-table dynamic

Mac Address Table

Vlan Mac Address Type Ports
1 000a.b7dc.b780 DYNAMIC Fao/13
1 000a.b7dc.b78d DYNAMIC Fa@/13
1 0010.a49b.6111 DYNAMIC Fa0/6
1 0200.3333.3333 DYNAMIC Fao/13
1 0200.4444.4444 DYNAMIC Fa0/4

Total Mac Addresses for this criterion: 5
! Below, for example, the aging timeout (default 300 seconds) is shown, followed
! by a command just listing the mac address table entry for a single address.
switch4# show mac-address-table aging-time
Vlan Aging Time

1 300
switch4# show mac-address-table address 0200.3333.3333

Mac Address Table

Vlan Mac Address Type Ports

1 0200.3333.3333 DYNAMIC Fa0/13
Total Mac Addresses for this criterion: 1
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin the “ Foundation Topics’ section of the chapter, as well asreview the itemsin the
“Foundation Topics’ section noted with a Key Point icon.

Table 1-8 lists the different types of Ethernet and some distinguishing characteristics of each type.

Table 1-8 Ethernet Sandards

Type of Ethernet General Description

10BASES5 Commonly called “thick-net”; uses coaxia cabling
10BASE2 Commonly called “thin-net”; uses coaxial cabling
10BASE-T First type of Ethernet to use twisted-pair cabling

DIX Ethernet Version 2 | Layer 1 and Layer 2 specifications for original Ethernet, from Digital/Intel/
Xerox; typicaly called DIX V2

IEEE 802.3 Called MAC due to the name of the |EEE committee (MediaAccess
Control); original Layer 1 and 2 specifications, standardized using DIX V2 as
abasis

IEEE 802.2 Called LLC due to the name of the IEEE committee (Logical Link Control);
Layer 2 specification for header common to multiple IEEE LAN
specifications

IEEE 802.3u | EEE standard for Fast Ethernet (100 Mbps) over copper and optical cabling;
typically called FastE

IEEE 802.3z Gigabit Ethernet over optical cabling; typically called Gige

IEEE 802.3ab Gigabit Ethernet over copper cabling

Switches forward frames when necessary, and do not forward when thereis no need to do so, thus
reducing overhead. To accomplish this, switches perform three actions:

m Learn MAC addresses by examining the source MAC address of each received frame

m Decide when to forward a frame or when to filter (not forward) aframe, based on the
destination MAC address

m Create aloop-free environment with other bridges by using the Spanning Tree Protocol
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Theinternal processing algorithms used by switches vary among models and vendors; regardless,
the internal processing can be categorized as one of the methods listed in Table 1-9.

Table 1-9

Switch Internal Processing

Switching Method

Description

Store-and-forward

The switch fully receives al bitsin the frame (store) before forwarding the
frame (forward). This allows the switch to check the FCS before forwarding
the frame, thus ensuring that errored frames are not forwarded.

Cut-through

The switch performs the address table lookup as soon as the Destination
Addressfield in the header is received. Thefirst bitsin the frame can be sent
out the outbound port before the final bitsin the incoming frame are received.
This does not allow the switch to discard frames that fail the FCS check, but
the forwarding action is faster, resulting in lower latency.

Fragment-free

This performs like cut-through switching, but the switch waits for 64 bytesto
be received before forwarding the first bytes of the outgoing frame. According
to Ethernet specifications, collisions should be detected during the first 64

bytes of the frame, so framesthat arein error because of a collision will not be

forwarded.

Table 1-10lists some of the most popular Cisco |OS commandsrel ated to the topicsin thischapter.

Table 1-10 Catalyst I0S Commands for Catalyst Switch Configuration

Command

Description

interfacevlan 1

Globa command; moves user to interface configuration modefor a
VLAN interface

inter face fastethernet 0/x

Puts user in interface configuration mode for that interface

duplex {auto | full | half}

Used in interface configuration mode; sets duplex mode for the
interface

speed {10100 | 1000 | auto |
nonegotiate}

Used in interface configuration mode; sets speed for the interface

show mac address-table [aging-
time | count | dynamic | static]
[address hw-addr] [interface
interface-id] [vlan vian-id]

Displays the MAC address table; the security option displays
information about the restricted or static settings

show interface fastethernet 0/x

Displays interface status for a physical 10/100 interface

show interfacevlan 1

Displays | P address configuration for VLAN
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Table 1-11 outlines the types of UTP cabling.

Table 1-11 UTP Cabling Reference

UTP Max Speed

Category Rating Description

1 — Used for telephones, and not for data

2 4 Mbps Originally intended to support Token Ring over UTP

3 10 Mbps Can be used for telephones as well; popular option for Ethernet in
years past, if Cat 3 cabling for phones was aready in place

4 16 Mbps Intended for the fast Token Ring speed option

5 1 Gbps Very popular for cabling to the desktop

5e 1 Gbps Added mainly for the support of copper cabling for Gigabit Ethernet

6 1 Gbps+ Intended as a replacement for Cat 5e, with capabilities to support
multigigabit speeds

Table 1-12 lists the pertinent details of the Ethernet standards and the related cabling.

Table 1-12 Ethernet Types and Cabling Sandards

Maximum Single Cable

Standard Cabling Length
10BASE5 Thick coaxial 500 m
10BASE2 Thin coaxial 185m
10BASE-T UTPCat 3,4, 5, 5e, 6 100 m
100BASE-FX Two strands, multimode 400 m
100BASE-T UTPCat 3, 4, 5, 5¢, 6, 2 pair 100 m
100BASE-T4 UTPCat 3, 4, 5, 5e, 6, 4 pair 100 m
100BASE-TX UTPCat 3, 4, 5, 5e, 6, or STP, 2 pair 100 m
1000BASE-LX Long-wavelength laser, MM or SM fiber 10 km (SM)
3km (MM)

1000BA SE-SX

Short-wavelength laser, MM fiber

220 m with 62.5-micron fiber;
550 m with 50-micron fiber

1000BASE-ZX Extended wavelength, SM fiber 100 km
1000BASE-CS STR, 2 pair 25m
1000BASE-T UTP Cat 5, 5, 6, 4 pair 100m
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Memory Builders
The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides some basic tool sto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions
Next, take a few moments to write down the definitions for the following terms:

Auto-negotiation, half duplex, full duplex, cross-over cable, straight-through cable,
unicast address, multicast address, broadcast address, loopback circuitry, 1/G bit, U/L bit,
CSMA/CD

Refer to the CD-based glossary to check your answers.

Further Reading
For a good reference for more information on the actual FL Ps used by auto-negotiation, refer to

the Fast Ethernet web page of the University of New Hampshire Research Computing Center’s
InterOperability Laboratory, at http://www.iol.unh.edu/training/fe/.
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This chapter coversthe following topicsfrom the
Cisco CCIE Routing and Switching written exam
blueprint:

m Bridging and LAN Switching

m LAN Switching

m MLS

m Catalyst 10S Configuration Commands

In addition, this chapter coversinformation
related to the following specific CCIE Routing
and Switching written exam topics:

m VLANS
m VTP

m VLAN trunking



CHAPTER 2

Virtual LANs and VLAN Trunking

This chapter continues with the coverage of some of the most fundamental and important LAN
topics with coverage of VLANsand VLAN trunking. Asusual, for those of you current in your
knowledge of the topics in this chapter, review the items next to the Key Point icons spread
throughout the chapter, plus the “ Foundation Summary,” “Memory Builders,” and “Q&A”
sections at the end of the chapter.

“Do | Know This Already?”” Quiz

Table 2-1 outlines the major headings in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 2-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
Virtual LANs 1-2

VLAN Trunking Protocol 35

VLAN Trunking: ISL and 802.1Q 69

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1. Assumethat VLAN 28 does not yet exist on Switchl. Which of the following commands,
issued from any part of global configuration mode (reached with the configure terminal
exec command) would cause the VLAN to be created?

a. vlan 28

b. vlan 28 namefred

c. switchport vlan 28

d. switchport accessvlan 28

e. switchport access 28
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2. Which of the following are the two primary motivations for using private VLANS?

a.

Better LAN security

| P subnet conservation

Better consistency in VLAN configuration details
Reducing the impact of broadcasts on end-user devices

Reducing the unnecessary flow of frames to switches that do not have any portsin the
VLAN to which the frame belongs

3. Which of thefollowing VLANSs can be pruned by VTP on an 802.1Q trunk?

1-1023
1-1001
2-1001
1-1005
2-1005

4. An existing switched network has ten switches, with Switchl and Switch2 being the only
VTP serversin the network. The other switches are all VTP clients and have successfully
learned about the VLANS from the VTP servers. The only configured VTP parameter on all
switchesisthe VTP domain name (Larry). The VTP revision number is 201. What happens
when a new, aready-running VTP client switch, named Switch11, with domain name Larry
and revision number 301, connects viaatrunk to any of the other ten switches?

a.

No VLAN information changes; Switchl11 ignores the VTP updates sent from the two
existing VTP servers until the revision number reaches 302.

The original ten switches replace their old VLAN configuration with the configuration
in Switch1l.

Switchl1 replacesits own VLAN configuration with the configuration sent to it by one
of the original VTP servers.

Switchll mergesitsexisting VLAN database with the database learned from the VTP
servers, because Switchl1 had a higher revision number.
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An existing switched network has ten switches, with Switchl and Switch2 being the only
VTP serversin the network. The other switches are all VTP clients, and have successfully
learned about the VLANS from the VTP server. The only configured VTP parameter isthe
VTP domain name (Larry). The VTP revision number is 201. What happens when an already-
running VTP server switch, named Switch11, with domain name Larry and revision number
301, connects viaatrunk to any of the other ten switches?

a. NoVLAN information changes; all VTP updates between the origina VTP domain and
the new switch are ignored.

b. The original ten switches replace their old VLAN configuration with the configuration
in Switch1l.

c. Switchll replacesitsold VLAN configuration with the configuration sent to it by one of
the original VTP servers.

d. Switchll mergesits existing VLAN database with the database learned from the VTP
servers, because Switchl1 had a higher revision number.

e. None of the other answersis correct.

Assume that two brand-new Cisco switches were removed from their cardboard boxes. PC1
was attached to one switch, PC2 was attached to the other, and the two switches were
connected with a cross-over cable. The switch connection dynamically formed an 802.1Q
trunk. When PC1 sendsaframeto PC2, how many additional bytes of header are added to the
frame before it passes over the trunk?

a. 0
b. 4
c. 8
d. 26

Assume that two brand-new Cisco Catalyst 3550 switches were connected with a cross-over
cable. Before attaching the cable, one switch interface was configured with the switchport
trunk encapsulation dotlq, switchport modetrunk, and switchport nonegotiate
subcommands. Which of the following must be configured on the other switch before
trunking will work between the switches?

a. switchport trunk encapsulation dotlq
b. switchport modetrunk

c. switchport nonegotiate

d. No configuration is required.
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8.  When configuring trunking on a Cisco router fa0/1 interface, under which configuration
modes could the | P address associated with the native VLAN (VLAN 1 in this case) be
configured?

a. Interface fa0/1 configuration mode
b. Interfacefa0/1.1 configuration mode
c. Interface fa 0/1.2 configuration mode
d. None of the other answersis correct

9.  Which of the following is false about 802.1Q?
a. Encapsulates the entire frame inside an 802.1Q header and trailer
b. Supports the use of anative VLAN
c. AllowsVTP to operate only on extended-range VLANS
d. Ischosenover ISL by DTP
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Foundation Topics

Virtual LANs

KEY
POINT

In an Ethernet LAN, a set of devicesthat receive abroadcast sent by any one of the devicesin the
same set iscalled abroadcast domain. On switchesthat have no concept of virtual LANS(VLAN),
aswitch simply forwardsall broadcastsout all interfaces, except theinterface on which it received
theframe. Asaresult, al the interfaces on an individual switch arein the same broadcast domain.
Also, if the switch connects to other switches and hubs, the interfaces on those switches and hubs
are also in the same broadcast domain.

A VLAN issimply an administratively defined subset of switch ports that are in the same broadcast
domain. Ports can be grouped into different VL ANs on asingle switch, and on multipleinterconnected
switches as well. By creating multiple VLANS, the switches create multiple broadcast domains.
By doing so, a broadcast sent by adevicein one VLAN is forwarded to the other devices in that
sameVLAN; however, the broadcast is not forwarded to devices in the other VLANS.

With VLANs and IP, best practices dictate a one-to-one relationship between VLANs and IP
subnets. Simply put, the devicesin asingleVLAN aretypically aso in the same single IP subnet.
Alternately, it is possible to put multiple subnetsin oneVLAN, and use secondary |P addresses on
routers to route between the VL ANSs and subnets. Also, although not typically done, you can
design a network to use one subnet on multiple VLANS, and use routers with proxy ARP enabled
to forward traffic between hostsin those VLANS. (Private VLANs might be considered to consist
of one subnet over multipleVLANsaswell, as covered later in this chapter.) Ultimately, the CCIE
written exams tend to focus more on the best use of technologies, so this book will assume that
one subnet sitson one VLAN, unless otherwise stated.

Layer 2 switches forward frames between devicesin the same VLAN, but they do not forward
frames between two devicesin different VLANS. To forward data between two VLANS, a
multilayer switch (MLS) or router is needed. Chapter 7, “1P Forwarding (Routing),” coversthe
details of MLS.

VLAN Configuration

Configuring VLANSs in a network of Cisco switches requires just afew simple steps:

Step 1 Createthe VLAN itself.
Step 2 Associate the correct ports with that VLAN.
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The challenge relates to how some background tasks differ depending on how the Cisco VLAN
Trunking Protocol (VTP) is configured, and whether normal-range or extended-rangeVLANs are
being used.

Using VLAN Database Mode to Create VLANs
To begin, consider Example 2-1, which shows some of the basic mechanics of VLAN creation in
VLAN database configuration mode. VLAN database configuration mode allows the creation of
VLANS, basic administrative settings for each VLAN, and verification of VTP configuration
information. Only normal-range (VLANSs 1-1005) VLANSs can be configured in this mode, and
the VLAN configuration is stored in a Flash file called VLAN.DAT.

Example 2-1 demonstrates VLAN database configuration mode, showing the configuration on
Switch3 from Figure 2-1. The example showsVLANSs 21 and 22 being created.

Figure 2-1 Smple Access and Distribution

VLAN 21 VLAN 22

Subnet 10.1.21.x/24 Subnet 10.1.22.x/24
ettt ~ _-TTTT T ~
I (S0 Faoo Faon S cion | A Faor2 7
Y y R2 y

—_————— T — — ]

Example 2-1 VLAN Creation in VLAN Database Mode-Switch3

| Below, note that FA ©/12 and FA0/24 missing from the list, because they have

! dynamically become trunks, supporting multiple VLANs.

Switch3# show vlan brief

VLAN Name Status Ports

1 default active Fa0/1, Fa0/2, Fa@/3, Fa0/4
FaQ/5, Fa0/6, Fa@/7, Fad/8
Fa@/9, Fa0/10, Fa@/11, Fad/13
Fa0/14, Fa@/15, Fa@/16, Fa0/17
Fa0/18, Fa®/19, Fa0d/20, Fa0/21
Fa@/22, Fa0/23
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Example 2-1 VLAN Creation in VLAN Database Mode—Switch3 (Continued)

! Below, "unsup" means that this 2950 switch does not support FDDI and TR

1002 fddi-default act/unsup
1003 token-ring-default act/unsup
1004 fddinet-default act/unsup
1005 trnet-default act/unsup

! Below, vlan database moves user to VLAN database configuration mode.
! The vlan 21 command defines the VLAN, as seen in the next command output
! (show current), VLAN 21 is not in the "current" VLAN list.
Switch3# vlan database
Switch3(vlan)# vlan 21
VLAN 21 added:
Name: VLANOO21
! The show current command lists the VLANs available to the IOS when the switch
! is in VTP Server mode. The command lists the VLANs in numeric order, with
! VLAN 21 missing.
Switch3(vlan)# show current
VLAN ISL Id: 1
Name: default
Media Type: Ethernet
VLAN 802.10 Id: 100001
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No

VLAN ISL Id: 1002
Name: fddi-default
Media Type: FDDI
VLAN 802.10 Id: 101002
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No
! Lines omitted for brevity
! Next, note that show proposed lists VLAN 21. The vlan 21 command
! creates the definition, but it must be "applied" before it is "current".
Switch3(vlan)# show proposed
VLAN ISL Id: 1
Name: default
Media Type: Ethernet
VLAN 802.10 Id: 100001
State: Operational
MTU: 1500
Backup CRF Mode: Disabled
Remote SPAN VLAN: No

continues
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Example 2-1 VLAN Creation in VLAN Database Mode-Switch3 (Continued)

VLAN ISL Id: 21

Name: VLANQO21

Media Type: Ethernet

VLAN 802.10 Id: 100021

State: Operational

MTU: 1500

Backup CRF Mode: Disabled

Remote SPAN VLAN: No
Lines omitted for brevity
Next, you could apply to complete the addition of VLAN 21,
abort to not make the changes and exit VLAN database mode, or
! reset to not make the changes but stay in VLAN database mode.
Switch3(vlan)# ?
VLAN database editing buffer manipulation commands:

abort Exit mode without applying the changes

apply Apply current changes and bump revision number

exit  Apply changes, bump revision number, and exit mode

no Negate a command or set its defaults

reset Abandon current changes and reread current database

show  Show database information

vlan Add, delete, or modify values associated with a single VLAN

vtp Perform VTP administrative functions.
The apply command was used, making the addition of VLAN 21 complete.
Sw1tch3(vlan)# apply
APPLY completed.
! A show current now would list VLAN 21.
Switch3(vlan)# vlan 22 name ccie-vlan-22
KEY VLAN 22 added:
POINT Name: ccie-vlan-22
! Above and below, some variations on commands are shown, along with the
! creation of VLAN 22, with name ccie-vlan-22.
! Below, the vlan 22 option is used on show current and show proposed
! detailing the fact that the apply has not been done yet.
Switch3(vlan)# show current 22
VLAN 22 does not exist in current database
Switch3(vlan)# show proposed 22

VLAN ISL Id: 22
! Lines omitted for brevity
! Finally, the user exits VLAN database mode using CTRL-Z, which does
! not inherently apply the change. CTRL-Z actually executes an abort.
Switch3(vlan)# *~Z

Using Configuration Mode to Put Interfaces into VLANSs
TomakeaVLAN operational, the VLAN must be created, and then switch ports must be assigned
to the VLAN. Example 2-2 shows how to associate the interfaces with the correct VLANS, once
again on Switch3.
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NOTE At theend of Example 2-1, VLAN 22 had not been successfully created. The
assumption for Example 2-2 isthat VL AN 22 has been successfully created.

Example 2-2 Assigning Interfaces to VLANs-Switch3

! First, the switchport access command assigns the VLAN numbers to the
! respective interfaces.

Switch3# config t

Enter configuration commands, one per line. End with CNTL/Z.
Switch3(config)# int fa 0/3

Switch3(config-if)# switchport access vlan 22

Switch3(config-if)# int fa 0/7

Switch3(config-if)# switchport access vlan 21

Switch3(config-if)# ~Z

! Below, show vlan brief lists these same two interfaces as now being in
! VLANs 21 and 22, respectively.

Switch3# show vlan brief

VLAN Name Status Ports

1 default active Fa@/1, Fa0/2, Fa@/4, Fad/5
Fa0®/6, Fa0/8, Fad/9, Fa0/10
Fa@/11, Fa@/13, Fa@/14, Fa0/15
Fa0/16, Fa@/17, Fa@/18, Fa0/19
Fa0@/20, Fa@/21, Fa®/22, Fa0/23

21 VLANQO21 active Fao/7

22 ccie-vlan-22 active Fa0/3

! Lines omitted for brevity

! While the VLAN configuration is not shown in the running-config at this point,

! the switchport access command that assigns the VLAN for the interface is in the

! configuration, as seen with the show run int fa @/3 command.

Switch3# show run int fa 0/3

interface FastEthernet@/3

switchport access vlan 22

Using Configuration Mode to Create VLANSs
At this point, the two new VLANS (21 and 22) have been created on Switch3, and the two
interfaces are now in the correct VLANSs. However, Cisco | OS switches support adifferent way to
create VLANS, using configuration mode, as shown in Example 2-3.

Example 2-3 Creating VLANSs in Configuration Mode-Switch3

KEY ! First, VLAN 31 did not exist when the switchport access vlan 31 command was
POINT |! issued. As a result, the switch both created the VLAN and put interface fa0/8
! into that VLAN. Then, the vlan 32 global command was used to create a
continues
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Example 2-3 Creating VLANSs in Configuration Mode-Switch3 (Continued)

! VLAN from configuration mode, and the name subcommand was used to assign a
! non-default name.

Switch3# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch3(config)# int fa 0/8

Switch3(config-if)# switchport access vlan 31

% Access VLAN does not exist. Creating vlan 31
Switch3(config-if)# exit

Switch3(config)# vlan 32

Switch3(config-vlan)# name ccie-vlan-32
Switch3(config-vlan)# ~Z

Switch3# show vlan brief

VLAN Name Status Ports

1 default active Fa0/1, Fa0/2, Fa@/4, Fa0/5
Fa0®/6, Fa0/9, Fa0®/10, Fa0/11
Fa0/13, Fa@/14, Fa@/15, Fa0/16
Fa0/17, Fa@/18, Fa®/19, Fa0/20
Fa@/21, Fa@/22, Fa0/23

21 VLANQO21 active Fao/7
22 ccie-vlan-22 active Fao/3
31 VLANQO31 active Fa0/8
32 ccie-vlan-32 active

! Portions omitted for brevity

Example 2-3 shows how the switchport access vlan subcommand createsthe VLAN, as needed,
and assignstheinterfaceto that VLAN. Notethat in Example 2-3, the show vlan brief output lists
fa0/8 asbeing in VLAN 31. Because no ports have been assigned to VLAN 32 as of yet, the final
line in Example 2-3 simply does not list any interfaces.

TheVLAN creation processis simple but laboriousin alarge network. If many VLANsexist, and
they exist on multiple switches, instead of manually configuring the VLANS on each switch, you
canuseVTPtodistributetheVLAN configuration of aVLAN to therest of the switches. VTP will
be discussed after a brief discussion of private VLANS.

Private VLANs
Engineers may design VLANs with many goalsin mind. In many cases today, devicesend up in
the sameVLAN just based on the physical locations of the wiring drops. Security is another
motivating factor in VLAN design: devicesin different VLANs do not overhear each other’s
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broadcasts. Additionally, the separation of hosts into different VLANSs and subnets requires an
intervening router or multilayer switch between the subnets, and these types of devicestypically
provide more robust security features.

Regardless of the design motivati ons behind grouping devicesinto VLANS, good design practices
typically call for the use of asingle IP subnet per VLAN. In some cases, however, the need to
increase security by separating devices into many small VLANS conflicts with the design goal of
conserving the use of the available IP subnets. The Cisco private VLAN feature addresses this
issue. Private VLANSs alow a switch to separate ports asif they were on different VLANS, while
consuming only a single subnet.

A common placeto implement privateVLANSsisin the multitenant offerings of aservice provider
(SP). The SP can ingtall asingle router and a single switch. Then, the SP attaches devices from
multiple customersto the switch. Private VL ANsthen allow the SP to use only asingle subnet for
the whole building, separating different customers' switch ports so that they cannot communicate
directly, while supporting all customers with a single router and switch.

Conceptually, a private VLAN includes the following general characterizations of how ports
communicate:

m Portsthat need to communicate with all devices
m Portsthat need to communicate with each other, and with shared devices, typically routers
m Portsthat need to communicate only with shared devices

To support each category of allowed communications, a single private VLAN features a
primary VLAN and one or more secondary VLANSs. The portsin the primary VLAN are
promiscuous in that they can send and receive frames with any other port, including ports
assigned to secondary VLANs. Commonly accessed devices, such asrouters and servers, are
placed into the primary VLAN. Other ports, such as customer portsin the SP multitenant
model, attach to one of the secondary VLANS.

Secondary VLANS are either community VLANS or isolated VLANS. The engineer picks the type
based on whether the device is part of a set of ports that should be allowed to send frames back
and forth (community VLAN ports), or whether the device port should not be allowed to talk to
any other ports besides those on the primary VLAN (isolated VLAN). Table 2-2 summarizes the
behavior of private VLAN communications between ports.
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Table 2-2

KEY
POINT

Private VLAN Communications Between Ports

Description of Who can Talk Primary Community Isolated

to Whom VLAN Ports VLAN Ports! VLAN Ports!
Talk to portsin primary VLAN Yes Yes Yes
(promiscuous ports)

Talk to portsin the same N/AZ Yes No

secondary VLAN (host ports)

Talks to ports in another N/AZ No No

secondary VLAN

1community and isolated VLANS are secondary VLANS.

2Promiscuous ports, by definition in the primary VLAN, can talk to all other ports.

VLAN Trunking Protocol

VTP advertises VLAN configuration information to neighboring switches so that the VLAN
configuration can be made on one switch, with all the other switches in the network learning the
VLAN information dynamically. VTP advertisestheVLAN ID, VLAN name, and VLAN typefor
each VLAN. However, VTP does not advertise any information about which ports (interfaces)
should be in each VLAN, so the configuration to associate a switch interface with a particular
VLAN (using the switchport access vian command) must still be configured on each individual
switch. Also, the existence of theVLAN IDsused for private VLANSs is advertised, but the rest of
the detailed private VLAN configuration is not advertised by VTP,

Table 2-3

KEY
POINT

Each Cisco switch uses one of three VTP modes, as outlined in Table 2-3.

VTP Modes and Features*

Server Client Transparent
Function Mode Mode Mode
Originates VTP advertisements Yes No No
Processes received advertisements in order to update Yes Yes No
itsVLAN configuration
Forwards received V TP advertisements Yes Yes Yes
SavesVLAN configuration in NVRAM or VLAN.DAT Yes No Yes
Can create, modify, or delete VLANs using Yes No Yes
configuration commands

*CatOS switches support afourth VTP mode (off), meaning that the switch does not create, listen to, or forward VTP

updates.
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VTP Process and Revision Numbers
The VTP update process begins when a switch administrator, from aV TP server switch, adds,
deletes, or updates the configuration for aVLAN. When the new configuration occurs, the VTP
server increments the old VTP revision number by 1, and advertises the entire VLAN
configuration database al ong with the new revision number.

The VTP revision number concept allows switches to know when VLAN database changes have
occurred. Upon receiving aV TP update, if the revision number in areceived VTP updateislarger
than a switch’s current revision number, it believes that there is a new version of the VLAN
database. Figure 2-2 shows an example in which the old VTP revision number was 3, the server
addsanew VLAN, incrementing the revision number to 4, and then propagates the V TP database
to the other switches.

Figure 2-2 VTP Revision Number Basic Operation

KEY (1)Add New VLAN
POINT (2)Rev3—>Rev 4

(3)Send VTP Advertisement

@Send VTP Advertisement

VIP 4 — M4 TP
client - Client

Rev 3—>Rev 4 @ Rev 3—>Rev 4
@Sync New VLAN Info @Sync New VLAN Info

Cisco switches default to use VTP server mode, but they do not start sending VTP updates until
the switch has been configured with aV TP domain name. At that point, the server beginsto send
itsV TP updates, with adifferent database and revision number each timeitsVLAN configuration
changes. However, the VTP clients in Figure 2-2 actually do not have to have the VTP domain
name configured. If not configured, the client will assume it should use the VTP domain namein
the first received VTP update. However, the client does need one small bit of configuration,
namely, the VTP mode, as configured with the vtp mode global configuration command.

VTP clients and servers alike will accept VTP updates from other VTP server switches. When
using VTR, for better availability, a switched network using VTP needs at |east two VTP server
switches. Under normal operations, aVLAN change could be made on one server switch, and the
other VTP server (plusal the clients) would learn about the changesto theVLAN database. Once
learned, VTP servers would then store the VLAN configuration permanently (for example, in
NVRAM), whereas clients do not permanently store the configuration.
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The support of multipleV TP serversintroducesthe possibility of accidentally changing theVLAN
configuration for the network. When aV TP client or VTP transparent switch first connectsviaa
trunk to the network, it cannot affect the existing configuration, because in these modes the switch
does not originate VTP updates. However, if a newly added switch in VTP server mode attaches
viaatrunk, it has the capability to change the other switch VLAN configurations with its own. It
will change the other switch VLAN configurations, assuming the following are true about the
newly added switch:

KEY m  The new link connecting the new switch is trunking.

POINT
m  The new switch has the same VTP domain name as the other switches.

m  The new switch’s revision number islarger than that of the existing switches.
m  Same password, if configured on the existing switches.

Therevision number and VTP domain name can be easily seen with a Sniffer trace; to prevent DoS
attacks with VTP, set VTP passwords, which are encoded as message digests (MD5) inthe VTP
updates. Also, someinstallations simply use VTP transparent mode on all switches, which
prevents switches from ever listening to other switch VTP updates and erroneously deleting their
VLAN configuration databases.

VTP Configuration
VTP sends updates out all active trunk interfaces (ISL or 802.1Q). However, with all default
settings from Cisco, switches are in server mode, with no VTP domain name configured, and they
do not send any VTP updates. Before any switches can learn VLAN information from another
switch, at least one switch must have a bare-minimum VTP server configuration—specifically,
adomain name.

Example 2-4 shows Switch3 configuring aV TP domain name to become aV TP server and
advertise the VLANS it has configured. The example also lists several key VTP show commands.
(Note that the example begins with VLANSs 21 and 22 configured on Switch3, and all default
settings for VTP on all four switches.)

Example 2-4 VTP Configuration and show Command Example

! First, Switch3 is configured with a VTP domain ID of CCIE-domain.
Switch3# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Switch3(config)# vtp domain CCIE-domain

Changing VTP domain name from NULL to CCIE-domain

Switch3(config)# ~Z

! Next, on Switch1, the VTP status shows the same revision as Switch3, and it
! learned the VTP domain name CCIE-domain. Note that Switch1 has no VTP-related




VLAN Trunking Protocol

Example 2-4 VTP Configuration and show Command Example (Continued)

Table 2-4

! configuration, so it is a VTP server; it learned the VTP domain name from.

! Switch3.

Switch1# sh vtp status
VTP Version
Configuration Revision

12
2

Maximum VLANs supported locally :
7

: Server

: CCIE-domain
: Disabled

: Disabled

: Disabled

Number of existing VLANs
VTP Operating Mode

VTP Domain Name

VTP Pruning Mode

VTP V2 Mode

VTP Traps Generation

MD5 digest

1005

i OXOQE 0x07 0x9D Ox9A 0x27 0x10 0x6C 0x0B

Configuration last modified by 10.1.1.3 at 3-1-93 00:02:55

Local updater ID is 10.1.1.1 on interface V11

(lowest numbered VLAN interface found)

! The show vlan brief command lists the VLANs learned from Switch3.

Switch1# show vlan brief
VLAN Name

1 default

21 VLANQO21

22 ccie-vlan-22

1002 fddi-default

1003 token-ring-default
1004 fddinet-default
1005 trnet-default

Status

active

active
active
active
active
active
active

Ports

Fa0/1, Fa0/2, Fa@/3, Fad/4
Fa0/5, Fad/6, Fa@/7, Fa0/10
Fa0/11, Fa0/13, Fa@/14, Fa@/15
Fa@/16, Fa@/17, Fa@/18, Fa0@/19
Fa0/20, Fad/21, Fa®/22, Fa0/23
Gio/2

41

Example 2-4 shows examples of afew VTP configuration options. Table 2-4 provides acomplete

list, along with explanations.

VTP Configuration Options

Option Meaning

domain Sends domain name in VTP updates. Received VTP update isignored if it does not
match a switch’s domain name. One VTP domain name per switch is allowed.

password Used to generate an MD5 hash that isincluded in VTP updates. Received VTP
updates are ignored if the passwords on the sending and receiving switch do not
match.

mode Sets server, client, or transparent mode on the switch.

continues
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Table 2-4

VTP Configuration Options (Continued)

Option Meaning

version Setsversion 1 or 2. Servers and clients must match version to exchange VLAN
configuration data. Transparent mode switches at version 2 forward version 1 or
version 2 VTP updates.

pruning Enables VTP pruning, which prevents broadcasts from being propagated on a
per-VLAN basis to switches that do not have any ports configured as members of
that VLAN.

interface Specifies from which interface a switch picks the source MAC address for VTP
updates.

Normal-Range and Extended-Range VLANs

SomeVLAN numbersare considered to benormal, whereas some others are considered to be extended.
Normal-rangeVLANs areVLANSs 1-1005, and can be advertised viaVTP versions 1 and 2. These
VLANS can be configured in VLAN database mode, with the detailsbeing stored in the VLAN.DAT
filein Flash.

Extended-range VL ANSs range from 10064094, inclusive. However, these additional VLANSs
cannot be configured in VLAN database mode, nor stored in the VLAN.DAT file, nor advertised
viaV TP Infact, to configurethem, the switch must beinV TP transparent mode. (Also, you should
take care to avoid using VLANSs 1006-1024 for compatibility with CatOS-based switches.)

Both ISL and 802.1Q support extended-range VLANSs today. Originaly, ISL began life only
supporting normal-range VLANS, using only 10 of the 15 bits reserved in the ISL header to
identify the VLAN ID. The later-defined 802.1Q used a 12-bit VLAN ID field, thereby allowing
support of the extended range. Following that, Cisco changed ISL to use 12 of its reserved 15 bits
intheVLAN ID field, thereby supporting the extended range.

Table 2-5 summarizesVLAN numbers and provides some additional notes.

Table 2-5 Valid VLAN Numbers, Normal and Extended

KEY
POINT

Can be Advertised

VLAN Normal or and Pruned by VTP

Number Extended? Versions 1 and 2? Comments

0 Reserved — Not available for use

1 Normal No On Cisco switches, the default VLAN
for al access ports; cannot be deleted
or changed

2-1001 Normal Yes
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Valid VLAN Numbers, Normal and Extended (Continued)
Can be Advertised
VLAN Normal or and Pruned by VTP
Number Extended? Versions 1 and 2? Comments
1002-1005 Normal No Defined specifically for use with FDDI
and TR trandational bridging
10064094 Extended No

Storing VLAN Configuration

Table 2-6

KEY
POINT

Catalyst |0S storesVLAN and VTP configuration in one of two places—either in a Flash file
calledVLAN.DAT or intherunning configuration. (Remember that theterm“ Catalyst |OS’ refers
to aswitch that uses 10S, not the Catalyst OS, which is often called CatOS.) 10S chooses the
location for the configuration information based in part on whether the switch isin VTP server or
transparent mode, and in part based on whether theVLANsare normal-rangeVLANs or extended-
range VLANS. Table 2-6 describes what happens based on what configuration mode is used to
configure the VLANS, the VTP mode, and the VLAN range.

VLAN Configuration and Sorage

When in VTP

Function

When in VTP Server Mode

Transparent Mode

Normal-range VLANS can be
configured from

Both VLAN database and
configuration modes

Both VLAN database and
configuration modes

Extended-range VLANS can be
configured from

Nowhere—cannot be configured

Configuration mode only

VTP and normal-range VLAN
configuration commands are
stored in

VLAN.DAT in Flash

Both VLAN.DAT in Flash
and running configuration®

Extended-range VLAN

configuration commands stored in

Nowhere—extended range not
alowed in VTP server mode

Running configuration only

IWhen aswitch reloads, if the VTP mode or domain namein the VLAN.DAT file and the startup-config file differ, the
switch uses only the VLAN.DAT file's contents for VLAN configuration.

NOTE The configuration characteristics referenced in Table 2-6 do not include the interface
configuration command switchport accessvlan; it includesthe commandsthat createaVLAN
(vlan command) and VTP configuration commands.

Of particular interest for those of you stronger with CatOS configuration skills is that when you
erasethe startup-config file, and reload the Cisco 1 OS switch, you do not actually erase the normal -
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rangeVLAN and VTP configuration information. To erasetheVLAN and VTP configuration, you
must use the delete flash:vlan.dat exec command. Also note that if multiple switchesarein VTP
server mode, if you delete VLAN.DAT on one switch and then reload it, as soon as the switch
comes back up and brings up atrunk, it learnsthe old VLAN database viaaV TP update from the
other VTP server.

VLAN Trunking: ISL and 802.1Q

VLAN trunking allows switches, routers, and even PCs with the appropriate NICs to send traffic
for multiple VLANs across asingle link. In order to know to which VLAN aframe belongs, the
sending switch, router, or PC adds aheader to the original Ethernet frame, with that header having
afieldinwhichto placethe VLAN ID of theassociated VL AN. This section describesthe protocol
details for the two trunking protocols, followed by the details of how to configure trunking.

ISL and 802.1Q Concepts

Table 2-7

KEY
POINT

If two devices are to perform trunking, they must agreeto use either ISL or 802.1Q, because there
are severa differences between the two, as summarized in Table 2-7.

Comparing ISL and 802.1Q

Feature ISL 802.1Q

VLANS supported Normal and extended range! | Normal and extended range
Protocol defined by Cisco |IEEE

Encapsulates original frame or insertstag | Encapsulates Insertstag

Supports native VLAN No Yes

11SL originally supported only normal-range VLANS, but was | ater improved to support extended-range VLANs as well.

ISL and 802.1Q differ in how they add a header to the Ethernet frame before sending it over
atrunk. ISL adds a new 26-byte header, plus anew trailer (to allow for the new FCS value),
encapsulating the original frame. This encapsulating header uses the source address (listed as SA
in Figure 2-3) of the device doing the trunking, instead of the source MAC of the original frame.
ISL usesamulticast destination address (listed as DA in Figure 2-3) of either 0100.0C00.0000 or
0300.0C00.0000.

802.1Q inserts a4-byte header, called atag, into the original frame (right after the Source Address
field). Theorigina frame’ saddresses areleft intact. Normally, an Ethernet controller woul d expect
tofind either an Ethernet Typefield or 802.3 Length field right after the Source Addressfield. With
an 802.1Q tag, the first 2 bytes after the Address fields hol ds a registered Ethernet type value of
0x8100, which implies that the frame includes an 802.1Q header. Because 802.1Q does not
actually encapsulate the original frame, it is often called frame tagging. Figure 2-3 shows the
contents of the headers used by both ISL and 802.1Q.
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Figure 2-3 1S and 802.1Q Frame Marking Methods

KEY
POINT

ISL Header CRC
26 bytes Encapsulated Ethernet Frame 4 bytes

|DA | Type | User | sA | LEN | AAAA0S | HSA [ VLAN | BPDU | INDEX | RES |

VLAN BPDU
Dest | Src | Len/Etype Data Original
Frame
Tagged
Dest | Src |Etype | Tag Len/Etype Data FCS Frame
[Priority| | ., VeAnD

Finaly, the last row from Table 2-7 refers to the native VLAN. 802.1Q does not tag frames sent
inside the native VLAN. The native VLAN feature allows a switch to attempt to use 802.1Q
trunking on an interface, but if the other device does not support trunking, the traffic for that one
native VLAN can still be sent over the link. By default, the native VLAN isVLAN 1.

ISL and 802.1Q Configuration

Cisco switches use the Dynamic Trunk Protocol (DTP) to dynamically learn whether the device
on the other end of the cable wantsto perform trunking and, if so, which trunking protocol to use.
DTP learns whether to trunk based on the DTP mode defined for an interface. Cisco switches
default to use the DTP desirable mode, which means that the switch initiates sending DTP
messages, hoping that the device on the other end of the segment replieswith another DTP message.
If areply isreceived, DTP can detect whether both switches can trunk and, if so, which type of
trunking to use. If both switches support both types of trunking, they chooseto use ISL. (An
upcoming section, “ Trunk Configuration Compatibility,” coversthedifferent DTP modesand how
they work.)

With the DTP mode set to desirable, switches can simply be connected, and they should
dynamically form atrunk. You can, however, configure trunking details and verify the resultswith
show commands. Table 2-8 lists some of the key Catalyst |OS commands related to trunking.
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Table 2-8

KEY
POINT

VLAN Trunking—Related Commands

Command Function

switchport | no switchport Toggle defining whether to treat the interface as a switch
interface (switchport) or as arouter interface (no switchport)

switchport mode Sets DTP negotiation parameters

switchport trunk Sets trunking parametersif the interface is trunking

switchport access Sets nontrunking-related parametersiif the interface is not
trunking

show interface trunk Summary of trunk-related information

show interface type number trunk Lists trunking details for a particular interface

show interface type number Lists nontrunking details for a particular interface

switchport

Figure 2-4 lists several details regarding Switchl’s trunking configuration and status, as shown in
Example 2-5. R1 is not configured to trunk, so Switchl1 will fail to negotiate trunking. Switch2 is

a

Catalyst 3550, which supportsboth I SL and 802.1Q, so they will negotiate trunking and use ISL.

Switch3 and Switch4 are Catalyst 2950s, which support only 802.1Q; as aresult, Switchl
negotiates trunking, but picks 802.1Q as the trunking protocol.

Figure 2-4 Trunking Configuration Reference for Example 2-5

Not Configured
to Trunk
.’\9,@ Faor o< M Gior1 =< M4 Defaults to DTP Desirable
R1 ' Supports ISL or .1Q
Faoi2 Fa0/24
Defaults to DTP Desirable = e Defaults to DTP Desirable
Does Not Support ISL (2950) _ Does Not Support ISL (2950)

Example 2-5 Trunking Configuration and show Command Example-Switchl

! The administrative mode of dynamic desirable (trunking) and negotiate (trunking
! encapsulation) means that Switchi attempted to negotiate to trunk, but the

! operational mode of static access means that trunking negotiation failed.

! The reference to "operational trunking encapsulation" of native means that

! no tagging occurs.
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Switch1# show int fa @/1 switchport

Name: Fa@/1

Switchport: Enabled

Administrative Mode: dynamic desirable
Operational Mode: static access

Administrative Trunking Encapsulation: negotiate
Operational Trunking Encapsulation: native
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)
Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Protected: false
Unknown unicast blocked: disabled
Unknown multicast blocked: disabled

Voice VLAN: none (Inactive)
Appliance trust: none
! Next, the show int gig 0/1 trunk command shows the configured mode

! (desirable), and the current status (N-ISL), meaning negotiated ISL.

! that the trunk supports the extended VLAN range as well.
Switch1# show int gig @/1 trunk

Port Mode Encapsulation Status Native vlan
Gio/1 desirable n-isl trunking 1

Port Vlans allowed on trunk

Gio/1 1-4094

Port Vlans allowed and active in management domain

Gio/1 1,21-22

Port Vlans in spanning tree forwarding state and not pruned
Gio/1 1,21-22

! Next, Switch1 lists all three trunks - the segments connecting to the other

! three switches - along with the type of encapsulation.
Switch1# show int trunk

Port Mode Encapsulation Status Native vlan
Fao/12 desirable n-802.1q trunking 1

Fao/24 desirable n-802.1q trunking 1

Gio/1 desirable n-isl trunking 1

Port Vlans allowed on trunk

Fa@/12 1-4094

Example 2-5 Trunking Configuration and show Command Example-Switchl (Continued)

Note

continues
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Example 2-5 Trunking Configuration and show Command Example-Switchl (Continued)

Fa0/24 1-4094

Gio/1 1-4094

Port Vlans allowed and active in management domain

Fa@/12 1,21-22

Fa0/24 1,21-22

Gio/1 1,21-22

Port Vlans in spanning tree forwarding state and not pruned
Fa0/12 1,21-22

Fa0/24 1,21-22

Gio/1 1,21-22

Allowed, Active, and Pruned VLANSs

KEY
POINT

Although atrunk can support VLANSs 1-4094, several mechanisms reduce the actual number of
VLANs whose traffic flows over the trunk. First, VLANSs can be administratively forbidden from
existing over the trunk using the switchport trunk allowed interface subcommand. Also, any
allowed VLANs must be configured on the switch before they are considered active on the trunk.
Finally, VTP can pruneVLANSs from the trunk, with the switch simply ceasing to forward frames
from that VLAN over the trunk.

The show interfacetrunk command liststhe VL ANsthat fall into each category, as shown in the
last command in Example 2-5. The categories are summarized as follows:

m  Allowed VLANs—Each trunk allows all VLANSs by default. However, VLANSs can be
removed or added to the list of allowed VLANS by using the switchport trunk allowed
command.

m Allowed and active—To be active, aVLAN must bein the allowed list for the trunk (based
on trunk configuration), and the VLAN must exist in the VLAN configuration on the switch.
With PV ST+, an STP instance is actively running on this trunk for the VLANs in thislist.

m Activeand not pruned—Thislist isasubset of the “allowed and active’ list, with any
VTP-pruned VLANS removed.

Trunk Configuration Compatibility

In most production networks, switch trunks are configured using the same standard throughout the
network. For instance, rather than allow DTP to negotiate trunking,, many engineers configure
trunk interfaces to always trunk (switchport mode trunk) and disable DTP on ports that should
not trunk. 10S includes several commands that impact whether a particular segment becomes a
trunk. Because many enterprises use atypical standard, it is easy to forget the nuances of how the
related commands work. This section covers those small details.
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Two 10S configuration commandsimpact if and when two switchesform atrunk. The switchport
mode and switchport nonegotiate interface subcommands define whether DTP even attemptsto
negotiate a trunk, and what rules it uses when the attempt is made. Additionally, the settings on
the switch ports on either side of the segment dictate whether atrunk forms or not.

Table 2-9 summarizesthetrunk configuration options. Thefirst column suggeststhe configuration
on one switch, with thelast column listing the configurati on options on the other switch that would
result in aworking trunk between the two switches.

Table 2-9 Trunking Configuration Options That Lead to a Working Trunk

KEY To Trunk,
POINT Configuration Command | Short Other Side
on One Sidel Name Meaning Must Be
switchport mode trunk Trunk Always trunks on this end; sends On, desirable,
DTP to help other side choose to auto
trunk
switchport mode trunk; Nonegotiate Alwaystrunksonthisend; doesnot | On
switchport nonegotiate send DTP messages (good when
other switch isanon-Cisco switch)
switchport mode dynamic Desirable Sends DTP messages, and trunks On, desirable,
desirable if negotiation succeeds auto
switchport mode dynamic Auto Repliesto DTP messages, and On, desirable
auto trunksif negotiation succeeds
switchport mode access Access Never trunks; sends DTP to help (Never trunks)
other side reach same conclusion
switchport mode access; Access (with Never trunks; does not send DTP (Never trunks)
switchport nonegotiate nonegotiate) messages

IWhen the switchport nonegotiate command is not listed in the first column, the default (DTP negotiation is active)
is assumed.

NOTE If aninterface trunks, then the type of trunking (ISL or 802.1Q) is controlled by the
setting on the switchport trunk encapsulation command. This command includes an option
for dynamically negotiating the type (using DTP) or configuring one of the two types. See
Example 2-5 for a sample of the syntax.

Configuring Trunking on Routers
VLAN trunking can be used on routers and hosts aswell as on switches. However, routers do not
support DTR, so you must manually configure them to support trunking. Additionally, you must
manually configure a switch on the other end of the segment to trunk, because the router does not
participate in DTP.
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The majority of router trunking configurations use subinterfaces, with each subinterface being
associated with oneVLAN. The subinterface number does not haveto matchtheVLAN ID; rather,
the encapsulation command sits under each subinterface, with the associated VLAN ID being
part of the encapsulation command. Also, because good design callsfor one | P subnet per VLAN,
if the router wants to forward | P packets between the VL ANS, the router needs to have an IP
address associated with each trunking subinterface.

You can configure 802.1Q native VLANs under a subinterface or under the physical interface
on arouter. If configured under a subinterface, you use the encapsulation dot1q vian-id native
subcommand, with the inclusion of the native keyword meaning that frames exiting this
subinterface should not be tagged. Aswith other router trunking configurations, the associated
I P address would be configured on that same subinterface. Alternately, if not configured on a
subinterface, the router assumes that the native VLAN is associated with the physical
interface. In this case, the encapsulation command is not needed under the physical interface;
the associated | P address, however, would need to be configured under the physical interface.

Example 2-6 shows an example configuration for Router1 in Figure 2-1, both for ISL and 802.1Q. In
this case, Router1 needs to forward packets between the subnets on VLANS 21 and 22. The first part
of the example shows ISL configuration, with no native VLANS, and therefore only a subinterface
being used for eachVLAN. The second part of the example showsan aternative 802.1Q configuration,
using the option of placing the native VLAN (VLAN 21) configuration on the physical interface.

Example 2-6  Trunking Configuration on Router1

KEY
POINT

! Note the subinterface on the fa 0/0 interface, with the encapsulation
! command noting the type of trunking, as well as the VLAN number. The
! subinterface does not have to be the VLAN ID. Also note the IP addresses for
! each interface, allowing Routeri to route between VLANs.
interface fastethernet 0/0.1
ip address 10.1.21.1 255.255.255.0
encapsulation isl 21
!
interface fastethernet 0/0.2
ip address 10.1.22.1 255.255.255.0
encapsulation isl 22
! Next, an alternative 802.1Q configuration is shown. Note that this 802.1Q configuration
! places the IP address
! for VLAN 21 on the physical interface; the router simply associates the
! physical interface with the native VLAN. Alternatively, a subinterface could be
! used, with the encapsulation dot1q 21 native command specifying that the router
! should treat this VLAN as the native VLAN.
interface fastethernet 0/0
ip address 10.1.21.1 255.255.,255.0
!
interface fastethernet 0/0.2
ip address 10.1.22.1 255.255.255.0

encapsulation doti1q 22
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Note also that the router does not have an explicitly defined allowed VLAN list. However, the
allowed VLAN list isimplied based on the configured VLANS. For instance, in this example,
Routerl allowsVLAN 1 (because it cannot be deleted), VLAN 21, and VLAN 22. A show
interface trunk command on Switchl would show only 1, 21, and 22 as the allowed VLANSs
on FAO/1.

802.1Q-in-Q Tunneling

Traditionally, VLANS have not extended beyond the WAN boundary. VLANS in one campus
extend to aWAN edge router, but VLAN protocols are not used on the WAN.

Today, several emerging alternatives exist for the passage of VLAN traffic across aWAN,
including 802.1Q-in-Q, Ethernet over MPLS (EoOMPLS), and VLAN MPLS (VMPLYS). While
these topics are more applicable to the CCIE Service Provider certification, you should at least
know the concept of 802.1 Q-in-Q tunneling.

Also known as Q-in-Q or Layer 2 protocol tunneling, 802.1Q-in-Q allows an SP to preserve
802.1Q VLAN tags across aWAN service. By doing so, VLANS actually span multiple
geographically dispersed sites. Figure 2-5 shows the basic idea.

Figure 2-5 Q-in-Q: Basic Operation

KEY
POINT
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Theingress SP switch takesthe 802.1Q frame, and then tags each frame entering the interface with
an additional 802.1Q header. Inthiscase, al of Customerl’sframesaretagged asVLAN 5 asthey
pass over the WAN; Customer?’s frames are tagged with VLAN 6. After removing the tag at
egress, the customer switch sees the original 802.1Q frame, and can interpret the VLAN ID
correctly. The receiving SP switch (SP-SW2 in this case) can keep the various customers' traffic
separate based on the additional VLAN tags.

Using Q-in-Q, an SP can offer VLAN services, even when the customers use overlapping VLAN
IDs. Customers get more flexibility for network design options, particularly with metro Ethernet
services. Plus, CDP and VTP traffic passes transparently over the Q-in-Q service.
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin the “ Foundation Topics™ section of the chapter, as well asreview the itemsin the
“Foundation Topics’ section noted with a Key Point icon.

Table 2-10 lists some of the most popular |OS commands related to the topics in this chapter.
(The command syntax was copied from the Catalyst 3550 Multilayer Switch Command
Reference, 12.1(20)EA2. Note that some switch platforms may have differencesin the

command syntax.)

Table 2-10 Catalyst |IOS Commands Related to Chapter 2

Command

Description

show mac address-table[aging-time |
count | dynamic | static] [address hw-addr]
[interface interface-id] [vlan vian-id]

Displays the MAC address table; the security
option displays information about the restricted or
static settings

show interfaces [interface-id | vian vian-id]
switchport | trunk]

Displays detailed information about an interface
operating as an access port or a trunk

show vlan [brief | id vian-id |
name vlan-name | summary

EXEC command that lists information about
VLAN

show vlan [vlan]

Displays VLAN information

show vtp status

Lists VTP configuration and status information

switchport mode {access | dot1g-tunnel |
dynamic {auto | desirable} | trunk}

Configuration command setting nontrunking
(access), trunking, and dynamic trunking (auto
and desirable) parameters

switchport nonegotiate

Interface subcommand that disables DTP
messages; interface must be configured astrunk or
access port

switchport trunk {allowed vlan vian-list} |
{encapsulation {dot1q |id | negotiate}} |
{nativevlan vian-id} |

{pruning vlan vian-list}

Interface subcommand used to set parameters used
when the port is trunking

switchport access vlan vian-id

Interface subcommand that statically configures
the interface as a member of that one VLAN
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Table 2-11 lists the commands related to VLAN creation—both the VLAN database mode
configuration commands (reached with the vian database privileged mode command) and the
normal configuration mode commands.

NOTE Some command parameters may not be listed in Table 2-11.

Table 2-11 Catalyst 3550 VLAN Database and Configuration Mode Command List

VLAN Database Configuration

vtp {domain domain-name | password vtp {domain domain-name | file filename |
password | pruning | v2-mode | interface name | mode { client | server |
{server | client | transparent}} transparent} | password password | pruning |

version number}

vlan vian-id [backupcrf {enable | disable} ] vlan vian-id*
[mtu mtu-size] [name vian-name] [parent
parent-vian-id] [state { suspend | active}]

show {current | proposed | difference} No equivalent

apply | abort | reset No equivalent

ICreatesthe VLAN and placesthe user in VLAN configuration mode, where commands matching the VLAN database
mode options of the vlan command are used to set the same parameters.

Memory Builders

The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides some basic tool sto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions
Next, take afew moments to write down the definitions for the following terms:

VLAN, broadcast domain, DTP, VTP pruning, 802.1Q, ISL, native VLAN,
encapsulation, private VLAN, promiscuous port, community VLAN, isolated
VLAN, 802.1Q-in-Q, Layer 2 protocol tunneling
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Refer to the CD-based glossary to check your answers.

Further Reading
Thetopicsin this chapter tend to be covered in slightly more detail in CCNP Switching exam
preparation books. For more detailson thesetopics, refer to the CCNP BCMSN Exam Certification
Guide and the CCNP Salf-Sudy: CCNP BCMSN Exam Certification Guide, Second Edition, listed
in the introduction to this book.

Cisco LAN Switching, by Kennedy Clark and Kevin Hamilton, is an excellent reference for
LAN-related topicsin general, and certainly very useful for CCIE written and lab exam
preparation.
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CHAPTER 3

Spanning Tree Protocol

Spanning Tree Protocol (STP) is probably one of the most widely known protocols covered on
the CCIE Routing and Switching written exam. STP has been around along time, isused in
most every campus network today, andis covered extensively onthe CCNPBCM SN exam. This
chapter covers a broad range of topics related to STP.

“Do | Know This Already?”” Quiz

Table 3-1 outlines the major headings in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 3-1 “Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section | Score
802.1D Spanning Tree Protocol 1-6

Optimizing Spanning Tree 7-9

Protecting STP 10

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1. Assume that anon-root 802.1D switch has ceased to receive Hello BPDUs. Which STP
setting determines how long a non-root switch waits before trying to choose a new
Root Port?

a. Hello timer setting on the Root

b. Maxage timer setting on the Root

c. Forward Delay timer setting on the Root

d. Hello timer setting on the non-root switch

e. Maxage timer setting on the non-root switch

f. Forward Delay timer setting on the non-root switch
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2. Assumethat anon-root 802.1D switch receives aHello BPDU with the TCN flag set. Which
STP setting determines how long the non-root switch waits before timing out CAM entries?

a.

b.

Hello timer setting on the Root

Maxage timer setting on the Root

Forward Delay timer setting on the Root

Hello timer setting on the non-root switch

Maxage timer setting on the non-root switch
Forward Delay timer setting on the non-root switch

3. Assumethat non-root Switchl (SW1) is blocking on a 802.1Q trunk connected to Switch2
(SW2). Both switches arein the same M ST region. SW1 ceases to receive Hellos from SW2.
What timers have an impact on how long Switchl takes to both become the Designated Port
on that link and reach forwarding state?

a.

b.

Hello timer setting on the Root
Maxage timer setting on the Root
Forward Delay timer on the Root
Hello timer setting on SW1
Maxage timer setting on SW1
Forward Delay timer on SW1

4. Which of thefollowing statements are true regarding support of multiple spanning trees over
an 802.1Q trunk?

a.
b.
c.

d.

Only one common spanning tree can be supported.
Cisco PV ST+ supports multiple spanning trees if the switches are Cisco switches.
802.1Q supports multiple spanning trees when using |EEE 802.1s M ST.

Two PV ST+ domains can pass over aregion of non-Cisco switches using 802.1Q trunks
by encapsulating non-native VLAN Hellos inside the native VLAN Hellos.

5.  Whenaswitch noticesafailure, and thefailure requires STP convergence, it notifiesthe Root
by sending aTCN BPDU. Which of the following best describes why the notification is
needed?

a.
b.

[oN

To speed STP convergence by having the Root converge quickly.

To allow the Root to keep accurate count of the number of topology changes.

To trigger the process that causes all switchesto use a short timer to help flush the CAM.
Thereisno need for TCN today; it is a holdover from DEC’s STP specification.
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6. Two switcheshavefour paralld Ethernet segments, none of which formsinto an EtherChannel.
Assuming 802.1D isin use, what is the maximum number of the eight ports (four on each
switch) that stabilize into a forwarding state?

a.
b.
c.
d.

e.

1

N 0o~ W

7. Two switches have four Ethernet segments connecting them, with the intention of using an
EtherChannel. Port fa 0/1 on one switch is connected to port faO/1 on the other switch; port
fa0/2 is connected to the other switch’s port fa0/2; and so on. An EtherChannel can still form
using these four segments, even though some configuration settings do not match on the
corresponding ports on each switch. Which settings do not have to match?

a.
b.
c.

d.

DTP negotiation settings (auto/desirable/on)

Allowed VLAN list

STP per-VLAN port cost on the ports on a single switch
If 802.1Q, native VLAN

8. |EEE 802.1w does not use the exact same port states as does 802.1D. Which of thefollowing
arevalid 802.1w port states?

a.

b.

Blocking
Listening
Learning
Forwarding
Disabled

Discarding

9. What STPtoolsor protocols supply a“maxage optimization,” allowing aswitch to bypassthe
wait for maxage to expire when its Root Port stops receiving Hellos?

a.
b.

[oN

Loop Guard
UDLD
UplinkFast
BackboneFast
|EEE 802.1w
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10. A trunk between switches lost its physical transmit path in one direction only. Which of the
following features protect against the STP problems caused by such an event?

a. Loop Guard
b. UDLD
c. UplinkFast
d. PortFast
e. UplinkFast
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Foundation Topics

802.1D Spanning Tree Protocol

Although many CCIE candidates already know STP well, the details are easily forgotten. For
instance, you can install acampus LAN, possibly turn on afew STP optimizations and security
features out of habit, and have aworking LAN using STP—without ever really contemplating
how STPdoeswhat it does. And in anetwork that makes good use of Layer 3 switching, each STP
instance might span only three to four switches, making the STP issues much more manageable—
but more forgettable in terms of helping you remember things you need to know for the exam.
This chapter reviewsthe details of IEEE 802.1D STR, and then goes on to related topics—802.1w
RSTP, multiple spanning trees, STP optimizations, and STP security features.

STP uses messaging between switches to stabilize the network into alogical, |oop-free topol ogy.
To do so, STP causes some interfaces (popularly called ports when discussing STP) to simply not
forward or receive traffic—in other words, the ports are in ablocking state. The remaining ports,
in an STP forwarding state, together provide aloop-free path to every Ethernet segment in the
network.

Choosing Which Ports Forward: Choosing Root
Ports and Designated Ports

To determine which ports forward and block, STP follows a three-step process, aslisted in
Table 3-2. Following the table, each of the three stepsis explained in more detail.

Table 3-2 Three Major 802.1D STP Process Seps

KEY
POINT

Major Step Description

Elect the Root switch The switch with the lowest bridge 1D wins; the standard bridge 1D
is 2-byte priority followed by aMAC address unique to that
switch.

Determine each switch’'s Root The one port on each switch with the least cost path back to the
Port root.

Determine the Designated Port | When multiple switches connect to the same segment, thisisthe
for each segment switch that forwards the least cost Hello onto a segment.

Electing a Root Switch

Only one switch can be the root of the spanning tree; to select the root, the switches hold an
election. Each switch beginsits STP logic by creating and sending an STP Hello bridge protocol
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data unit (BPDU) message, claiming to be the root switch. If a switch hears a superior Hello—a
Hellowith alower bridge | D—it stops claiming to be root by ceasing to originate and send Hell os.
Instead, the switch starts forwarding the superior Hellos received from the superior candidate.
Eventually, all switches except the switch with the best bridge ID cease to originate Hellos; that
one switch wins the election and becomes the root switch.

The original |EEE 802.1D bridge ID held two fields:

m The 2-byte Priority field, which was designed to be configured on the various switchesto
affect the results of the STP election process.

m A 6-byte MAC Addressfield, which was included as a tiebreaker, because each switch's
bridge ID includes a MAC address value that should be unique to each switch. As aresult,
some switch must win the root election.

Theformat of the original 802.1D bridge ID has been redefined. Figure 3-1 showsthe original and
new format of the bridge IDs.

Figure 3-1 |EEE 802.1D STP Bridge ID Formats

2 Bytes 6 Bytes
Priority System ID Original Format
(0 —65,535) (MAC Address) Bridge ID
/Priority i System ID
Multiole System ID Extension System ID Extension
P (Typically Holds VLAN ID) (MAC Address) (MAC Address
of 4096 .
Reduction)
4 Bits 12 Bits 6 Bytes

The format was changed mainly due to the advent of multiple spanning trees as supported by Per
VLAN Spanning Tree Plus (PVST+) and | EEE 802.1s Multiple Spanning Trees (MST). With the
old-style bridge ID format, a switch’s bridge ID for each STP instance (possibly one per VLAN)
was identical if the switch used asingle MAC address when building the bridge ID. Having
multiple STPinstances with the same bridge ID was confusing, so vendors such as Cisco Systems
used a different Ethernet BIA for each VLAN when creating the old-style bridge IDs. This
provided a different bridge ID per VLAN, but it consumed alarge number of reserved BIAsin
each switch.

The System ID Extension alows anetwork to use multiple instances of STP, even one per VLAN,
but without the need to consume aseparate BI A on each switch for each STPinstance. The System
ID Extension field allowsthe VLAN ID to be placed into what was formerly the last 12 bits of the
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Priority field. A switch can use asingle MAC address to build bridge IDs, and with the VLAN
number in the System ID Extension field still have aunique bridge ID in each VLAN. The use of
the System | D Extensionfield isalso called MAC address reduction, because of the need for many
fewer reserved MAC addresses on each switch.

Determining the Root Port
Once theroot is elected, the rest of the switches now need to determine their Root Port (RP). The
process proceeds as described in the following list:

1. Theroot creates and sends a Hello every Hello timer (2 seconds default).

2. Each switch that receives aHello forwardsthe Hello after updating the following fieldsin the
Hello: the cost, the forwarding switch’s bridge ID, forwarder’s port priority, and forwarder’'s
port number.

3. Switches do not forward Hellos out ports that stabilize into a blocking state.

4. Of dl the portsin which aswitch receives Hellos, the port with the least cal culated cost to the
root isthe RP.

A switch must examine the cost valuein each Hello, plus the switch’s STP port costs, in order to
determineitsleast cost path to reach the root. To do so, the switch adds the cost listed in the Hello
message to the switch’s port cost of the port on which the Hello was received. For example,
Figure 3-2 shows the loop network design and details several STP cost circulations.

Figure 3-2 Calculating STP Costs to Determine RPs

Loop Design — All Port Costs 19 Unless Shown

Root Hello Cost 0 % Adding my incoming cost
— /_/—,f’
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DP

setting fields for forwarder's
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port number.

Hello Cost 19
Cost out fa0/1 =0+
100 = 100; cost out

fa0/4 =38 + 19 = 57!

RP

Cost 100 | BL RP|Cost 19
— = s
— RP DP o
Cost 19
Hello Cost 38

In Figure 3-2, SW1 happened to become root, and is originating Hellos of cost 0. SW3 receives
two Hellos, one with cost 0 and one with cost 38. However, SW3 must then calculate its cost to

reach theroot, which isthe advertised cost (0 and 38, respectively) plus SW3's port costs (100 and
19, respectively). As aresult, although SW3 has adirect link to SW1, the calcul ated cost is lower
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Table 3-3

out interface fa0/4 (cost 57) than it is out interface fa0/1 (cost 100), so SW3 chooses its fa0/4
interface asits RP.

NOTE Many peoplethink of STP costs as being associated with a segment; however, the cost
isactually associated with interfaces. Good design practices dictate using the same STP cost on
each end of a point-to-point Ethernet segment, but the values can be different.

While the costs shown in Figure 3-2 might seem a bit contrived, the same result would happen
with default port costsif the link from SW1 to SW3 were Fast Ethernet (default cost 19), and the
other links were Gigabit Ethernet (default cost 4). Table 3-3 lists the default port costs according
to IEEE 802.1D. Note that the IEEE updated 802.1D in the late 1990s, changing the suggested
default port costs.

Default Port Costs According to IEEE 802.1D

Speed of Ethernet Original IEEE Cost Revised IEEE Cost
10 Mbps 100 100

100 Mbps 10 19

1 Gbps 1 4

10 Gbps 1 2

When a switch receives multiple Hellos with equal calculated cost, it uses the following
ticbreakers:

1. Pick thelowest value of the forwarding switch’s bridge ID.

2. Usethelowest port priority of the neighboring switch. The neighboring switch added its own
port priority to the Hello before forwarding it.

3. Usethelowest internal port number (of the forwarding switch) aslisted inside the received
Hellos.

Note that if the first tiebreaker in thislist failsto produce an RP, this switch must have multiple
links to the same neighboring switch. The last two tiebreakers simply help decide which of the
multiple parallel linksto use.

Determining the Designated Port

A converged STP topology resultsin only one switch forwarding onto each LAN segment. The
switch that forwards onto a LAN segment is called the designated switch for that segment, and
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the port that it uses to forward frames onto that segment is called the Designated Port (DP). By
definition, only the DP on that segment should forward frames onto the segment.

To win the right to be the DP, a switch must send the Hello with the lowest advertised cost onto
the segment. For instance, consider the segment between SW3 and SW4 in Figure 3-2 before the
DP has been determined on that segment. SW3 would get Hellos directly from SW1, compute its
cost to the root over that path, and then forward the Hello out itsfa 0/4 interface to SW4, with cost
100. Similarly, SW4 will forward aHello with cost 38, as shown in Figure 3-2. SW4'sfa 0/3 port
becomes the DP due to its lower advertised cost.

Only the DP forwards Hellos onto a LAN segment as well. In the same example, SW4 keeps
sending the cost-38 Hellos out the port, but SW3 stops sending itsinferior Hellos.

When the cost is atie, STP uses the same tiebreakers to choose the DP as when choosing an RP:
lowest forwarder’s bridge ID, lowest forwarder’s port priority, and lowest forwarder’s port
number.

Converging to a New STP Topology
STP logic monitors the normal ongoing Hello process when the network topology is stable; when
the Hello process changes, STP then needs to react and converge to a new STP topology. When
STP has a stable topol ogy, the following occurs:

1. Theroot switch generates a Hello regularly based on the Hello timer.

2. Each non-root switch regularly (based on the Hello timer) receives a copy of theroot's
Helloonits RP.

3. Each switch updates and forwards the Hello out its Designated Ports.

4. For each blocking port, the switch regularly receives a copy of the Hello from the DP on that
segment. (The switches do not forward Hellos out blocking interfaces.)

When some deviation from these events occurs, STP knowsthat the topol ogy has changed and that
convergence needs to take place. For instance, one simple case might be that the root switch loses
power; the rest of the switches will not hear any Hello messages, and after the maxage timer
expires (default 10 times Hello, or 20 seconds), the switches elect a new root based on the logic
described earlier in this chapter.

For a more subtle example, consider Figure 3-3, which shows the same loop network asin
Figure 3-2. In this case, however, the link from SW1 to SW2 hasjust failed.
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Figure 3-3 Reacting to Loss of Link Between SW1 and S\W2
Loop Design — All Port Costs 19 Unless Shown
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The following list describes some of the key steps from Figure 3-3:

1. SW2 ceasesthereceive Hellosonits RP.

2. Because SW2 isnot receiving Hellos over any other path, it begins a new root election by
claiming to be root and flooding Hellos out every port.

3. SWA4 natices that the latest Hello implies a new root switch, but SW4 ends up with the same
RP (for now). SW4 forwards the Hello out toward SW3 after updating the appropriate fields
in the Hello.

4. SWa3receivesthe Hello from SW4, but it isinferior to the one SW3 receives from SW1. So,
SW3 becomes the DP on the segment between itself and SW4, and starts forwarding the
superior Hello on that port.

Remember, SW1 had won the earlier election; as of Steps 3 and 4, the Hellos from SW1 and
SW2 are competing, and the one claiming SW1 asroot will again win. The rest of the process
results with SW3's fal/4 as DP, SW4'sfa 0/3 as RP, SW4'sfa0/2 as DP, and SW3'sfa0/4
asRP.

Topology Change Notification and Updating the CAM
When STP reconvergence occurs, some Content Addressable Memory (CAM) entries might
beinvalid (CAM isthe Cisco term for what's more generically called the MAC address table,
switching table, or bridging table on a switch). For instance, before the link failure shown in
Figure 3-3, SW3's CAM might have had an entry for 0200.1111.1111 (Routerl’'s MAC address)
pointing out fa0/4 to SW4. (Remember, at the beginning of the scenario described in Figure 3-3,



802.1D Spanning Tree Protocol 67

SW3 was blocking on its fa0/1 interface back to SW1.) When the link between SW1 and SW2
failed, SW3 would need to changeits CAM entry for 0200.1111.111 to point out port fa0/1.

To update the CAMSs, two things need to occur:

m All switches need to be notified to time out their CAM entries.

m Eachswitchneedsto useashort timer, equivalent to theforward delay timer (default 15 seconds),
to time out the CAM entries.

Because some switches might not directly notice a change in the STP topology, any switch that
detects a change in the STP topology has aresponsibility to notify the rest of the switches. To do
so, aswitch simply notifies the root switch in the form of a Topology Change Notification (TCN)
BPDU. The TCN goesup thetreeto theroot. After that, theroot notifiesall therest of the switches.
The process runs as follows:

1. A switch experiencing the STP port state change sendsa TCN BPDU out its Root Port; it
repeats this message every Hello time until it is acknowledged.

2. The next switch receiving that TCN BPDU sends back an acknowledgement viaiits next
forwarded Hello BPDU by marking the Topology Change Acknowledgement (TCA) hit in
the Hello.

3. The switch that was the DP on the segment in the first two steps repeats the first two steps,
sending aTCN BPDU out its Root Port, and awaiting acknowledgement from the DP on that
segment.

By each successive switch repeating Steps 1 and 2, eventually the root receivesa TCN BPDU.
Once received, the root sets the TCA flag on the next several Hellos, which are forwarded to all
switches in the network, notifying them that a change has occurred. A switch receiving a Hello
BPDU with the TCA flag set uses the short (forward delay time) timer to time out entriesin
the CAM.

Transitioning from Blocking to Forwarding
When STP reconverges to a new, stable topology, some ports that were blocking might have been
designated as DP or RP, so these ports need to be in aforwarding state. However, the transition
from blocking to forwarding state cannot be made immediately without the risk of causing loops.

To transition to forwarding state but also prevent temporary |oops, a switch first puts aformerly
blocking port into listening state, and then into learning state, with each state lasting for the length
of time defined by the forward delay timer (by default, 15 seconds). Table 3-4 summarizesthe key
points about all of the 802.1D STP port states.
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Table 3-4 |EEE 802.1D Spanning Tree Interface States

Forwards Learn Source MACs of Transitory or
State Data Frames? | Received Frames? Stable State?
Blocking No No Stable
Listening No No Transitory
Learning No Yes Transitory
Forwarding Yes Yes Stable
Disabled No No Stable

In summary, when STP logic senses a change in the topology, it converges, possibly picking
different ports as RP, DP, or neither. Any switch changing its RPs or DPs sendsa TCN BPDU

to the root at this point. For the ports newly designated as RP or DP, 802.1D STP first uses the
listening and learning states before reaching the forwarding state. (Thetransition from forwarding
to blocking can be made immediately.)

Per-VLAN Spanning Tree and STP over Trunks
If only one instance of STP was used for a switched network with redundant links but with
multiple VLANS, several ports would be in ablocking state, unused under stable conditions. The
redundant links would essentially be used for backup purposes.

The Cisco Per VLAN Spanning Tree Plus (PV ST+) feature creates an STP instance for each
VLAN. By tuning STP configuration per VLAN, each STP instance can use a different root
switch and have different interfaces block. As aresult, the traffic load can be balanced across the
available links. For instance, in the common building design with distribution and accesslinksin
Figure 3-4, focus on the left side of the figure. In this case, the access layer switches block on
different portson VLANs 1 and 2, with different root switches.

Figure 3-4 Operation of PVST+ for Better Load Balancing

With different root switches and with default port costs, the access layer switches end up sending
VLAN1 traffic over one uplink and VLAN2 traffic over another uplink.
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Using 802.1Q with STP requires some extrathought as to how it works. 802.1Q does not support
PV ST+ natively; however, Cisco switches do support PV ST+ over 802.1Q trunks. So, with all
Cisco switches, and PV ST+ (which is enabled by default), PV ST+ works fine.

When using 802.1Q with non-Cisco switches, the switches must follow the IEEE standard
completely, so the trunks support only a Common Spanning Tree (CST). With standard 802.1Q,
only oneinstance of STP runs only over the native VLAN, and that one STP topology is used
for al VLANS. Although using only one STP instance reduces the STP messaging overhead, it
does not allow load balancing by using multiple STP instances, as was shown with PV ST+ in
Figure 3-4.

When building networks using a mix of Cisco and non-Cisco switches, along with 802.1Q
trunking, you can still take advantage of multiple STP instances in the Cisco portion of the
network. Figure 3-5 shows two general optionsin which two CST regions of non-Cisco switches
connect to two regions of Cisco PV ST+ supporting switches.

Figure 3-5 Combining Standard I1EEE 802.1Q and CST with PVST+

—
—

CST Region 1

CST Region 2

STP Only Over
Native VLAN

Non-native VLAN STP
BPDUs trunked, sent to
0100.0CCC.CCCD

The left side of Figure 3-5 shows an example in which the CST region is not used for transit
between multiple PV ST+ regions. In this case, none of the PV ST+ per-VLAN STP information
needs to pass over the CST region. The PV ST+ region maps the single CST instance to each of
the PV ST+ STP instances.
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Therest of Figure 3-5 shows two PV ST+ regions, separated by a single CST region (CST
Region 2). In this case, the PV ST+ per-VLAN STP information needs to pass through the CST
region. To do so, PV ST+ treats the CST region as asingle link and tunnels the PV ST+ BPDUs
across the CST region. Thetunnel is created by sending the BPDUs using a multicast destination
MAC of 0100.0CCC.CCCD, with the BPDUsbeing VLAN tagged with the correct VLAN ID. As
aresult, the non-Cisco switchesforward the BPDUs asamullticast, and do not interpret the frames
as BPDUs. When aforwarded BPDU reaches the first Cisco PV ST+ switch in the other PV ST+
region, the switch, listening for multicasts to 0100.0CCC.CCCD, reads and interprets the BPDU.

NOTE 802.1Q, along with 802.1S Multiple-instance Spanning Tree (MST), allows 802.1Q
trunks for support multiple STP instances. MST is covered later in this chapter.

STP Configuration and Analysis

Example 3-1, based on Figure 3-6, shows some of the basic STP configuration and show commands.
Take care to note that many of the upcoming commands allow the parameters to be set for all
VLANSs by omitting the VLAN parameter, or set per VLAN by including aVLAN parameter.
Example 3-1 beginswith SW1 coincidentally becoming the Root switch. After that, SW2isconfigured
to becomeroot, and SW3 changesits Root Port as aresult of a configured port cost in VLAN 1.

Figure 3-6 Network Used with Example 3-1

Core Design

e
Fa0/2 Fa0/1 (o

Example 3-1 STP Basic Configuration and show Commands

! First, note the Root ID column lists the root's bridge ID as two parts,
! first the priority, followed by the MAC address of the root. The root cost of
| 0 implies that SW1 (where the command is executed) is the root.
SWi#sh spanning-tree root
Root Hello Max Fwd

Vlan Root ID Cost Time Age Dly Root Port
VLANQOO1 32769 000a.b7dc.b780 0 2 20 15
VLANQO11 32779 000a.b7dc.b780 0 2 20 15
VLANQO12 32780 000a.b7dc.b780 0 2 20 15
VLANQO21 32789 000a.b7dc.b780 0 2 20 15
VLAN0Q22 32790 000a.b7dc.b780 0 2 20 15
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Example 3-1 STP Basic Configuration and show Commands (Continued)

! The next command confirms that SW1 believes that it is the root of VLAN 1.
SWi#sh spanning-tree vlan 1 root detail
Root ID Priority 32769
Address 000a.b7dc.b780
This bridge is the root
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
! Next, SW2 is configured with a lower (better) priority than SW1,
! so it becomes the root. Note that because SW2 is defaulting to use
! the system ID extension, the actual priority must be configured as a
! multiple of 4096.
Sw2#conf t
Enter configuration commands, one per line. End with CNTL/Z.
SW2(config)#spanning-tree vlan 1 priority ?
<0-61440> bridge priority in increments of 4096

SW2(config)#spanning-tree vlan 1 priority 28672

SW2(config)#"Z
SW2#sh spanning-tree vlan 1 root detail
VLANOQOO1
Root ID Priority 28673
Address 0011.92b0.T500

This bridge is the root

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
The System ID Extension field of the bridge ID is implied next. The output
does not separate the 4-bit Priority field from the System ID field. The output
actually shows the first 2 bytes of the bridge ID, in decimal. For VLANT,
the priority is 28,763, which is the configured 28,672 plus the VLAN ID,
because the VLAN ID value is used in the System ID field in order to implement
the MAC address reduction feature. The other VLANs have a base priority
of 32768, plus the VLAN ID - for example, VLAN11 has priority 32779,
(priority 32,768 plus VLAN 11), VLAN12 has 32780, and so on.
SW2#sh spanning-tree root priority

VLAN0OO1 28673
VLANQO11 32779
VLANOOQ12 32780
VLAN0O21 32789
VLAN0Q022 32790

! Below, SW3 shows a Root Port of Fa ©0/2, with cost 19. SW3 gets Hellos
! directly from the root (SW2) with cost 0, and adds its default cost (19).
! This next command also details the breakdown of the priority and system ID.
SW3#sh spanning-tree vlan 1
VLANQQOQ1
Spanning tree enabled protocol ieee
Root ID Priority 28673
Address 0011.92b0.f500
Cost 19

71
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Example 3-1 STP Basic Configuration and show Commands (Continued)

Port 2 (FastEthernet0/2)
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
Address 000e.837b.3100
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 300

Interface Role Sts Cost Prio.Nbr Type
Fao/1 Altn BLK 19 128.1 P2p
Fa0/2 Root FWD 19 128.2 P2p
Fa0/4 Desg FWD 19 128.4 P2p
Fa0/13 Desg FWD 100 128.13  Shr

! Above, the port state of BLK and FWD for each port is shown, as well as the
! Root port and the Designated Ports.
! Below, Switch3's VLAN 1 port cost is changed on its Root Port (fa0/2),
! causing SW3 to reconverge, and pick a new RP.
Sw3#conf t
Enter configuration commands, one per line. End with CNTL/Z.
SW3(config)#int fa 0/2
SW3(config-if)#spanning-tree vlan 1 cost 100
SW3(config-if)#"Z
! The next command was done immediately after changing the port cost on
! SW3. Note the state listed as "LIS," meaning listen. STP has already
! chosen fa 0/1 as the new RP, but it must now transition through listening
! and learning states.
Sw3#sh spanning-tree vlan 1
VLANOQO1
Spanning tree enabled protocol ieee
Root ID Priority 28673

Address 0011.92b0.f500
Cost 38
Port 1 (FastEthernet@/1)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 32769 (priority 32768 sys-id-ext 1)
Address 000e.837b.3100
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 15

Interface Role Sts Cost Prio.Nbr Type
Fao/1 Root LIS 19 128.1 P2p
Fa0/2 Altn BLK 100 128.2 P2p
Fao/4 Desg FWD 19 128.4 P2p

Fa0/13 Desg FWD 100 128.13 Shr
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The preceding example shows one way to configure the priority to alower value to become

the root. Optionally, the spanning-tree vlan vian-id root { primary | secondary} [diameter
diameter] command could be used. This command causes the switch to set the priority lower. The
optional diameter parameter causes this command to lower the Hello, forward delay, and maxage
timers. (This command does not get placed into the configuration, but rather it acts as a macro,
being expanded into the commands to set priority and the timers.)

NOTE When using the primary option, the spanning-tree vlan command sets the priority
to 24,576 if the current root has a priority larger than 24,576. If the current root’s priority is
24,576 or less, this command sets this switch’'s priority to 4096 less than the current root. With
the secondary keyword, this switch’s priority is set to 28,672. Also note that this logic applies
to when the configuration command is executed; it does not dynamically change the priority if
another switch later advertises a better priority.

Optimizing Spanning Tree

L eft to default settings, |EEE 802.1D STP works, but convergence might take up to a minute or
morefor the entire network. For instance, when the root fails, aswitch must wait on the 20-second
maxage timer to expire. Then, newly forwarding ports spend 15 seconds each in listening and
learning states, which makes convergence take 50 seconds for that one switch.

Over the years, Cisco added features to its STP code, and later the IEEE made improvements as
well. This section covers the key optimizationsto STP.

PortFast, UplinkFast, and BackboneFast

Table 3-5

KEY
POINT

The Cisco-proprietary PortFast, UplinkFast, and BackboneFast features each solve specific STP
problems. Table 3-5 summarizes when each is most useful, and the short version of how they
improve convergence time.

PortFast, UplinkFast, and BackboneFast
Feature Requirements for Use How Convergence Is Optimized
PortFast Used on access ports that are not Immediately puts the port into forwarding
connected to other switches or hubs state once the port is physically working
UplinkFast Used on access layer switches that Immediately replaces alost RP with an
have multiple uplinks to aternate RP, immediately forwards on the
distribution/core switches RP, and triggers updates of all switches'
CAMs
BackboneFast Used to detect indirect link failures, Avoids waiting for Maxage to expire when
typically in the network core its RP ceases to receive Hellos; does so by
querying the switch attached to its RP
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PortFast
PortFast optimizes convergence by simply ignoring listening and learning states on ports. In
effect, convergence happensinstantly on portswith PortFast enabled. Of course, if another switch
is connected to aport on which PortFast is enabled, loops may occur. So, PortFast isintended for
access links attached to single end-user devices. To be safe, you should a so enable the BPDU
Guard and Root Guard features when using PortFast, as covered later in this chapter.

UplinkFast
UplinkFast optimizes convergence when an uplink fails on an access layer switch. For good STP
design, accesslayer switches should not becomeroot or becometransit switches. (A transit switch
isaswitch that forwards frames between other switches.) Figure 3-7 showsthe actions taken when
UplinkFast is enabled on a switch, and then when the Root Port fails.

Figure 3-7 UplinkFast Operations
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Root Switch Non-Root Switch
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source MAC for local MACs

Enable Uplink Fast:
Sets priority to 49,152

Sets port costs to 3000

Tracks alternate RPs Makes Fa0/2 the RP

Moves to forwarding state immediately

MAC 0200.3333.3333 '/»’C*
R3 '
Upon enabling UplinkFast globally in a switch, the switch takes three actions:

m Increasestheroot priority to 49,152
m  Setsthe post coststo 3000
m Tracksaternate RPs, which are ports in which root Hellos are being received

Asaresult of these steps, SW3 can become root if necessary, but it is unlikely to do so given the
largeroot priority value. Also, thevery large costs on each link make the switch unlikely to be used
asatransit switch. When the RP port doesfail, SW3 can fail over to an alternate uplink asthe new
RP and forward immediately.
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Thefinal step in Uplink Fast logic causes the switches to time-out the correct entriesin their
CAMs, but it does not usethe TCN process. Instead, the access switch findsall the MAC addresses
of local devices and sends one multicast frame with each local MAC address as the source MAC—
causing all the other switches to update their CAMs. The access switch also clears out the rest of
the entriesin itsown CAM.

neFast

BackboneFast optimizes convergence for any generalized topological case, improving
convergence when an indirect failure occurs. When some direct failures occur (for instance, a
switch’sRPinterfacefails), the switch does not have to wait for maxageto expire. However, when
another switch’s direct link fails, resulting in lost Hellos for other switches, the downstream
switchesindirectly learn of the failure because they cease to receive Hellos. Any time a switch
learns of an STP failure indirectly, the switch must wait for maxage to expire before trying to
change the STP topol ogy.

BackboneFast simply causes switches that indirectly learn of a potential STP failure to ask their
upstream neighborsif they know about the failure. To do so, when the first Hello goes missing, a
BackboneFast switch sends a Root Link Query (RLQ) BPDU out the port in which the missing
Hello should have arrived. The RLQ asksthe neighboring switch if that neighboring switch isstill
receiving Hellos from the root. If that neighboring switch had adirect link failure, it can tell the
original switch (viaanother RLQ) that this path to the root is lost. Once known, the switch
experiencing the indirect link failure can go ahead and converge without waiting for maxage

to expire.

NOTE All switches must have BackboneFast configured for it to work correctly.

PortFast, UplinkFast, and BackboneFast Configuration

Table 3-6

Configuration of these three STP optimizing toolsisrelatively easy, as summarized in Table 3-6.

PortFast, UplinkFast, and BackboneFast Configuration
Feature Configuration Command
PortFast spanning-tree portfast (interface subcommand)

spanning-tree portfast default (global)

UplinkFast spanning-tree uplinkfast [max-update-r ate rate] (global)

BackboneFast spanning-tree backbonefast (global)
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PortChannels

When anetwork design includes multiple parallel segments between the same pair of switches,
one switch ends up in aforwarding state on al the links, but the other switch blocksall but one of
the ports of those parallel segments. Asaresult, only one of the links can be used at any point
intime. Using Fast EtherChannel (FEC) (using FastE segments) and Gigabit Ether Channel
(GEC) (using GigE segments) allows the combined links to be treated as one link from an STP
perspective, so that all the parallel physical segments are used. (When configuring a Cisco switch,
agroup of segments comprising an FEC or GEC is called a PortChannel.) Most campus designs
today use aminimum of two segments per trunk, in a PortChannel, for better availability. That
way, aslong as at least one of the linksin the EtherChannel isup, the STP path cannot fail, and no
STP convergenceis required.

Load Balancing Across PortChannels

When a switch decidesto forward aframe out a PortChannel, the switch must also decide which
physical link to use to send each frame. To use the multiple links, Cisco switches |oad balance
the traffic over the links in an EtherChannel based on the switch’s global load-balancing
configuration.

L oad-balancing methods differ depending on the model of switch and software revision. Generaly,
load balancing is based on the contents of the Layer 2, 3, and/or 4 headers. If load balancing is
based on only one header field in the frame, a bitmap of the low-order bits is used; if more than
one header field is used, an XOR of the low-order bitsis used.

For the best balancing effect, the header fields on which balancing is based need to vary among
the mix of frames sent over the PortChannel. For instance, for aLayer 2 PortChannel connected
to an access layer switch, most of the traffic going from the access layer switch to the
distribution layer switch is probably going from clients to the default router. So most of the
frames have different source MAC addresses, but the same destination MAC address. For
packets coming back from a distribution switch toward the access layer switch, many of the
frames might have a source address of that same router, with differing destination MAC
addresses. So, you could balance based on source MAC at the access layer switch, and based
on destination MAC at the distribution layer switch—or balance based on both fields on

both switches. The goal is simply to use a balancing method for which the fields in the
frames vary.

The port-channéd load-balance type command sets the type of |oad balancing. The type options
include using source and destination MAC, | P addresses, and TCP and UDP ports—either asingle
field or both the source and destination.
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PortChannel Discovery and Configuration

Table 3-7

You can explicitly configureinterfacesto bein aPortChannel by using the channel-group number
mode on interface subcommand. You would simply put the same command under each of the
physical interfaces inside the PortChannel, using the same PortChannel number.

You can also use dynamic protocolsto all ow neighboring switchesto figure out which ports should
be part of the same PortChannel. Those protocols are the Cisco-proprietary Port Aggregation
Protocol (PAgP) and the IEEE 802.1AD Link Aggregation Control Protocol (LACP). To dynami-
cally form aPortChannel using PAgP, you still use the channel-group command, with amode of
auto or desirable. To use LACP to dynamically create a PortChannel, use amode of active or
passive. Table 3-7 lists and describes the modes and their meanings.

PAgP and LACP Configuration Settings and Recommendations

PAgP LACP 802.1AD

Setting Setting Action

on on Disables PAgP or LACP, and forces the port into the PortChannel

off off Disables PAgP or LACP, and prevents the port from being part of a
PortChannel

auto passive Uses PAgP or LACP, but waits on other side to send first PAgP or
LACP message

desirable | active Uses PAgP or LACP, and initiates the negotiation

NOTE Using auto (PAgP) or passive (LACP) on both switches prevents a PortChannel from
forming dynamically. Cisco recommends the use of desirable mode (PAgP) or active mode
(LACP) on ports that you intend to be part of a PortChannel.

When PAgP or LACP negotiate to form a PortChannel, the messages include the exchange

of some key configuration information. As you might imagine, they exchange asystem ID to
determine which ports connect to the same two switches. The two switches then exchange other
information about the candidate links for a PortChannel; several items must be identical on the
links for them to be dynamically added to the PortChannel, as follows:

m  Same speed and duplex settings.
m If not trunking, same access VLAN.
m I trunking, same trunk type, allowed VLANS, and native VLAN.

m  Onasingleswitch, each port in aPPortChannel must have the same STP cost per VLAN on all
links in the PortChannel.

m  No ports can have SPAN configured.
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When PAgP or LACP compl etes the process, anew PortChannel interface exists, and isused asiif
it were asingle port for STP purposes, with balancing taking place based on the global load-
balancing method configured on each switch.

Rapid Spanning Tree Protocol

|EEE 802.1w Rapid Spanning Tree Protocol (RSTP) enhances the 802.1D standard with one goal
in mind: improving STP convergence. To do so, RSTP defines new variations on BPDUSs between
switches, new port states, and new port roles, all with the capability to operate backwardly
compatible with 802.1D switches. The key components of speeding convergence with 802.1w

Table 3-8

are as follows:

m  Waiting for only three missed Hellos on an RP before reacting (versus ten missed Hellosvia
the maxage timer with 802.1D)

m  New processes that allow transition from the disabled state (replaces the blocking state in
802.1D) to learning state, bypassing the concept of an 802.1D listening state

m  Standardization of features like Cisco PortFast, UplinkFast, and BackboneFast

m  Anadditional featureto allow abackup DP when aswitch has multiple ports connected to the
same shared LAN segment

To support these new processes, RSTP uses the same familiar Hello BPDUS, using some previously
undefined bitsto create the new features. For instance, RSTP defines aHello message option for the
same purpose as the Cisco proprietary RLQ used by the Cisco BackboneFast feature.

RSTP takes advantage of aswitched network topology by categorizing ports, using adifferent link
type to describe each. RSTP takes advantage of the fact that STP logic can be simplified in some
cases, based on what is attached to each port, thereby allowing faster convergence. Table 3-8 lists
the three RSTP link types.

RSTP Link Types

Link Type Description

Point-to-point Connects a switch to one other switch; Cisco switchestreat FDX linksin which
Hellos are received as point-to-point links.

Shared Connects a switch to a hub; the important factor is that switches are reachable off that
port.

Edge Connects a switch to asingle end-user device.
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In most modern LAN designs with no shared hubs, all links would be either the point-to-point
(alink between two switches) or edgelink type. RSTP knowsthat link-type edge means the port
is cabled to one device, and the deviceis not a switch. So, RSTP treats edge links with the same
logic as Cisco PortFast—in fact, the same spanning-tree portfast command defines a port as
link-type edge to RSTP. In other words, RSTP puts edge links into forwarding state
immediately.

RSTP takes advantage of point-to-point links (which by definition connect a switch to another
switch) by asking the other switch about its status. For instance, if one switch fails to receive its
periodic Hello on a point-to-point link, it will query the neighbor. The neighbor will reply, stating
whether it also lost its path to the root. It is the same logic as BackboneFast, but using IEEE
standard messages to achieve the same goal .

RSTP also redefines the port states used with 802.1D, in part because the listening stateis no
longer needed. Table 3-9 compares the port states defined by each protocol.

RSTP and STP Port Sates

Administrative State STP State (802.1D) RSTP State (802.1w)
Disabled Disabled Discarding

Enabled Blocking Discarding

Enabled Listening Discarding

Enabled Learning Learning

Enabled Forwarding Forwarding

In RSTP, adiscarding state means that the port does not forward frames, receive frames, or
learn source MAC addresses, regardless of whether the port was shut down, failed, or simply
does not have areason to forward. Once RSTP decidesto transition from discarding to forwarding
state (for example, a newly selected RP), it goes immediately to the learning state. From
that point on, the process continues just as it does with 802.1D. RSTP no longer needs the
listening state because of its active querying to neighbors, which guarantees no loops during
convergence.

RSTP uses the term port role to refer to whether a port acts asan RP or aDP. RSTP uses the
RP and DP port roles just as 802.1D does; however, RSTP adds several other roles, aslisted in
Table 3-10.
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Table 3-10 RSTP and STP Port Roles

RSTP Role Definition

Root Port Same as 802.1D Root Port.

Designated Port Same as 802.1D Designated Port.

Alternate Port Same as the Alternate Port concept in UplinkFast; an alternate Root Port.

Backup Port A port that is attached to the same link-type shared link as another port on the
same switch, but the other port isthe DP for that segment. The Backup Port is

ready to take over if the DP fails.

TheAlternate Port concept islike the UplinkFast concept—it offers protection against the loss of
aswitch’s RP by keeping track of the Alternate Ports with a path to the root. The concept and
general operation isidentical to UplinkFast, although RSTP might converge more quickly viaits
active messaging between switches.

The Backup Port role has no equivalent with Cisco-proprietary features; it simply provides
protection against losing the DP attached to a shared link when the switch has another physical
port attached to the same shared LAN.

You can enable RSTP in a Cisco switch by using the spanning-tree mode rapid-pvst global
command. Alternatively, you can simply enable 802.1s M ST, which by definition uses 802.1w
RSTP.

Multiple Spanning Trees: IEEE 802.1s

|EEE 802.1s Multiple Spanning Trees (MST), sometimes referred to as Multiple Instance STP
(MISTP) or Multiple STP (MSTP), defines away to use multiple instances of STP in a network
that uses 802.1Q trunking. The following are some of the main benefits of 802.1s:

m Like PVST+, it alowsthe tuning of STP parameters so that while some ports block for one
VLAN, the same port can forward in another VLAN.

m  Alwaysuses 802.1w RSTR for faster convergence.

m  Doesnot require an STP instance for each VLAN; rather, the best designs use one STP
instance per redundant path.

If the network consists of all M ST-capable switches, MST isrelatively simple to understand. A
group of switches that together uses MST is called an MST region; to create an MST region, the
switches need to be configured as follows:

1. Globally enable MST, and enter MST configuration mode by using the spanning-tree mode
mst command.
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2. From MST configuration mode, create an MST region name (up to 32 characters) by using
the name subcommand.

3. From MST configuration mode, create an MST revision number by using the revision
command.

4. From MST configuration mode, map VLANsto an MST STP instance by using theinstance
command.

Thekey to MST configuration isto configure the same parameterson all the switchesin theregion.
For instance, if you match VLANs 14 to MST instance 1 on one switch, and VLANs 5-8 to
MST instance 1 on another switch, thetwo switcheswill not consider themselvesto bein the same
MST region, even though their region names and revision numbers are identical.

For example, in Figure 3-8, an MST region has been defined, along with connections to non-
MST switches. Focusing on the | eft side of the figure, inside the MST region, you really need
only two instances of STP—one each for roughly half of the VLANSs. With two instances,

the accesslayer switcheswill forward on their linksto SW1 for one set of VLANsusing one MST
instance, and forward on their links to SW2 for the other set of VLANS using the second
MST instance.

Figure 3-8 MST Operations
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Oneof thekey benefitsof MST versus PV ST+ isthat it requiresonly one M ST instancefor agroup
of VLANS. If thisMST region had hundreds of VL ANSs, and used PV ST+, hundreds of setsof STP
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messages would be used. With M ST, only one set of STP messages is needed for each MST
instance.

When connecting an MST region to anon-M ST region or to adifferent MST region, MST makes
the entire M ST region appear to be a single switch, as shown on the right side of Figure 3-8. An
MST region can guarantee loop-free behavior inside the MST region. To prevent loops over the
CST links connecting the MST region to anon-M ST region, MST participatesin an STPinstance
with the switches outside the M ST region. This additional STP instance is called the Internal
Spanning Tree (IST). When participating in STP with the external switches, the MST region is
made to appear asif it isasingle switch; the right side of Figure 3-8 depictsthe STP view of the
left side of the figure, as seen by the external switches.

Protecting STP

The final section in this chapter covers four switch configuration tools that protect STP from
different types of problems or attacks, depending on whether a port is atrunk or an
access port.

Root Guard and BPDU Guard: Protecting Access Ports

Network designers probably do not intend for end users to connect a switch to an access port that
isintended for attaching end-user devices. However, it happens—for instance, someone just may
need afew more ports in the meeting room down the hall, so they figure they could just plug a
small, cheap switch into the wall socket.

The STPtopology can be changed based on one of these unexpected and undesired switchesbeing
added to the network. For instance, this newly added and unexpected switch might have the lowest
bridge ID and become the root. To prevent such problems, BPDU Guard and Root Guard can be
enabled on these access ports to monitor for incoming BPDUs—BPDUSs that should not enter
those ports, because they are intended for single end-user devices. Both features can be used
together. Their base operations are as follows:

m BPDU Guard—Enabled per port; error disables the port upon receipt of any BPDU.

m  Root Guard—Enabled per port; ignores any received superior BPDUSs to prevent a switch
connected to this port from becoming root. Upon receipt of superior BPDUS, this switch puts
the port in aloop-inconsistent state, ceasing forwarding and receiving frames until the
superior BPDUS cease.

With BPDU Guard, the port does not recover from the err-disabled state unless additional
configuration isadded. You can tell the switch to change from err-disabl ed state back to an up state
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after a certain amount of time. With Root Guard, the port recovers when the undesired superior
BPDUs are no longer received.

UDLD and Loop Guard: Protecting Trunks
Both UniDirectional Link Detection (UDLD) and Loop Guard protect a switch trunk port from
causing loops. Both features prevent switch ports from errantly moving from ablocking to a
forwarding state when a unidirectional link exists in the network.

Unidirectional links are simply links for which one of the two transmission paths on the link has
failed, but not both. This can happen as aresult of miscabling, cutting onefiber cable, unplugging
one fiber, GBIC problems, or other reasons. Because STP monitors incoming BPDUs to know
when to reconverge the network, adjacent switches on a unidirectional link could both become
forwarding, causing aloop, as shown in Figure 3-9.

Figure 3-9 STP Problems with Unidirectional Links
One Trunk, Two Fiber Cables

P ———> @ ®
FWD Non-DP
Hello Cost 19 M BLK No more Hellos. | must
Tx = be the DP. Let me
ﬁ\]\\A — transition to forwarding!

Figure 3-9 showsthe fiber link between SW1 and SW2 with both cables. SW2 startsin ablocking
state, but as aresult of the failure on SW1'stransmit path, SW2 ceasesto hear Hellos from SW1.
SW2 then transitions to forwarding state, and now all trunks on all switches are forwarding.
Even with the failure of SW1’'s transmit cable, frames will now loop counter-clockwise in the
network.

UDLD uses two modes to attack the unidirectional link problem. As described next, both modes,
along with Loop Guard, solve the STP problem shown in Figure 3-9:

m UDLD—UsesLayer 2 messaging to decide when aswitch can no longer receive framesfrom
aneighbor. The switch whose transmit interface did not fail is placed into an err-disabled
state.

m UDLD aggressive mode—Attempts to reconnect with the other switch (eight times) after
realizing no messages have been received. If the other switch does not reply to the repeated
additional messages, both sides become err-disabled.
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m Loop Guard—When normal BPDUs are no longer received, the port does not go through
normal STP convergence, but rather falls into an STP loop-inconsistent state.

In al cases, the formerly blocking port that would now cause aloop is prevented from migrating
to aforwarding state. With both types of UDLD, the switch can be configured to automatically
transition out of err-disabled state. With Loop Guard, the switch automatically puts the port back
into its former STP state when the original Hellos are received again.
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin the “ Foundation Topics™ section of the chapter, as well asreview the itemsin the
“Foundation Topics’ section noted with a Key Topic icon.

Table 3-11 lists the protocols mentioned in this chapter and their respective standards documents.

Table 3-11 Protocols and Standards for Chapter 3

Name Standards Body
RSTP |EEE 802.1W
MST IEEE 802.1S

STP IEEE 802.1D
LACP |EEE 802.1AD
Dot1Q trunking IEEE 802.1Q
PVST+ Cisco

PagP Cisco

Table 3-12 lists the three key timers that impact STP convergence.

Table 3-12 |EEE 802.1D STP Timers

Timer Default Purpose

Hello 2sec Interval at which the root sends Hellos

Forward 15 sec Timethat switch leaves aport in listening state and learning state; also
Delay used as the short CAM timeout timer

Maxage 20 sec Time without hearing a Hello before believing that the root has failed

Table 3-13listssome of the key |OS commands rel ated to the topicsin this chapter. (The command
syntax for switch commands was taken from the Catalyst 3550 Multilayer Switch Command
Reference, 12.1(20)EA2.) Also refer to Table 3-5 for severa other commands.
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Table 3-13 Command Reference for Chapter 3

Command

Description

spanning-tree mode{mst | pvst |
rapid-pvst}

Global config command that sets the STP mode

[no] spanning-treevlan x

Enables or disables STP inside a particular VLAN when
using PVST+

spanning-tree vlan vian-id { forward-time
seconds | hello-time seconds | max-age
seconds | priority priority | {root {primary
| secondary} [diameter net-diameter
[hello-time seconds]]}}

Global config command to set avariety of STP
parameters

spanning-tree vlan x cost y

Interface subcommand used to set interface costs,
per VLAN

spanning-tree vlan x port-priority y

Interface subcommand used to set port priority, per
VLAN

channel-group channel-group-number
mode { auto [non-silent] | desirable
[non-silent] | on | active | passive}

Interface subcommand that places the interfaceinto a
port channel, and sets the negotiation parameters

channel-protocol {lacp | pagp}

Interface subcommand to define which protocol to use
for EtherChannel negotiation

interface port-channel port-channel-
number

Global command that allows configuration of
parameters for the EtherChannel

spanning-tree portfast

Interface subcommand that enables PortFast on the
interface

spanning-tree uplinkfast

Global command that enables UplinkFast

spanning-tree backbonefast

Globa command that enables BackboneFast

spanning-tree mst instance-id priority
priority

Globa command used to set the priority of an MST
instance

spanning-tree mst configuration

Globa command that puts user in MST configuration
mode

show spanning-treeroot | brief | summary

EXEC command to show various details about STP
operation

show spanning-tree uplinkfast |
backbonefast

EXEC command to show various details about
UplinkFast and BackboneFast
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Memory Builders

The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides some basic tool sto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions
Next, take a few moments to write down the definitions for the following terms:

CST, STP, MST, RSTP, Hello timer, Maxage timer, Forward Delay timer, blocking state,
forwarding state, listening state, learning state, disabled state, alternate state, discarding
state, backup state, Root Port, Designated Port, superior BPDU, PV ST+, UplinkFast,

BackboneFast, PortFast, Root Guard, BPDU Guard, UDLD, Loop Guard, LACP, PAgP

Refer to the CD-based glossary to check your answers.

Further Reading
Thetopicsin this chapter tend to be covered in slightly more detail in CCNP Switching exam
preparation books. For more details on these topics, refer to CCNP BCMSN Exam Certification
Guide and CCNP Salf-Study: CCNP BCMSN Exam Certification Guide, Second Edition, listed in
the introduction to this book.

Cisco LAN Switching, by Kennedy Clark and Kevin Hamilton, covers STP logic and operations
in detail.
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CHAPTER 4

IP Addressing

Complete mastery of 1P addressing and subnetting is required for any candidate to have a
reasonable chance at passing both the CCIE written and lab exam. In fact, even the CCNA exam
has fairly rigorous coverage of |P addressing and the related protocols. For the CCIE exam,
understanding these topicsis required to answer much deeper questions—for instance, aquestion
might ask for the interpretation of the output of a show ip bgp command and a configuration
snippet to decide what routeswould be summarized into anew prefix. To answer such questions,
the basic concepts and math behind subnetting need to be very familiar.

“Do | Know This Already?”” Quiz

Table 4-1 outlines the major headingsin this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 4-1 “Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
IP Addressing and Subnetting 14

CIDR, Private Addresses, and NAT 58

IPVersion 6 9

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes”

1. Inwhat subnet does address 192.168.23.197/27 reside?

a. 192.168.23.0

b. 192.168.23.128
c. 192.168.23.160
d. 192.168.23.192
e. 192.168.23.196
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2. Routerlhasfour LAN interfaces, with |Paddresses 10.1.1.1/24, 10.1.2.1/24, 10.1.3.1/24, and
10.1.4.1/24. What is the smallest summary route that could be advertised out aWAN link
connecting Routerl to the rest of the network, if subnets not listed here were allowed to be
included in the summary?

a. 10.1.2.0/22
b. 10.1.0.0/22
c. 10.1.0.0/21
d. 10.1.0.0/16

3. Routerl hasfour LAN interfaces, with IPaddresses 10.22.14.1/23, 10.22.18.1/23, 10.22.12.1/23,
and 10.22.16.1/23. Which one of the answers lists the smallest summary route(s) that could
be advertised by R1 without also including subnets not listed in this question?

a. 10.22.12.0/21

b. 10.22.8.0/21

c. 10.22.8.0/21 and 10.22.16.0/21
d. 10.22.12.0/22 and 10.22.16.0/22

4. Which two of the following VLSM subnets, when taken as a pair, overlap?

a. 10.22.21.128/26
b. 10.22.22.128/26
c. 10.22.22.0/27
d. 10.22.20.0/23
e. 10.22.16.0/22

5. Which of the following protocols or tools includes a feature like route summarization, plus
administrative rulesfor global address assignment, withagoal of reducing the size of Internet
routing tables?

a. Classessinterdomain routing
b. Route summarization

c. Supernetting

d. Private IP addressing
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6. Which of the following termsrefersto a NAT feature that allows for significantly fewer
| P addresses in the enterprise network as compared with the required public registered
| P addresses?

a.
b.
C.

d.

e.

Static NAT

Dynamic NAT

Dynamic NAT with overloading
PAT

VAT

7. Consider an enterprise network using private class A network 10.0.0.0, and using NAT to
trandlate to |P addresses in registered class C network 205.1.1.0. Host 10.1.1.1 has an open
WWW session to Internet web server 198.133.219.25. Which of the following terms refersto
the destination address of a packet, sent by the web server back to the client, when the packet
has not yet made it back to the enterprise’s NAT router?

a.
b.
c.

d.

Inside Local
Inside Global
Outside Local
Outside Global

8. Routerl hasits fa0/0 interface, address 10.1.2.3/24, connected to an Enterprise network.
Router1’'s S0/1 interface connects to an | SP, with the interface using a publicly-registered
IP address of 171.1.1.1/30,. Which of the following commands could be part of avalid NAT
overload configuration, with 171.1.1.1 used as the public |P address?

a.
b.
c.

d.

ip nat inside sourcelist 1 int s0/1 overload
ip nat inside sourcelist 1 pool fred overload
ip nat inside sourcelist 1171.1.1.1 overload

None of the answersis correct.

9.  Which of the following show alegal equivalent representation of the IPv6 address
2000:0000:0000:0BEA:0000:0000:FE11:1111?

a.
b.

C.

2000:0:0:BEA:0:0:FE11:1111
2000::BEA:0:0:FE11:1111
2000::BEA::FE11:1111
2:0:0:BEA::FE11:1111
2000:0:0:BEA::FE11:1111
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Foundation Topics

IP Addressing and Subnetting

You need apostal addressto receive letters; similarly, computers must use an |P addressto be able
to send and receive data using the TCP/IP protocols. Just as the postal service dictates the format
and meaning of a postal address to aid the efficient delivery of mail, the TCP/IP protocol suite
imposes some rules about | P address assignment so that routers can efficiently forward packets
between IP hosts. This chapter begins with coverage of the format and meaning of |P addresses,
with required consideration for how they are grouped to aid the routing process.

IP Addressing and Subnetting Review
First, here’'s aquick review of some of the core facts about |Pv4 addresses that should be fairly
familiar to you:

m  32-bit binary number.

m  Written in “dotted decimal” notation (for example, 1.2.3.4), with each decimal octet
representing 8 hits.

m  Addressesareassigned to network interfaces, so computersor routerswith multipleinterfaces
have multiple | P addresses.

m A computer with an IP address assigned to an interface is an IP host.

m A group of IP hoststhat are not separated from each other by an IP router are in the same
grouping.

m  These groupings are called networks, subnets, or prefixes, depending on the context.

m [P hosts separated from another set of 1P hosts by arouter must be in separate groupings
(network/subnet/prefix).

| P addresses may be analyzed using classful or classless logic, depending on the situation.
Classful logic ssimply means that the main classA, B, and C rules from RFC 791 are considered.
The next several pages present a classful view of 1P addresses, asreviewed in Table 4-2.

With classful addressing, classA, B, and C networks can beidentified as such by their first several
bits (shown in the last column of Table 4-1) or by the range of decimal valuesfor their first octets.
Also, each classA, B, or C address has two parts (when not subnetted): a network part and a host
part. The size of each isimplied by the class, and can be stated explicitly using the default mask
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for that class of network. For instance, mask 255.0.0.0, the default mask for classA networks, has
8 binary 1sand 24 binary 0s, representing the size of the network and host parts, respectively.

Table 4-2 Classful Network Review

Size of Network Range of Default Mask Identifying Bits

KEY Class of and Host Parts First Octet for Each Class at Beginning of
POINT | Address of the Addresses Values of Network Address

A 8/24 1-126 255.0.0.0 0

B 16/16 128191 255.255.0.0 10

C 24/8 192-223 255.255.255.0 110

D — 224-239 — 1110

E — 240-255 — 1111

Subnetting a Classful Network Number
With classful addressing, and no subnetting, an entire classA, B, or C network is needed on each
individual instance of adatalink. For example, Figure 4-1 shows a sample internetwork, with
dashed-line circles representing the set of hosts that must be in the same | P network—in this case
requiring three networks. Figure 4-1 showstwo optionsfor how | P addresses may be assigned and
grouped together for this internetwork topol ogy.

Figure 4-1 SampleInternetwork with Two Alter nativesfor Address Assignment—Wthout and With Subnetting

Option 1: Use Classful Networks for Each Group
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Subnet 1;2.31.103.0 Subnet 172.31.13.0 Subnet 172.31.11.0
255.255.255.0 255.255.255.0

255.255.255.0 /

Option 2: Use Subnets of One Classful Network
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Option 1 uses three classful networks; however, it wastes alot of 1P addresses. For example, all
hostsin classA network 8.0.0.0 must reside on the LAN on the right side of the figure.

Of course, the much more reasonable alternative is to reserve one classful 1P network

number, and use subnetting to subdivide that network into at least three subdivisions, called
subnets. Option 2 (bottom of Figure 4-1) shows how to subdivide aclassA, B, or C network into
subnets.

To create subnets, the | P addresses must have threefieldsinstead of just two—the network, subnet,
and host. When using classful logic to interpret | P addresses, the size of the network part is still
defined by classful rules—either 8, 16, or 24 bits based on class. To create the subnet field, the host
field is shortened, as shown in Figure 4-2.

Figure 4-2 Formats of |P Addresses when Subnetting

KEY
POINT

Table 4-3

KEY
POINT

8 24 — X X
| Network | Subnet Host | Class A
16 16 — X X
| Network | Subnet Host | Class B
24 8—Xx X
| Network |Subnet Host| Class C

NOTE Theterm internetwork refers to a collection of computers and networking hardware;
because TCP/IP discussions frequently use the term network to refer to aclassful classA, B, or C
IP network, thisbook usestheterm internetwork to refer to an entire network topol ogy, as shown
in Figure 4-1.

To determine the size of each field in a subnetted |P address, you can follow the three easy steps
shown in Table 4-3. Note that Figure 4-1 also showed alternative addressing for using subnets,
with thelast column in Table 4-3 showing the size of each field for that particular example, which
used class B network 172.31.0.0, mask 255.255.255.0.

Finding the Sze of the Network, Subnet, and Host Fieldsin an IP Address
Name of Part of
the Address Process to Find Its Size Size per Figure 4-1 Example
Network 8, 16, or 24 bits based on class rules 16
Subnet 32 minus network and host bits 8
Host Equal to the number of binary Osin the 8
mask
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Comments on Classless Addressing
The terms classless and classful can be applied to three popular topics that are all related to IP.
Thischapter explainsclassful and classless| P addressing, which arerelatively simple concepts. Two
other chapters explain the other uses of the terms classless and classful: Chapter 7, “1P Forwarding
(Routing),” describes classless/classful routing, and Chapter 8, “RIP Version 2,” covers classless/
classful routing protocols.

Classless | P addressing, simply put, meansthat classA, B, and C rules are ignored. Each address
isviewed as atwo-part address, formally called the prefix and the host parts of the address. The
prefix simply states how many of the beginning bits of an IP addressidentify or define the group.
It isthe same idea as using the combined network and subnet parts of an address to identify a
subnet. All the hosts with identical prefixes are in effect in the same group, which can be caled a
subnet or a prefix.

Just as a classful subnet must be listed with the subnet mask to know exactly which addresses
are in the subnet, a prefix must be listed with its prefix length. The prefix itself is a dotted-
decimal number. It istypically followed by a/ symbol, after which the prefix length islisted.
The prefix length isadecimal number that denotesthelength (in bits) of the prefix. For example,
172.31.13.0/24 means a prefix of 172.31.13.0 and a prefix length of 24 bits. Also, the prefix can
be implied by a subnet mask, with the number of 1sin the binary version of the mask implying
the prefix length.

Classless and classful addressing are mainly just two waysto think about IP address formats. For
the exam, make sure to understand both perspectives and the terminology used by each.

Subnetting Math
Knowing how to interpret the meaning of addresses and masks, routes and masks in the routing
table, addresses and masks in ACL s, and configure route-filtering are all very important topics
for the CCIE Routing and Switching written and lab exams. This section covers the binary math
briefly, with coverage of sometricksto do the math quickly without binary math. Several subsequent
chapters cover the configuration details of features that require this math.

Dissecting the Component Parts of an IP Address
First, deducing the size of the three parts (classful view) or two parts (classless view) of an IP
addressisimportant, because it allows you to analyze information about that subnet and other
subnets. Every internetwork requires some number of subnets, and some number of hosts per
subnet. Analyzing the format of an existing address, based on the mask or prefix length, allows
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you to determine whether enough hosts per subnet exist, or whether enough subnets exist to
support the number of hosts. Thefollowing list summarizes some of the common math facts about
subnetting related to the format of 1P addresses:

KEY [ ]
POINT
||
]
]
]

If a subnet has been defined with y host bits, there are 2Y — 2 valid usable IP addresses in the
subnet, because two numeric values are reserved.

Onereserved | P addressin each subnet isthe subnet number itself. This number, by definition,
has binary Os for al host bits. This number represents the subnet, and istypically seenin
routing tables.

The other reserved | P addressin the subnet is the subnet broadcast address, which by definition
has binary 1sfor al host bits. This number can be used as a destination |P address to send
apacket to al hostsin the subnet.

When you are thinking classfully, if the mask implies x subnet bits, then 2X possible
subnets exist for that classful network, assuming the same mask is used throughout the
network.

Although there are no truly reserved values for the subnet numbers, two (lowest and highest
values) may be discouraged from use in some cases:

— Zero subnet—The subnet field is all binary Os; in decimal, each zero subnet isthe
exact same dotted-decimal number as the classful network number, potentially
causing confusion.

— Broadcast subnet—The subnet field is all binary 1s; in decimal, this subnet’s
broadcast address is the same as the network-wide broadcast address, potentially
causing confusion.

In Cisco routers, by default, zero subnets and broadcast subnetswork fine. You can disable the use
of the zero subnet with the no ip subnet-zero global command. The only time that using the zero
subnet typically causes problems is when classful routing protocols are used.

Finding Subnet Numbers and Valid Range of IP Addresses—Binary
When examining an | P address and mask, the process of finding the subnet number, the broadcast
address, and the range of valid I P addresses is as fundamental to networking asis addition and
subtraction for advanced math. Possibly more so for the CCIE Routing and Switching lab exam,
mastery of the math behind subnetting, which is the same basic math behind route summarization
and filtering, will improve your speed completing complex configurations on the exam.

Therange of valid IP addresses in a subnet begins with the number that is one larger than the
subnet number, and ends with the address that is one smaller than the broadcast address for the
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subnet. So, to determine the range of valid addresses, just calculate the subnet number and
broadcast address, which can be done as follows:

KEY m Toderivethe subnet number—Perform a bit-wise Boolean AND between the | P address
POINT and mask

m Toderivethe broadcast address—Change all host bits in the subnet number from Osto 1s

A bitwise Boolean AND means that you place two long binary humbers on top of each other,
and then AND the two bits that line up vertically. (A Boolean AND resultsin abinary 1 only if
both bits are 1; otherwise, the result is 0.) Table 4-4 shows an easy example based on subnet
172.31.103.0/24 from Figure 4-1.

Table 4-4 Binary Math to Calculate the Subnet Number and Broadcast Address

172.31.103.41 1010 1100 0001 1111 0110 0111 0010
Address 1001

255.255.255.0 111111111111 1211 1111 1111 0000
Mask 0000

172.31.103.0 1010 1100 0001 1111 0110 0111 0000
Subnet Number (Result of AND) 0000

172.31.103.255 | 1010 1100 0001 1111 011001111111
Broadcast 1111

Probably most everyone reading this already knew that the decimal subnet number and broadcast
addresses shown in Table 4-4 were correct, even without looking at the binary math. The important
partisto recall the binary process, and practice until you can confidently and consistently find the
answer without using any binary math at all. The only parts of the math that typically trip people
up arethebinary to decimal and decimal to binary conversions. Whenworking in binary, keepin mind
that you will not have a calculator for the written exam, and that when converting to decimal,
you always convert 8 hits at atime—even if an octet contains some prefix bits and some host bits.
(Appendix D, “Decimal to Binary Conversion Table,” contains a conversion table for your reference.)

Decimal Shortcuts to Find the Subnet Number and Valid Range of IP Addresses
Many of the | P addressing and routing related problems on the exam come back to the ability to
solve a couple of classic basic problems. One of those problems runs as follows:

Given an IP address and mask (or prefix length), determine the subnet number/prefix, broad-
cast address, and range of valid |P addresses.

If you personally can already solve such problems with only afew seconds' thought, even with
tricky masks, then you can skip this section of the chapter. If you cannot solve such questions
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easily and quickly, this section can help you learn some math shortcuts that allow you to find the
answers without needing to use any Boolean math.

NOTE The next several pages of this chapter describe some algorithms you can use to find
many important details related to | P addressing, without needing to convert to and from binary.
In my experience, some people simply work better performing the math in binary until the
answers simply start popping into their heads. Others find that the decimal shortcuts are more
effective.

If you use the decimal shortcults, it is best to practice them until you no longer really use the
exact steps listed in this book; rather, the processes should become second nature. To that end,
CD-only Appendix E, “IP Addressing Practice,” lists several practice problems for each of the
agorithms presented in this chapter.

To solve the “find the subnet/broadcast/range of addresses’ type of problem, at least three of the
four octets should have pretty simple math. For example, with anice, easy mask like 255.255.255.0,
the logic used to find the subnet number and broadcast address is intuitive to most people. The
more challenging cases occur when the mask or prefix does not divide the host field at a byte
boundary. For instance, the same | P address 172.31.103.41, with mask 255.255.252.0 (prefix /22),
isactually in subnet 172.31.100.0. Working with the third octet in this exampleis the hard part,
because the mask value for that octet is not 0 or 255; for the upcoming process, thisoctet iscalled
the interesting octet. The following process finds the subnet number, using decimal math, even
with a challenging mask:

Step 1 Find the mask octets of value 255; copy down the same octets from the IP
address.

Step 2 Find the mask octets of value O; write down Os for the same octets.

Step 3 If one octet has not yet beenfilled in, that octet isthe interesting octet. Find
the subnet mask’s value in the interesting octet, and subtract it from 256.
Call this number the “magic number.”

Step 4 Find the integer multiple of the magic number that is closest to, but not
larger than, the interesting octet’s value.

An example certainly helps, as shown in Table 4-5, with 172.31.103.41, mask 255.255.252.0.
The table separates the address into its four component octets. In this example, the first, second,
and fourth octets of the subnet number are easily found from Steps 1 and 2 in the process. Because
theinteresting octet is the third octet, the magic number is 256 — 252, or 4. The integer multiple
of 4, closest to 103 but not exceeding 103, is 100—making 100 the subnet number’s value in the
third octet. (Note that you can use this same process even with an easy mask, and Steps 1 and 2
will give you the complete subnet number.)
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Table 4-5 Quick Math to Find the Subnet Number—172.31.103.41, 255.255.252.0

Octet Comments

1 2 3 4
Address 172 | 31 | 103 | 41
Mask 255 | 255 | 252 | O | Equivdentto/22.
Subnet number results after 172 | 31 0 | Magic number will be 256 — 252 = 4.
Steps1and 2
Subnet number after 172 | 31 | 100 | O | 100isthemultiple of 4 closest to, but
completing theinteresting octet not exceeding, 103.

A similar process can be used to determine the subnet broadcast address. This process assumes
that the mask istricky. The detailed steps are as follows:

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Start with the subnet number.

Decide which octet is interesting, based on which octet of the mask does
not have a0 or 255.

For octetsto theleft of theinteresting octet, copy down the subnet number’s
values into the place where you are writing down the broadcast address.

For any octets to the right of the interesting octet, write down 255 for the
broadcast address.

Calculate the magic number: find the subnet mask’svaluein theinteresting
octet and subtract it from 256.

Take the subnet number’s interesting octet value, add the magic number toit,
and subtract 1. Fill inthe broadcast address'sinteresting octet with thisnumber.

Table 4-6 shows the 172.31.103.41/22 example again, using this process to find the subnet
broadcast address.

Table 4-6 Quick Math to Find the Broadcast Address—172.31.103.41, 255.255.252.0

Octet Comments

1 2 3 4

Subnet number (per Step 1) 172 | 31 | 100 0

Mask (for reference) 255 | 255 | 252 0 Equivalent to /22
Results after Steps1to4 172 | 31 255 | Magic number will be 256 —252 = 4
Subnet number after 172 | 31 | 103 | 255 | Subnet’'sthird octet (100), plus magic

completing the empty octet number (4), minus 1is 103
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NOTE If you haveread the last few pagesto improve your speed at dissecting a subnet without
requiring binary math, it is probably a good timeto pull out the CD in the back of the book. CD-
only Appendix E, “IPAddressing Practice,” contains several practice problemsfor finding the
subnet and broadcast address, as well as for many other math related to I1P addressing.

Determining All Subnets of a Network—Binary

KEY
POINT

Another common question, typically simply aportion of amore challenging question on the CCIE
written exam, relates to finding all subnets of a network. The base underlying question might be
asfollows:

Given aparticular classA, B, or C network, and a mask/prefix length used on al subnets of
that network, what are the actual subnet numbers?

The answers can be found using binary or using a simple decimal algorithm. This section first
shows how to answer the question using binary, using the following steps. Note that the steps
include detailsthat are not really necessary for the math part of the problem; these stepsare mainly
helpful for practicing the process.

Step 1 Write down the binary version of the classful network number; that value
is actually the zero subnet as well.

Step 2 Draw two vertical lines through the number, one separating the network
and subnet parts of the number, the other separating the subnet and host
part.

Step 3 Calculate the number of subnets, including the zero and broadcast subnet,
based on 2%, where y is the number of subnet bits.

Step 4 Write down y-1 copies of the binary network number below the first one,
but leave the subnet field blank.

Step 5 Using the subnet field asabinary counter, write down values, top to bottom,
in which the next value is 1 greater than the previous.

Step 6 Convert the binary numbers, 8 bits at atime, back to decimal.
This process takes advantage of a couple of facts about the binary form of 1P subnet numbers:

m  All subnets of aclassful network have the same value in the network portion of the subnet
number.

m  All subnets of any classful network have binary Osin the host portion of the subnet number.

Step 4 in the process simply makes you write down the network and host parts of each subnet
number, because those values are easily predicted. To find the different subnet numbers, you then
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just need to discover all possible different combinations of binary digitsin the subnet field, because
that is the only part of the subnet numbers that differs from subnet to subnet.

For example, consider the same class B network 172.31.0.0, with Static Length Subnet Masking
(SLSM) assumed, and amask of 255.255.224.0. Note that thisexample uses 3 subnet bits, so there
will be 28 subnets. Table 4-7 lists the example.

Table 4-7 Binary Method to Find All Subnets—Steps 1 Through 4

Octet

Subnet 1 2 3 4

Networ k number/zero subnet 10101100 000 11111 | 000 | 00000 | (00000000
2nd subnet 10101100 000 11111 00000 | 00000000
3rd subnet 10101100 000 11111 00000 | 00000000
4th subnet 10101100 000 11111 00000 00000000
5th subnet 10101100 000 11111 00000 00000000
6th subnet 10101100 000 11111 00000 00000000
7th subnet 10101100 000 11111 00000 | 00000000
8th subnet (2Y = 8); broadcast subnet 10101100 000 11111 00000 | 00000000

At this point, you have the zero subnet recorded at the top, and you are ready to use the subnet field
(the missing bitsin the table) asacounter to find all possible values. Table 4-8 compl etes the process.

Table 4-8 Binary Method to Find All Subnets—S3tep 5

Octet

Subnet 1 2 3 4

Networ k number/zero subnet 10101100 00011111 000 | 00000 | 00000000
2nd subnet 10101100 00011111 001 | 00000 | 00000000
3rd subnet 10101100 00011111 | 010 | 00000 | 00000000
4th subnet 10101100 00011111 | 011 | 00000 | 00000000
5th subnet 10101100 00011111 | 100 | 00000 | 00000000
6th subnet 10101100 00011111 101 | 00000 | 00000000
7th subnet 10101100 00011111 110 | 00000 | 00000000
8th subnet (2Y =8); broadcast subnet 10101100 00011111 111 | 00000 | (00000000
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Thefinal step to determine all subnetsis simply to convert the values back to decimal. Take care
to always convert 8 bits at atime. In this case, you end up with the following subnets: 172.31.0.0,
172.31.32.0, 172.31.64.0, 172.31.96.0, 172.31.128.0, 172.31.160.0, 172.31.192.0, and 172.31.224.0.

Determining All Subnets of a Network—Decimal

KEY
POINT

You may have noticed the trend in the third octet values in the subnets listed in the previous
paragraph. When assuming SLSM, the subnet numbersin decimal do have aregular increment
value, which turns out to be the value of the magic number. For example, instead of the binary
meath in the previous section, you could have thought the following:

m Theinteresting octet is the third octet.

m  The magic number is 256 — 224 = 32.

m  172.31.0.0 isthe zero subnet, because it is the same number as the network number.

m The other subnet numbers are increments of the magic number inside the interesting octet.

If that logic already clicksin your head, you can skip to the next section in this chapter. If not, the
rest of this section outlines an decimal algorithm that takes a little longer pass at the same genera
logic. First, the question and the algorithm assume that the same subnet mask isused on all subnets
of this one classful network—a feature sometimes called Static Length Subnet Masking (SLSM).
In contrast, Variable Length Subnet Masking (VLSM) means that different masks are used in the
same classful network. The algorithm assumes asubnet field of 8 bitsor less just to keep the steps
uncluttered; for longer subnet fields, the algorithm can be easily extrapolated.

Step 1 Write down the classful network number in decimal.

Step 2 For thefirst (lowest numeric) subnet number, copy the entire network
number. That isthe first subnet number, and is also the zero subnet.

Step 3 Decide which octet contains the entire subnet field; call this octet the
interesting octet. (Remember, this algorithm assumes 8 subnet bits or less,
so the entire subnet field will be in asingle interesting octet.)

Step 4 Calculate the magic number by subtracting the mask’s interesting octet
value from 256.

Step 5 Copy down the previous subnet number’s noninteresting octets onto the
next line as the next subnet number; only one octet is missing at this point.

Step 6 Add the magic number to the previous subnet’s interesting octet, and write
that down asthe next subnet number’sinteresting octet, compl eting the next
subnet number.
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Step 7 Repeat Steps 5 and 6 until the new interesting octet is 256. That subnet is
not valid. The previously calculated subnet isthelast valid subnet, and also
the broadcast subnet.

For example, consider the same class B network 172.31.0.0, with SLSM assumed, and a mask of
255.255.224.0. Table 4-9 lists the example.

Table 4-9 Subnet List Chart—172.31.0.0/255.255.224.0

Octet Comments
1 2 3 4
Networ k number 172 | 31 0 0 Step 1 from the process.
Mask 255 | 2551224 O Magic number is 256 — 224 = 32.
Subnet zero 172 | 31 0 0 Step 2 from the process.
First subnet 172 | 31 32 0 Steps 5 and 6; previous interesting octet 0,
plus magic number (32).
Next subnet 172 | 31 64 0 32 plus magic number is 64.
Next subnet 172 | 31 96 0 64 plus magic number is 96.
Next subnet 172 | 31 | 128 0 96 plus magic number is 128.
Next subnet 172 | 31 | 160 | O | 128 plus magic number is 160.
Next subnet 172 | 31 | 192 | 0 | 160 plus magic number is192.
Last subnet (broadcast) 172 | 31 | 224 | 0 | Thebroadcast subnet in this case.
Invalid; easy-to-recognize | 172 | 31 | 256 0 256 is out of range; when writing this one
stopping point down, note that it isinvalid, and that the
previous one isthe last valid subnet.

You can use this process repeatedly as needed until the answers start jumping out at you without
the table and step-wise algorithm. For more practice, refer to CD-only Appendix E.

VLSM Subnet Allocation
So far in this chapter, most of the discussion has been about examining existing addresses and
subnets. Before deploying new networks, or new parts of a network, you must give some thought
to the ranges of |P addresses to be allocated. Also, when assigning subnetsfor different locations,
you should assign the subnets with thought for how routes could then be summarized. This section
covers some of the key concepts related to subnet allocation and summarization. (This section
focuses on the concepts behind summarization; the configuration of route summarization
is routing protocol—specific and thus is covered in the individual chapters covering routing
protocols.)
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KEY
POINT

Many organizations purposefully use SLSM to simplify operations. Additionally, many internetworks
also use private IP network 10.0.0.0, with an SLSM prefix length of /24, and use NAT for connecting
to the Internet. By using SLSM, particularly with a nice, easy prefix like /24, operations and
troubleshooting can be alot easier.

In some cases, VLSM isrequired or preferred when allocating addresses. VLSM istypically
chosen when the address space is constrained to some degree. The VL SM subnet assignment
strategy covered here complies with the strategy you may remember from the Cisco BSCI course
or from reading the Cisco Press CCNP Routing certification books.

Similar to when assigning subnets with SLSM, you should use an easily summarized block of
addressesfor anew part of the network. Because VL SM network addresses are likely constrained
to some degree, you should choose the specific subnets wisely. The general rules for choosing
wisely are asfollows:

Step 1 Determine the shortest prefix length (in other words, the largest block)
required.

Step 2 Divide the avail able address block into equal-sized prefixes based on the
shortest prefix from Step 1.

Step 3 Allocate the largest required subnets/prefixes from the beginning of the IP
address block, leaving some equal-sized unallocated address blocks at the
end of the original large address block.

Step 4 Choose an unallocated block that you will further subdivide by repeating
the first three steps, using the shortest required prefix length (largest
address block) for the remaining subnets.

Step 5 When allocating very small address blocks for use on links between
routers, consider using subnets at the end of the address range. This leaves
thelargest consecutive blocks availablein case future requirements change.

For instance, imagine that a network engineer plans a new site installation. He allocates

the 172.31.28.0/23 address block for the new site, expecting to use the block as a single
summarized route. When planning, the engineer then subdivides 172.31.28.0/23 per the subnet
requirements for the new installation, as shown in Figure 4-3. The figure shows three iterations
through the VL SM subnet assignment process, because the requirements call for three different
subnet sizes. Each iteration divides aremaining block into equal sizes, based on the prefix
requirements of the subnets allocated at that step. Note that the small /30 prefixes were allocated
from the end of the address range, leaving the largest possible consecutive address range for
future growth.
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Figure 4-3 Example of VLSM Subnet Allocation Process

KEY
POINT

172.31.28.0.0/23 (172.31.28.0 Through 172.31.29.255)
Requirements:

3/25's

2/27's

3/30's

Pass 1: /25 prefixes
Block 172.31.28.0/23

Allocated Allocated Allocated Unallocated
| 1728128025 | 172312812825 | 17231200225 | 172.31.29.128/25 |
[ 17231281- | 1723128120- [ t7281201- | 1723120120 |
172.31.28.126 172.31.28.254 172.31.20.126 -7 172.31.29.254 \
-7 \
- \
- - - \
- \

Pass 2: /27 prefixes Augc‘a/téd Allocated Unallocated Unallocated\

Block 172.31.29.128/25 -
[ 172.31.29.128/27 | 172.31.29.160/27 | 172.31.29.192/27 | 172.31.29.224/27

I I | _J

|

l
- |
Step 3: /30 prefixes _ __--bnallocated Allocated :
Allocate High End: I/’ | | | | | | | i
172.31.29.252/30,
172.31.29.248/30, | | | | | | | | |
172.31.29.244/30

Route Summarization Concepts

The ability to recognize and define how to most efficiently summarize existing address ranges is
an important skill on both the written and lab exams. For the written exam, the question may not
be as straightforward as, “What is the most efficient summarization of the following subnets?’
Rather, the math required for such a question might simply be part of alarger question. Certainly,
such math is required for the lab exam. This section looks at the math behind finding the best
summarization; other chapters cover specific configuration commands.

Good | P address assignment practices should always cons der the capabilitiesfor route summarization.
For ingtance, if adivision of acompany needs 15 subnets, an engineer needsto allocate those 15 subnets
from the unused portions of the address block available to that internetwork. However, assigning
subnets 10.1.101.0/24 through 10.1.115.0/24 would be a poor choice, because those do not easily
summarize. Rather, alocate arange of addressesthat can be easily summarized into asingle route.
For instance, subnets 10.1.96.0/24 through 10.1.110.0/24 can be summarized as asingle 10.1.96.0/20
route, making those routes a better choice.

Therearetwo main waysto think of theword “best” when you arelooking for the* best summarization”:
m Inclusivesummary routes—A single summarized route that isas small arange of addresses

aspossible, whileincluding all routes/subnets shown, and possibly including subnets that do
not currently exist.
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m Exclusive summary routes—As few as possible summarized routes that include all to-be-
summarized address ranges, but excluding all other routes/subnets.

NOTE Thetermsinclusive summary, exclusive summary, and candidate summary are simply
terms | invented for this book.

For instance, with the VLSM example in Figure 4-3, the network engineer purposefully planned
so that an inclusive summary of 172.31.28.0/23 could be used. Even though not all subnets are
yet allocated from that address range, the engineer islikely saving the rest of that address range
for future subnets at that site, so summarizing using an inclusive summary is reasonable. In other
cases, typically when trying to summarize routesin an internetwork for which summarization was
not planned, the summarization must exclude routes that are not explicitly listed, because those
address ranges may actually be used in another part of the internetwork.

Finding Inclusive Summary Routes—Binary
Finding the best inclusive summary lends itself to aformal binary process, aswell asto aformal
decimal process. The binary process runs as follows:
Step 1 Writedown the binary version of each component subnet, oneon top of the other.

Step 2 Inspect the binary values to find how many consecutive bits have the exact
samevaluein al component subnets. That number of bitsisthe prefix length.

Step 3 Write a new 32-bit number at the bottom of thelist by copying y bits from
the prior number, y being the prefix length. Write binary Osfor the remaining
bits. Thisis the inclusive summary.

Step 4 Convert the new number to decimal, 8 bits at atime.

Table 4-10 shows an example of this process, using four routes, 172.31.20.0, .21.0, .22.0, and .23.0,
all with prefix /24. The second example adds 172.31.24.0 to that same list.

Table 4-10 Example of Finding the Best Inclusive Summary—-Binary

Octet 1 Octet 2 Octet 3 Octet 4
172.31.20.0/24 10101100 00011111 000101 | 0O 00000000
172.31.21.0/24 10101100 00011111 000101 01 00000000
172.31.22.0/24 10101100 00011111 000101 10 00000000
172.31.23.0/24 10101100 00011111 000101 11 00000000
Prefix length: 22
Inclusive summary 10101100 00011111 000101 | 00 00000000
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Thetrickiest part is Step 2, in which you have to smply look at the binary values and find the point at
which the bits are no longer equal. You can shorten the process by, in this case, noticing that all
component subnetsbegin with 172.31, meaning that thefirst 16 bitswill certainly havethe samevalues.

Finding Inclusive Summary Routes—Decimal
To find the same inclusive summary using only decimal math, use the following process. The
process works just fine with variable prefix lengths and nonconsecutive subnets.

Step 1

Step 2

Step 3

Step 4

Step 5

Count the number of subnets; then, find the smallest value of y, such that
2Y => that number of subnets.

For the next step, use a prefix length based on the longest prefix length of
the component subnets, minus'y.

Pretend that the lowest numeric subnet number in the list of component
subnetsis an I P address. Using the new, smaller prefix from Step 2,
calculate the subnet number in which this pretend address resides.

Repeat Step 3 for the largest numeric component subnet number and the
sameprefix. If it isthe same subnet derived asin Step 3, the resulting subnet
is the best summarized route, using the new prefix.

If Steps 3 and 4 do not yield the same resulting subnet, repeat Steps 3 and
4 with another new prefix length of 1 lessthan the last prefix length.

Table 4-11 shows two examples of the process. The first example has four routes, 172.31.20.0,
.21.0, .22.0, and .23.0, all with prefix /24. The second example adds 172.31.24.0 to that samelist.

Table 4-11 Example of Finding the Best Summarizations

Range of .20.0, .21.0, .22.0,

Step and .23.0, /24 Same Range, Plus 172.31.24.0

Step 1 22=4,y=2 23=8,y=3

Step 2 24-2=22 24-3=21

Step 3 Smallest subnet 172.31.20.0, with /22, Smallest subnet 172.31.20.0, with /21,
yields 172.31.20.0/22 yields 172.31.16.0/21

Step 4 Largest subnet 172.31.23.0, with /22, Largest subnet 172.31.24.0, with /22,
yields 172.31.20.0/22 yields 172.31.24.0/21

Step 5 — 21 —1 = 20; new prefix

Step 3, 2 time | — 172.31.16.0/20

Step 4, 2Ytime | — 172.31.16.0/20; the same as prior step,

so that is the answer
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With thefirst example, Steps 3 and 4 yiel ded the same answer, which meansthat the best inclusive
summary had been found. With the second example, a second pass through the process was
required. CD-only Appendix E contains several practice problemsto help you develop speed and
make this process second nature.

Finding Exclusive Summary Routes—Binary

A similar process, listed next, can be used to find the exclusive summary. Keep in mind that the
best exclusive summary can be comprised of multiple summary routes. Once again, to keep it
simple, the process assumes SLSM.

Step 1 Find the best inclusive summary route; call it a candidate exclusive
summary route.

Step 2 Determine if the candidate summary includes any address rangesit should
not. To do so, compare the summary’simplied addressrangewith theimplied
address ranges of the component subnets.

Step 3 If the candidate summary only includes addressesin the ranges implied by
the component subnets, the candidate summary is part of the best exclusive
summarization of the original component subnets.

Step 4 If instead the candidate summary includes some addresses that match the
candidate summary routes and some addresses that do not, split the current
candidate summary in half, into two new candidate summary routes, each
with aprefix 1 longer than before.

Step 5 If the candidate summary only includes addresses outside the rangesimplied
by the component subnets, the candidate summary is not part of the best
exclusive summarization, and it should not be split further.

Step 6 Repeat Steps 2 through 4 for each of the two possible candidate summary
routes created at Step 4.

For example, take the same five subnets used with the inclusive example—172.31.20.0/24, .21.0,
.22.0,.23.0, and .24.0. The best inclusive summary is 172.31.16.0/20, which implies an addressrange
of 172.31.16.0t0 172.31.31.255—clearly, it includes more addresses than the original five subnets.
So, repeat the process of splitting the summary in haf, and repeating, until summaries are found that
do not include any unnecessary address ranges. Figure 4-4 shows the idea behind the logic.

The process starts with one candidate summary. If it includes some addresses that need to be
summarized and some addresses it should not summarize, split it in half, and try again with each
half. Eventually, the best exclusive summary routes are found, or the splitting keeps happening
until you get back to the original routes. In fact, in this case, after afew more splits (not shown),
the process ends up splitting to 172.31.24.0/24, which is one of the original routes—meaning that
172.31.24.0/24 cannot be summarized any further in this example.
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Figure 4-4 Example of Process to Find Exclusive Summary Routes

Routes to Summarize:
172.31.20.0/24 (20.0 thru 20.255,
172.31.21.0/24 (21.0 thru 21.255

)
)

172.31.22.0/24 (22.0 thru 22.255; 172.31.16.0/20: 16.0 Thru 31.255
)

172.31.23.0/24 (23.0 thru 23.255
172.31.24.0/24 (24.0 thru 24.255 Too Inclusive:
Split!

172.31.16.0/21: 16.0 thru 23.255 172.31.16.0/21: 24.0 thru 31.255
Too Inclusive: Too Inclusive:
Split! Split!
172.31.16.0/22: 172.31.16.0/22: 172.31.24.0/21: 172.31.28.0/22:
16.0 Thru 19.255 20.0 Thru 23.255 24.0 Thru 27.255 28.0 Thru 31.255
Range completely Range is Too inclusive: Range completely
outside range to exclusively from keep splitting! outside range to
be summarized; target range — (Details not be summarized;
stop splitting. keep this as part shown.) stop splitting.
of best exclusive
summary! l

CIDR, Private Addresses, and NAT

The sky wasfalling in the early 1990sin that the commercialization of the Internet was rapidly
depleting the IP Version 4 address space. Also, Internet routers' routing tables were doubling
annually (at least). Without some changes, theincredible growth of the Internet in the 1990swould
have been stifled.

To solvethe problems associated with thisrapid growth, several short-term solutionswere created,
aswell as an ultimate long-term solution. The short-term solutions included classless interdomain
routing (CIDR), which helpsreduce the size of routing tables by aggregating routes, and Network
Address Trandation (NAT), which reduces the number of required public IP addresses used by
each organi zation or company. This section coversthe detailsof CIDR and NAT, plusafew related
features. The final major section of this chapter looks at the long-term solution to this problem—
namely, IPVersion 6 (IPv6).

Classless Interdomain Routing
CIDR isaconvention defined in RFCs 1517 through 1520 that calls for aggregating routes for
multiple classful network numbersinto a single routing table entry. The primary goal of CIDR is
to improve the scalability of Internet routers' routing tables. Imagine theimplications of an Internet
router being burdened by carrying aroute to every classA, B, and C network on the planet!

CIDR uses both technical tools and administrative strategies to reduce the size of the Internet
routing tables. Technically, CIDR uses route summarization, but with Internet scale in mind.
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For instance, CIDR might be used to allow alarge ISP to control arange of |P addresses from
198.0.0.0 to 198.255.255.255, with the improvements to routing shown in Figure 4-5.

Figure 4-5 Typical Use of CIDR

255.0.0.0 Points to ISP #1

255.0.0.0 Points to ISP #1

255.0.0.0 Points to ISP #1

KEY
POINT

Route to 198.0.0.0 Mask

Customer #1
198.8.3.0/24

ISP #1
198.0.0.0 -
198.255.255.0

Route to 198.0.0.0 Mask

Customer #2
198.4.2.0/24
198.4.3.0/24

Route to 198.0.0.0 Mask S~
o=

Custong #3
198.1.0.0

ISPs 2, 3, and 4 need only one route (198.0.0.0/8) in their routing tables to be able to forward
packets to all destinations that begin with 198. Note that this summary actually summarizes
multiple class C networks—atypical feature of CIDR. ISP 1'srouters contain more detailed
routing entries for addresses beginning with 198, based on where they allocate | P addresses for
their customers. ISP 1 would reduce its routing tables similarly with large ranges used by the
other |SPs.

CIDR attacks the problem of large routing tables via administrative means as well. As shown in
Figure 4-5, | SPs are assigned contiguous blocks of addresses to use when assigning addresses for
their customers. Likewise, regional authorities are assigned large address blocks, so when individual
companies ask for registered public |P addresses, they ask their regiond registry to assign them an
address block. As aresult, addresses assigned by the regional agency will at least be aggregatable
into one large geographic region of the world. For instance, the Latin American and Caribbean
Internet Addresses Registry (LACNIC, http://www.lacnic.net) administers the | P address space of
the Latin American and Caribbean region (LAC) on behalf of the Internet community.

In some cases, the term CIDR is used alittle more generally than the original intent of the RFCs.
Some texts use the term CIDR synonymously with the term route summarization. Others use the
term CIDR to refer to the process of summarizing multiple classful networks together. In other
cases, when an | SP assigns subsets of aclassful network to a customer who does not need an entire
class C network, the ISP is essentialy performing subnetting; once again, this idea sometimes
gets categorized as CIDR. But CIDR itself refersto the administrative assignment of large address
blocks, and the related summarized routes, for the purpose of reducing the size of the Internet
routing tables.



CIDR, Private Addresses, and NAT 113

NOTE Because CIDR defines how to combine routes for multiple classful networksinto a
single route, some people think of this process as being the opposite of subnetting. As aresult,
many people refer to CIDR’s summarization results as supernetting.

Private Addressing

One of the issues with Internet growth was the assignment of all possible network numbersto
asmall number of companies or organizations. Private | P addressing hel ps to mitigate this
problem by allowing computers that will never be directly connected to the Internet to not use
public, Internet-routable addresses. For |P hosts that will purposefully have no direct Internet
connectivity, you can use several reserved network numbers, as defined in RFC 1918 and listed
in Table 4-12.

Table 4-12 RFC 1918 Private Address Space

KEY
POINT

Class of Number of
Range of IP Addresses Networks Networks
10.0.0.0 to 10.255.255.255 A 1
172.16.0.0 to 172.31.255.255 B 16
192.168.0.0 to 192.168.255.255 C 256

In other words, any organization can use these network numbers. However, no organization is
allowed to advertise these networks using a routing protocol on the Internet. Furthermore, all
Internet routers should be configured to reject these routes.

Network Address Translation

NAT, defined in RFC 1631, allows a host that does not have avalid registered |P address to
communicate with other hosts on the Internet. NAT has gained such wide-spread acceptance
that the majority of enterprise IP networks today use private | P addresses for most hosts

on the network and use a small block of public IP addresses, with NAT translating between
the two.

NAT translates, or changes, one or both | P addresses inside a packet as it passes through arouter.
(Many firewalls also perform NAT; for the CCIE Routing and Switching exam, you do not need
to know NAT implementation details on firewalls.) In most cases, NAT changes the (typically
private range) addresses used inside an enterprise network into address from the public |P address
space. For instance, Figure 4-6 shows static NAT in operation; the enterprise has registered
class C network 200.1.1.0/24, and uses private class A network 10.0.0.0/8 for the hostsinside
its network.
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Figure 4-6 Basic NAT Concept
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Beginning with the packets sent from a PC on the | eft to the server on the right, the private |P
source address 10.1.1.1 istrandated to apublic P address of 200.1.1.1. The client sends a packet
with source address 10.1.1.1, but the NAT router changes the source to 200.1.1.1—aregistered
public 1P address. Once the server receives a packet with source | P address 200.1.1.1, the server
thinksit istalking to host 200.1.1.1, so it replies with a packet sent to destination 200.1.1.1. The
NAT router then trandlates the destination address (200.1.1.1) back to 10.1.1.1.

Figure 4-6 provides a good backdrop for the introduction of a couple of key terms, Inside Local
and Inside Global. Both terms take the perspective of the owner of the enterprise network. In
Figure4-6, address10.1.1.1istheInside Local address, and 200.1.1.1isthe Inside Global address.
Both addresses represent the client PC on the left, which isinside the enterprise network. Address
10.1.1.1 isfrom the enterprise’s | P address space, which is only locally routable inside the
enterprise—hence the term Inside Local. Address 200.1.1.1 represents the local host, but the
addressis from the globally routable public IP address space—hence the name Inside Global .
Table 4-13 lists and describes the four main NAT address terms.

Table 4-13 NAT Terminology

KEY
POINT

Location of Host Represented IP Address Space in Which Address
Name by Address Exists
Inside Local Inside the enterprise network Part of the enterprise | P address space;
address typically aprivate | P address
Inside Global Inside the enterprise network Part of the public IP address space
address
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Table 4-13 NAT Terminology (Continued)

Location of Host Represented IP Address Space in Which Address
Name by Address Exists

Outside Local In the public Internet; or, outsidethe | Part of the enterprise IP address space;
address enterprise network typicaly aprivate | P address

OutsideGlobal | Inthe public Internet; or, outsidethe | Part of the public IP address space

address enterprise network

Static NAT

Static NAT worksjust like the example in Figure 4-6, but with the | P addresses statically mapped
to each other via configuration commands. With static NAT:

m A particular Inside Local address always maps to the same Inside Global (public)
IP address.

m |If used, each Outside Local address always maps to the same Outside Global (public)
|P address.

m  Static NAT does not conserve public | P addresses.

Although static NAT does not help with IP address conservation, static NAT does allow an
engineer to make an inside server host avail ableto clientson the I nternet, because theinside server
will always use the same public |P address.

Example 4-1 shows abasic static NAT configuration based on Figure 4-6. Conceptualy, the NAT
router hasto identify which interfaces are inside (attach to the enterprise’s | P address space) or
outside (attach to the public | P address space). Also, the mapping between each Inside Local and
Inside Global 1P address must be made. (Although not needed for this example, outside addresses
can also be statically mapped.)

Example 4-1 Satic NAT Configuration

KEY
POINT

! EQ/@ attaches to the internal Private IP space, so it is configured as an inside
! interface.

interface Ethernet0/0

ip address 10.1.1.3 255.255.255.0

ip nat inside

! S0/0 is attached to the public Internet, so it is defined as an outside

! interface.

interface Serialo/o

ip address 200.1.1.251 255.255.255.0

ip nat outside

continues
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Example 4-1 Satic NAT Configuration (Continued)

! Next, two inside addresses are mapped, with the first address stating the

! Inside Local address, and the next stating the Inside Global address.

ip nat inside source static 10.1.1.2 200.1.1.2

ip nat inside source static 10.1.1.1 200.1.1.1

! Below, the NAT table lists the permanent static entries from the configuration.
NAT# show ip nat translations

Pro Inside global Inside local Outside local Outside global
- 200.1.1.1 10.1.1.1 --
- 200.1.1.2 10.1.1.2

Therouter isperforming NAT only for inside addresses. Asaresult, the router processes packets
entering EO/0—packets that could be sent by inside hosts—by examining the source | P address.
Any packets with a source | P address listed in the Inside Local column of the show ip nat
translations command output (10.1.1.1 or 10.1.1.2) will be translated to source address
200.1.1.1 or 200.1.1.2, respectively, per the NAT table. Likewise, the router examines the
destination I P address of packets entering S0/0, because those packets would be destined for
inside hosts. Any such packetswith adestination of 200.1.1.1 or .2 will betranslatedto 10.1.1.1
or .2, respectively.

In cases with static outside addresses being configured, the router also looks at the destination
I P address of packets sent from the inside to the outside interfaces, and the source IP address of
packets sent from outside interfaces to inside interfaces.

Dynamic NAT Without PAT

Dynamic NAT (without PAT), like static NAT, creates a one-to-one mapping between an Inside
Local and Inside Global address. However, unlike static NAT, it does so by defining a set or pool
of Inside Local and Inside Global addresses, and dynamically mapping pairs of addresses as
needed. For example, Figure 4-7 shows a pool of five Inside Global |P addresses—200.1.1.1
through 200.1.1.5. NAT has also been configured to translate any Inside Local addresses whose
address starts with 10.1.1.

The numbers 1, 2, and 3 in Figure 4-7 refer to the following sequence of events:

1. Host 10.1.1.2 starts by sending itsfirst packet to the server at 170.1.1.1.

2. Asthe packet enters the NAT router, the router applies some matching logic to decide if the
packet should have NAT applied. Because the logic has been configured to mean “trandate
Inside Local addressesthat start with 10.1.1,” therouter dynamically addsan entry inthe NAT
tablefor 10.1.1.2 asan Inside Local address.

3. The NAT router needsto allocate a corresponding | P address from the pool of valid Inside
Global addresses. It picksthefirst oneavailable (200.1.1.1in thiscase) and addsit to the NAT
table to complete the entry.
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Figure 4-7 Dynamic NAT
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With the completion of step 3, the NAT router can actually trandlate the source | P address, and
forward the packet. Note that aslong asthe dynamic NAT entry existsin the NAT table, only host
10.1.1.2 can use Inside Global 1P address 200.1.1.1.

Overloading NAT with Port Address Translation
Asmentioned earlier, NAT is one of the key features that hel ped to reduce the speed at which the
I Pv4 address space was being depleted. NAT overloading, also known as Port Address Tranglation
(PAT), isthe NAT feature that actually provides the significant savings of | P addresses. The key to
understanding how PAT worksisto consider the following: From a server’s perspective, thereis
no significant difference between 100 different TCP connections, each from a different host, and
100 different TCP connections all from the same host.

PAT works by making large numbers of TCP or UDP flows from many Inside Local hosts appear
to be the same number of large flows from one (or afew) host’s Inside Global addresses. With PAT,
instead of just translating the | P address, NAT also translates the port numbers as necessary. And
because the port number fieldsare 16 bitsin length, each Inside Global | P address can support over
65,000 concurrent TCP and UDP flows. For instance, in a network with 1000 hosts, asingle public

I P address used as the only Inside Global address could handle an average of six concurrent flows
from each host to and from hosts on the Internet.
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Dynamic NAT and PAT Configuration

Like static NAT, dynamic NAT configuration begins with identifying the inside and outside
interfaces. Additionally, the set of Inside Local addresses is configured with theip nat inside
global command. If you are using apool of public Inside Global addresses, the set of addressesis
defined by theip nat pool command. Example 4-2 shows adynamic NAT configuration based on
the internetwork shown in Figure 4-7. The exampl e defines 256 Inside Local addresses and two
Inside Global addresses.

Example 4-2 Dynamic NAT Configuration

KEY
POINT

! First, the ip nat pool fred command lists a range of IP addresses. The ip nat
! inside source list 1 pool fred command points to ACL 1 as the list of Inside
! Local addresses, with a cross-reference to the pool name.
interface Ethernet0/0

ip address 10.1.1.3 255.255.255.0

ip nat inside

|

interface Serial@/o0

ip address 200.1.1.251 255.255.255.0

ip nat outside

!

ip nat pool fred 200.1.1.1 200.1.1.2 netmask 255.255.255.252

ip nat inside source list 1 pool fred

!

access-list 1 permit 10.1.1.0 0.0.0.255

! Next, the NAT table begins as an empty table, because no dynamic entries had
! been created at that point.

NAT# show ip nat translations

! The NAT statistics show that no hits or misses have occurred. Hits occur when
! NAT looks for a mapping, and finds one. Misses occur when NAT looks for a NAT
! table entry, does not find one, and then needs to dynamically add one.
NAT# show ip nat statistics
Total active translations: @ (@ static, @ dynamic; @ extended)
Outside interfaces:
Serialo/0
Inside interfaces:
Ethernet0/0
Hits: @ Misses: 0
Expired translations: 0
Dynamic mappings:
- Inside Source
access-list 1 pool fred refcount @
pool fred: netmask 255.255.255.252
start 200.1.1.1 end 200.1.1.2
type generic, total addresses 2, allocated @ (0%), misses 0@
| At this point, a Telnet session from 10.1.1.1 to 170.1.1.1 started.




IP Version6 119

Example 4-2 Dynamic NAT Configuration (Continued)

Below, the 1 "miss" means that the first packet from 10.1.1.2 did not have a
matching entry in the table, but that packet triggered NAT to add an entry to the
NAT table. Host 10.1.1.2 has then sent 69 more packets, noted as "hits" because
! there was an entry in the table.
NAT# show ip nat statistics
Total active translations: 1 (@ static, 1 dynamic; @ extended)
Outside interfaces:
Serial0@/0
Inside interfaces:
Ethernet0/0
Hits: 69 Misses: 1
Expired translations: 0

Dynamic mappings:
- Inside Source
access-list 1 pool fred refcount 1
pool fred: netmask 255.255.255.252
start 200.1.1.1 end 200.1.1.2
type generic, total addresses 2, allocated 1 (50%), misses 0
! The dynamic NAT entry is now displayed in the table.
NAT# show ip nat translations
Pro Inside global Inside local Outside local Outside global
- 200.1.1.1 10.1.1.2
! Below, the configuration uses PAT via the overload parameter. Could have used the
! ip nat inside source list 1 int s@/@ overload command instead, using a single
! IP Inside Global IP address.
NAT (config)# no ip nat inside source list 1 pool fred
NAT (config)# ip nat inside source list 1 pool fred overload
! To test, the dynamic NAT entries were cleared after changing the NAT
! configuration. Before the next command was issued, host 10.1.1.1 had created two
! Telnet connections, and host 10.1.1.2 created 1 more TCP connection.
NAT# clear ip nat translations *
! Before the next command was issued, host 10.1.1.1 had created two
! Telnet connections, and host 10.1.1.2 created 1 more TCP connection. Note that
! all three dynamically mapped flows use common Inside Global 200.1.1.1.
NAT# show ip nat translations

Pro Inside global Inside local Outside local Outside global
tcp 200.1.1.1:3212 10.1.1.1:3212 170.1.1.1:23 170.1.1.1:23
tcp 200.1.1.1:3213 10.1.1.1:3213 170.1.1.1:23 170.1.1.1:23
tcp 200.1.1.1:38913 10.1.1.2:38913 170.1.1.1:23 170.1.1.1:23

IP Version 6

The ultimate solution to rapidly growing Internet routing tables and | Pv4 address depletion was
the development of 1Pv6, which defines 128-bit source and destination addresses. At the risk of
being derided 20 yearsfrom now, I’ ll venture aguessthat | Pv6 has more addresses than we'll ever
need. | Pv6 can support over atrillion, trillion | P addresses per person on the planet—with plenty
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of publicly routable addresses for everyone. Plus, the structure is well established for CIDR-like
allocation of address blocks, keeping Internet routing tables small.

So, why hasn't the world moved to IPv6? Well, CIDR, NAT, and other tools have made the IPv4
address space much more manageable. The killer app that drives |Pv6 may well be the growth
of mobile wireless phones and handhelds, or it may be the sensor revolution. Of more direct
interest is that the most basic features of IPv6 now appear on the written and lab CCIE Routing
and Switching exams.

IPv6 Address Formats
I Pv6 addresseshave eight quartets of hex digits, separated by colons. Each quartet consists of four hex
digits, which together represent 16 bits. The rulesfor encoding the actual hex values are asfollows:

KEY m Each quartet is separated by a colon ().

POINT . . .
m Inaquartet, leading hex Os can optionally be omitted.

m If oneor more consecutive quartets are hex 0000, then the set of consecutive al-0 quartets can be
represented asanull quartet (::), no matter how many consecutive al-0 quartets arein thisrange.

m  Only oneuseof ::isallowedin asingle IPv6 address.

For example, the following IPv6 address is shown in three different valid formats. The first one
uses no shortcuts; the next removes leading 0s in each quartet; and the last abbreviates multiple,
consecutive, al-0 quartets with ::.

0123:0078:0000:0000:9ABC:0000:0000: DEFO
123:78:0:0:9ABC:0:0:DEFO
123:78::9ABC:0:0:DEFO

All three versions are legal and common, but router command output generally shows the briefest
form so that command output best fits on the visible screen. Also, notice that there were two places
in the address with two consecutive al-0 quartets. The :: shortcut implies one or more consecutive
all-0 quartets, so using this abbreviation in more than one place would be ambiguous.

Aggregatable Global Unicast Addresses
I Pv6 defines several different types of unicast addresses. The format used for publicly registered
addresses is called aggregatable global unicast. The term aggregatable refers to fact that these
addresses can be easily aggregated to reduce the problem of large Internet routing tables. Theterm
global refersto the fact that the address is aregistered public |P address, routable through the
global Internet. In short, when acompany obtainsaregistered | Pv6 prefix from aRegional Internet
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Authority, the addresses follow the aggregatable global unicast format. For short, most peoplecall
them global addresses.

Theoriginal global addressformat wasalittle more complicated. The current version of theformat
contains three fixed-length major parts. Conceptually, the format is like the network, subnet, and
host organization of an |Pv4 address, except the fixed-length fields do not require a subnet mask
equivalent. Figure 4-8 shows the format and details.

Figure 4-8 Aggregatable Global Address Format

KEY Global Routing Prefix Subnet ID Interface ID
POINT
15t 3 bytes EFFE 2nd 3 bytes
of MAC of MAC
48 bits 16 bits A o
64 bits, EUI-64 format
Begins with binary 001, meaning Inverts bit 7 of MAC when
the initial hex digit is 2 or 3 creating the IPv6 address

With IPv4, to use public addresses, you obtain a prefix from one of the numbering authorities—
maybe aclassful network, or maybejust asmall block defined with a prefix. With 1Pv6, you would
get an assigned block with a 48-bit prefix. The first 3 bits are always binary 001, leaving 45 bits
in the prefix that can be assigned by IANA and its member local, national, or regional registries.
Asaresult, there are 2*° possible prefixes to assign, or roughly 32 trillion possible prefixes. And,
asisthe case with CIDR, large numbers of consecutive prefixes are assigned to | SPs and local,
national, or regional registriesto aid in managing the growth of Internet routing tables.

Once you have aregistered prefix, you can subdivide it using the subnet ID field. For each link,
you could pick adifferent valuefor thisfield, just like you pick different subnet numbersfor IPv4.
With 16 bits, each IPv6 prefix holder can assign more than 65,000 subnets within that address
space.

Finally, IPv6 global addresses allow for the dynamic assignment of theinterface ID portion of the
addresses, aswell asfor static assignment. And, because IEEE MAC addresses already have a
proven method to ensure global uniqueness, |Pv6 uses the MAC to create the final 64 bits of the
address, called the interface ID. To create the interface ID dynamically, 1Pv6 splitsthe MAC in
half, and puts hex FFFE in the middle. (The format of the interface ID portion is called EUI-64.)
For non-LAN interfaces on arouter, aMAC is borrowed from another interface, or created from
the router serial number, much like routers create the node part of Novell IPX addresses on a
router.

Simple IPv6 Configuration
Figure4-9 showsasmall, sample network that isused in this section to show basic |Pv6 connectivity
using global addresses.
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Figure 4-9 Sample Dual-Stack |Pv4/IPv6 Network
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The routers use dual stacks (both IPv4 and |Pv6 addresses are assigned to the interfaces) for this
network. Hosts with dua stacks (running both |Pv4 and 1Pv6) would be able to send IPv4 or IPv6
packets, and the routers could accommodate either. This relatively simple example of 1Pv6 uses
global addresses and a minimal OSPF configuration. Example 4-3 shows the configuration and
aworking ping.

Example 4-3 Configuring Dual-Sack |Pv4/IPv6 with OSPF

KEY
POINT

! The ipv6 unicast-routing command enables IPv6 forwarding on this router.

! The ipv6é cef command is optional, but it does cause CEF switching of IPv6.
Router1# show run

!lines omitted for brevity

!

ip cef

ipv6é unicast-routing

ipvé cef

The ipv6 address command lists the global routing prefix and IPV6 subnet 2.
The /64 means that only the first 64 bits defines the prefix, and the

eui-64 parameter means that the router should dynamically create the rest of the
address for the interface. Note that the :: at the end of the address implies

! 3 quartets of @s, which will be replaced with the EUI-64 interface id.
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrprrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr el

interface FastEthernet0/0

mac-address 0200.1111.1111

ip address 172.31.2.1 255.255.255.0

ipv6é address 2001:0:0:2::/64 eui-64

ipv6é ospf 1 area @

! Above, the ipv6 address command does the same thing it did for fa@/@, but this
! time with a subnet value of 3.
interface Serial@/1
ip address 172.31.3.1 255.255.255.0
ipv6é address 2001:0:0:3::/64 eui-64
ipv6é ospf 1 area @

The ipv6é router ospf 1 command creates an IPv6 OSPF process; the command
was automatically created when the ipv6é ospf 1 area @ commands were added
under the fa@/0 and s@/1 interfaces. These two commands enable OSPF on the

respective interfaces, and identify the OSPF process id and area number.




IP Version 6

Example 4-3 Configuring Dual-Sack IPv4/IPv6 with OSPF (Continued)

ipv6é router ospf 1
log-adjacency-changes
! Next, the full IPv6 addresses are shown. Note that the interfaces have 2
! addresses; one is the automatically generated link-local address, beginning with
! FE80, used for some protocols on the local link. Note the subnets can be seen
! in the third quartet.
Routeri# sh ipv6é int brief
FastEthernet0/0 [up/up]
FE8Q::11FF:FE11:1111
2001::2:0:11FF:FE11:1111
Serial@/1 [up/up]
FE8Q::11FF:FE11:1111
2001::3:0:11FF:FE11:1111
Virtual-Accessi [up/up]
unassigned
! Below, the ping from R1 to R2's fa®@/@ works.
Routeri# ping 2001::4:0:22FF:FE22:2222

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 2001::3:0:22FF:FE22:2222, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 1/2/4 ms
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Table 4-14 | Pv6 Address Type Summary

KEY
POINT

Besides global addresses, other styles of 1Pv6 addresses exist. Table 4-14 lists and briefly describes
the different types of addresses.

Type of Address Definition and Purpose

Aggregatable global Unicast IPV6 address; must be globally unique. Registered unique globally
unicast routable address.

Link-local unicast Required for each IPv6 interface. Used for processes occurring only on the

local link; not routable.

Site-local unicast Intended for use only within asite. Included in the |Pv6 definitionsin RFC
3513, but deprecated in RFC 3879.

Centrally assigned Similar to |Pv4 private addresses; arange of 1Pv6 addresses that will not be

unique local assigned as public globally routable addresses.

IPv4-compatible Used mainly for migration to | Pv6 when the coreis still IPv4. | Pv6 addresses

unicast are 96 binary Os, followed by the interface’s assigned | Pv4 address.

continues
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Table 4-14 1Pv6 Address Type Summary (Continued)

Type of Address Definition and Purpose

Anycast The configuration of the same IPv6 unicast address on multiple hosts, with
IPv6 routing packets to the closest host. Used with redundant identical
services for load balancing.

Multicast Includes some nonrouted and some routable ranges. Large range (all
addresses beginning with FF). Used instead of broadcast addresses.

Broadcast Nonexistent in IPv6. For instance, ARP is replaced by Neighbor Discovery
(ND) messages, which use areserved IPv6 multicast address.

This short section on | Pv6 just scratches the surface of |Pv6 featuresin general, and Cisco routers
in particular. The “Further Reading” section near the end of the chapter lists a couple of good
references for additional details about | Pv6.
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the details in the Foundation Topics section of the chapter, as well as review theitemsin the
“Foundation Topics’ section noted with a Key Point icon.

Table 4-15 lists and briefly explains several variations on NAT.

Table 4-15 Variations on NAT

Name Function

Static NAT Statically correlates the same public IP address for use by the same local host
every time. Does not conserve | P addresses.

Dynamic NAT Poolsthe available public | P addresses, shared among a group of local hosts, but
with only onelocal host at atime using a public IP address. Does not conserve
I P addresses.

Dynamic NAT with Like dynamic NAT, but multiple local hosts share a single public | P address by

overload (PAT) multiplexing using TCP and UDP port numbers. Conserves | P addresses.

NAT for overlapping | Can be done with any of thefirst three types. Transl ates both source and

address destination addresses, instead of just the source (for packets going from
enterprise to the Internet).

Table 4-16 lists the protocols mentioned in this chapter and their respective standards documents.

Table 4-16 Protocols and Standards for Chapter 4

Name Standardized In

1P RFC 791

Subnetting RFC 950

NAT RFC 1631

Private addressing RFC 1918

CIDR RFCs 1517-1520

IPv6 RFC 3587, RFC 3513, many others
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Table 4-17 lists and describes some of the most commonly used |OS commands related to the

topicsin this chapter.

Table 4-17 Command Reference for Chapter 4

Command

Description

ip addressip-address mask [secondary]

Interface subcommand to assign an 1Pv4 address

ipv6 addr ess i pv6-prefix/prefix-length eui-64

Interface subcommand to assign an |Pv6 global
unicast address

ipv6 unicast-routing

Globally enables IPv6 in arouter

ip nat {inside | outside}

Interface subcommand; identifiesinside or outside
part of network

ip nat inside source{list { access-list-number |
access-list-name} | route-map name} {interface
type number | pool pool-name} [overload]

Globa command that defines the set of inside
addresses for which NAT will be performed, and
corresponding outside addresses

ip nat inside destination list { access-list-
number | name} pool name

Global command used with destination NAT

ip nat outside source{list { access-list-number |
access-list-name} | route-map name} pool pool-
name [add-route]

Globa command used with both destination and
dynamic NAT

ip nat pool name start-ip end-ip { netmask
netmask | prefix-length prefix-length} [type
rotary]

Global command to create a pool of addresses for
dynamic NAT

show ip nat statistics

Lists countersfor packets and for NAT table entries,
aswell as basic configuration information

show ip nat trandations[ver bose]

Displays the NAT table

clear ip nat trandation {* | [inside global-ip
local-ip] [outside local-ip global-ip]}

Clears al or some of the dynamic entriesin the
NAT table, depending on which parameters are used

debugip nat

Issues log messages describing each packet whose
IP addressistransated with NAT

show ip interface [type number] [brief]

Listsinformation about |Pv4 on interfaces

show ipv6 interface [brief] [[interface-type
interface-number] [prefix]]

Lists information about IPv6 on interfaces

Figure 4-10 shows the | P header format.
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Table 4-18
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IP Header
0 8 16 24 32
Version | Header DS Field Packet Length
Length
Identification Flags (3) Fragment Offset (13)
Time to Live Protocol Header Checksum

Source IP Address

Destination IP Address

Optional Header
Fields and Padding

Table 4-18 lists the terms and meanings of the fieldsinside the | P header.

IP Header Fields
Field Meaning
Version Version of the IP protocol. Most networks use | Pv4 today, with IPv6 becoming more

popular. The header format reflects | Pv4.

Header Length Defines the length of the IP header, including optional fields. Because the length of
the IP header must always be amultiple of 4, the P header length (IHL) ismultiplied
by 4 to give the actual number of bytes.

DSField Differentiated Services Field. This byte was originally called the Type of Service (ToS)
byte, but was redefined by RFC 2474 asthe DS Field. It isused for marking packets for
the purpose of applying different quality of service (QoS) levelsto different packets.

Packet Length I dentifies the entire length of the I P packet, including the data.

Identification Used by the I P packet fragmentation process. If asingle packet is fragmented into
multiple packets, all fragments of the original packet contain the sameidentifier, so
that the original packet can be reassembled.

Flags 3 hits used by the IP packet fragmentation process.

Fragment Offset

A number set in afragment of alarger packet that identifies the fragment’s location
in the larger original packet.

Timeto Live A value used to prevent routing loops. Routers decrement thisfield by 1 each time
(TTL) the packet is forwarded; once it decrementsto 0, the packet is discarded.
Protocol A field that identifies the contents of the data portion of the | P packet. For example,

protocol 6 implies a TCP header isthefirst thing in the | P packet datafield.

continues
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Table 4-18 |P Header Fields (Continued)

Field Meaning

Header A value used to store aframe check sequence (FCS) value, whose purposeis

Checksum to determineif any bit errors occurred in the | P header (not the data) during
transmission.

Source IP The 32-hit IP address of the sender of the packet.

Address

Destination IP The 32-hit IP address of the intended recipient of the packet.

Address

Optional header | 1P supports additional header fields for future expansion via optional headers. Also,

fieldsand if these optional headers do not use a multiple of 4 bytes, padding bytes are added,

padding comprised of all binary Os, so that the header is amultiple of 4 bytesin length.

Table 4-19 lists some of the more common I P protocol field values.

Table 4-19 |P Protocol Field Values

g(E)\I(NT Protocol Name Protocol Number
ICMP 1
TCP 6
UDP 17
EIGRP 88
OSPF 89
PIM 103

Memory Builders

The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides somebasic toolsto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory

First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets

of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “ Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.
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Definitions
Next, take a few moments to write down the definitions for the following terms:

subnet, prefix, classless IP addressing, classful 1P addressing, CIDR, NAT, IPv6,
IPv4, subnet broadcast address, subnet number, subnet zero, broadcast subnet,
subnet mask, private addresses, aggregatable global unicast address, SLSM, VLSM,
Inside Local address, Inside Global address, Outside Local address, Outside Global
address, PAT, overloading, quartet, EUI-64, dual stack, global routing prefix, subnet
ID, interface ID

Further Reading
All topicsin this chapter are covered to varying depth for the CCNP Routing exam. For more
details on these topics, refer to CCNP BSCI Exam Certification Guide, Third Edition, and CCNP

Self-Sudy: CCNP BSCI Exam Certification Guide, Third Edition, listed in the introduction to
this book.

For more information on IPv6, refer to http://www.cisco.com/en/US/partner/tech/tk872/

tsd_technology_support_protocol_home.html. This website requires a CCO username and
password.



Blueprint topics covered in
this chapter:

This chapter coversthe following topicsfrom the
Cisco CCIE Routing and Switching written exam
blueprint:

m General Networking Theory

— Standards
m IP

— Services

In addition, this chapter coversinformation
related to the following specific CCIE Routing
and Switching exam topics:

m ICMP
m DHCP
m NTP

m HSRP



IP Services

CHAPTER

5

IPrelies on severa protocols to perform avariety of tasks related to the process of routing

packets. This chapter provides areference for the most popular of these protocols.

“Do | Know This Already?”” Quiz

Table 5-1 outlines the major headings in this chapter and the corresponding “Do | Know This

Already?’ quiz questions.

Table 5-1 “Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Questions Covered in This

Foundation Topics Section Section Score
ICMP 1-3

ARP, Proxy ARP, Reverse ARP, BOOTP, and DHCP 4-6

HSRP, VRRP, and GLBP 7

Network Time Protocol 8

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can

find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1. What ICMP messageis used by arouter when the router triesto forward a packet to a host
on an attached subnet, but the host does not respond to ARP requests?

a. Echo Request

b. Time Exceeded

c. Source Quench

d. Destination Unreachable
e. Host Unreachable

f. Port Unreachable
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2.  What ICMP message does the Cisco |OS tr acer oute command rely upon?

a. Echo Request

b. Source Quench

c. Time Exceeded

d. Destination Unreachable
e. Host Unreachable

3. What ICMP message impliesthat a packet arrived at a host, but there was no application
listening on the TCP or UDP port number listed as the destination port in the packet?

a. Echo Request

b. Source Quench

c. Destination Unreachable
d. Host Unreachable

e. Port Unreachable

4. Two hosts, named PC1 and PC2, sit on subnet 172.16.1.0/24, along with router R1. A web
server sits on subnet 172.16.2.0/24, which is connected to another interface of R1. At some
point, both PC1 and PC2 send an ARP request before they successfully send packets to the
web server. With PC1, R1 makesanormal ARPreply, but for PC2, R1 usesaproxy ARPreply.
Which two of the following answers could be true given the stated behavior in this network?

a. PC2 set the proxy flag in the ARP request.

b. PC2 encapsulated the ARP request inside an | P packet.

c. PC2'sARP broadcast implied that PC2 was looking for the web server’'s MAC address.
d. PC2 has asubnet mask of 255.255.0.0.

e. Rl'sproxy ARP reply contains the web server's MAC address.

5. Host PC3isusing DHCPto discover its|P address. Only onerouter attachesto PC3’s subnet,
usingitsfaO/Ointerface, withanip helper-address 10.5.5.5 command on that sameinterface.
That same router interface hasan ip address 10.4.5.6 255.255.252.0 command configured as
well. Which of the following are true about PC3's DHCP request?

a. Thedestination |P address of the DHCP request packet is set to 10.5.5.5 by the router.
b. The DHCP request packet’s source | P address is unchanged by the router.
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The DHCP request is encapsulated inside a new | P packet, with source IP address
10.4.5.6, and destination 10.5.5.5.

The DHCP request’s source | P address is changed to 10.4.5.255.
The DHCP request’s source | P address is changed to 10.4.7.255.

6. Which of the following statements are true about BOOTP, but not true about RARP?

a.

The client can be assigned a different |P address on different occasions, because the
server can allocate a pool of |P addresses for allocation to a set of clients.

The server can be on a different subnet from the client.

The client’s MAC address must be configured on the server, with a one-to-one mapping
to the IP address to be assigned to the client with that MAC address.

The client can discover its | P address, subnet mask, and default gateway 1P address.

7. R1isHSRP activefor virtual IP address 172.16.1.1, with HSRP priority set to 115. R1 is
tracking three separate interfaces. An engineer configures the same HSRP group on R2, also
connected to the same subnet, only using the standby 1ip 172.16.1.1 command, and no other
HSRP-related commands. Which of the following would cause R2 to take over as HSRP
active?

a.
b.
c.
d.

e.

R1 experiences failures on tracked interfaces, totaling 16 or more lost points.
R1 experiences failures on tracked interfaces, totaling 15 or more lost paints.
R2 could configure a priority of 116 or greater.

R1'sfa0/0 interface fails.

R2 would take over immediately.

8.  Which of the following NTP modes in a Cisco router requires a predefinition of the IP
address of an NTP server?

a.
b.

C.

Server mode

Static client mode
Broadcast client mode
Symmetric active mode
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Foundation Topics

ICMP

Table 5-2

KEY
POINT

The Internetwork Control Message Protocol (ICMP) allows for testing and troubleshooting of
the TCP/IP internetwork layer by defining messages that can be used to determine whether the
network can currently deliver packets. In fact, ICMP is arequired component of every |P
implementation, as described in the following brief excerpt from RFC 792:

Occasionally agateway or destination host will communicate with a source host, for example,
to report an error in datagram processing. For such purposes this protocol, the Internet Control
Message Protocol (ICMP), isused. ICMP uses the basic support of IP asif it were ahigher

level protocol; however, ICMP isactually an integra part of |P, and must be implemented by

every |P module.

While* ping packets,” also known as | CMP echo requestsand ICMP echo replies, arewell known,
ICMP includes avariety of different message types for varying purposes. Table 5-2 lists the most
important of these message types.

ICMP Message Types

Message

Purpose

Destination Unreachable

Tells the source host that there is a problem delivering a packet.

Time Exceeded Thetime it takes a packet to be delivered has become too long; the packet
has been discarded.

Source Quench The source is sending data faster than it can be forwarded; this message
reguests that the sender slow down.

Redirect Used by arouter to tell ahost to use adifferent, better router when sending
packets to that same |P address in the future.

Echo Used by the ping command to verify connectivity.

Address Mask Used to inquire about and learn the correct subnet mask to be used.

Request/Reply

Router Advertisement
and Selection

Used to allow hosts to dynamically learn the | P addresses of the routers
attached to the subnet.
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Each ICMP message contains a Type field and a Code field. The Type field implies the message
types from Table 5-2, with the Code field implying a subtype. For instance, many people refer to
the messages generated by the ping command as |CMP Echo Request and ICMP Echo Reply, but
in reality, the two messages have the same message type (Echo) and different codes (Request
and Reply). The remaining coverage of ICMP explains some details behind severa of the
types and codes for ICM P messages.

ICMP Unreachable

When adevice realizes that a packet cannot be delivered to its destination, the device sends an
ICMP Unreachable message. To help determine the root cause of why the packet cannot be
delivered, the ICMP Unreachable message includes one of five code field values to convey the
reason for the failure. For instance, in Figure 5-1, assumethat Fred istrying to connect to the web
server, called Web. Table 5-3, following the figure, lists the key ICMP Unreachable message
codes, along with an example set of circumstances from Figure 5-1 that would result in each
Unreachable code.

Figure 5-1 Sample Network for ICMP Unreachable Examples

Table 5-3

KEY
POINT

10.1.1.0/24 10.1.2.0/24
A B
10.1.3.0/24

~ 7 7

=2 =

Fred 10.1.2.14

ICMP Unreachable Codes

Unreachable Code Meaning Example

Network Unreachable A router has no route matching Router A does not have aroute to
the destination | P address of the | 10.1.2.0/24; sends an Unreachable
packet. to Fred.

Host Unreachable The packet arrives at the last Host Web is turned off. Router B
router, but the host does not sends Fred aHost Unreachable
reply to ARP requests. message.

Can't Fragment A packet islonger than the Router A defaults to a 1500-byte
outgoing link's MTU, but the MTU, and the packet is 1600 bytes
packet has the Don’t Fragment with the DF bit set.

(DF) bit set.

continues
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Table 5-3

ICMP Unreachable Codes (Continued)
Unreachable Code Meaning Example
Protocol Unreachable The packet reached the Somehow, host Web does not have

destination host, but the host is its TCP software running. Host
not running that transport layer Web sends the Unreachable

protocol. message to Fred.

Port Unreachable The packet is delivered to the Host Web is working, but the web
destination host, but thereis server software is not currently
no process listening on the running. Host Web sends the
destination port. Unreachable message to Fred.

Time Exceeded ICMP Message

Example

The ICMP Time Exceeded message notifies ahost when a packet it sent has been discarded because
it was “out of time” Packets are not actually timed, but to prevent packets from being forwarded
forever when there isarouting loop, each | P packet header includesaTimeto Live (TTL) field.
Routers decrement TTL by 1 every time they forward a packet; if arouter happens to decrement
TTL of apacket to O, the router discards the packet and sends an ICM P Time Exceeded message
to the sender of the original packet.

The Cisco 10S trace command uses the Time Exceeded message and the IPTTL field to its
advantage. Thetrace command sends three packets, each with TTL set to 1, resultinginan ICMP
Time Exceeded message being returned by the first router in the route (because that router
decrements TTL to O, discards the packet, and returns a Time Exceeded message). The trace
command then sends another three packetswithaTTL of 2, then another set withaTTL of 3, and
so on, until it gets a response from the host. Example 5-1 shows thistrace command on RouterA
from Figure 5-1, with debug messages from RouterB listing the Time Exceeded messages sent
from RouterB back to RouterA.

5-1 ICMP debug on Router B, When Running trace Command on RouterA

RouterA# trace 10.1.2.14

Type escape sequence to abort.
Tracing the route to 10.1.2.14

1 10.1.3.253 8 msec 4 msec 4 msec

2 10.1.2.14 12 msec 8 msec 4 msec
RouterA#
RouterB#
ICMP: time exceeded (time to live) sent to 10.1.3.251 (dest was 10.1.2.14)
ICMP: time exceeded (time to live) sent to 10.1.3.251 (dest was 10.1.2.14)
ICMP: time exceeded (time to live) sent to 10.1.3.251 (dest was 10.1.2.14)
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ICMP Redirect
ICMP Redirect messages allow a host’s default gateway router to inform local hosts of a better
router to use to reach certain destinations. To do so, a router sends an |CM P Redirect to the host
to tell it the IP address of the better alternative router. For example, in Figure 5-2, the PC uses
RouterB asitsdefault router, but RouterA’sroute to subnet 10.1.4.0/24 isa better route. Following
the stepsin Figure 5-2:

1. ThePC sends a packet, destined for subnet 10.1.4.0/24, to RouterB.

2. RouterB forwards the packet based on its own routing table.

3. RouterB sendsthe ICMP Redirect message to the PC, telling it to forward future packets
destined for 10.1.4.0/24 to RouterA instead.

4. The PC sends future packets to that host directly to RouterA.

Figure 5-2 Example of an ICMP Redirect

KEY A s
POINT r}:i r}:i
| w ®<_Packet 1 ,/:1 |
. -~ @ - A , (3 Redirect
’0 N e‘\. /

Qe N _
NN <--"" ICMP redirect
| —use Router A

Ironically, the host can ignore the redirect and keep sending the packets to RouterB.

ARP, Proxy ARP, Reverse ARP, BOOTP, and DHCP

The heading for this section may seem like alaundry list of alot of different protocols. However,
these five protocols do have one central theme, namely that they help a host learn information so
that it can successfully send and receive | P packets. Specifically, ARP and proxy ARP define
methods for a host to learn another host's MAC address, whereas the core functions of RARP,
BOOTP, and DHCP define how a host can discover its own | P address, plus additional related
information.

ARP and Proxy ARP
You would imagine that anyone getting this far in their CCIE study would already have a solid
understanding of the Address Resolution Protocol (ARP, RFC 826). However, proxy ARP
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(RFC 1027) is often ignored, in part because of itslack of use today. To see how they both work,
Figure 5-3 shows an example of each, with Fred and Barney both trying to reach the web server
at |P address 10.1.2.200.

Figure 5-3 Comparing ARP and Proxy ARP

ARP Request
Fred: 10.1.1.101 Target =10.1.1.1
Mask: /24

Source = R1-E1-MAC Web Server:
Interface: E1 10.1.2.200/24
Y] MAC: R1-E1-MAC 1 GW=10.1.2.1
10.1.1.1/24 — —
,\‘}/«
| R1 ' DHCP Server:
 Interface: E2 10.1.2.202/24
MAC: R1-E2-MAC /
10.1.2.1/24
7 ARP Request
Barney: 10.1.1.102 Target = 10.1.2.200 ?(;\1182825\;%4
Mask: /8 1.2

/

GW=10.1.1.1 ARP Reply Proxy logic
Source = R1-E1-MAC| 5ed by R1!
Fred follows anormal ARP process, broadcasting an ARP request, with R1’s E1 |P address asthe
target. The ARP message hasa Target field of all Osfor the MAC address that needs to be learned,
and atarget |P address of the |P address whose MAC address it is searching, namely 10.1.1.1in
this case. The ARP reply lists the MAC address associated with the | P address, in this case, the
MAC address of R1's E1 interface.

NOTE TheARP message itself does not include an IP header, although it does have
destination and source | P addresses in the same relative position as an |P header. The ARP
request lists an | P destination of 255.255.255.255. The ARP Ethernet protocol typeis 0x0806,
whereas | P packets have an Ethernet protocol type of 0x0800.

Proxy ARP uses the exact same ARP message asARP, but the ARP request is actually requesting
aMAC address that is not on the local subnet. Because the ARP request is broadcast on the local
subnet, it will not be heard by the target host—so if arouter can route packets to that target host,
the router issues a proxy ARP reply on behalf of that target.

For instance, Barney places the web server's | P address (10.1.2.200) in the target field, because
Barney thinksthat heis on the same subnet as the web server due to Barney’s mask of 255.0.0.0.
TheARPrequestisaL AN broadcast, so R1, being awell-behaved router, doesnot forward theARP
broadcast. However, knowing that the ARP request will never get to the subnet where 10.1.2.200
resides, R1 saves the day by replying to the ARP on behalf of the web server. R1 takes the web
server’s place in the ARP process, hence the name proxy ARP. Also, note that R1'sARP reply
contains R1's E1 MAC address, so that Barney will forward frames to R1 when Barney wants
to send a packet to the web server.
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Before the advent of DHCP, many networks relied on proxy ARP, configuring hosts to use the
default masks in their respective networks. Regardless of whether the proxy version is used, the
end result is that the host learns arouter's MAC address to forward packets to another subnet.

RARP, BOOTP, and DHCP

The ARP and proxy ARP processes both occur after ahost knowsits IP address and subnet mask.
RARP, BOOTP, and DHCP represent the evol ution of protocols defined to help ahost dynamically
learn its | P address. All three protocols require the client host to send a broadcast to begin
discovery, and all threerely on aserver to hear the request and supply an |P address to the client.
Figure 5-4 shows the basic processes with RARP and BOOTP.

Figure 5-4 RARP and BOOTP—Basic Processes

RARP Configuration
KEY @ RARP Broadcast D Hannah RARP Server U MAC P
POINT # d 0200.1111.1111 10.1.1.1
(2) RARP Reply P 2222 0200.1234.5678 10.1.1.2
MAC: 0200.1111.1111 0200.5432.1111  10.1.1.3
“Hoy Everybody! My MAG Address | D ®
ey Everybody! My ress Is
0200.1111.1111. If You Are a RARP \1(8“{ '1P1Address Is
Server, Please Tell Me My IP Address! T
BOOTP Configuration
@ BOOTP Broad D Hannah MAC 1P Gateway
roadcast BOOTP D’ 0200.1111.1111  10.1.1.1  10.1.1.200
(2) BOOTP Reply iy O0TP Server # 0200.1234.5678 10.1.1.2  10.1.1.200
’ P2229 0200.5432.1111  10.1.1.3  10.1.1.200
@ MAC: 0200.1111.1111
< > < ® 10.1.1.200 I
Hey Everybody! My MAC Address Is Your IP Address Is 10.1.1.1 ~Z =
0200.1111.1111. If You Are a BOOTP e q, L
Server, Please Tell Me My IP Address! Y(I)ur Default Gateway Is 10.1.1.200 R1 ‘
A RARP request is a host’s attempt to find its own I P address. So RARP uses the same old ARP
message, but the ARP request listsa MAC address target of its own MAC address and atarget |P
address of 0.0.0.0. A preconfigured RARP server, which must be on the same subnet asthe client,
receives the request and performs a table lookup in its configuration. If that target MAC address
listed in the ARP request is configured on the RARP server, the RARP server sendsan ARP reply,
after entering the configured | P address in the Source | P address field.
KEY BOOTP was defined in part to improve | P address assignment features of RARP. BOOTP uses
POINT

acompletely different set of messages, defined by RFC 951, with the commands encapsul ated
inside an IP and UDP header. With the correct router configuration, arouter can forward the
BOOTP packetsto other subnets—allowing the deployment of a centrally located BOOTP server.
Also, BOOTP supports the assignment of many other tidbits of information, including the subnet
mask, default gateway, DNS addresses, and its namesake, the IP address of a boot (or image)
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server. However, BOOTP does not solve the configuration burden of RARP, still requiring that
the server be preconfigured with the MAC addresses and | P addresses of each client.

DHCP representsthe next step in the evolution of dynamic | P address assignment. Building on the
format of BOOTP protocols, DHCP focuses on dynamically assigning a variety of information
and provides flexible messaging to allow for future changes, without requiring predefinition of
MAC addresses for each client. DHCP also includes temporary leasing of | P addresses, enabling
address reclamation, pooling of 1P addresses, and, recently, dynamic registration of client DNS
fully qualified domain names (FQDNS). (See http://www.ietf.org/internet-drafts/draft-ietf-dhc-
fgdn-option-11.txt for more information on FQDN registration.)

DHCP serverstypically reside in a centralized location, with remote routers forwarding the LAN-
broadcast DHCP requests to the DHCP server by changing the request’s destination address to
match the DHCP server. Thisfeature is called DHCP relay agent. For instance, in Figure 5-3, if
Fred and Barney wereto use DHCP, with the DHCP server at 10.1.2.202, R1 would change Fred's
DHCP request from a source and destination of 255.255.255.255, to a source of 10.1.1.255
(directed broadcast of Fred’s subnet) and destination of 10.1.2.202. The DHCP request would then
be routed to the DHCP server, and the DHCP response would be forwarded to destination
10.1.1.255. The router would then broadcast the DHCP response back onto that subnet, as the
destination address is Fred's subnet’s broadcast address. The only configuration requirement on
the router isan ip helper-address 10.1.2.202 interface subcommand on its E1 interface.

Alternatively, R1 could be configured asa DHCP server—afeaturethat isnot popular in production
networks, but is certainly fair game for the CCIE written and lab exams. Example 5-2 shows R1's

configuration for aDHCP relay agent, aswell asan aternativefor R1 to provide DNS servicesfor
subnet 10.1.1.0/24.

Example 5-2 DHCP Configuration Options—R1, Figure 5-3

KEY
POINT

! UDP broadcasts coming in E@ will be forwarded as unicasts to 10.1.2.202.
! The source IP will be changed to 10.1.1.255, so that the reply packets will be
! broadcast back out EO.

interface Etherneti
ip address 10.1.1.1 255.255.255.0

ip helper-address 10.1.2.202
! Below, an alternative configuration, with R1 as the DHCP server. R1 assigns IP
| addresses other than the excluded first 20 IP addresses in the subnet, and informs the
! clients of their IP addresses, mask, DNS, and default router. Leases are for 0 days,
! @ hours, and 20 minutes.
ip dhcp excluded-address 10.1.1.0 10.1.1.20
|
ip dhcp pool subnet1
network 10.1.1.0 255.255.255.0
dns-server 10.1.2.203
default-router 10.1.1.1
lease 0 0 20




HSRP, VRRP, and GLBP 141

Table 5-4 summarizes some of the key comparison points with RARP, BOOTP, and DHCP.

Table 5-4 Comparing RARP, BOOTP, and DHCP

KEY
POINT

Feature RARP BOOTP DHCP
Relies on server to alocate |P addresses Yes Yes Yes
Encapsulates messages inside IP and UDP, so they can be No Yes Yes
forwarded to a remote server

Client can discover its own mask, gateway, DNS, and No Yes Yes
download server

Dynamic address assignment from a pool of |P addresses, No No Yes
without requiring knowledge of client MACs

Allows temporary |ease of |P address No No Yes
Includes extensions for registering client’s FQDN with aDNS No No Yes

HSRP, VRRP, and GLBP

I P hosts can use several methods of deciding which default router or default gateway to use—
DHCP, BOOTP, ICMP Router Discovery Protocol (IRDP), manual configuration, or even by
running a routing protocol (although having hosts run a routing protocol is not common today).
The most typical methods—using DHCP or manual configuration—result in the host knowing a
single | P address of its default gateway. Hot Standby Router Protocol (HSRP), Virtual Router
Redundancy Protocol (VRRP), and Gateway Load Balancing Protocol (GLBP) represent a
chronological list of some of the best tools for overcoming the issues related to a host knowing
asingle IP address as its path to get outside the subnet.

KEY
POINT

HSRP alows multiple routersto share avirtual P and MAC address so that the end-user hosts do
not realize when afailure occurs. Some of the key HSRP features are as follows:

Virtual |P address and virtual MAC active on the Master router

Standby routerslisten for Hellosfrom the Activerouter, defaulting to a3-second hello interval

and 10-second dead interval

Highest priority (10S default 100, range 1-255) determinesthe activerouter, with pre-emption

disabled by defauilt

Supports tracking, whereby arouter’s priority is decreased when a tracked interface fails

Up to 255 HSRP groups per interface, enabling an administrative form of load balancing
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m Virtua MAC of 0000.0C07.ACxx, where xx is the hex HSRP group
m Virtua IP address must be in the same subnet as the routers’ interfaces on the same LAN
m Virtua IP address must be different from any of routers’ individual interface |P addresses

Example 5-3 shows atypical HSRP configuration, with two groups configured. Routers R1 and
R2 are attached to the same subnet, 10.1.1.0/24, both with WAN links (S0/0.1) connecting them
to therest of an enterprise network. The example contains the details and explanation of the
configuration.

Example 5-3 HSRP Configuration

KEY
POINT

! First, on Router R1, two HSRP groups are configured. R1 has a higher priority
! in group 21, with R2 having a higher priority in group 22. R1 is set to preempt
! in group 21, as well as to track interface s0/0.1 for both groups.

interface FastEthernet0/0

ip address 10.1.1.2 255.255.255.0

standby 21 ip 10.1.1.21

standby 21 priority 105

standby 21 preempt

standby 21 track Serial@/0.1

standby 22 ip 10.1.1.22

standby 22 track Serial@/0.1

! Next, R2 is configured with a higher priority for HSRP group 22, and with
! HSRP tracking enabled in both groups. The tracking "decrement" used by R2,
! when S0/0.1 fails, is set to 9 (instead of the default of 10).

interface FastEthernet0/0

ip address 10.1.1.1 255.255.255.0

standby 21 ip 10.1.1.21

standby 21 track Serial0/0.1

standby 22 ip 10.1.1.22

standby 22 priority 105

standby 22 track Seriale/0.1 9

! On R1 below, for group 21, the output shows that R1 is active, with R2
(10.1.1.2) as standby.
R1 is tracking s@/0.1, with a default "decrement" of 10, meaning that the
! configured priority of 105 will be decremented by 10 if s@/0.1 fails.
Routeri1# sh standby group 21
FastEthernet@/0 - Group 21
State is Active
2 state changes, last state change 00:00:45
Virtual IP address is 10.1.1.21
Active virtual MAC address is 0000.0c0Q7.ac15
Local virtual MAC address is 0000.0c07.ac15 (default)
Hello time 3 sec, hold time 10 sec
Next hello sent in 2.900 secs
Preemption enabled
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Example 5-3 HSRP Configuration (Continued)

KEY
POINT

Active router is local

Standby router is 10.1.1.2, priority 100 (expires in 7.897 sec)

Priority 105 (configured 105)

Track interface Serial@/0.1 state Up decrement 10

IP redundancy name is "hsrp-Fa@/0-21" (default)
! NOT SHOWN—R1 shuts down S0.0.1, lowering its priority in group 21 by 10.
! The debug below shows the reduced priority value. However, R2 does not become
| active, because R2's configuration did not include a standby 21 preempt command.
Router1# debug standby

*Mar 1 00:24:04.122: HSRP: Fa@/@ Grp 21 Hello out 10.1.1.1 Active pri 95 VvIP 10.1.1.21

HSRP is Cisco proprietary, has been out along time, and iswidely popular. VRRP (RFC 3768)
provides a standardized protocol to perform almost the exact same function. The Cisco VRRP
implementation has the same goalsin mind as HSRP, but with these differences:

m  VRRPusesamulticast virtual MAC address (0000.5E00.01xx, where xx is the hex VRRP
group number).

m VRRP does not support interface tracking (at least in the 12.2T/12.3 mainline rel eases).

m InCisco |OS Software 12.2T/12.3 mainline releases, VRRP defaults to use pre-emption, but
HSRP defaults to not use pre-emption.

m  TheVRRP term Master means the same thing as the HSRP term Active.

GLBP isanewer Cisco-proprietary tool that adds |oad-balancing features in addition to gateway-
redundancy features. Hosts still point to a default gateway 1P address, but GLBP causes different
hosts to send their traffic to one of up to four routersin a GLBP group. To do so, the GLBPActive
Virtual Gateway (AV G) assigns each router in the group aunique virtual MAC address, following
the format 0007.B400.xxyy, where xx is the GLBP group number, and yy is a different number for
each router (01, 02, 03, or 04). When aclient ARPs for the (virtual) |P address of its default
gateway, the GLBP AV G replies with one of the four possible virtual MACs. By replying to ARP
requests with different virtual MACs, the hosts in that subnet will in effect balance the traffic
across the routers, rather than send all traffic to the one active router.

Network Time Protocol

NTP Version 3 (RFC 1305) allows I P hosts to synchronize their time-of-day clocks with a
common source clock. For instance, routers and switches can synchronize their clocks to make
event correlation from an SNMP management station more meaningful, by ensuring that any
events and traps have accurate time stamps.

By design, most routers and switches use NTP client mode, adjusting their clocks based on the
time as known by an NTP server. NTP defines the messages that flow between client and server,
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and the algorithms a client usesto adjust its clock. Routers and switches can al so be configured as
NTP servers, aswell as using NTP symmetric active mode—a mode in which the router or switch
mutually synchronizes with another NTP host.

NTP servers may reference other NTP servers to obtain a more accurate clock source as defined
by the stratum level of the ultimate source clock. For instance, atomic clocks and Global
Positioning System (GPS) satellite transmissions provide a source of stratum 1 (lowest/best
possible stratum level). For an enterprise network, the routers and switches can refer to alow-
stratum NTP source on the Internet, or purpose-built rack-mounted NTP servers, with built-in
GPS capabilities, can be deployed.

Example 5-4 shows a sample NTP configuration on four routers, all sharing the same 10.1.1.0/24
Ethernet subnet. Router R1 will be configured as an NTP server. R2 acts as an NTP static client
by virtue of the static configuration referencing R1's | P address. R3 acts as an NTP broadcast
client by listening for R1's NTP broadcasts on the Ethernet. Finally, R4 actsin NTP symmetric
active mode, configured with the ntp peer command.

Example 5-4 NTP Configuration

KEY
POINT

! First, R1's configuration, the ntp broadcast command under interface fa0/0
! causes NTP to broadcast NTP updates on that interface. The first three of the
four global NTP commands configure authentication; these commands are identical
on all the routers.
R1# show running-config
interface FastEthernet@/0
ntp broadcast
!
ntp authentication-key 1 md5 1514190900 7
ntp authenticate
ntp trusted-key 1
ntp master 7
! Below, the "127.127.7.1" notation implies that this router is the NTP clock
! source. The clock is synchronized, with stratum level 7, as configured on the
! ntp master 7 command above.
R1# show ntp associations

address ref clock st when poll reach delay offset disp
*~127.127.7.1 127.127.7.1 6 22 64 377 0.0 0.00 0.0
* master (synced), # master (unsynced), + selected, - candidate, ~ configured

R1# show ntp status

Clock is synchronized, stratum 7, reference is 127.127.7.1

nominal freq is 249.5901 Hz, actual freq is 249.5901 Hz, precision is 2**16
reference time is C54483CC.E26EE853 (13:49:00.884 UTC Tue Nov 16 2004)
clock offset is 0.0000 msec, root delay is 0.00 msec

root dispersion is 0.02 msec, peer dispersion is 0.02 msec
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R2#
ntp
ntp
ntp
ntp
ntp
end

! R2 is configured below as an NTP static client. Note that the ntp clock-period
! command is automatically generated as part of the synchronization process, and
! should not be added to the configuration manually.

show run | begin ntp
authentication-key 1 md5 1514190900 7
authenticate

trusted-key 1

clock-period 17208144

server 10.1.1.1

R3#

! Next, R3 has been configured as an NTP broadcast client. The ntp broadcast client
command on R3 tells it to listen for the broadcasts from R1. This configuration
relies on the ntp broadcast subcommand on R1's Fa@/@ interface, as shown at the
beginning of this example.

show run

interface Ethernet0/0
ntp broadcast client

Ra#
ntp
ntp
ntp
ntp
ntp

! R4's configuration is listed, with the ntp peer
! command implying the use of symmetric active mode.

show run | beg ntp

authentication-key 1 md5 0002010300 7
authenticate

trusted-key 1

clock-period 17208233

peer 10.1.1.1
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin the “ Foundation Topics’ section of the chapter, as well asreview the itemsin the
“Foundation Topics’ section noted with a Key Point icon.

Table 5-5 lists the protocols mentioned in this chapter and their respective standards documents.

Table 5-5 Protocols and Sandards for Chapter 5

Name Standardized In
ICMP RFCs 792 and 950
ARP RFC 826

Proxy ARP RFC 1027

RARP RFC 903

BOOTP RFC 951

DHCP RFC 2131

DHCP FQDN option Internet-Draft

HSRP Cisco proprietary
VRRP RFC 3768
GLBP Cisco proprietary
CDP Cisco proprietary
NTP RFC 1305

Table 5-6 lists some of the most popular Cisco |OS commands related to the topicsin this chapter.

Table 5-6 Command Reference for Chapter 5

Command

Description

ip dhcp pool name

Creates DHCP pool

default-router address [address2...address8]

DHCP pool subcommand to list the gateways
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Command Reference for Chapter 5 (Continued)

Command

Description

dns-server address [address2...address8]

DHCP pool subcommand to list DNS servers

lease { days [hours|[minutes] | infinite}

DHCP pool subcommand to define the lease length

networ k networ k-number [mask | prefix-length]

DHCP pool subcommand to define | P addresses that
can be assigned

ip dhcp excluded-address low-address
high-address]

DHCP pool subcommand to disallow these
addresses from being assigned

host address [mask | prefix-length]

DHCP pool subcommand, used with hardware-
address or client-identifier, to predefine asingle
host’s | P address

har dwar e-addr ess hardware-address type

DHCP pool subcommand to define MAC address;
works with host command

show ip dhcp binding [ip-address]

Lists addresses allocated by DHCP

show ip dhcp server statistics

Lists stats for DHCP server operations

standby [group-number] ip [ip-address
[secondary]]

Interface subcommand to enable an HSRP group and
define the virtual |P address

standby [group-number] preempt [delay
{minimum delay | reload delay | sync delay} ]

Interface subcommand to enable pre-emption and set
delay timers

standby [group-number] priority priority

Interface subcommand to set the HSRP group
priority for this router

standby [group-number] timer s [msec]
hellotime [msec] holdtime

Interface subcommand to set HSRP group timers

standby [group-number] track interface-type
interface-number [interface-priority]

Interface subcommand to list HSRP tracked
interfaces and define priority values deducted when
the interface fails

show standby [type number [group]] [active |
init | listen | standby] [brief | all]

Lists HSRP statistics

ntp peer ip-address [ver sion number]
[key keyid] [source interface] [prefer]

Global command to enable symmetric active
mode NTP

ntp server ip-address [ver sion number]
[key keyid] [source interface] [prefer]

Global command to enable static client mode NTP

ntp broadcast [version number]

Interface subcommand on an NTP server to cause
NTP broadcasts on the interface

continues
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Table 5-6 Command Reference for Chapter 5 (Continued)

Command Description

ntp broadcast client Interface subcommand on an NTP client to cause it
to listen for NTP broadcasts

ntp master [stratum] Global command to enable NTP server

show ntp associations Lists associations with other NTP servers and clients

show ntp status Displays synchronization status, stratum level, and

other basic information

Memory Builders
The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides somebasic toolsto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions
Next, take a few moments to write down the definitions for the following terms:

HSRP, VRRP, GLBP, ARP, RARP, proxy ARP, BOOTP, DHCP, NTP symmetric active
mode, NTP server mode, NTP client mode, NTP

Refer to the CD-based glossary to check your answers.
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Further Reading
More information about several of the topicsin this chapter can be easily found in alarge number
of books and online documentation. The RFCslisted in Table 5-5 of the “Foundation Summary”
section aso provide a great deal of background information for this chapter. Here are afew
references for more information about some of the less popular topics covered in this chapter:

m  Proxy ARP—http://www.cisco.com/en/US/tech/tk648/tk361/
technologies tech note09186a0080094adb.shtml

m  GLBP—http://www.cisco.com/en/US/partner/products/sw/iosswrel/ps1839/
products white paper09186a00801541c8.shtml

m VRRP—nhttp://www.cisco.com/univercd/cc/td/doc/product/software/ios120/120newft/
120limit/120st/120st18/st_vrrpx.htm
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This chapter coversthe following topicsfrom the
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m TCP
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CHAPTER 6

TCP/IP Transport and
Application Services

Thislast of thethree chaptersin this part of the book coversawide variety of topicsin TCP/IP's
transport and application layers. Because most of the basics related to these topics should be
familiar to the typical CCIE Routing and Switching candidate, the chapter briefly hits the
highlights, summarizes key facts about the protocols, and expands upon particular featuresin
some cases.

“Do | Know This Already?”” Quiz

Table 6-1 outlines the major headings in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 6-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
TCPand UDP 1-3

TCP/IP Applications 4-5

Network Management and SNMP 6-7

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1.  Which of the following items are features of both TCP and UDP?
a. ldentification of application processes by using Port numbers
b. Error recovery
c. Flow control

d. Supplying a header checksum



152 Chapter 6: TCP/IP Transport and Application Services

2. Which of the following TCP code hits are not used for connection initiation or termination?

a.
b.

C.

e.

f.

PSH
RST
SYN
FIN
ACK
URG

3. Which of the following statementsis always true about TCP flow control and error recovery?

a.

b.

C.

d.

A TCP sender considers a connection’s dynamic window size to be based on the Win-
dow Size field in segments received on that connection.

A TCP sender can use awindow size based on the average between two settings: the
advertised window and the congestion window.

After packet loss, a TCP sender both resends the lost TCP segment and sets the URG
code bit.

The TCP Acknowledgement header field contains the number associated with the last
byte of data that was acknowledged.

4. Which of the following statements are true regarding a protocol, its use of TCP or UDP, and
its well-known port number(s)?

a.

b.

c.
d.

e.

HTTP uses TCP well-known port 80.
SMTP uses UDP well-known port 53.
LDAP uses TCP well-known port 443.
SNMP uses TCP well-known port 162.
POP3 uses TCP well-known port 110.

5. Which of the following are true regarding active and passive mode FTP?

a.

b.

Active mode causes the FTP server to initiate the TCP connection to the FTP client.

Active mode causes the FTP server to allocate and begin listening on a dynamic unused
port, and notify the FTP client of that port number so the client can connect to that port.

Passive mode causes the FTP server to allocate and begin listening on adynamic unused
port, and notify the FTP client of that port number so that the client can connect to that
port.

Passive mode does not require any port numbersto be passed in either direction between
the client and server; the client simply creates a data connection to the server’'s well-
known port 20.
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6. Which of the following are true about SNMP security?

SNMP Version 1 calls for the use of community strings that are passed as clear text.

SNMP Version 2c calls for the use of community strings that are passed as MD5 mes-
sage digests generated with private keys.

SNMP Version 3 alows for authentication using MD5 message digests generated with
private keys.

SNMP Version 3 authentication al so requires concurrent use of encryption, typically
done with DES.

7. Which of the following statements are true regarding features of SNM P based on the SNMP
version?

a.
b.

C.

SNMP Version 2 added the GetNext protocol message to SNMP.
SNMP Version 3 added the Inform protocol message to SNMP.
SNMP Version 2 added the Inform protocol message to SNMP,

SNMP Version 3 expanded the SNM P Response protocol message so that it must be
used by managers in response to Traps sent by agents.

SNMP Version 3 enhanced SNMP Version 2 security features, but not other features.
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Foundation Topics

TCP and UDP

The Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) are the two most
popular transport layer protocolsin the TCP/IP suite. UDP consumes fewer bytes of overhead and
requireslessprocessing. TCP requires more overhead and more processing, but offers many useful
functions, including error recovery. Table 6-2 summarizes the key comparisons between the two

protocols.

Table 6-2 TCP and UDP Functional Comparison

KEY
POINT

initializes the port numbers.

Function TCP UDP
Multiplexing using Yes; port numbers uniquely identify the processes Same as TCP.
ports (socket programs) on the computers sending and
receiving the data.
Ordered data Yes; TCP reorders any datathat is received out of order. | No; UDP hasno
transfer concept of ordering
of data.
Reliable transfer Yes, TCP acknowledges data, resending lost segments, Not supported by
using the Seguence and Acknowledgment fieldsin the UDP.
TCP header.
Flow control Yes; TCP uses agranted (advertised) window, aswell as | Not supported by
a congestion window, to control each TCP sender’s UDP.
dynamic window.
Connections Yes; the three-message TCP connection setup process UDPis

connectionless.

IP protocol type

6

17

Base RFC

793

768

The TCP and UDP headers differ in length (20 and 8 bytes, respectively), mainly because TCP has
more functionsto support. Figure 6-1 shows the TCP and UDP header formats. Note that the TCP
header shows the Options field, which extends the length of the TCP header past 20 bytes, but

always to some multiple of 4 bytes.
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Figure 6-1 TCP and UDP Headers

TCP Header
Bit O Bit 31

KEY
POINT Source Port 16 Destination Port 16

Sequence Number 32

Acknowledgement Number 32

HLen 4 Res. 6 Code Bits 6 Window 16

Header Checksum 16 Urgent Pointer 16

Options and Padding (Multiple of 32)

Data (Variable)

UDP Header
Bit O Bit 31

Source Port 16 Destination Port 16

Message Length 16 Header Checksum 16

Note that UDP operates identically to TCP in regard to the Port Number fields and the Header
Checksum field. The UDP Length field identifies the length of the UDP message, including the
UDP header and data. The fieldsinside the TCP header are explained in the next few sections of

this chapter.

TCP Connections and Port Numbers
Two host applications using TCP must establish a TCP connection before data can flow. Each

connection exists between a pair of TCP sockets, with a socket being defined as an IP address
of the host, the port number used, and the transport layer protocol (TCP in this case). The
connection establishment process essentially initializes the sockets, including the source and
destination ports, as well as the Sequence and Acknowledgement fields. Figure 6-2 depicts a
typical three-way TCP connection establishment, as well as the typical four-way connection
termination process.
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Figure 6-2 TCP Connection Establishment and Termination

TCP Connection Establishment, Initiated by Client

_, SPORT=1027, DPORT=80, SEQ=200, SYN D
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y >
Web Server _ SPORT=1027, DPORT=80, SEQ=201, ACK=1451, ACK Web Browser
<
(Port 80) (Port 1027)

TCP Connection Termination, Initiated by Client

SPORT=1027, DPORT=80, ACK, FIN

A

SPORT=80, DPORT=1027, ACK
A
>

SPORT=80, DPORT=1027, ACK, FIN -
>

_, SPORT=1027, DPORT=80, ACK

<

In the connection establishment phase, the two hosts select port numbers, select the Sequence and
Acknowledgement fields, and use TCP code hits to identify the messages in the three-way
handshake for connection establishment. First, for port numbers, the server must aready be
listening for connection requests from clients, with those requests being to a particular well-
known port—in this case, HT TP port 80. (Well-known ports are listed at http://www.iana.org.)
Theclient picksacurrently unused port number to use asthe source port, typically avalue of 1024
or greater. Note in Figure 6-2 that when comparing the segments going in opposite directions, the
Port Number fields are reversed.

The TCP header includes several 1-bit fields, called code bits or flags, that are used for a variety

of purposes. The SYN and ACK flagsidentify segments as either the first or second in anew TCP
connection: a segment with just the SY N flag set is the first ssgment in anew connection, and a

segment with both SY N and ACK set isthe second segment in anew connection. Theseflagsallow
hosts to easily recognize new connection requests.

Theinitial sequence numbers can be set to any valid value, and often are not set to 0. Remember
that error recovery, using these fields, happens independently in both directions. So, the first
segment in the three-way handshake of Figure 6-2 sets the left-to-right sequence number; the
second segment sets the right-to-left sequence number and also acknowledges the first segment;
and the third segment acknowledges the right-to-left sequence number.

Connection termination can be accomplished in one of several ways. The most benign case uses
afour-segment flow, as shown in the bottom half of Figure 6-2, with the ACK and FIN flags
being used.
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TCP Error Recovery
To perform error recovery, TCP acknowledgesthe receipt of data; when datais not acknowledged,

the TCP sender can resend the data. Figure 6-3 shows an example in which the web server sends
three 1000-byte segments, with the second segment being lost, and the data being recovered.

Figure 6-3 TCP Error Recovery

Web Web
Server Browser

of =

47 1000 Bytes of Data, Sequence = 1000 /

| Probably Lost One.
ACK What | Got in
Order!

He Lost the Segment) 1000 Bytes of Data, Sequence = 2000 -
with Sequence = g
2000. Resend It!

S,w(i
1000 Bytes of Data, Sequence = 3000 >
No Data, Acknowledgment = 2000

1000 Bytes of Data, Sequence = 2000 _
No Data, Acknowledgment = 4000

<

I Just Got 2000-2999,
and | Already Had
3000-3999. Ask for

4000 Next.

The example shows a case of error recovery in which the sender (the web server) got an
acknowledgement that implied that at |east one segment was|ost. Note that the Acknowledgement
field states the next expected byte—not the last acknowledged byte. Also note that the
Acknowledgement (and Sequence) fields number the bytes, not the TCP segments. Also, the
sender keeps atimer, based on TCP's Measured Round-Trip Time (MRTT), so that if an expected
acknowledgement is not received, the sender can resend al the unacknowledged data without
waiting for the receiver to request a repeat.

TCP Dynamic Windowing

Like many other protocolsthat perform error recovery, TCP uses a sliding window mechanism to
perform flow control. The mechanics are probably familiar to most readers—the receiver states a
window size, in bytes, using the Window field of its TCP segments sent over the TCP connection.
Thiswindow is sometimes called the receiver’s window, the receiver’s advertised window, or the
granted window. The sender can then send only one window’ sworth of datato the receiver without
receiving an acknowledgement. The end goal with this basic dynamic windowing isto allow the
receiver to dictate how fast the sender can send data, thereby protecting the receiver from running
out of memory. Thereceiver canincrease or decrease the sender’s window size for the connection
by changing the window size stated in subsequent TCP segments. For instance, in Figure 6-3, the
web server would have needed awindow size of at least 3000 to send the first three segments
shown in the figure.
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KEY
POINT

Interestingly, TCP senders limit their dynamic window based on two different factors—the
popularly known advertised window, described in the previous paragraph, and another mechanism
that allows the sender to react to packet loss by lowering the size of the window. This additional
mechanism, defined in RFC 2581 as “ TCP Congestion Control,” defines the details of how TCP
should react to segment loss by slowing down. In effect, aTCP sender uses adliding window, with
the diding window being the smaller of the two possible values—either the window granted to the
sender by the receiver, or the calculated window defined in RFC 2581. This calculated window is
called the congestion window (CWND), and is the most important part of TCP Congestion
Avoidance logic. Thislogic is summarized in the following list, with details to follow:

1. At connection establishment, CWND is set to alow value, often equal to one maximum
segment size (MSS).

2. If no segments are lost, CWND grows using Sow Sart logic, which increases CWND at an
exponentia rate.

3. For each lost segment, CWND is halved.

4. After thelost segments have been successfully re-sent, CWND grows again, beginning with
Slow Start.

5. After loss of segment(s), while CWND grows, it grows using Slow Start logic until CWND
reaches avalue of half the original CWND. Then, CWND slows down its growth, using an
algorithm called Congestion Avoidance, which increases CWND at alinear rate.

More generally, the algorithm starts with a small window. The window grows rapidly, but when
congestion occurs, the window is limited by lowering the CWND variable. Once the datais
successfully re-sent, CWND can grow rapidly—but not too rapidly, because this TCP sender
might have been causing the congestion that resulted in the original packet loss. The next few
paragraphs take a closer look at the component stepsin thelist.

In Step 1, the TCP sender can send only one maximum size segment before requiring an
acknowledgement—a rel atively severe, small window. The TCP maximum segment size (MSS)
definesthelargest allowed size of the TCP Datafield, not counting the TCP header itself. With the
typical IPMTU default on most interfaces being 1500 bytes (MTU includes the | P header, by the
way), the typical MSSis 1460.

In Step 2, CWND grows exponentialy, using an algorithm called TCP Slow Start—a seemingly
contradictory name. (Slow Start can be thought of as“dower than if there were no congestion
window concept.”) CWND islikely to grow to some number larger than the granted window over
the course of afew seconds.
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Most loss occurs because of congestion, so in Step 3, CWND islowered quickly. The idea
issimple: slow down TCP senders when packets are lost, which in turn should decrease
network congestion. The reaction, halving CWND for each lost segment, means that the
reaction is swift.

In Steps 4 and 5, the segments have been recovered, and the sender could be limiting its
window based on the recently-lowered CWND. CWND can grow again at this point, but rather
than rush immediately to the previous-high CWND value, the RFC calls for aless-aggressive
growth rate as CWND approachesitsvalue prior to the segment loss. Figure 6-4 depictsagraph
of what happens with CWND upon segment loss, and how the sender grows CWND after the
packet loss.

Figure 6-4 CWND Growth with Sow Sart and Congestion Avoidance After Multiple Segment Loss

CWND

SSthresh —

Single mss 1~ .
: Time
Slow Start and

Congestion Avoidance

The graph showsthe changesto CWND from connection establishment through multiple segment
loss. Because multiple segments were lost, the TCP sender halved CWND multiple times, and in
this case, CWND was lowered to its minimum value—asingle M SS. Before lowering CWND, the
sender calculated avariable called Sow Sart Threshold (SSThresh), which is half of the original
CWND before segments were lost.

Now back to Steps 4 and 5. In Step 4, the sender grows CWND using the exponential Slow Start
logic, until CWND reaches SSThresh, at which point it grows CWND more slowly, using TCP
Congestion Avoidance logic. Essentialy, the SSThresh variable identifies the threshold at which
the sender stops using Slow Start logic, and transitions to using Congestion Avoidance logic, to
grow CWND.

TCP Header Miscellany
Thus far, this chapter has reviewed many of the features of TCP, including many of the TCP
Header fields. Table 6-3 liststhe Header fiel ds not mentioned el sewherein thischapter, with abrief
explanation of each one.
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Table 6-3 Remaining TCP Header Fields

Field Name Function

PSH Meaning “Push,” this code bit (represented by Code hitsin the TCP header
diagram in Figure 6-3) is set by a TCP sender to cause the TCP receiver to
immediately pass that segment’s data to the receiver’s application socket, along
with all other in-order data that the receiver has yet to give to the application.

URG Meaning “Urgent,” this code bit (represented by Code bitsin the TCP header
diagram in Figure 6-3) is set by the TCP sender to cause the TCP receiver to
immediately pass this segment’s data to the receiving application process. Any
other data that had been received earlier on this connection, but not yet passed
to the application, does not have to be passed to the receiving application at
thistime.

Urgent Pointer Used only when the URG bit is set, this 16-bit field defines the offset into this one
segment’s Data field at which the urgent data ends.

Offset (HLEN) Defines the length of the header (HLEN), alternately called the offset to reach the
end of the header. The value in the field, multiplied by 4, is the actual header
length in bytes.

Checksum Checksum computed against the TCP header, not including the TCP data.

TCP/IP Applications

Although most CCIE candidates use the TCP/IP application protocols on aregular basis, some of
the underlying details may be easily ignored while using the protocols. Therefore, Table 6-4
summarizes the base RFC, transport layer protocol, and TCP or UDP port number used by many
of the more popular TCP/IP application protocoals.

Table 6-4 TCP/IP Application Layer Protocols

KEY Protocol Transport Protocol Well-Known Port RFC

POINT
Telnet TCP 23 318
FTP TCP 20,21 959
TFTP UDP 69 1350
SMTP TCP 25 2821
POP3 TCP 110 1939
IMAP TCP 143 3501
TLS/SSL” TCP 443 2246
LDAP TCP 389 2251
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TCP/IP Application Layer Protocols (Continued)

Protocol Transport Protocol Well-Known Port RFC
HTTP TCP 80 2616

DNS TCP/UDP 53 1034, 1035
NetBIOS Name Service UDP 137 1002
NetBIOS Datagram UDP 138 1002
NetBIOS Session Service TCP 139 1002
SNMP UDP 161, 162 Various
BGP TCP 179 Various
RIP UbDP 520 Various

* SSL is defined by Netscape, with TLS being a very similar protocol based on SSL and standardized by the IETF.

The next few sections cover a handful of topics related to some of the application layer protocols.

Passive and Active Mode FTP
FTPclientsand serversusethetypical TCP/IP client/server model for the FTP control connection,
with the client initiating a TCP connection to well-known FTP port 21. FTP transfers commands
and command acknowledgements over the this TCP control connection. However, at some point,
dataneedsto betransferred—and FTP uses aseparate but correlated TCP connection for the actual

data transfer.

FTP clients use one of two modes, passive or active, to define the details of how an FTP data
connection is established. With FTP active mode, the server initiates the TCP connection to the
client, but with FTP passive mode, the client initiates the connection to the server. But passive
mode has afew twists aswell, as shown in Figure 6-5. The top part of the figure shows a passive
FTP data connection establishment:

1. The server allocates a dynamic unused port number and starts listening on that port.

2. The server usesthe FTP PORT command to tell the client on which port the server is now

listening.

3. Theclient alocates alocal unused port number.

4. Theclient initiates a new data connection to the server.

5. Theserver confirmsthat this one data connection request came from the same client to which
the server sent the message in Step 2.



162 Chapter 6: TCP/IP Transport and Application Services

Figure 6-5 Passive and Active FTP Behavior
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The bottom half of Figure 6-5 shows an active FTP data connection establishment:

1. Theclient allocates a dynamic unused port number and starts listening on that port.

2. Theclient uses the FTP PORT command to tell the server on which port the client is now
listening.

3. The server uses well-known port 20.
4. The server initiates a new data connection to the client.

Table 6-5 compares the two FTP modes with regard to the key points shown in Figure 6-5.

Table 6-5 Comparison of FTP Active and Passive Modes

KEY Active Mode Passive Mode
POINT " " "
Port number on client Dynamic port Dynamic port
Port number on server 20 Dynamic port
Who first listenson alocal port, in preparation Client Server

for an incoming TCP connection?

Who usesthe FTP PORT command to tell the Client Server
other host on which port it islistening?

Who initiates the connection? Server Client
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Application Authentication and Privacy
Many of the application layer protocols mentioned in this chapter have built-in authentication
through the use of a basic password mechanism. However, many of these protocols—for instance,
Telnet, FTP, and TFTP—send the usernames and passwords in clear text.

Some of the more recently defined or updated protocols provide stronger security. For example,
Secure Shell (SSH) provides an aternative to Telnet but with strong authentication and privacy.
SSH was originally intended as a secure replacement for the Unix r-commands. SSH uses | Psec
encryption for privacy and authentication. POP3 is another example of stronger authentication,
with a hash algorithm used to create a one-time digest of the password, which allows
authentication without sending the password in clear text.

Secure Sockets Layer (SS1) is a particularly important security protocol related to TCP/IP
applications. SSL getsits namein part from the fact that it sits just below the TCP/IP application
protocol, with those applications using sockets. SSL provides security to any application that uses
SSL by using amessage digest for strong authentication, and by using encryption for privacy. SSL
was originally created by Netscape to be used with HTTR, creating a secure HT TP protocol that
isoftencaled HTTPSfor “HTTP Secure.” Netscape has devel oped specifications up through SSL
Version 3.

SSL has been standardized by the IETF in RFC 2246 and renamed Transport Layer Security
(TLS). (Notethat TLS Version 1 and SSL Version 3 are not completely compatible, but they
perform the sametype of functions.) Because SSL/TL S provides strong authentication and privacy
for any application that usesit, the |[ETF has defined several RFCs that detail how unsecure, older
applicationscan use TL Sfor better security. For example, HTTRE, SMTPR, POP3, and IMAPal have
RFCs that define how they could use TLS.

Network Management and SNMP

Thisfina section of the chapter summarizes some of the core SNMP concepts and details,
particularly with regard to features of different SNMP versions. The Simple Network
Management Protocol (SNMP), or moreformally, the I nter net Sandard Management Framework,
uses a structure in which the device being managed (the SNM P agent) has information that the
management software (the SNMP manager) wants to display to someone operating the network.
Each SNMP agent keeps a database, called a Management Information Base (MIB), that holds a
large variety of data about the operation of the device on which the agent resides. The manager
collects the data by using SNMP.
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Table 6-6

KEY
POINT

SNMP has been defined with four major functional areas to support the core function of allowing
managers to manage agents:

m Data Definition—The conventions for syntax for how to define the data to an agent or
manager. These specifications are called the Structure of Management Information (SMI).

m  MIBs—Over 100 Internet standards define different MIBs, each for a different technology
area, with countless vendor-proprietary MI1Bs aswell. The MIB definitions conform to the
appropriate SMI version.

m Protocols—The messages used by agents and managers to exchange management data.

m  Security and Administration—Definitions for how to secure the exchange of data between
agents and managers.

Interestingly, by separating SNMP into these major functional areas, each part has been improved
and expanded independently over the years. However, it isimportant to know afew of the main
features added for each official SNMP version, aswell asfor a pseudo-version called SNMPv2c,
as summarized in Table 6-6.

SNMP Version Summaries

SNMP Version Description

1 Uses SMIv1, simple authentication with communities, but used MIB-1 originally.

2 Uses SMIv2, removed requirement for communities, added GetBulk and Inform
messages, but began with MIB-I1 originally.

2c Pseudo-release (RFC 1905) that allowed SNMPv1-style communities with
SNMPv2; otherwise equivalent to SNMPv2.

3 Mostly identical to SNMPVv2, but adds significantly better security, although it
supports communities for backward compatibility. Uses MIB-II.

Table 6-6 hitsthe highlights of the comparison points between the various SNM P versions. Asyou
might expect, each release builds on the previous one. For example, SNMPv1 defined community
strings for use as simple clear-text passwords. SNMPv2 removed the requirement for community
strings—however, backward compatibility for SNMP communities was defined via an optional
RFC (1901). Even SNM Pv3, with much better security, supports communitiesto allow backward
compatibility.

NOTE The use of SNMPv1 communities with SNMPv2, based on RFC 1901, has popularly
been called SNMP Version 2c, with c referring to “ communities,” although it is arguably not a
legitimate full version of SNMP.
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The next few sections provide a bit more depth about the SNM P protocol, with additional details
about some of the version differences.

SNMP Protocol Messages

Table 6-7

KEY
POINT

The SNMPv1 and SNMPv2 protocol messages (RFC 3416) define how a manager and agent, or
even two managers, can communicate information. For instance, amanager can use three different
messagesto get MIB variable datafrom agents, with an SNM P Response message returned by the
agent to the manager supplying the MIB data. SNMP uses UDP exclusively for transport, using
the SNM P Response message to both acknowledge receipt of other protocol messages and supply
SNMP information.

Table 6-7 summarizes the key information about each of the SNMP protocol messages, including
the SNMP version in which the message first appeared.

SNMP Protocol Messages (RFCs 1157 and 1905)
Initial Response Typically

Message Version Message Sent By Main Purpose

Get 1 Response Manager A request for asingle variable’'s value.

GetNext 1 Response Manager A request for the next single MIB leaf
variable in the MIB tree.

GetBulk 2 Response Manager A request for multiple consecutive
MIB variables with one request.
Useful for getting complex structures,
for example, an IP routing table.

Response 1 None Agent Used to respond with the information
in Get and Set requests.

Set 1 Response Manager Sent by amanager to an agent to tell
the agent to set avariableto a
particular value. The agent replies
with a Response message.

Trap 1 None Agent Allows agents to send unsolicited
information to an SNMP manager.
The manager does not reply with any
SNMP message.

Inform 2 Response Manager A message used between SNMP
managers to allow MIB datato be
exchanged.
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The three variations of the SNMP Get message, and the SNM P Response message, are typically
used when someoneis actively using an SNM P manager. When auser of the SNMP manager asks
for information, the manager sends one of the three types of Get commandsto the agent. The agent
replieswith an SNM P Response message. The different variations of the Get command are useful,
particularly when the manager wants to view large portions of the MIB. An agent’s entire MIB—
whose structure can vary from agent to agent—can be discovered with successive GetNext
requests, or with GetBulk requests, using a process called a MIB walk.

The SNMP Set command allows the manager to change something on the agent. For example, the
user of the management software can specify that arouter interface should be shut down; the
management station can then issue a Set command for aM 1B variable on the agent. The agent sets
the variable, which tells Cisco |0S Software to shut down the interface.

SNMP Traps are unsolicited messages sent by the agent to the management station. For example,
when an interface fails, arouter’s SNMP agent could send a Trap to the SNMP manager. The
management software could then highlight the failure information on a screen, e-mail first-level
support personnel, page support, and so on. Also of note, there is no specific message in response
to the receipt of a Trap; technically, of the messagesin Table 6-7, only the Trap and Response
messages do not expect to receive any kind of acknowledging message.

Finally, the Inform message allows two SNM P managers to exchange MIB information about
agents that they both manage.

SNMP MIBs

SNMP Versions 1 and 2 included a standard generic MIB, with initial MIB-I (version 1, RFC
1156) and MIB-I1I (version 2, RFC 1213). MIB-I1 was actually created in between the release
of SNMPv1 and v2, with SNMPv1 supporting MIB-I1 aswell. After the creation of the MI1B-I1
specification, the IETF SNM P working group changed the strategy for MIB definition. I nstead
of the SNMP working group creating standard M1Bs, other working groups, in many different
technology areas, were tasked with creating MIB definitions for their respective technologies.
As aresult, hundreds of standardized MIBs are defined. Additionally, vendors create their own
vendor-proprietary MIBs.

The Remote Monitoring MIB (RMON, RFC 2819) is a particularly important standardized M1B
outside MIB-11. An SNMP agent that supports the RMON MIB can be programmed, through
SNM P Set commands, to capture packets, cal cul ate statistics, monitor thresholds for specific M1B
variables, report back to the management station when thresholds are reached, and perform other
tasks. With RMON, a network can be populated with a number of monitoring probes, with SNMP
messaging used to gather the information as needed.
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SNMP Security
SNMPv3 added solid security to the existing SNMPv2 and SNMPv2c specifications. SNMPv3
adds two main branches of security to SNMPv2: authentication and encryption. SNMPv3
specifiesthe use of MD5 and SHA to create amessage digest for each SNMPv3 protocol message.
Doing so enables authentication of endpoints, as well as prevent data modification and
masquerade types of attacks. Additionally, SNMPv3 managers and agents can use Digital
Encryption Standard (DES) to encrypt the messages, providing better privacy. (SNMPv3 suggests
future support of Advanced Encryption Standard [AES] aswell, but that isnot a part of the original
SNM Pv3 specifications.) The encryption feature remains separate due to the U.S. government
export restrictions on DES technol ogy.
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin the “ Foundation Topics’ section of the chapter, as well asreview the itemsin the
“Foundation Topics’ section noted with a Key Point icon.

Table 6-8 lists some of the SNMP-related protocol specifications mentioned in this chapter, and
refersto their respective standards documents. Note that Table 6-4 listsmost of the other protocols
in the chapter.

Table 6-8 Protocols and Sandards for Chapter 6

Standardized in Many Documents, Including the following
Name RFCs. ..
SNMP Version 1 1155, 1156, 1212, 1157, 1213, 1215
SNMP Version 2 1902-1907, 3416
SNMP Version 2c 1901
SNMP Version 3 2578-2580, 3410-3415
Good Starting Point: 3410

Memory Builders

The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides some basic tool sto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “ Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http//www.ciscopress.com/title/1587201410.
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Definitions
Next, take a few moments to write down the definitions for the following terms:

passive mode FTR, active mode FTP, SNMP agent, SNM P manager, Get, GetNext,
MRTT, GetBulk, MIB-1, MIB-II, Response, Trap, Set, Inform, SMI, MIB, CWND,
SSThresh, window, Slow Start, Congestion Avoidance, MSS, MTU, socket, TCP
code bits, TCP flags, receiver’s advertised window, MIB walk

Refer to the CD-based glossary to check your answers.

Further Reading
Because this chapter focuses on TCP/IP protocols, much more information can be found in the
RFCs mentioned earlier in the chapter.

A wonderful reference for the topicsin this chapter is Douglas Comer’s classic book
Internetworking with TCP/IP, considered by many to be the bible of TCP/IP.

Any further reading of SNMP-related RFCs should begin with RFC 3410, which provides agreat
overview of the releases, and points to the more important of the vast number of SNMP-related
RFCS.
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CHAPTER 7

IP Forwarding (Routing)

Chapter 7 begins the largest part of the book. This part of the book, containing Chapters 7
through 13, focuses on the topics that are the most important and popular for both the CCIE
Routing and Switching written and practical (lab) exams.

Chapter 7 beginswith coverage of the details of the forwarding plane—the actual forwarding of
I P packets. This process of forwarding | P packetsis often called IP routing, or simply routing.
Also, many people also refer to I P routing as the data plane, meaning the plane (topic) related

to the end-user data.

Chapters 8 through 13 cover the details of the IP control plane. In contrast to the term data
plane, the control plane relates to the communication of control information—in short, routing
protocols like OSPF and BGP. These chapters cover the routing protocols on the exam,
one chapter per routing protocol, plus an additional chapter on redistribution and route

summarization.

“Do | Know This Already?”” Quiz
Table 7-1 outlines the major headings in this chapter and the corresponding “Do | Know This

Already?’ quiz questions.

Table 7-1  “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
IP Forwarding 1-6

Multilayer Switching 7-8

Policy Routing 9-10

Total Score
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In order to best use this pre-chapter assessment, remember to score yourself strictly. You can find
the answersin Appendix A, “Answers to the ‘Do | Know ThisAlready? Quizzes”

1. What command is used to enable CEF globally for IP packets?

a. enable cef
b. ip enable cef
c. ip cef

d. cef enable
e. cef enableip
f. cefip

2. Which of the follow triggers an update to a CEF FIB?
a. Receipt of a Frame Relay InARP message with previously unknown information
b. Receipt of aLAN ARP reply message with previously unknown information
c. Addition of anew routeto the | P routing table by EIGRP
d. Addition of anew route to the IP routing table by adding an ip route command

e. Theremova of aroute from the IP routing table by EIGRP

3. Routerl has a Frame Relay access link attached to its sO/0 interface. Routerl hasaPVC
connecting it to Router3. What action triggers Router3 to send an InARP message over the
PV C to Routerl?

a. Receipt of a CDP multicast on the PV C connected to Routerl

b. Receipt of an INARP request from Routerl

c. Receipt of apacket that needs to be routed to Routerl

d. Receipt of aFrame Relay message stating the PV C to Routerl is up

4. Three routers are attached to the same Frame Relay network, have a full mesh of PV Cs, and
use IP addresses 10.1.1.1/24 (R1), 10.1.1.2/24 (R2), and 10.1.1.3 (R3). R1 hasits | P address
configured onitsphysical interface; R2 and R3 havetheir | P addresses configured on multipoint
subinterfaces. Assuming all the Frame Relay PV Cs are up and working, and the router
interfaces have been administratively enabled, which of the following is true?

a. Rlcanping 10.1.1.2.
b. R2 cannot ping 10.1.1.3.
c. R3canping 10.1.1.2.

d. Inthiscase, R1 must rely on mapping vialnARP to be able to ping 10.1.1.3.
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5. Threerouters are attached to the same Frame Relay network, with a partial mesh of PVCs:
R1-R2 and R1-R3. The routers use |P addresses 10.1.1.1/24 (R1), 10.1.1.2/24 (R2), and
10.1.1.3/24 (R3). R1 hasits 1P address configured on itsphysical interface; R2 hasits| P address
configured on a multipoint subinterface; and R3 hasits | P address configured on a point-to-
point subinterface. Assuming all the Frame Relay PV Cs are up and working, and the router
interfaces have been administratively enabled, which of the following is true? Assume no
frame-relay map commands have been configured.

a. Rlcanping 10.1.1.2.
b. R2canping 10.1.1.3.
c. R3canping10.1.1.1.
d. R3'sping 10.1.1.2 command resultsin R3 not sending the ICMP Echo packet.
e. R2'sping 10.1.1.3 command resultsin R2 not sending the ICMP Echo packet.

6. Routerl has an OSPF-learned route to 10.1.1.0/24 asits only route to a subnet on classA
network 10.0.0.0. It aso has a default route. When Routerl receives a packet destined for
10.1.2.3, it discards the packet. Which of the following commands would make Routerl
use the default route for those packetsin the future?

a. ip classless subcommand of router ospf
b. noip classful subcommand of router ospf
c. ip classlessglobal command

d. noip classlessgloba command

e. noip classful global command

7. Which of thefollowing commandsis used on a Cisco |OS Layer 3 switch to use theinterface
as arouted interface instead of a switched interface?

a. ip routing global command

b. ip routing interface subcommand

c. ip addressinterface subcommand

d. switchport access layer-3 interface subcommand
e. no switchport interface subcommand
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8.

10.

On aCisco 3550 switch with Enterprise Edition software, thefirst line of the output of ashow
interface vlan 55 command lists the state as“Vlan 55 is down, line protocol is down down.”
Which of the following might be causing that state to occur?

a.
b.

C.

VLAN interface has not been no shut yet.
Theip routing global command is missing from the configuration.

On at least one interface in the VLAN, a cable that was previously plugged in has been
unplugged.

VTP mode is set to transparent.
TheVLAN has not yet been created on this switch.

Imagine aroute map used for policy routing, in which the route map has a set inter face default
serial0/0 command. Seria 0/0 is a point-to-point link to another router. A packet arrives at this
router, and the packet matches the policy routing route-map clause whose only set command
isthe one just mentioned. Which of the following general characterizationsistrue?

a.

The packet will be routed out interface sO/0; if sSO/0 is down, it will be routed using the
default route from the routing table.

The packet will be routed using the default route in the routing table; if thereis no
default, the packet will be routed out s0/0.

The packet will be routed using the best match of the destination address with the
routing table; if no match is made, the packet will be routed out sO/0.

The packet will be routed out interface sO/0; if sO/0 is down, the packet will be
discarded.

Router1 has an fa0/0 interface and two point-to-point WAN links back to the core of the
network (s0/0 and s0/1, respectively). Routerl accepts routing information only over s0/0,
which Routerl uses asits primary link. When s0/0 fails, Router1 uses policy routing to
forward the traffic out the relatively slower sO/1 link. Which of the following set commands
in Routerl's policy routing route map could have been used to achieve this function?

a.
b.

C.

set ip default next-hop
set ip next-hop
set ip default interface
set ip interface
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Foundation Topics

IP Forwarding

IP forwarding, or IP routing, is simply the process of receiving an |P packet, making a decision
of where to send the packet next, and then forwarding the packet. The forwarding process needs
to be relatively simple, or at least streamlined, for arouter to forward large volumes of packets.
Ignoring the details of several Cisco optimizations to the forwarding process for amoment, the
internal forwarding logic in arouter works basically as shown in Figure 7-1.

Figure 7-1 Forwarding Process at Router3, Destination Server1
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The following list summarizes the key steps shown in Figure 7-1.

KEY 1. A router receives the frame and checks the received frame check sequence (FCS); if errors
POINT occurred, the frame is discarded. The router makes no attempt to recover the lost packet.

2. If noerrorsoccurred, the router checks the Ethernet Typefield for the packet type, and extracts
the packet. The Data Link header and trailer can now be discarded.

3. Assumingan I P packet, therouter checksits| P routing tablefor the most specific prefix match
of the packet’s destination | P address.
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4. The matched routing table entry includes the outgoing interface and next-hop router; this
information points the router to the adjacency information needed to build anew Data Link
frame.

5. Before creating a new frame, the router updates the IP header TTL field, requiring a
recomputation of the |P header checksum.

6. Therouter encapsulates the IP packet in a new Data Link header (including the destination
address) and trailer (including anew FCS) to create a new frame.

The preceding list is ageneric view of the process; next, afew words on how Cisco routers can
optimize the routing process by using Cisco Express Forwarding (CEF).

Process Switching, Fast Switching, and Cisco Express Forwarding

Steps 3 and 4 from the generic routing logic shown in the preceding section are the most
computation-intensive tasks in the routing process. A router must find the best route to use for
every packet, requiring some form of table lookup of routing information. Also, anew Data Link
header and trailer must be created, and the information to put in the header (like the destination
Data Link address) must be found in another table.

Cisco has created several different methods to optimize the forwarding processing inside routers,
termed switching paths. This section examinesthetwo most likely methodsto exist in Cisco router
networks today: fast switching and CEF.

With fast switching, thefirst packet to aspecific destination | P addressis process switched, meaning
that it follows the same general agorithm asin Figure 7-1. With the first packet, the router adds an
entry to the fast-switching cache, sometimes called the route cache. The cache has the destination

I P address, the next-hop information, and the data link header information that needs to be added to
the packet before forwarding (asin Step 6 in Figure 7-1). Future packets to the same destination
address match the cache entry, so it takes the router less time to process and forward the packet.

Although it is much better than process switching, fast switching has afew drawbacks. The first
packet must be process switched. The cache entries are timed out relatively quickly, because

otherwise the cache could get overly large as it has an entry per each destination address, not per
destination subnet/prefix. Also, load balancing can only occur per destination with fast switching.

CEF overcomes the main shortcoming of fast switching. CEF optimizes the route lookup process
by using aconstruct called the Forwarding I nformation Base (FI1B). The FIB containsinformation
about al theknown routesin therouting table. Rather than use atable that isupdated when new flows
appear, as did Cisco's earlier fast-switching technology, CEF loads FIB entries as routes are added
and removed from the routing table. CEF does not have to time out the entriesin the FIB, does not
require the first packet to a destination to be process switched, and allows much more effective
load balancing over equal-cost routes.
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When anew packet arrives, CEF routersfirst search the FIB. Cisco designed the CEF FIB structure
asaspecia kind of tree, called an mitrie, that significantly reduces the time taken to match the
packet destination address to the right CEF FIB entry.

The matched FIB entry points to an entry in the CEF adjacency table. The adjacency tablelists
the outgoing interface, along with all the information needed to build the Data Link header and
trailer before sending the packet. When arouter forwards apacket using CEF, it easily and quickly
finds the corresponding CEF FIB entry, after which it has a pointer to the adjacency table entry—
which tells the router how to forward the packet.

Table 7-2 summarizes afew key points about the three main options for router switching paths.

Table 7-2 Matching Logic and Load-Balancing Options for Each Switching Path

KEY
POINT

Tables that Hold the
Switching Path | Forwarding Information Load-Balancing Method
Process switching | Routing table Per packet
Fast switching Fast-switching cache (per flow route Per destination |P address
cache)
CEF FIB and adjacency tables Per a hash of the packet source and
destination, or per packet

Theip cef global configuration command enables CEF for all interfaces on a Cisco router. The
no ip route-cache cef interface subcommand can then be used to selectively disable CEF on an
interface. On many of the higher-end Cisco platforms, CEF processing can be distributed to the
linecards. Similarly, Cisco multilayer switches use CEF for Layer 3 forwarding, by loading CEF
tablesinto the forwarding ASICs.

Building Adjacency Information: ARP and Inverse ARP

The CEF adjacency table entries list an outgoing interface and a Layer 2 and Layer 3 address
reachable viathat interface. The table also includes the entire data link header that should be used
to reach that next-hop (adjacent) device.

The CEF adjacency table must be built based on the IP routing table, plus other sources. The IP
routing table entries include the outgoing interfaces to use and the next-hop device's | P address.
To complete the adjacency table entry for that next hop, the router needsto know the DataLink layer
addressto useto reach the next device. Once known, the router can build the CEF adjacency table
entry for that next-hop router. For instance, for Router3 in Figure 7-1 to reach next-hop router
172.31.13.1 (Routerl), out interface s0/0.3333, Router3 needed to know the right Data-Link
connection identifier (DLCI) to use. So, to build the adjacency table entries, CEF usesthe IPARP
cache, Frame Relay mapping information, and other sources of Layer 3-to-Layer 2 mapping
information.
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First, aquick review of IPARP. The ARP protocol dynamically learnsthe M AC address of another
IP host on the same LAN. The host that needs to learn the other host's MAC address sends an ARP
request, sent to the LAN broadcast address, hoping to receive an ARP reply (aLAN unicast) from
the other host. The reply, of course, supplies the needed MAC address information.

Frame Relay Inverse ARP

IPARPiswidely understood and relatively simple. As aresult, it is hard to ask difficult questions

about ARP on an exam. However, the topics of Frame Relay Inverse ARP (INARP), itsuse, defaullts,
and when static mapping must be used lend themsel vesto being the source of tricky exam questions.
S0, this section covers Frame Relay InARP to show some of the nuances of when and how it is used.

INARP discovers the DLCI to use to reach a particular adjacent IP address. However, as the term
Inverse ARP implies, the process differs from ARP on LANSs; with INARRP, routers already know
the Data Link address (DL CI), and need to learn the corresponding | P address. Figure 7-2 shows
an example INARP flow.

Figure 7-2 Frame Relay InARP

KEY
POINT

172.31.124.4 172.31.124.2
N’C\l —
LMI Status: [ N~~~ MI Status:

DLCI 200 up DLCI 400 up
< —_—>
[[InARP: Iam 172.31.124.4 | [[InARP: 1am 172.31.124.2 ]
—_— -«

Unlike on LANSs, a packet does not need to arrive at the router to trigger the INARP protocol;
instead, an LMI status message triggers INARP. After receiving an LMI PV C Up message, each
router announces its own IP address over the VC, using an INARP message, as defined in RFC
1293. Interestingly, if you disable LMI, then the InARP process no longer works, because nothing
triggers arouter to send an INARP message.

NOTE Inproduction Frame Relay networks, the configuration detailsare chosen to purposefully
avoid some of the pitfallsthat are covered in the next several pages of this chapter. For example,
when using mainly point-to-point subinterfaces, with adifferent subnet per VC, all the problems
described in the rest of the Frame Relay coverage in this chapter can be avoided.

While INARP itself is relatively simple, implementation details differ based on the type of
subinterface used in arouter. For a closer look at implementation, Figure 7-3 shows an example
Frame Relay topology with apartial mesh and asingle subnet, in which each router usesadifferent
interface type for its Frame Relay configuration. (You would not typically choose to configure
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Frame Relay on physical, point-to-point and multi point subinterfacesin the same design—indeed,
it wreaks havoc with routing protocols if you do so. This example does so just to show in more
detail in the examples how INARP really works.) Example 7-1 points out some of the basic show
and debug commandsrelated to Frame Relay InARP, and one of the odditiesabout INARPrelating
to point-to-point subinterfaces.

Figure 7-3 Frame Relay Topology for Frame Relay InARP Examples
172.31.134.0/24

~(DLCI 300 -~~~ ) DLCI 100

Physical _- -
1344 _-
’/

o
7 -

~ 7
R4 ' DLCI 400

NOTE All figures with Frame Relay networks in this book use Global DLCI conventions
unless otherwise stated. For instance, in Figure 7-3, DL CI 300 listed beside Router3 meansthat,
dueto Local DLCI assignment conventions by the service provider, all other routers (like
Router4) use DL CI 300 to address their respective V Cs back to Router3.

Example 7-1 Frame Relay InNARP show and debug Commands

! First, Routeri1 configures Frame Relay on a multipoint subinterface.
Routeri1# sh run

! Lines omitted for brevity
interface Serial@/o

encapsulation frame-relay

interface Serial@/0.11 multipoint

ip address 172.31.134.1 255.255.255.0

frame-relay interface-dlci 300

frame-relay interface-dlci 400

! Lines omitted for brevity

! Next, the serial interface is shut and no shut, and the earlier InARP entries
! are cleared, so the example can show the InARP process.

Routeri# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Routeri(config)# int s 0/0

Routert(config-if)# do clear frame-relay inarp

Router1(config-if)# shut

Routert(config-if)# no shut

Routeri(config-if)# ~Z

continues
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Example 7-1 Frame Relay InNARP show and debug Commands (Continued)

KEY
POINT

KEY
POINT

! and Router4, respectively).
Routeri# debug frame-relay events

Messages resulting from the debug frame-relay event command show the
received INARP messages on Routeri. Note the hex values OxAC1F8603 and
O0xAC1F8604, which in decimal are 172.31.134.3 and 172.31.134.4 (Router3

*Mar 1 00:09:45.334: Serial@/0.11: FR ARP input

*Mar 1 00:09:45.334: datagramstart = 0x392BAQE, datagramsize = 34
*Mar 1 00:09:45.334: FR encap = 0x48C10300

*Mar 1 00:09:45.334: 80 00 00 00 08 06 00 OF 08 00 02 04 00 09 00 00
*Mar 1 00:09:45.334: AC 1F 86 03 48 C1 AC 1F 86 01 01 02 00 00

*Mar 1 00:09:45.334:

*Mar 1 00:09:45.334: Serial@/0.11: FR ARP input

*Mar 1 00:09:45.334: datagramstart = 0x392B8CE, datagramsize = 34
*Mar 1 00:09:45.338: FR encap = 0x64010300

*Mar 1 00:09:45.338: 80 00 00 00 08 06 00 OF 08 00 02 04 00 09 00 00
*Mar 1 00:09:45.338: AC 1F 86 04 64 01 AC 1F 86 01 01 02 00 00

! Next, note the show frame-relay map command output does include a "dynamic"

! keyword, meaning that the entries were learned with InARP.
Routeri1# show frame-relay map
Serial®/0.11 (up): ip 172.31.134.3 dlci 300(0x12C,0x48C0), dynamic,
broadcast,, status defined, active
Serial@/@0.11 (up): ip 172.31.134.4 dlci 400(0x190,0x6400), dynamic,
broadcast,, status defined, active
! On Router3, show frame-relay map only lists a single entry as well, but
! the format is different. Because Router3 uses a point-to-point subinterface,
! the entry was not learned with InARP, and the command output does not include
! the word "dynamic." Also note the absence of any Layer 3 addresses.
Router3# show frame-relay map
Serial®/0.3333 (up): point-to-point dlci, dlci 100(0x64,0x1840),
status defined, active

broadcast

NOTE Example 7-1 included the use of the do command inside configuration mode. The
do command, followed by any exec command, can be used from inside configuration mode to
issue an exec command, without having to |eave configuration mode.

The example show commands from Router1 detail the fact that InARP was used; however, thelast
show command in Example 7-1 details how Router3 actually did not use the received INARP
information. Cisco 10S Software knows that only one VC is associated with a point-to-point
subinterface; any other 1P hostsin the same subnet as a point-to-point subinterface can be reached
only by that single DLCI. So, any received InNARP information related to that DLCI is unnecessary.

For instance, whenever Router3 needs to forward a packet to Routerl (172.31.134.1), or any other
host in subnet 172.31.134.0/24, Router3 already knows from its configuration to send the packet
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over the only possible DLCI on that point-to-point subinterface—namely, DLCI 100. So, although
all three types of interfaces used for Frame Relay configuration support INARP by default, point-
to-point subinterfaces ignore the received INARP information.

Static Configuration of Frame Relay Mapping Information
InFigure 7-3, Router3 already knows how to forward framesto Router4, but the reverseisnot true.
Router3 uses logic like this: “For packets needing to get to a next-hop router that isin subnet
172.31.124.0/24, send them out the one DL CI on that point-to-point subinterface—DLCI 100.”
The packet then goes over that VC to Routerl, which in turn routes the packet to Router4.

In the admittedly poor design shown in Figure 7-3, however, Router4 cannot use the same kind of
logic as Router3, as its Frame Relay details are configured on its physical interface. To reach
Router3, Router4 needs to send frames over DLCI 100 back to Routerl, and let Routerl forward
the packet on to Router3. In this case, INARP does not help, because INARP messages only flow
across aVC, and are not forwarded; note that there is no VV C between Router4 and Router3.

The solution isto add aframe-relay map command to Router4’s configuration, as shown in
Example 7-2. The exampl e begins before Router4 has added the frame-relay map command, and
then shows the results after having added the command.

Example 7-2 Using the frame-relay map Command—Router4

! Router4 only lists a single entry in the show frame-relay map command

! output, because Router4 only has a single VC, which connects back to Routeri.
! With only 1 VC, Router4 could only have learned of 1 other router via InARP.
Router4# sh run

! lines omitted for brevity
interface Serial0/0

ip address 172.31.134.4 255.255.255.0

encapsulation frame-relay

Router4# show frame-relay map
Serial@®/@ (up): ip 172.31.134.1 dlci 100(0x64,0x1840), dynamic,

broadcast,, status defined, active

! Next, proof that Router4 cannot send packets to Router3's Frame Relay IP address.
Router4# ping 172.31.134.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.31.134.3, timeout is 2 seconds:

Success rate is 0 percent (0/5)

! Next, static mapping information is added to Router4 using the frame-relay map
interface subcommand. Note that the command uses DLCI 100, so that any packets
sent by Router4 to 172.31.134.3 (Router3) will go over the VC to Routeri, which
will then need to route the packet to Router3. The broadcast keyword tells

continues
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Example 7-2 Using the frame-relay map Command—Router4 (Continued)

! Router4 to send copies of broadcasts over this VC.

Router4# conf t

Enter configuration commands, one per line. End with CNTL/Z.
Router4(config)# int s0/0

Router4(config-if)# frame-relay map ip 172.31.134.3 100 broadcast
Router4(config-if)# ~Z

Router4# ping 172.31.134.3

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 172.31.134.3, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 20/20/20 ms

NOTE Remember, Router3 did not need aframe-relay map command, dueto the logic used
for a point-to-point subinterface.

Keep in mind that you probably would not choose to build a network like the one shown in
Figure 7-3 using different subinterface types on the remote routers, nor would you typically put
all three non-fully-meshed routers into the same subnet unless you were seriously constrained

in your |P address space.

In caseswhere you do use atopology like that shown in Figure 7-3, you can use the configuration
described in the last few pages. Alternatively, if both Router3 and Router4 had used multipoint
subinterfaces, they would both have needed frame-relay map commands, because these two
routers could not have heard InARP messages from the other router. However, if both Router3 and
Router4 had used point-to-point subinterfaces, neither would have required aframe-relay map
command, due to the “use thisVC to reach all addressesin this subnet” logic.

Disabling INARP
In most cases for production networks, using INARP makes sense. However, INARP can be

disabled on multipoint and physical interfaces using the no frame-relay inver se-ar p interface
subcommand. INARP can be disabled for all VCs on the interface/subinterface, all VCson the
interface/subinterface for aparticular Layer 3 protocol, and even for aparticular Layer 3 protocol
per DLCI.

Interestingly, the no frame-relay inver se-ar p command not only tells the router to stop sending
INARP messages, but also tells the router to ignore received InNARP messages. For instance, the
no frame-relay inverse-arp ip 400 subinterface subcommand on Router1 in Example 7-2 not
only prevents Router1 from sending InARP messages over DL CI 400 to Router4, but also causes
Router1 to ignore the INARP received over DLCI 400.
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Table 7-3 summarizes some of the key details about Frame Relay Inverse ARP settingsin 10S.

Table 7-3 Facts and Behavior Related to InNARP

KEY
POINT

Fact/Behavior Point-to-Point Multipoint or Physical
Does INARP require LMI? Always Always

Is INARP enabled by default? Yes Yes

Can InNARP be disabled? No Yes

Ignores received INARP messages? Always1 When INARP is disabled

Ipgint-to-point interfaces ignore InA RP messages because of their “send all packets for addressesin this subnet using
the only DLCI on the subinterface” logic.

Classless and Classful Routing

KEY
POINT

So far this chapter has reviewed the basic forwarding process for | P packetsin a Cisco router. The
logic requires matching the packet destination with the routing table, or with the CEF FIB if CEF
is enabled, or with other tables for the other options Cisco uses for route table lookup. (Those
options include fast switching in routers and NetFlow switching in multilayer switches, both of
which populate an optimized forwarding table based on flows, but not on the contents of the
routing table.)

Classlessrouting and classful routing relate to the logic used to match the routing table, specifically
for when the default routeis used. Regardless of the use of any optimized forwarding methods (for
instance, CEF), the following statements are true about classless and classful routing:

m Clasdessrouting—When adefault route exists, and no specific match is made when comparing
the destination of the packet and the routing table, the default routeis used.

m Classful routing—When a default route exists, and the class A, B, or C network for the
destination | P address does not exist at al in the routing table, the default routeis used. If any
part of that classful network exists in the routing table, but the packet does not match any
of the existing subnets of that classful network, the router does not use the default route and
thus discards the packet.

Typically, classful routing works well in enterprise networks only when all the enterprise routes are
known by all routers, and the default is used only to reach the Internet-facing routers. Conversely,
for enterprise routersthat normally do not know all the routes—for instance, if aremote router has
only afew connected routes to network 10.0.0.0 and a default route pointing back to a core site—
classless routing is required. For instance, in an OSPF design using stubby areas, default routes
areinjected into the non-backbone areas, instead of advertising al routes to specific subnets. Asa
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result, classlessrouting isrequired in routersin the stubby area, because otherwise non-backbone
arearouters would not be able to forward packetsto al parts of the network.

Clasdess and classful routing logic is controlled by theip classless global configuration command.
Theip classless command enables classless routing, and the no ip classless command enables
classful routing.

NOTE Make sureto review Table 8-7 in Chapter 8, “RIP Version 2,” for a comparison of
classful addresses, classful routing, and classful routing protocols.

Multilayer Switching

Multilayer Switching (MLS) refers to the process by which aLAN switch, which operates at
least at Layer 2, also uses logic and protocols from layers other than Layer 2 to forward data.
The term Layer 3 switching refers specifically to the use of the Layer 3 destination address,
compared to the routing table (or equivalent), to make the forwarding decision. (The latest
switch hardware and software from Cisco uses CEF switching to optimize the forwarding of
packets at Layer 3.)

MLS Logic

KEY
POINT

Layer 3 switching configuration works similarly to router configuration—IP addresses are assigned
to interfaces, and routing protocols are defined. The routing protocol configuration works just like
arouter; however, theinterface configuration on ML S switchesdiffersdightly from routers, using
VLAN interfaces, routed interfaces, and PortChannel interfaces.

VLAN interfaces give aLayer 3 switch aLayer 3 interface attached to aVLAN. Cisco sometimes
refersto these interfaces as switched virtual interfaces (SVIs). To route between VLANS, aswitch
simply needs a virtual interface attached to each VLAN, and each VLAN interface needs an

| P address in the respective subnets used on those VLANS.

NOTE Althoughitisnot arequirement, thedevicesinaVLAN aretypically configuredinthe
same single IP subnet. However, you can use secondary |P addresses on VLAN interfaces to
configure multiple subnetsin one VLAN, just like on other router interfaces.

When using VLAN interfaces, the switch must take one noticeable but simple additional step
when routing a packet. Like typical routers, ML S makes a routing decision to forward a packet.
Aswith routers, the routes in an ML S routing table entry list an outgoing interface (aVLAN
interfaceinthiscase), aswell asanext-hop layer 3 address. The adjacency information (for example,



Multilayer Switching 187

the IP ARP table or the CEF adjacency table) liststhe VLAN number and the next-hop device's
MAC addressto which the packet should beforwarded—again, typical of normal router operation.

At thispoint, atrue router would know everything it needsto know to forward the packet. AnMLS
switch, however, then also needsto use Layer 2 logic to decide out which physical interface to
physically forward the packet. The switch will ssimply find the next-hop device'sMAC addressin
the CAM and forward the frame to that address based on the CAM.

Using Routed Ports and PortChannels with MLS
In some point-to-point topologies, VLAN interfaces are not required. For instance, when an
MLS switch connects to a router using a cable from a switch interface to arouter’'s LAN
interface, and the only two devices in that subnet are the router and that one physical interface
on the MLS switch, the MLS switch can be configured to treat that one interface as a routed
port. (Another typical topology for using router ports is when two MLS switches connect for
the purpose of routing between the switches, again creating a case with only two devicesin the
VLAN/subnet.)

A routed port on an ML S switch has the following characteristics:

m Theinterfaceisnotinany VLAN (not even VLAN 1).
m  The switch does not keep any Layer 2 switching table information for the interface.

m Layer 3 settings, such asthe |P address, are configured under the physical interface—just like
arouter.

m Theadjacency table lists the outgoing physical interface or PortChannel, which means that
Layer 2 switching logic is not required in these cases.

Ethernet PortChannels can be used as routed interfaces as well. To do so, as on physical routed
interfaces, the no switchport command should be configured. (For PortChannels, the physical
interfaces in the PortChannel must also be configured with the no switchport command.) Also,
when using a PortChannel as a routed interface, PortChannel load balancing should be based on
Layer 3 addresses because the Layer 2 addresses will mostly be the MAC addresses of the two
MLS switches on either end of the PortChannel. PortChannels may also be used as Layer 2
interfaceswhen doing MLS. In that case, VLAN interfaceswould be configured with | P address,
and the PortChannel would simply act as any other Layer 2 interface.
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Table 7-4 MLSLayer 3 Interfaces

KEY
POINT
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Table 7-4 lists some of the specifics about each type of Layer 3 interface.

Interface

Forwarding to Adjacent
Device

Configuration Requirements

VLAN interface

Uses Layer 2 logic and L2 MAC
address table

Create VLAN interface; VLAN
must also exist

Physical (routed) interface

Forwards out physical interface

Useno switchport command to
create arouted interface

PortChannel (switched)
interface

Not applicable; just used as
another Layer 2 forwarding path

No specia configuration; useful
in conjunction with VLAN
interfaces

PortChannel (routed)
interface

Balances across linksin
PortChannel

Needs no switchport command in
order to be used as arouted

interface; optionally change load-
balancing method

MLS Configuration
The upcoming MLS configuration exampleisdesigned to show all of the configuration options. The
network design is shown in Figures 7-4 and 7-5. In Figure 7-4, the physical topology is shown,
with routed ports, VLAN trunks, arouted PortChannel, and access links. Figure 7-5 shows the
same network, with aLayer 3 view of the subnets used in the network.

Figure 7-4 Physical Topology: Example Using MLS
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Figure 7-5 Layer 3 Topology View: Example Using MLS

Server 1

MLS

SO A 172.31.21.0024 e VLAN 11
ol

172.31.11.0/24

172.31.23.0/24

—
—~ 7
el

—

—— 172.31.22.0/24 e
e I
Server 4
| @ — VLAN Interface x | D
P
Server 2

A few design points bear discussion before jumping into the configuration. First, SW1 and SW2
need Layer 2 connectivity to support trafficin VLANs 11 and 12. In other words, you need aL ayer 2
trunk between SW1 and SW2, and for several reasons. Focusing on the Layer 2 portions of the
network on the right side of Figure 7-4, SW1 and SW2, both distribution ML S switches, connect
to SW3 and SW4, which are access layer switches. SW1 and SW2 are responsible for providing
full connectivity in VLANs 11 and 12. To fully take advantage of the redundant links, SW1 and
SW2 need aLayer 2 path between each other. Additionally, this design uses SW1 and SW2 as
Layer 3 switches, sothehostsin VLANs 11 and 12 will use SW1 or SW2 astheir default gateway.
For better availability, the two switches should use HSRP, VRRRP, or GLBP. Regardless of which
protocol is used, both SW1 and SW2 need to bein VLANSs 11 and 12, with connectivity in those
VLANS, to be effective as default gateways.

Inaddition to aLayer 2 trunk between SW1 and SW2, to provide effective routing, it makes sense
for SW1 and SW2 to have arouted path between each other as well. Certainly, SW1 needsto be
able to route packetsto router R1, and SW2 needsto be ableto route packetsto router R2. However,
routing between SW1 and SW2 allows for easy convergence if R1 or R2 fails.

Figure 7-4 showstwo alternatives for routed connectivity between SW1 and SW2, and one option
for Layer 2 connectivity. For Layer 2 connectivity, aVLAN trunk needs to be used between the
two switches. Figure 7-4 shows apair of trunks between SW1 and SW2 (labeled with acircled T)
asalayer 2 PortChannel. The PortChannel would support the VLAN 11 and 12 traffic.

To support routed traffic, the figure shows two alternatives: simply route over the Layer 2
PortChannedl using VLAN interfaces, or use a separate routed PortChannel. Firgt, to usethe Layer 2
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PortChannel, SW1 and SW2 could ssimply configure VLAN interfacesin VLANs 11 and 12. The
alternative configuration uses a second PortChannel that will be used as a routed PortChannel.
However, the routed PortChannel does not function asal ayer 2 path between the switches, so the
original Layer 2 PortChannel must still be used for Layer 2 connectivity. Upcoming Example 7-3
shows both configurations.

Finally, aquick comment about PortChannels is needed. This design uses PortChannels between
the switches, but they are not required. Most links between switches today use at least two links
in a PortChannel, for the typical reasons—better availability, better convergence, and less STP
overhead. This design includes the PortChannel to point out asmall difference between the routed
interface configuration and the routed PortChannel configuration.

Example 7-3 shows the configuration for SW1, with some details on SW2.

Example 7-3 MLSRelated Configuration on Switchl

! Below, note that the switch is in VTP transparent mode, and VLANs 11 and 12 are
! configured, as required. Also note the ip routing global command, without which
! the switch will not perform Layer 3 switching of IP packets.
vlan 11
!
vlan 12
! The ip routing global command is required before the MLS will perform
! Layer 3 forwarding.
ip routing
!
vtp domain CCIE-domain
vtp mode transparent
! Next the no switchport command makes PortChannel a routed port. On a routed
! port, an IP address can be added to the interface.
interface Port-channel1
no switchport
ip address 172.31.23.201 255.255.255.0
! Below, similar configuration on the interface connected to Routert.
interface FastEtherneto/1
no switchport
ip address 172.31.21.201 255.255.255.0
! Next, the configuration shows basic PortChannel commands, with the
! no switchport command being required due to the same command on PortChannel.
interface GigabitEthernet®/1
no switchport
no ip address
channel-group 1 mode desirable
!
interface GigabitEthernet0/2
no switchport

no ip address
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Example 7-3 MLSRelated Configuration on Snitchl (Continued)

channel-group 1 mode desirable

! Next, interface VLAN 11 gives Switch1 an IP presence in VLAN11. Devices in VLAN
! 11 can use 172.31.11.201 as their default gateway. However, using HSRP is

! better, so Switch1 has been configured to be HSRP primary in VLAN11, and Switch2
! to be primary in VLAN12, with tracking so that if Switch1 loses its connection
! to Routeri, HSRP will fail over to Switch2.

interface Vl1anii

ip address 172.31.11.201 255.255.255.0

no ip redirects

standby 11 ip 172.31.11.254

standby 11 priority 90

standby 11 track FastEthernet@/1

! Below, VLAN12 has similar configuration settings, but with a higher (worse)

! HSRP priority than Switch2's VLAN 12 interface.
interface Vl1an12

ip address 172.31.12.201 255.255.255.0

no ip redirects

standby 12 ip 172.31.12.254

standby 12 priority 110

standby 12 track FastEthernet@/1

NOTE For MLSswitchesto routeusingVLAN interfaces, two other actionsarerequired: The
corresponding VLANSs must be created, and the ip routing global command must have been
configured. (ML S switches will not perform Layer 3 routing without the ip routing command,
whichisnot enabled by default.) If theVLAN interfaceis created before either of those actions,
theVLAN interface sitsin a*“down and down” state. If the VLAN is created next, theVLAN
interfaceisinan“up and down” state. Finaly, after adding theip routing command, the interface
isinan “up and up” state.

As stated earlier, the routed PortChannel is not required in thistopology. It was included to show
an example of the configuration, and to provide a backdrop from which to discuss the differences.
However, as configured, SW1 and SW2 are Layer 3 adjacent over the routed PortChannel aswell
asviatheir VLAN 11 and 12 interfaces. So, they could exchange | GP routing updates over three
separate subnets. In such adesign, the routed PortChannel was probably added so that it would be
thenormal Layer 3 path between SW1 and SW2; care should betaken to tune the | GPimplementation
so that this route is chosen instead of the routes over the VLAN interfaces.

Policy Routing

All the optionsfor IP forwarding (routing) in this chapter had one thing in common: The destination
IP address in the packet header was the only thing in the packet that was used to determine how
the packet was forwarded. Policy routing allows a router to make routing decisions based on
information besides the destination | P address.
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Policy routing’slogic beginswith theip policy command on an interface. Thiscommand tells|OS
to process incoming packets with different logic before the normal forwarding logic takes place.
(To be specific, policy routing intercepts the packet after Step 2, but before Step 3, in the routing
process shown in Figure 7-1.) |OS compares the received packets using the r oute map referenced
intheip policy command. Figure 7-6 shows the basic logic.

Figure 7-6 Basic Policy Routing Logic

KEY Policy Match
POINT Routing Yes > 1st
Enabled? Clause?

Match

Permit )
Permit
2nd or ermit_o, | Route Based (()jn
Clause? Deny? set Comman
Deny
Match Y ——
Last > > estination Base
Clause? ves Routing (Normal)
' A

Y
Y

Specifying the matching criteriafor policy routing is relatively simple compared to defining the
routing instructions using the set command. The route maps used by policy routing must match
either based on referring to an ACL (numbered or named IP ACL, using the match ip address
command) or based on packet length (using the match length command). To specify the routing
instructions—in other words, where to forward the packet next—the set command is used.
Table 7-5 lists the set commands, and provides some insight into their differences.

Table 7-5 Policy Routing Instructions (set Commands)

Command Comments
set ip next-hop ip-address Next-hop addresses must be in a connected subnet; forwards to the
[...ip-address] first address in the list for which the associated interface is up.

set ip default next-hop ip-address | Same logic as previous command, except policy routing first
[...ip-address] attempts to route based on the routing table.
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Policy Routing Instructions (set Commands) (Continued)

Command Comments

set inter face interface-type Forwards packets using the first interface in the list that is up.
interface-number [. . . interface-

type interface-number]

set default interfaceinterface-type | Same logic as previous command, except policy routing first
interface-number [. . . interface- attempts to route based on the routing table.
type interface-number]

set ip precedence number | name | Sets | P precedence bits; can be decimal value or ASCII name.

set ip tos [number] Sets entire ToS byte; numeric value isin decimal.

Thefirst four set commandsin Table 7-5 are the most important ones to consider. Essentialy, you
set either the next-hop | P address or the outgoing interface. Use the outgoing interface option only
when it isunambiguous—for instance, do not refer to aLAN interface or multipoint Frame Relay
subinterface. Most importantly, note the behavior of the default keyword in the set commands.
Use of the default keyword essentially means that policy routing tries the default (destination
based) routing first, and resorts to using the set command details only when the router finds no
matching route in the routing table.

The remaining set commands set the bits inside the ToS byte of the packet; refer to Chapter 14,
“Classificationand Marking,” for moreinformation about the ToS byte and QoS settings. Note that
you can have multiple set commands in the same route-map clause. For instance, you may want
to define the next-hop 1P address and mark the packet’s ToS at the same time.

Figure 7-7 shows avariation on the same network used earlier in this chapter. Router3 and Router4
are now at the same site, connected to the same LAN, and each has PV Cs connecting to Routerl
and Router2.

Figure 7-7 Policy Routing Example on Router3
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Example 7-4 shows three separate policy routing configurations on Router3. The first
configuration forwards Telnet traffic over the PV C to Router2 (next hop 172.31.123.2). The next
configuration doesthe same thing, but thistime using the set inter face command. Thefinal option
shows a nhonworking case with Router3 specifying its LAN interface as an outgoing interface.

Example 7-4 Policy Routing Example on Router3

KEY
POINT

! Below, Router3 is configured with three route maps, one of which is enabled on
interface e0/0 with the ip policy route-map to-R2-nexthop command. The two
route maps that are not referenced in the ip policy command are used

! later in the configuration.
Router3# sh run

! Lines omitted for brevity
interface Ethernet0/0@

mac-address 0200.3333.3333

ip address 172.31.104.3 255.255.255.0

ip policy route-map to-R2-nexthop

[}
interface Serial@/0.32 point-to-point

ip address 172.31.123.3 255.255.255.0

frame-relay interface-dlci 200

!
interface Serial@/0.3333 point-to-point

ip address 172.31.134.3 255.255.255.0

frame-relay interface-dlci 100

!
access-list 111 permit tcp any any eq telnet

! This route-map matches all telnet, and picks a route through R2.
route-map to-R2-nexthop permit 10

match ip address 111

set ip next-hop 172.31.123.2

! This route-map matches all telnet, and picks a route out EQ/0.
route-map to-R4-outgoing permit 10

match ip address 111

set interface Ethernet0/0

! This route-map matches all telnet, and picks a route out S0/0.32.
route-map to-R2-outgoing permit 10

match ip address 111

set interface Serial0/0.32

! debugging is enabled to prove policy routing is working on Router3.
Router3# debug ip policy

Policy routing debugging is on

! Not shown, a Client3 tries to telnet to 172.31.11.201

! Below, a sample of the debug messages created for a single policy-routed packet.
06:21:57: IP: route map to-R2-nexthop, item 10, permit

06:21:57: IP: Ethernet@/0 to Serial0/0.32 172.31.123.2
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Example 7-4 Policy Routing Example on Router 3 (Continued)

! Next, Router3 uses a different route-map. This one sets the outgoing interface to
! S0/0.32. The Outgoing interface option works, because it is a point-to-point

! subinterface

Router3# conf t

Enter configuration commands, one per line. End with CNTL/Z.

Router3(config)# int e 0/0

Router3(config-if)# ip policy route-map to-R2-outgoing

Router3(config-if)# *Z

! Not shown, the same user with default gateway of Router3 tries to telnet again.

! Below, the sample debug messages are identical as the previous set of messages.
Pty

06:40:51: IP: route map to-R2-outgoing, item 10, permit

06:40:51: IP: Ethernet0/0 to Serial®/0.32 172.31.123.2

! Next, switching to a third route-map that sets the outgoing interface to E0/0.
Router3# conf t

Enter configuration commands, one per line. End with CNTL/Z.

Router3(config)# int e 0/0

Router3(config-if)# ip policy route-map to-R4-outgoing

Router3(config-if)# ~Z

! Not shown, the same user with default gateway of Router3 tries to telnet again.
Router3 actually sends an ARP request out e@/@, looking for

the IP address in the destination of the packet - 172.31.11.201, the address
to which the user is telnetting. Also below, Router3 shows that the ARP table
! entry for 172.31.11.201 is incomplete.

Router3# sh ip arp

Protocol Address Age (min) Hardware Addr Type Interface
Internet 172.31.11.201 @ Incomplete ARPA

Internet 172.31.104.3 — 0200.3333.3333 ARPA  Ethernet0/0
Internet 172.31.104.4 (1] 0200.4444.4444 ARPA Ethernet0/0

The first two route mapsin the example were relatively simple, with the last route map showing
why specifying amulti-access outgoing interface is problematic. In the first two cases, the telnet
works fine; to verify that it was working, the debug ip policy command was required.

The third route map (to-R4-outgoing) sets the output interface to Router3's EO/O interface. Because
Router3 does not have an associated next-hop | P address, Router3 sends an ARP request asking
for 172.31.11.201's MAC address. As shown in the show ip arp command output, Router3 never
completesits ARP entry. To work around the problem, assuming that the goal is to forward the
packets to Router4 next, the configuration in Router3 should refer to the next-hop | P address
instead of the outgoing interface EO/O.
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NOTE Policy Routing for this particular topology fails due to a couple of tricky side effects
of ARP. At first glance, you might think that the only thing required to make the to-R4-outgoing
policy work isfor R4 to enable proxy ARP. In fact, if R4 is then configured with anip proxy-
arp interface subcommand, R4 does indeed reply to R3'sARP for 172.31.11.201. R4 listsits
own MAC address in the ARP reply. However, R3 rejects the ARP reply, because of a basic
check performed on ARPs. R3's only | P route matching address 172.31.11.201 points over
the WAN interface, and routers check ARP replies to make sure they list a sensible interface.
From R3's perspective, the only sensible interface is one through which the destination might
possibly be reached. So, R3'slogic dictates that it should never hear an ARP reply regarding
172.31.11.201 coming in its fa0/0 interface, so R3 rejects the (proxy) ARP reply from R4. To
see all of thisworking in alab, re-create the topology, and use the debug ip arp and debug
policy commands.
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Foundation Summary

Table 7-6

Table 7-7

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
listed in the “Foundation Topics’ section of the chapter. Please take the time to read and study
the details in the “ Foundation Topics’ section of the chapter, as well asreview theitemsin the
“Foundation Topics’ section noted with a Key Point icon.

Table 7-6 liststhe protocols mentioned in or pertinent to this chapter and their respective standards
documents.

Protocols and Standards for Chapter 7

Name Standardized In
Address Resolution Protocol (ARP) RFC 826

Reverse Address Resolution Protocol (RARP) RFC 903

Frame Relay Inverse ARP (INARP) RFC 2390

Frame Relay Multiprotocol Encapsulation RFC 2427
Differentiated Services Code Point (DSCP) RFC 2474

Table 7-7 lists some of the key 10S commands related to the topicsin this chapter. (The command
syntax for switch commands was taken from the Catalyst 3550 Multilayer Switch Command
Reference, 12.1(20)EA2.) Router-specific commands were taken from the 10S 12.3 mainline
command reference.)

Command Reference for Chapter 7

Command Description

[no] ip classless Enables classless (ip classless) or classful (noip classless) forwarding
show ip arp EXEC command that displays the contents of the IPARP cache

show frame-relay map Router exec command that lists the mapping information between

Frame Relay DLCls and Layer 3 addresses

frame-relay interface-dici Configuration command that associates a particular DLCI with a
subinterface
[no] switchport Switch interface subcommand that toggles an interface between a L ayer

2 switched function (switchport) and arouted port (no switchport)

continues
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Command Reference for Chapter 7 (Continued)

Command

Description

clear frame-relay inarp

Router exec command that clears all INARP-learned entries from the
Frame Relay mapping table

[no] ip route-cache cef

Interface subcommand that enables or disables CEF switching on an
interface

[no] ip cef

Global configuration command to enable (or disable) CEF on all
interfaces

debug frame-relay events

Displays messages about various events, including InARP messages

show frame-relay map

Displays information about Layer 3 to Layer 2 mapping with Frame
Relay

frame-relay map protocol
protocol-address { dlci}
[broadcast] [ietf | cisco]

Interface subcommand that maps a Layer 3 addressto aDLCI

[no] frame-relay inver se-
arp [protocol] [dlci]

Interface subcommand that enables or disables INARP

[no] ip routing

Enables I P routing; defaultsto no ip routing on a multilayer switch

ip policy route-map
map-tag

Router interface subcommand that enables policy routing for the
packets entering the interface

Refer to Table 7-5 for the list of set commands related to policy routing.

Memory Builders

The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly

broad set of topics. This section provides some basic tools to help you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory

First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets

of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,

simply fill in the tables from memory, checking your answers when you review the “ Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD

in the back of the book, or at http://www.ciscopress.com/title/1587201410.
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Definitions
Next, take a few moments to write down the definitions for the following terms:

policy routing, process switching, CEF, MLS, ARP, proxy ARP, routed interface,
INARR, fast switching, TTL, classlessrouting, classful routing, FIB, adjacency table,
control plane, switched interface, data plane, IP routing, IP forwarding

Refer to the CD-based glossary to check your answers.

Further Reading
For a good reference on load balancing with CEF, refer to http://cisco.com/en/US/partner/tech/
tk827/tk83L/technologies_tech note09186a0080094806.shtml. This website requires a CCO
account.
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RIP Version 2

Chapters 8 through 11 each focus on asingle routing protocol. This chapter covers Routing
Information Protocol (RIP) Version 2, including most of the features, concepts, and commands.
Chapter 11, “1GP Route Redistribution, Route Summarization, and Default Routing,” covers
some RIP details, in particular, route redistribution between RIP and other routing protocols,
and route summarization.

“Do | Know This Already?”” Quiz

Table 8-1 outlines the major headings in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 8-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section | Score
RIP Version 2 Basics 1-2

RIP Convergence and Loop Prevention 35

RIP Configuration 68

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1.  Which of the following items are true of RIP Version 2?

a. SupportsVLSM

b. SendsHellosto 224.0.0.9

c. Allowsfor route tagging

d. Definesinfinity as 255 hops
e. Authentication requires 3DES
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2. Inaninternetwork that solely uses RIP, once the network is stable and converged, which of
the following is true?

a. Routers send RIP updates every 30 seconds.
b. Routers send RIP updates every 90 seconds.
c. Routers send Hellos every 10 seconds, and send updates only when routes change.

d. A routing update sent out arouter’s SO/0 interface includes all RIP routesin the I P routing
table.

e. A RIPupdate'sroutes list the same metric asis shown in that router’s | P routing table.

3. R1previously had heard about only onerouteto 10.1.1.0/24, metric 3, viaan update received
on its 0/0 interface, so it put that route in its routing table. R1 gets an update from that same
neighboring router, but the same route now has metric 16. R1immediately sendsaRIP update
out SO/0 that advertisesametric 16 route for that same subnet. Which of thefollowing aretruefor
this scenario?

a. Split horizon must have been disabled on R1's sO/0 interface.
b. R1'supdateisatriggered update.
c. RI'smetric 16 route advertisement is an example of a poison reverse route.

d. Theincoming metric 16 route was the result of a counting-to-infinity problem.

4. Rlisinanetwork that uses RIPv2 exclusively, and RIP has learned dozens of subnetsvia
several neighbors. Which of the following commands display the current value of at least one
route’s Invalid timer?

a. show ip route

b. show ip rip database
c. debugiprip

d. debugip rip event

5. Rlisinanetwork that uses RIPv2 exclusively, and RIP has learned dozens of subnetsvia
severa neighbors. From privileged exec mode, the network engineer typesin the command
clear ip route. What happens?

a. R1removesall routesfrom its P routing table.
b. R1removesonly RIP routesfrom its IP routing table.

c. After the command, R1 will relearn its routes when the neighboring router’s Update
timers cause them to send their next updates.

d. R1immediately sends updates on al interfaces, poisoning al routes, so that al neighbors
immediately send triggered updates—which allow R1 to immediately relearn its routes.
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R1 will relearn its routes immediately by sending RIP requests out al its interfaces.

None of the other answers s correct.

6. R1haslearned aroute to 10.1.1.0/24 using RIPv2, which is R1’'s only working routing
protocol. Which of the following addresses point to information that definitively identifiesthe
I P address of the neighboring router from which R1 learned this route?

a.

b.
c.

d.

The“via’ IP address listed in aroute in the show ip route command output
The“from” |P address listed for aroute in the show ip route 10.1.1.0 command output
The“via’ IP addresslisted in aroute in the show ip rip database command output

The source IP address listed in the debug heading message, before the detailed output
listing each route, in messages from the debug ip rip command

7. R1 has been configured for RIPv2, including a network 10.0.0.0 command. Which of the
following statements are true about R1's RIP behavior?

a.
b.

C.

R1 will send advertisements out any of itsinterfaces in network 10.
R1 will process received advertisementsin any of itsinterfacesin network 10.

R1 will send updates only after receiving a RIP Hello message from a neighboring
router.

R1 can disable the sending of routing updates on an interface using the passive-inter face
interface subcommand.

R1 will advertise the subnets of any of its interfaces connected to subnets of network 10.

8. Which of the following represents a default setting for the Cisco |OS implementation of
RIPv2?

a.
b.

C.

Split horizon is enabled on all types of interfaces.
Split horizon is disabled on Frame Relay physical interfaces and multipoint subinterfaces.

The default authentication mode, normally set with theip rip authentication mode
interface subcommand, is MD5 authentication.

RIP will send triggered updates when a route changes.
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Foundation Topics

RIP Version 2 Basics

Table 8-2 RIP Feature Summary

KEY
POINT

RIPistheonly routing protocol covered on the CCIE Routing and Switching exam that isnot also
covered on the CCNP exams. Although covered on the CCNA exams, in years past, RIPv2 was
not part of CCNA, either. So, while many CCIE candidates might already know many of the
features and configuration options of RIP, many CCNPs have never really had to study or use
RIPv2 to any great extent in order to pass any Cisco exams. This chapter summarizes the protocol
features and gives specific examples of many RIPv2 concepts and configuration options.

Note that the Routing and Switching blueprint specifically lists RIPv2 but does not list RIPv1.
Regardless, just for completeness, some of the coverage in this chapter mentions the differences
between RIP Versions 1 and 2. Table 8-2 lists and briefly describes the RIP features, noting with
an asterisk those features that are found only in RIPv2.

Function Description

Transport UDP, port 520.

Metric Hop count, with 15 as the maximum usable metric, and 16 considered to be
infinite.

Hellointerval None; RIP relies on the regular full routing updates instead.

Update destination

Loca subnet broadcast (255.255.255.255) for RIPv1; 224.0.0.9 multicast for
RIPv2.

Updateinterval

30 seconds.

Full or partial updates

Full updates each interval. For on-demand circuits, allows RIP to send full
updates once, and then remain silent until changes occur, per RFC 2091. Full
updates each interval.

Triggered updates

Yes, when routes change.

Multiple routes to the
same subnet

Allowsinstalling 1 to 6 (default 4) equal-metric routes to the same subnet in a
single routing table.

Authentication*

Allows both plain-text and MD5 authentication.

Subnet mask in RIPv2 transmits the subnet mask with each route, thereby supporting VLSM,

updates* making RIPv2 classless. This feature also alows RIPv2 to support
discontiguous networks.

VLSM* Supported as aresult of the inclusion of subnet masks in the routing updates.
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RIP Feature Summary (Continued)

Function Description

Route Tags* Allows RIP to tag routes as they are redistributed into RIP.

Next Hop field* Supports the assignment of a next-hop IP address for aroute, allowing a router
to advertise a next-hop router that is different from itself.

* RIPv2-only features

RIP exchanges routes by sending RIP updates on each interface based on an Update timer (update
interval). A RIP router advertises its connected routes, as well as other RIP-learned routes that are
in therouter’s 1P routing table. Note that RIP does not keep a separate topology table. RIP routers
do not form neighbor relationships, nor do they use a Hello protocol—each router simply sends
updates, with destination address 224.0.0.9. (Note: RIPv1 uses broadcast address 255.255.255.255.)

RIPv2 uses the same hop-count metric as RIPv1, with 15 being the largest valid metric, and 16
considered to be infinity. Interestingly, a RIP router does not put its own metric in the route of a
sent routing update; rather, it first adds 1 to each metric when building the update. For instance,
if RouterA has aroute with metric 2, it advertises that route with metric 3—in effect, telling the
receiving router what its metric should be.

When Cisco RIP routers |earn multiple routes to the same subnet, the lowest-metric route is
chosen, of course. If multiple equal-hop routes exist, the router (by default) installs up to 4 such
routesin its routing table, or between 1 and 6 of such routes, based on the ip maximum-paths
number command under the router rip command.

RIP Convergence and Loop Prevention

The most interesting and complicated part of RIP relates to |oop-prevention methods used during
convergence after a route has failed. Some protocols, like OSPF, 1S-1S, and EIGRP, include loop
prevention as a side effect of their underlying route computations. However, RIP, like other
distance vector protocols, uses several loop-prevention tools. Unfortunately, theseloop-prevention
tools also significantly increase convergence time—afact that is certainly the biggest negative
feature of RIP, even for RIPv2. Table 8-3 summarizes some of the key features and terms rel ated
to RIP convergence, with further explanations following the table.

Table 8-3 RIP Features Related to Convergence and Loop Prevention

KEY
POINT

Function Description

Split horizon Instead of advertising all routes out a particular interface, RIP omits the routes whose
outgoing interface field matches the interface out which the update would be sent.

Triggered The immediate sending of a new update when routing information changes, instead of

update waiting for the Update timer to expire.

continues
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Table 8-3 RIP Features Related to Convergence and Loop Prevention (Continued)

Function Description

Route The process of sending an infinite-metric (hop count 16) route in routing updates

poisoning when that route fails.

Poison reverse | The act of advertising a poisoned route (metric 16) out an interface, but in reaction to
receiving that same poisoned route in an update received on that same interface.

Update timer The timer that specifies the time interval over which updates are sent. Each interface
uses an independent timer, defaulting to 30 seconds.

Holddown A per-route timer (default 180 seconds) that begins when aroute’s metric changesto a

timer larger value. The router does not add an alternative route for this subnet to its routing
table until the Holddown timer for that route expires.

Invalid timer A per-route timer that increases until it receives arouting update that confirms the
routeis still valid, upon which the timer isreset to O. If the updates cease, the Invalid
timer will grow until it reaches the timer setting (default 180 seconds), after which the
route is considered invalid.

Flush A per-route timer that is reset and grows with the Invalid timer. When the Flush timer

(Garbage) mark is reached (default 240 seconds), the router removes the route from the routing

timer table and accepts new routes to the failed subnet.

Therest of this section shows examples of the convergence features, using RIP show and debug
command output to show examples of their use. Figure 8-1 shows the sample internetwork that
is used in these examples of the various loop-prevention tools.

Figure 8-1 Sample Internetwork Used for Loop-Prevention Examples
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Converged Steady-State Operation
Example 8-1 shows a few details of R1's operation while all interfacesin Figure 8-1 are up and
working. The example lists the basic (and identical) RIP configuration on all four routers;
configuration will be covered in more detail later in the chapter. As configured, all four routersare
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using only RIPv2, on all interfaces shown in Figure 8-1. Read the commentsin Example 8-1 for
explanations of the output.

Example 8-1 Seady-Sate RIP Operation in Figure 8-1

! All routers use the same three lines of RIP configuration.
router rip

network 172.31.0.0

version 2

! Below, the show ip protocol command lists many of RIP's operational settings,
! including RIP timers, version used, and neighbors from which RIP updates have

! been received (listed as "Routing Information Sources").

R1# show ip protocol

Routing Protocol is "rip"
Sending updates every 30 seconds, next due in 24 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Redistributing: rip
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
FastEthernet0/0 2 2
Serial0/0.3 2 2

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:

172.31.0.0

Routing Information Sources:
Gateway Distance Last Update
172.31.11.2 120 00:00:15
172.31.13.2 120 00:00:08

Distance: (default is 120)

about 3 seconds between the above show ip protocols command and the upcoming
show ip route command, so the last update from 172.31.13.2 (above)

was 8 seconds; 3 seconds later, the Invalid timer for a route learned from

! 172.31.13.2 is now 11 seconds.

R1# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP

D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2

E1 - OSPF external type 1, E2 - OSPF external type 2

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route

Below, the current Invalid timer is listed by each RIP route. Note that it took

continues
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Example 8-1

o O >

R

R1#
172
172
172
172

172
[1]

Seady-Sate RIP Operation in Figure 8-1 (Continued)

Gateway of last resort is not set

172.31.0.0/16 is variably subnetted, 4 subnets, 2 masks
172.31.24.0/30 [120/1] via 172.31.11.2, 00:00:18, FastEthernet0/0
172.31.11.0/24 is directly connected, FastEthernet0/0
172.31.13.0/30 is directly connected, Serial0/0.3
172.31.103.0/24 [120/1] via 172.31.13.2, 00:00:11, Serial0/0.3

! Below, the show ip rip database command lists information for each route
| considered by RIP.

show ip rip database

.31.0.0/16 auto-summary

.31.11.0/24 directly connected, FastEthernet0/0
.31.13.0/30 directly connected, Serial0/0.3
.31.24.0/30

[1] via 172.31.11.2, 00:00:01, FastEthernet0/0

.31.103.0/24

via 172.31.13.2, 00:00:23, Serial0/0.3

NOTE Theshow ip rip database command listsal RIP learned routes, and all connected
routes that RIP is advertising.

Triggered (Flash) Updates and Poisoned Routes
When RIP knows for sure that aroute to a subnet has failed, RIPv2 can converge to an alternate
routetypically inlessthan aminute. Example 8-2 detail s the steps behind one such example, using
Figure 8-1, with the steps outlined in the following list (the comments in Example 8-2 refer to
these steps by number):

1.

2.

RIP debug messages show R1's RIP updates, including R1's use of split horizon.
R3's EO/Q interface is shut down, simulating afailure.

R3 immediately sends atriggered update (also called a flash update), because R3 knows for
sure that the route has failed. R3's advertised route is a poisoned route to 172.31.103.0/24.

R1limmediately (dueto triggered updates) advertises apoison reverseroute for 172.31.103.0/24,
back to R3, and sends atriggered update out its fa0/0 interface.

R1 removesits route to 172.31.103.0/24 from its routing table.

R1 waits for R2's next update, sent based on R2's Update timer on its fa0/0 interface. That
update includes aroute to 172.31.103.0/24. R1 adds that route to its routing table.
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Example 8-2 R1's Convergence for 172.31.103.0/24 upon R3's EO/O Interface Failure

! First, the debug ip rip command enables RIP debugging. This command will show

! messages that show every route in the sent and received updates.

R1# debug ip rip

RIP protocol debugging is on

! (Step 1) Below, the output exhibits split horizon—for example, 172.31.103.0/24
! is not advertised out s0/0.3, but it is advertised out fa0/0.

*Mar 3 22:44:08.176: RIP: sending v2 update to 224.0.0.9 via Serial@0/0.3 (172.31.13.1)
*Mar 3 22:44:08.176: RIP: build update entries

*Mar 3 22:44:08.176: 172.31.11.0/24 via 0.0.0.0, metric 1, tag 0

*Mar 3 22:44:08.176: 172.31.24.0/30 via 0.0.0.0, metric 2, tag 0

*Mar 3 22:44:12.575: RIP: sending v2 update to 224.0.0.9 via FastEthernet0/0 (172.31.11.1)
*Mar 3 22:44:12.575: RIP: build update entries

*Mar 3 22:44:12.575: 172.31.13.0/30 via 0.0.0.0, metric 1, tag 0

*Mar 3 22:44:12.575: 172.31.103.0/24 via 0.0.0.0, metric 2, tag 0

! Next, R1 receives a RIP update from R3. The metric 1 route in the update below

! is R1's best route, and is placed into R1's routing table. Note that the metric
! in the received update is R1's actual metric to reach the route.

*Mar 3 22:44:21.265: RIP: received v2 update from 172.31.13.2 on Serial0/0.3

*Mar 3 22:44:21.269: 172.31.24.0/30 via 0.0.0.0 in 2 hops

*Mar 3 22:44:21.269: 172.31.103.0/24 via 0.0.0.0 in 1 hops

! (Step 2) R3's EQ/0 interface is shut down at this point. (Not shown).

! (Step 3) Below, R1 receives a triggered update, with two poison routes from R3—
! the same two routes that R3 advertised in the previous routing update above.

! Note that the triggered update only includes changed routes, with full updates

! continuing on the same update interval.

*Mar 3 22:44:46.338: RIP: received v2 update from 172.31.13.2 on Serial@/0.3

*Mar 3 22:44:46.338: 172.31.24.0/30 via 0.0.0.0 in 16 hops (inaccessible)
*Mar 3 22:44:46.338: 172.31.103.0/24 via 0.0.0.0 in 16 hops (inaccessible)
| (Step 4) Above, R1 reacts to its receipt of poisoned routes, sending a triggered
! update out its fa@/0@ interface. Note that the debug refers to the triggered

! update as a flash update.

*Mar 3 22:44:48.341: RIP: sending v2 flash update to 224.0.0.9 via FastEthernet 0/0
(172.31.11.1)

*Mar 3 22:44:48.341: RIP: build flash update entries

*Mar 3 22:44:48.341: 172.31.103.0/24 via 0.0.0.0, metric 16, tag 0

! (Step 4) R1 also sends a triggered update out s@/0.3 to R3, which includes

! a poison reverse route to 172.31.103.0/24, back to R3. R1 does not send back a
! poison route to 172.31.24.0, because R1's route to 172.31.24.0 was

! pointing towards R2, not R3—so R1's route to 172.31.24.0/24 did not fail.
*Mar 3 22:44:48.341: RIP: sending v2 flash update to 224.0.0.9 via Serial®/0.3
(172.31.13.1)

! (Step 5) Below, note the absence of a route to 103.0/24 in R1's routing table.
R1# show ip route 172.31.103.0

% Subnet not in table

! (Step 6) Below, 23 seconds since the previous debug message, R2's next routing
! update arrives at R1, advertising 172.31.103.0/24. Following that, R1 now has
! a 2-hop route, through R2, to 172.31.103.0/24.

continues
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Example 8-2 R1's Convergence for 172.31.103.0/24 upon R3's EO/O Interface Failure (Continued)

*Mar 3 22:45:11.271: RIP: received v2 update from 172.31.11.2 on FastEthernet0/0
*Mar 3 22:45:11.271: 172.831.24.0/30 via 0.0.0.0 in 1 hops
*Mar 3 22:45:11.271: 172.31.103.0/24 via 0.0.0.0 in 2 hops
R1# show ip route 172.31.103.0
Routing entry for 172.31.103.0/24
Known via "rip", distance 120, metric 2
Redistributing via rip
Last update from 172.31.11.2 on FastEthernet@/0, 00:00:01 ago
Routing Descriptor Blocks:
* 172.31.11.2, from 172.31.11.2, 00:00:01 ago, via FastEthernet0/0@
Route metric is 2, traffic share count is 1

If you examine the debug message time stamps in Example 8-2, you will see that between 25 and
45 seconds passed from when R1 heard the poisoned routes until R1 heard R2's new routing
update with a now-best route to 172.31.103.0/24. While not on par with EIGRP or OSPF, this
convergence is reasonably fast for RIP,

NOTE Do not confuse the term triggered update with the term triggered extensions to RIP.
RFC 2091 defines how RIP can choose to send full updates only once, and then be silent, to
support demand circuits. The feature is enabled per interface by theip rip triggered interface
subcommand.

RIP Convergence When Routing Updates Cease
When arouter ceases to receive routing updates, RIP must wait for some timers to expire before
it decides that routes previoudly learned from the now-silent router can be considered to be failed
routes. To deal with such cases, RIP usesitsInvalid, Flush, and Holddown timersto prevent loops.
Coincidentally, RIP's convergence time increases to several minutes as a result.

Example 8-3 details just such a case, where R1 simply ceases to hear RIP updates from R3. (To
create the failure, R3's s0/0.1 subinterface was shut down, simulating failure of a Frame Relay
PV C.) The example uses the internetwork illustrated in Figure 8-1 again, and begins with all
interfaces up, and all four routes known in each of the four routers. The example follows this
sequence (the comments in Example 8-3 refer to these steps by number):

1. R3'ss0/0.1 subinterface fails, but R1's Frame Relay subinterface stays up—so R1 must use
itstimersto detect route failures.

2. RY'slInvalid and Flush timers for route 172.31.103.0/24 grow because it does not hear any
further updates from R3.

3. After theInvalid timer expires (180 seconds) for R1'sroute to 172.31.103.0/24, R1 begins a
Holddown timer for the route. Holddown starts at (default) 180 seconds, and counts down.
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4. TheFlush timer expires after atotal 240 seconds, or 60 seconds past the Invalid timer. Asa
result, R1 flushes the route to 172.31.103.0/24 from its routing table, which a so removesthe
Holddown timer for the route.

Example 8-3 R1 Ceasesto Hear R3's Updates: Invalid, Flush, and Holddown Timers Required

! First, the debug ip rip event command is used, which displays messages when

! updates are sent and received, but does not display the contents of the updates.
R1# debug ip rip event

RIP event debugging is on

(Step 1) Not Shown: R3's S0/0.1 subinterface is shut down.

(Step 2) Below, the Invalid timer for 172.31.103.0/24 has reached 35, meaning

! that 35 seconds have passed since the last received update from which this route
! was learned. An Invalid timer over 30 seconds means that at least one RIP

! update was not received.

R1# show ip route

Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route

Gateway of last resort is not set

172.31.0.0/16 is variably subnetted, 4 subnets, 2 masks
172.31.24.0/30 [120/1] via 172.31.11.2, 00:00:09, FastEthernet0/0
172.31.11.0/24 is directly connected, FastEthernet0/0
172.31.13.0/30 is directly connected, Serial0/0.3
172.31.103.0/24 [120/1] via 172.31.13.2, 00:00:35, Serial®/0.3
Below, one example set of debug messages are shown. (Many more debug messages
occurred while waiting for convergence, but those were omitted.) The messages
about R1's received updates from R2 occur every 30 seconds or so. The contents
include a 2-hop route to 172.31.103.0/24, which R1 ignores until the Flush timer
expires.
*Mar 3 21:59:58.921: RIP: received v2 update from 172.31.11.2 on FastEthernet0/0
*Mar 3 21:59:58.921: RIP: Update contains 2 routes
(Step 3) Below, the Invalid timer expires, roughly 3 minutes after the failure.
Note that the route is listed as "possibly down," which occurs when the
Invalid timer has expired but the Flush timer has not. Note that the show ip
! route command does not list the Flush timer settings, but the upcoming show
! ip route 172.31.103.0 command does.
R1# show ip route
Codes: C - connected, S - static, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2

- D O O 3

continues
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Example 8-3 R1 Ceasesto Hear R3'sUpdates: Invalid, Flush, and Holddown Timers Required (Continued)

i - IS-IS, su - IS-IS summary, L1 - IS-IS level-1, L2 - IS-IS level-2
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route

Gateway of last resort is not set

172.31.0.0/16 is variably subnetted, 4 subnets, 2 masks

172.31.24.0/30 [120/1] via 172.31.11.2, 00:00:20, FastEthernet0/0

172.31.11.0/24 is directly connected, FastEthernet0/0

172.31.13.0/30 is directly connected, Serial0/0.3

172.31.103.0/24 is possibly down,

routing via 172.31.13.2, Serial@/0.3

(Step 3) Next, the command shows the metric as inaccessible, meaning an
infinite metric, as well as the current Flush timer (3:23), which counts up.
Also, the Holddown timer for this route has started (at 180 seconds), with 159
seconds in its countdown. The Holddown timer prevents R1 from using the route
heard from R2.

DO O D

R1# show ip route 172.31.103.0
Routing entry for 172.31.103.0/24
Known via "rip", distance 120, metric 4294967295 (inaccessible)
Redistributing via rip
Last update from 172.31.13.2 on Serial®/0.3, 00:03:23 ago
Hold down timer expires in 159 secs
! (Step 4) Below, just after 4 minutes has passed, the Flush timer has expired,
! and the route to 172.31.103.0/24 has been flushed from the routing table.
R1# show ip route 172.31.103.0
% Subnet not in table

At the end of the example, the only remaining step for convergenceisfor R1 to receive R2's next
regular full routing update, which includes a two-hop route to 172.31.103.0/24. R2 will send that
update based on R2's regular update interval. R1 would place that route in its routing table,
completing convergence.

Notethat either the Flush timer or the Holddown timer must expire before new routing information
would be used in this case. Here, the Flush timer for route 172.31.103.0/24 expired first, resulting
in the route being removed from R1's routing table. When the route is flushed (removed), any
associated timers are also removed, including the Holddown timer. Had the Holddown timer been
smaller, and had it expired before the Flush timer, R1 would have been able to use the route
advertised by R2 at that point in time.

Convergence Extras
Convergence in Example 8-3 took alittle over 4 minutes, but it could be improved in some cases.
The RIP timers can be tuned with the timer s basic update invalid hold-down flush subcommand
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under router rip, although care should be taken when changing these timers. The timers should
be consistent across routers, and smaller valuesincrease the chance of routing loops being formed
during convergence.

Theclear ip route* command also speeds convergence by removing all routes from the routing
table, along with any per-route timers. In Example 8-3, theclear ip route 172.31.103.0 command
would have worked as well, just deleting that one route. Because the clear command bypasses
loop-prevention features by deleting the route and timers, it can be risky, but it certainly speeds
convergence. Also, after the clear command, R1 would immediately issue RIP request packets,
which cause the neighboring routersto send full routing updatesto R1, instead of waiting on their
next update time.

RIP Configuration

The second half of the chapter explains the majority of the options for configuring RIPv2. Make
sure to review thefull list of commands, and command syntax, listed in Table 8-6 of the* Foundation
Summary” section for this chapter.

Figure 8-2 shows the internetwork that will be used to demonstrate RIP configuration throughout
the rest of the chapter. Note that most of the subnets are part of network 172.31.0.0, except where
noted.

Figure 8-2 Sample Internetwork Used for RIP Configuration Examples

Network 172.31.0.0, Except where Shown
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The next three examples explain the configuration for the network in Figure 8-2. Before gathering
the output for the three examples, all the routers were configured based on the following design
goals:

Only RIPv2 is used, except as noted.

MD5 authenticationis used between S1, R1, and R2 onthe LAN. (Note: S1will beintentionally
misconfigured.)

Simple text authentication is used between R1 and R4.

S2 speaks only OSPF; only R2 will perform redistribution from OSPF into RIP, and advertise
over the LAN, to demonstrate RIP's next-hop feature.

R5's | P address on the Frame Relay cloud will be configured on the physical seria interface,
not a subinterface, to show the effect of the default behavior of no ip split-horizon.

Enabling RIP and the Effects of Autosummarization
Example 8-4 covers basic RIP configuration, the meaning and implication of the RIP network
command, and the effects of the default setting for autosummarization. To examine just those
functions, Example 8-4 shows the related RIP configuration on R1, R2, and R6, along with some
command output.

Example 8-4

Basic RIP Configuration on R1, R2, R4, and S1

R1

First, the three lines of configuration are the same on R1 and S1

(Point 1): the version 2 command tells R1 to send and receive only RIPv2
updates, and to ignore RIPvi updates. The network command must have a classful
network as the parameter.

router rip

version 2

network 172.31.0.0

Next, the configuration for R2 and R6 is shown, which includes a network 10.0.0.0
command, enabling RIP on their interfaces in network 10.0.0.0.

router rip

version 2

network 10.0.0.0

network 172.31.0.0

Below, R1 shows that only v2 updates are being sent and received, and that
autosummarization is in effect. Note also the Key-chain information for
authentication, which will be covered in a later example.

# sh ip protocol

Routing Protocol is "rip"

Sending updates every 30 seconds, next due in 26 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
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Example 8-4 Basic RIP Configuration on R1, R2, R4, and Sl (Continued)

Redistributing: rip
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
FastEthernet0/0 2 2 carkeys
Serial0/0.3 2 2

Serial0/0.4 2 2 anothersetofkeys
Serial0/0.6 2 2

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:
lines omitted for brevity
Below, the show ip route 10.0.0.0 command lists all of R1's known routes to
network 10.0.0.0; the only route is for 10.0.0.0/8, because R2 and R6
! automatically summarize (by default) at the classful network boundary.
R1# show ip route 10.0.0.0
Routing entry for 10.0.0.0/8

Known via "rip", distance 120, metric 1

Redistributing via rip

Last update from 172.31.11.2 on FastEthernet@/0, 00:00:01 ago

Routing Descriptor Blocks:

172.31.16.6, from 172.31.16.6, 00:00:08 ago, via Serial0/0.6
Route metric is 1, traffic share count is 1

* 172.31.11.2, from 172.31.11.2, 00:00:01 ago, via FastEthernet0/0

Route metric is 1, traffic share count is 1

A couple of pointsfrom this example need alittle more explanation. The RIP networ k command
only alowsfor aclassful network as a parameter, which in turn enables RIP on all of that router’s
interfaces that are part of that network. Enabling RIP on an interface makes the router begin
sending RIP updates, listening for RIP updates (UDP port 520), and advertising that interface’s
connected subnet.

Because the RIP networ k command has no way to simply match one interface at atime, aRIP
configuration may enable these three functions on an interface for which some or al of these
functions are not required. The three RIP functions can be individually disabled on an interface
with some effort. Table 8-4 lists these three functions, along with how to disable each feature.

Table 8-4 RIP Per-Interface Actions, and How to Disable Them Once Enabled

KEY
POINT

RIP Function How to Disable
Sending RIP updates Make the interface passive: configurerouter rip, followed by passive-
inter face type number

Listening for RIP updates | Filter all incoming routes using a distribute list

Advertising the Filter outbound advertisements on other interfaces using distribute lists,
connected subnet filtering an interface’s connected subnet
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Another way you can limit advertisements on multiaccess networks is to use the neighbor
ip-address RIP subcommand. This command tells RIP to send unicast RIP updates to that
neighbor. For instance, when using a multipoint Frame Relay subinterface, there may be four
routers reachable using that subinterface. If you want to send RIP updates to only one of them,
make the interface passive, and then use the neighbor command to cause RIP to send updates,
but only to that one neighbor.

RIP uses autosummarization at classful network boundaries by default. In Example 8-4, R2 and
R6 connect to parts of classful networks 10.0.0.0/8 and network 172.31.0.0/16. Advertisements
sent out interfacesin network 172.31.0.0/16 advertise a summarized route of the complete classA
network 10.0.0.0/8. In the example, R2 and R6 both advertise asummarized network 10.0.0.0to R1.
Asaresult, as seen with the show ip route 10.0.0.0 command on R1, R1 knows two equal-cost
routes to classful network 10.0.0.0. In this case, R1 would send some packets meant for subnet
10.1.106.0/24 through R2 first, a seemingly poor choice. To advertise the subnets of network
10.0.0.0, R2 and R6 could be configured with the no auto-summary command under router rip.

Note that RIPv2 allows for discontiguous networks, but autosummarization must be disabled for
a design using discontiguous networks to work.

RIP Authentication Configuration

RIP authentication, much like EIGRP and OSPF authentication, requires the creation of keys
and requires authentication to be enabled on an interface. The keys are used either as clear-text
passwords or as the secret (private) key used in an MD5 calculation.

Multiple keys are alowed, and are grouped together using a construct called a key chain. A key
chainis simply a set of related keys, each of which has a different number and may be restricted
to atime period. By allowing multiple related keysin akey chain, with each key valid during
specified time periods, the engineer can easily plan for migration to new keysin the future. (NTP
is recommended when keys are restricted by time ranges.)

Cisco |OS enablesthe RIP (and OSPF and EI GRP) authentication process on aper-interface basis,
referring to the key chain that holds the keys with the ip authentication key-chain name interface
subcommand. Therouter looksin the key chain and selectsthe key(s) valid at that particular time.
With RIP, the type of authentication (clear-text password or MD5 digest) is chosen per interface
aswell, using theip rip authentication mode{text | md5} interface subcommand. If thiscommand
isomitted, the authentication type defaultsto text, meaning that the key isused asaclear-text password.

Example 8-5 shows the RIP authentication configuration for R1, R2, and R4, and includes afew
additional comments.
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Example 8-5 RIP Authentication (R1, R2, R4, and S1)

! First, R1 Config
! Chain "carkeys" will be used on R1's LAN. R1 will use key "fred" for
! about a month, and then start using "wilma."
key chain carkeys
key 1
key-string fred
accept-lifetime 08:00:00 Jan 11 2005 08:00:00 Feb 11 2005
send-lifetime 08:00:00 Jan 11 2005 08:00:00 Feb 11 2005
key 2
key-string wilma
accept-lifetime 08:00:00 Feb 10 2005 08:00:00 Mar 11 2005
send-lifetime 08:00:00 Feb 10 2005 08:00:00 Mar 11 2005
! Next, key chain "anothersetofkeys" defines the key to be used with R4.
key chain anothersetofkeys
key 1
key-string barney
Next, R1's interface subcommands are shown. First, the key chain is referenced
using the ip rip authentication command, and the ip rip authentication mode md5
command causes the router to use an MD5 digest of the key string.
interface FastEthernet0/0
ip address 172.31.11.1 255.255.255.0
ip rip authentication mode md5
ip rip authentication key-chain carkeys
Below, R1 enables RIPv2 authentication on the subinterface connecting to R4,

using simple text authentication in this case (default).
interface Serial@0/0.4 point-to-point
ip address 172.31.14.1 255.255.255.252
ip rip authentication key-chain anothersetofkeys
R2 Config - R2 Config - R2 Config
Next, on R2, the key chain name (housekeys) differs with R1's key chain name (carkeys), but
the key string "fred" is the same. R2's LAN interface has MD5 authentication
enabled to match the authentication type used on R1's LAN interface.
key chain housekeys
key 1
key-string fred
interface FastEthernet0/0
ip address 172.31.11.2 255.255.255.0
ip rip authentication mode md5
ip rip authentication key-chain housekeys
! R4 Config - R4 Config - R4 Config
! Next, R4 enables RIP authentication on its subinterface connecting to R1, but
! without a ip rip authentication mode md5 command, it uses the key as simple
! text.
key chain boatkeys
key 1

continues
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Example 8-5 RIP Authentication (R1, R2, R4, and S1) (Continued)

key-string barney
|
interface Serial@/0.1 point-to-point
ip address 172.31.14.2 255.255.255.252
ip rip authentication key-chain boatkeys
! 81 Config - S1 Config - S1 Config
! No Authentication is Configured, in order to induce the authentication failure.
! Commands below are on R1
!Below, the show ip protocol command lists the key chains used for authentication.
R1# sh ip protocol
Routing Protocol is "rip"
Sending updates every 30 seconds, next due in 26 seconds
Invalid after 180 seconds, hold down 180, flushed after 240
Outgoing update filter list for all interfaces is not set
Incoming update filter list for all interfaces is not set
Redistributing: rip
Default version control: send version 2, receive version 2

Interface Send Recv Triggered RIP Key-chain
FastEtherneto/0 2 2 carkeys
Serial0/0.3 2 2

Serial0/0.4 2 2 anothersetofkeys
Serial0/0.6 2 2

Automatic network summarization is in effect
Maximum path: 4
Routing for Networks:

172.31.0.0

Routing Information Sources:
Gateway Distance Last Update
172.31.16.6 120 00:00:09
172.31.11.2 120 00:00:18
172.31.13.2 120 00:00:04
172.31.14.2 120 00:00:08

Distance: (default is 120)

Above, note that 172.31.11.201 (S1's LAN IP address) is not listed as an

information source, because authentication failed with S1. (S1 simply omitted

any RIP authentication configuration.)

Below, the debug output shows a reaction to the unauthenticated update received

! from S1.

R1# debug ip rip events

RIP event debugging is on

Jan 11 10:57:34.914: RIP: ignored v2 packet from 172.31.11.201 (invalid authentication)

Although the commentsin Example 8-5 explain the more important details, one other point needs
to be made regarding the key lifetimes. The configuration shows that two of the keys' lifetimes
overlap by aday. On that day, RIP would use the key with the lowest key number. By using
such logic, you could start by configuring one key. Later, you could then add a second key on all
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therouters, with overlapping time periods—but still usethe original key. Finally, you could either
let the first key expire or delete the first key, allowing for easy migration.

RIP Next-Hop Feature and Split Horizon
This section covers the split horizon and next-hop features of RIPv2. These two features do not
typically need to be considered at the same time, but in some cases they do. The example used in
this section shows how the two features may be needed in the same design.

First, Cisco OS controls the split horizon setting per interface, using the [no] ip split-horizon
interface subcommand. Split horizon is on by default, except for casesin which Frame Relay is
configured with the | P address on the physical interface.

The RIPv2 next-hop feature allows a RIP router to advertise a different next-hop router than the
advertising router. To demonstrate the next-hop feature in Example 8-6, S2 will not run RIP at all,
but rather will use OSPF to advertise routes to R2. R2 will in turn redistribute the OSPF routes
into RIP, and advertise those routes to the other routers. When R2 advertises the OSPF-learned
routes over the LAN, R1 learns these routes. However, because of the next-hop feature, R1 will
point to S2 asthe next-hop router. To cause that to happen, R2 advertises S2 as the next-hop router
in R2's RIP updates.

Interestingly, for this example to work, the split horizon feature must be disabled on R2’'s fa0/0
interface. With split horizon enabled on fa0/0 (the default configuration), R1 would not normally
advertise the redistributed routes out R2's fa0/0 interface, because R2's outgoing interface for
those routes is also fal/0. So, to force R2 to advertise those routes out fa0/0, thereby showing an
example of RIP's advertisement of a different next-hop router, R2 must disable split horizon on
fa0/0. Example 8-6 shows the details.

Example 8-6 RIP Next-Hop Feature

! R2 Config

! Note that split horizon is disabled on R2's fa0/0.
interface FastEthernet0/0

ip address 172.31.11.2 255.255.255.0

no ip split-horizon

! Next, R2 has a basic OSPF configuration, with simple redistribution into RIP.
router ospf 1

network 172.31.11.0 0.0.0.255 area 0

!

router rip

version 2

redistribute ospf 1 metric 2

network 10.0.0.0

network 172.31.0.0

continues
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Example 8-6 RIP Next-Hop Feature (Continued)

! On R2, the three OSPF-learned routes are listed; these will be the routes that

! RIP redistributes to R1 and the rest of the routers.

R2# show ip route ospf

172.31.0.0/16 is variably subnetted, 13 subnets, 2 masks

172.31.223.0/24 [110/2] via 172.31.11.202, 02:01:40, FastEthernet0/0
172.31.222.0/24 [110/2] via 172.31.11.202, 02:01:40, FastEthernet0/0
172.31.221.0/24 [110/2] via 172.31.11.202, 02:01:40, FastEthernet0/0

lines omitted for brevity

! Below, R2's first debug message mentions "172.31.11.2" as the update source of

the next update. After that, the three messages, one per route, highlight the

! Next Hop field listing 172.31.11.202 (S2) as the next hop.

R2# debug ip rip

RIP protocol debugging is on

Jan 11 10:58:12.874: RIP: sending v2 update to 224.0.0.9 via FastEthernet0/0
(172.31.11.2)

! some lines omitted for brevity.

— O O O

Jan 11 10:58:12.878: 172.31.221.0/24 via 172.31.11.202, metric 2, tag 0
Jan 11 10:58:12.878: 172.31.222.0/24 via 172.31.11.202, metric 2, tag 0
Jan 11 10:58:12.878: 172.31.2283.0/24 via 172.31.11.202, metric 2, tag 0

! Below, on R1, note the route to 172.31.221.0/24 points to next hop of S2. In a
! bit of a misnomer, the output lists the "last update from" information as if S2
! (172.31.11.202) sent the last routing update, but S2 is not even running RIP.

! The second-to-last line lists the actual update's source ("from 172.31.11.2").
R1# show ip route 172.31.221.0
Routing entry for 172.31.221.0/24

Known via "rip", distance 120, metric 2

Redistributing via rip

Last update from 172.31.11.202 on FastEthernet0/0, 00:00:05 ago

Routing Descriptor Blocks:

* 172.31.11.202, from 172.31.11.2, 00:00:05 ago, via FastEthernet0/0
Route metric is 2, traffic share count is 1

RIP Offset Lists

KEY
POINT

RIP offset lists allow RIP to add to aroute's metric, either before sending an update, or for routes
received in an update. The offset list refersto an ACL (standard, extended, or named) to match the
routes; any matched routes have the specified offset, or extra metric, added to their metrics. Any
routes not matched by the offset list are unchanged. The offset list also specifies which routing
updates to examine by referring to adirection (in or out) and, optionally, an interface. If the
interface is omitted from the command, all updates for the defined direction will be examined.

Example 8-7 shows R1, which offsetsthe metric by 13 for any routesin the range 172.31.208.0/21,
for R1's updates sent out toward the branches (R3—R6). (The example uses the same network
from Figure 8-2.) Similarly, R2 uses the same ACL matching logic, but R2 offsets the metric
upon receipt of inbound routing updates on its LAN interface (fa0/0).

Theroutes in the 172.31.208.0/21 range are loopbacks on S1, advertised by S1 with metric 1;
unchanged, R1 and R2 would have routes with a metric of 1 to these subnets, and the branch
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routers would have routes with a metric of 2. After configuring the offset lists, the branches will
have ametric of 15 for these routes. As aresult, the branch routers will not advertise these routes
any farther, because the advertised metric would have to be 16—which of courseisinfinitein RIP.

Example 8-7 RIP Offset Lists

! R1 Config

! Note that the offset-list command is a subcommand of the router rip command.
router rip

version 2

offset-list 11 out 13 Serial@/0.3

offset-list 11 out 13 Serial@/0.4

offset-list 11 out 13 Serial@/0.6

network 172.31.0.0

access-list 11 permit 172.31.208.0 0.0.7.255
RN R RN RN R RN RN R RN R R NN R R R RN RN R RN R NN R RN RN RN RN RN

! R2 Config

router rip

version 2

offset-list 11 in 13 FastEthernet@/0

network 10.0.0.0

network 172.31.0.0

!

access-list 11 permit 172.31.208.0 0.0.7.255

! Next, R1 lists the three routes learned from S1 with metric 1. The offset list
! on R1 did not change the offset (metric) for inbound updates to R1.
R1# show ip route

! 1lines omitted for brevity.

172.31.0.0/16 is variably subnetted, 13 subnets, 2 masks

R 172.31.211.0/24 [120/1] via 172.31.11.201, 00:00:28, FastEthernet0/0
R 172.31.213.0/24 [120/1] via 172.31.11.201, 00:00:28, FastEthernet0/0
R 172.31.212.0/24 [120/1] via 172.31.11.201, 00:00:28, FastEthernet@/o

! Next, R1's next update to R4, out interface s0/0.4, is shown. Without the

! offset list, R1 would advertise the listed routes with metric 2; in this

! case, it added 13 more to the metric, for a total metric of 15.

R1# debug ip rip

RIP protocol debugging is on

R1#

Jan 11 16:51:02.659: RIP: sending v2 update to 224.0.0.9 via Serial0/0.4 (172.31.14.1)
Jan 11 16:51:02.659: RIP: build update entries

! lines omitted for brevity

Jan 11 16:51:02.663: 172.31.211.0/24 via 0.0.0.0, metric 15, tag 0

Jan 11 16:51:02.663: 172.31.212.0/24 via 0.0.0.0, metric 15, tag 0@

Jan 11 16:51:02.663: 172.31.213.0/24 via 0.0.0.0, metric 15, tag 0

! Next, R2 lists the three routes learned from S1 with metric 14, because the
! offset list on R2 processes incoming updates. The offset list dictated that
! R2 add 13 to the received metric, which was 1 for these three routes.

continues
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Example 8-7 RIP Offset Lists (Continued)

R2# show ip route
! 1lines omitted for brevity.
172.31.0.0/16 is variably subnetted, 13 subnets, 2 masks
172.31.211.0/24 [120/14] via 172.31.11.201, 00:00:28, FastEthernet0/0
172.31.213.0/24 [120/14] via 172.31.11.201, 00:00:28, FastEthernet0/0
172.31.212.0/24 [120/14] via 172.31.11.201, 00:00:28, FastEthernet0/0
Finally, R4 learned metric 15 routes from both R1 and R2 for these routes. R4
will not advertise these routes to other routers, as they would be infinite
metric routes. Note that R4 puts both equal-metric routes into its routing
| table below.
R4# show ip route 172.31.208.0 255.255.248.0 longer-prefixes
! lines omitted for brevity
172.31.0.0/16 is variably subnetted, 13 subnets, 2 masks
R 172.31.211.0/24 [120/15] via 172.31.13.1, 00:00:13, Serialo/0.1
[120/15] via 172.31.23.2, 00:00:09, Serial0/0.2
! Lines omitted for brevity

o 3/

Route Filtering with Distribute Lists and Prefix Lists
Outbound and inbound RIP updates can be filtered at any interface, or for the entire RIP process.
key  Tofilter theroutes, thedistribute-list command is used under router rip, referencing an IPACL
POINT or an IP prefix list. Any subnets matched with aper mit clause in the ACL make it through; any
that match with adeny action arefiltered. The distribution list filtering can be performed for either
direction of flow (in or out) and, optionally, for a particular interface. If the interface option is
omitted, all updates coming into or out of the RIP process are filtered. (Routes can also befiltered
at redistribution points, atopic covered in Chapter 11.)

The generic command, when creating a RIP distribution list that usesan ACL, is

distribute-list {access-1list-number | name} {in | out} [interface-type interface-number]
Example 8-8 shows an inbound distribution list on router R2, filtering routesin the 172.31.196.0/22
range. For this example, R2 now receives several /24 and /30 routes from S2, using RIPv2. The
routes are in the range of 172.31.192.0/21, and the goal isto filter the upper half of that numeric
range. (Again, the network of Figure 8-2 is used for this example.)

Example 8-8 RIP Distribution List

! The example begins with a list of the routes that should be filtered. Note that
! the longer-prefixes option below makes the command list all routes in the range.
! The highlighted lines are the ones that will be filtered.

R2# show ip route 172.31.192.0 255.255.248.0 longer-prefixes

! Lines omitted for brevity; in this case, the legend was deleted
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Example 8-8 RIP Distribution List (Continued)

172.31.0.0/16 is variably subnetted, 24 subnets, 3 masks

R 172.31.195.0/30 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
R 172.31.194.0/24 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
R 172.31.196.4/30 [120/1] via 172.31.11.202, 00:00:18, FastEthernet@/0
R 172.31.195.4/30 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
R 172.31.197.0/24 [120/1] via 172.31.11.202, 00:00:19, FastEthernet0/0
R 172.31.196.0/30 [120/1] via 172.31.11.202, 00:00:19, FastEthernet@/0
R 172.31.195.8/30 [120/1] via 172.31.11.202, 00:00:19, FastEthernet0/0

! R2's Configuration follows. access-list 2 denies all subnets in the

1 172.31.196.0/22 range, which is the set of subnets that need to be filtered.
! The distribute-list 2 in fastethernet®/@ command tells RIP to filter inbound
! RIP updates that come in fa0/0.

router rip

version 2

network 10.0.0.0

network 172.31.0.0

distribute-list 2 in FastEthernet@/0

!

access-list 2 deny 172.31.196.0 0.0.3.255

access-list 2 permit any

! Below, the results show three less subnets in the larger 172.31.192.0/21 range.

R2# show ip route 172.31.192.0 255.255.248.0 longer-prefixes

! Lines omitted for brevity; in this case, the legend was deleted

172.31.0.0/16 is variably subnetted, 21 subnets, 3 masks
172.31.195.0/30 [120/1] via 172.31.11.202, 00:00:22, FastEthernet0/0
172.31.194.0/24 [120/1] via 172.31.11.202, 00:00:22, FastEthernet0/0
172.31.195.4/30 [120/1] via 172.31.11.202, 00:00:22, FastEthernet0/0
172.31.195.8/30 [120/1] via 172.31.11.202, 00:00:22, FastEthernet0/0

D VW WV I

A RIP distribute list might refer to a prefix list instead of an ACL to match routes. Prefix listsare
designed to match a range of subnets, as well as arange of subnet masks associated with the
subnets. The distribute list must still define the direction of the updatesto be examined (in or out),
and optionally an interface.

Chapter 11 includes a more complete discussion of the syntax and formatting of prefix lists; this
chapter focuses on how to call and use a prefix list for RIP. To reference a prefix list, use the
following router rip subcommand:

distribute-list {prefix list-name} {in | out } [interface-type interface-number]

Example 8-9 showsthe syntax, with the prefix list denying al /30 routesfrom therange 172.31.192.0/21.
The prefix list permits all other subnets.
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Example 8-9 RIP Prefix List

! The example begins with a list of the routes that should be filtered. Note that
! the longer-prefixes option below makes the command list all routes in the range.
! The highlighted lines are the ones that will be filtered.
R2# show ip route 172.31.192.0 255.255.248.0 longer-prefixes
! Lines omitted for brevity; in this case, the legend was deleted
172.31.0.0/16 is variably subnetted, 24 subnets, 3 masks
172.31.195.0/30 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
172.31.194.0/24 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
172.31.196.4/30 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
172.31.195.4/30 [120/1] via 172.31.11.202, 00:00:18, FastEthernet0/0
172.31.197.0/24 [120/1] via 172.31.11.202, 00:00:19, FastEthernet0/0
172.31.196.0/30 [120/1] via 172.31.11.202, 00:00:19, FastEthernet0/0
172.31.195.8/30 [120/1] via 172.31.11.202, 00:00:19, FastEthernet0/0
R2's configuration follows. The "wo2" prefix list limits the mask range to
! only /30 with the "ge 30 le 30" parameters. It matches any subnets between
1 172.31.192.0 and 172.31.199.255. Note that the prefix-list commands are global commands.
router rip
version 2
network 10.0.0.0
network 172.31.0.0
distribute-list prefix wo2 in FastEthernet0/0
!
ip prefix-list wo2 seq 5 deny 172.31.192.0/21 ge 30 le 30
ip prefix-list wo2 seq 10 permit 0.0.0.0/0 le 32
! Below, note the absence of /30 routes in the specified range, and the presence
! of the two /24 routes seen at the beginning of Example 8-8.
R2# show ip route 172.31.192.0 255.255.248.0 longer-prefixes
! Lines omitted for brevity; in this case, the legend was deleted
172.31.0.0/16 is variably subnetted, 19 subnets, 3 masks
R 172.31.194.0/24 [120/1] via 172.31.11.202, 00:00:23, FastEthernet0/0
R 172.31.197.0/24 [120/1] via 172.31.11.202, 00:00:23, FastEthernet0/0

1
]
1
1
]
1

- XV VW WVW VW TV 1V D




Foundation Summary 225

Foundation Summary

Table 8-5

Table 8-6

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin this section of the chapter, as well as review the items in the “ Foundation Topics’
section noted with a Key Point icon.

Table 8-5 lists the protocols mentioned in this chapter and their respective standards documents.

Protocols and Sandards for Chapter 8

Protocol or Feature Standard
RIP (Version 1) RFC 1058
RIP (Version 2) RFC 2453
RIP Update Authentication RFC 2082
RIP Triggered Extensions for On-Demand Circuits RFC 2091

Table 8-6 lists some of the most significant Cisco |OS commands related to the topicsin this
chapter.

Command Reference for Chapter 8

Command Command Mode and Description
router rip Global config; puts user in RIP configuration mode
network ip-address RIP config mode; defines classful network, with al interfacesin

that network sending and able to receive RIP advertisements

distribute-list [access-list-number | RIP config mode; defines ACL or prefix list to filter RIP updates
name | prefix name] | {in | out}
[interface-type | interface-number]

ip split-horizon Interface subcommand; enables or disables split horizon
passive-inter face [default] RIP config mode; causes RIP to stop sending updates on the
{interface-type interface-number} specified interface

timer s basic update invalid RIP config mode; sets the values for RIP timers

holddown flush

version {12} RIP config mode; sets the RIP version to version 1 or version 2

continues
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Command Reference for Chapter 8 (Continued)

Command

Command Mode and Description

offset-list { access-list-number |
access-list-name} {in | out} offset
[interface-type interface-number]

RIP config mode; defines rules for RIP to add to the metrics of
particular routes

neighbor ip-address

RIP config mode; identifies a neighbor to which unicast RIP
updates will be sent

show ip routerip

User mode; displays all routes in the | P routing table learned
by RIP

show ip rip database

User mode; lists al routes learned by RIP, even if arouteis not
in the routing table because of a route with lower administrative
distance

debugiprip

Enable mode; displays details of RIP processing

show ip protocols

User mode; lists RIP timer settings, current protocol status,
autosummarization actions, and update sources

clear ip route{network [mask] | *}

Enable mode; clears the routing table entry, and with RIP, sends
RIP reguests, quickly rebuilding the routing table

show ip interface [type number]
[brief]

User mode; lists many interface settings, including split horizon

key chain name-of-chain

Global config; defines name of key chain for routing protocol
authentication

key key-id

Key config mode; identifies akey by number

key string

Key config mode; defines the text of the key

send-lifetime [start-time { infinite |
end-time | duration seconds} ]

Key config mode; defines when the key is valid to be used for
sent updates

accept-lifetime [start-time { infinite
| end-time | duration seconds}]

Key config mode; defines when the key is valid for received
updates

ip rip authentication key-chain
name-of-chain

Interface mode; enables RIP authentication on the interface

ip rip authentication mode
{text | md5}

Interface mode; defines RIP authentication as clear text (default)
or MD5

No single chapter in this book coversthe details of the three uses of the terms classful and classless.
This chapter mentions the final of the three ways in which the terms are used—specifically, their
use regarding routing protocols. (IPv1 and IGRP are classful routing protocols, and RIPv2, EIGRP,
OSPF, and I SIS are classless routing protocols.) Table 8-7 summarizes and compares the three
uses of these terms.
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Table 8-7 Comparing the Use of the Terms Classless and Classful

As the terms

the default route.

pertainto. .. Meaning of “Classless” Meaning of “Classful”

Addressing ClassA, B, and C rules are not used; add- ClassA, B, and C rules are used; addresses
(Chapter 4) resses have two parts, the prefix and host. have three parts, the network, subnet, and host.
Routing If no specific routes are matched for a The router first attempts a match of the classful
(Chapter 7) given packet, the router forwardsbasedon | network. If found, but none of the routesin that

classful network matches the destination of a
given packet, the default route is not used.

Routing protocols
(Chapter 8)

Routing protocol does not need to assume
details about the mask, asit isincluded in
the routing updates, supportsVVLSM and
discontiguous networks.

Routing protocol does need to assume details
about the mask, asit is not included in the
routing updates; does not support VLSM and
discontiguous networks.

Memory Builders

The CCIE Routing and Switching written exam, like al Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides some basic tool sto hel p you exercise your memory about
some of the broader topics covered in this chapter.

Fill in Key Tables from Memory

First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “ Foundation
Topics’ section tables that have aKey Topic icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions

Next, take a few moments to write down the definitions for the following terms:

Holddown timer, Invalid timer, Flush timer, Garbage timer, authentication, Update
timer, triggered updates, flash updates, split horizon, route poisoning, poison
reverse, counting to infinity, hello interval, full update, partial update, Route Tag
field, Next Hop field, Triggered Extensions to RIP for On-Demand Circuits, MD5,
offset list, prefix list, distribution list, distance vector, metric

Refer to the CD-based glossary to check your answers.

Further Reading

This chapter focuses on TCP/IP protocols; much more information can be found in the RFCs
mentioned throughout the chapter.

The RIP RFCs listed in Table 8-5 provide good references for RIP concepts.

Jeff Doyle's Routing TCP/IP, Volume |, Second Edition, (Cisco Press) has several wonderful
configuration examples and provides a good explanation of the concepts.
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This chapter coversthe following topicsfrom the
Cisco CCIE Routing and Switching written exam
blueprint:

= |PRouting

— EIGRP
— The use of show and debug commands
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EIGRP

This chapter covers most of the features, concepts, and commands related to EIGRP. Chapter 11,
“1GP Route Redistribution, Route Summarization, and Default Routing,” covers afew other
details of EIGRP—in particular, route redistribution, route filtering when redistributing, and
route summarization.

“Do | Know This Already?”” Quiz

Table 9-1 outlines the major headings in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 9-1 “Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score

EIGRP Basics and Steady-State Operation 14

EIGRP Convergence 5-7
EIGRP Configuration 89
Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1.  Which of thefollowing items are true of EIGRP?

a. Authentication can be done using MD5 or clear text.
b. Uses UDP port 88.

c. Sendsfull or partial updates as needed.

d. Multicasts updates to 224.0.0.10.

2. Fourrouters (R1, R2, R3, and R4) are attached to the sameVLAN. R1 has been configured
for an EIGRP Hello timer of 3. R2 has been configured with ametric weights000100
command. R3 has been configured with a hold time of 11 seconds. Their IP addresses are
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10.1.1.1,10.1.1.2, 10.1.1.3, and 10.1.1.4, with /24 prefixes, except R4, which has a/23 prefix
configured. All other related parameters are set to their default. Select the routers that are able
to collectively form neighbor relationships.

a.
b

c.
d.

e.

R1
R2
R3
R4
None of them can form a neighbor relationship.

3. Inthefollowing command output, what do the numbersin the column labeled “H” represent?

R1# show ip eigrp neighbors
IP-EIGRP neighbors for process 1

Address Interface Hold Uptime SRTT RTO Q Seq

(sec) (ms) Cnt Num
172.31.11.2 Fa0/0 4 00:03:10 1 4500 0 233
172.31.11.202 Fa0/0 11 00:04:43 1 4500 o 81
172.31.11.201 Fa0/0 14 00:05:11 1927 5000 0 84

The current Hold Time countdown

The number of seconds before aHello is expected
The order in which the neighbors came up

None of the other answers are correct

4.  Which of the following is not true regarding the EIGRP Update message?

Updates require an acknowledgement with an Ack message.
Updates can be sent to multicast address 224.0.0.10.
Updates are sent as unicasts when they are retransmitted.

Updates always include all routes known by arouter, with partial routing information
distributed as part of the EIGRP Reply message.

5. Theoutput of ashow ip eigrp topology command listsinformation about subnet 10.1.1.0/24,
with two successors, and three routes listed on lines beginning with “via” How many feasible
successor routes exist for 10.1.1.0/24?

a.
b.

C.

0
1
2
3
Cannot determine from the information given
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6. Thefollowing command output shows R11's topology information for subnet 10.1.1.0/24.
Then R11 and R12 (1P address 10.1.11.2) are connected to the same LAN segment. ThenR11's
EIGRP Hold Time expires for neighbor R12. Which of the following is true about R11’'sfirst
reaction to the loss of its neighbor R12?

R11# show ip eigrp topology

! lines omitted for brevity

P 10.1.1.0/24, 1 successors, FD is 1456
via 10.1.11.2 (1456/1024), FastEthernet0/0
via 10.1.14.2 (1756/1424), Serial@/0.4

a. R11 sends Updates to al neighbors poisoning its route to 10.1.1.0/24.

b. R11 replacesthe old route through 10.1.11.2 with the feasible successor route through
10.1.14.2.

c. R11 sends Query messagesto all other neighborsto ensure that the aternate route through
10.1.14.2 isloop free, before using the route.

d. R11 first Queriesonly neighbors on interface fa0/0 for aternative routes before Querying
the rest of its neighbors.

7. EIGRProuter R11 hasjust changed itsrouteto subnet 10.1.2.0/24 to the active state, and has sent
a Query to five neighbors. Which of the following is true about the next step taken by R117?

a. R11 addsanew routeto 10.1.2.0/24 to the routing table as soon asiit receives an EIGRP
Reply that describes a new route to 10.1.2.0/24.

b. R11 can add a new route to 10.1.2.0/24 after receiving Reply messages from all
5 neighbors.

c. R11 can add anew route for 10.1.2.0/24 to the routing table, even without 5 Reply
messages, once the Hold timer expires.

d. R11 can add anew route for 10.1.2.0/24 to the routing table, even without 5 Reply
messages, once the Dead timer expires.

8. EIGRP router R11 has five interfaces, with IP address 10.1.1.11/24 (interface fa0/0),
10.1.2.11/24,10.1.3.11/24,10.1.4.11/24, and 10.1.5.11/24. 1ts EIGRP configuration is shown
below. Which of the following answers s true regarding this router?

router eigrp 1
network 10.1.0.0 0.0.3.255
passive-interface fa0/0

a. R11 will send EIGRP Updates out fa0/0, but not process received EIGRP Updates.
b. R11 will advertise connected subnets 10.1.3.0/24 and 10.1.4.0/24.

c. R11will advertise subnets 10.1.1.0/24 and 10.1.2.0/24, aswell as attempt to send Hellos
and Updates on the related interfaces.

d. Thenetwork command does not match any interfaces, so EIGRP will essentialy do nothing.
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9. EIGRProuter Brlisabranch router with two Frame Relay subinterfaces (s0/0.1 and s0/0.2)
connecting it to distribution routers. It also has one LAN interface, fad/0. No other routers
connect to the Br1 LAN. Which of the following scenarios prevent router Brl from sending
EIGRP Hellos out its fa0/0 interface?

a. Theinclusion of the passive-inter face fa0/0O command on Brl

b. Theinclusion of the eigrp stub command on Brl

c. Theinclusion of the eigrp stub receive-only command on Brl

d. Thelack of anetwork command that matches the IP address of Br1's fa0/0 interface
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Foundation Topics

EIGRP Basics and Steady-State Operation

Many CCIE candidates have known, at |east at some point, many of the detailsof EIGRP operation
and configuration. EIGRPiswidely deployed and isthoroughly covered onthe CCNPBSCI exam.
With that in mind, this chapter strivesto review the key terms and concepts briefly, and get right
to specific examplesthat detail EIGRP operation on a Cisco router. To that end, the chapter begins
with Table 9-2, which lists some of the key features related to EIGRP.

Table 9-2 EIGRP Feature Summary

KEY
POINT

Feature Description

Transport IR, protocol type 88 (does not use UDP or TCP).

Metric Based on constrained bandwidth and cumulative delay by default, and
optionally load, reliability, and MTU.

Hellointerval Interval at which arouter sends EIGRP Hello messages on an interface.

Hold timer Timer used to determine when a neighboring router has failed, based on

arouter not receiving any EIGRP messages, including Hellos, in this
timer period.

Update destination address

Normally sent to 224.0.0.9, with retransmissions being sent to each
neighbor’s unicast | P address.

Full or partial updates

Full updates are used when new neighbors are discovered; otherwise,
partial updates are used.

Authentication Supports MD5 authentication only.

VLSM/classless EIGRP includes the mask with each route, also allowing it to support
discontiguous networks and VL SM.

Route Tags Allows EIGRP to tag routes as they are redistributed into EIGRP.

Next-hop field Supports the advertisement of routes with a different next-hop router

than the advertising router.

Manual route summarization

Allows route summarization at any point in the EIGRP network.

Multiprotocol

Supports the advertisement of 1PX and AppleTak routes.

Hellos, Neighbors, and Adjacencies

After arouter has been configured for EIGRP, and its interfaces come up, it attempts to find
neighbors by sending EIGRP Hellos (destination 224.0.0.10). Once a pair of routers have heard
each other say Hello, they become adjacent—assuming several key conditions are met. Once
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neighbors pass the checks in the following list, they are considered to be adjacent. At that point,
they can exchange routes and are listed in the output of the show ip eigrp neighbor command.

m  Must pass the authentication process
m  Must use the same configured AS number

m  Must believethat the source IP address of areceived Helloisin that router’s primary connected
subnet on that interface

m K vaues must match

The wording of the third item in the list bears alittle further scrutiny. The primary subnet of an
interface is the subnet asimplied by the ip address command that does not have the secondary
keyword. An EIGRP router looks at the source | P address of aHello; if the source |P addressisa
part of that router’s primary subnet of the incoming interface, the Hello passes the | P address
check.

Thislogicleaves open someinteresting possibilities. For example, if the routers are misconfigured
with different subnet masks, the check may till pass. If one router has configured 10.1.2.1/24, and
the other has configured 10.1.2.2/23, they could become adjacent, assuming al the other checks
pass. While EIGRP supports secondary | P addresses and subnets, EIGRP sources its messages
from the address in the primary subnet, and the | P addresses of neighbors must be in the subnet of
the primary subnets.

The last item in the list mentions K values; K values are constants that define the multipliers
used by EIGRP when calculating metrics. The settings can be changed with arouter eigrp
subcommand metric weightstos k1 k2 k3 k4 k5. The command defaultsto asettingof 010100,
meaning that only bandwidth and delay are used to calculate the metric. (The examplesin this
chapter habitually change the settingsto 0 0 0 1 0 0, which removes bandwidth from the calculation
and makes the metrics in the examples alittle more obvious.)

Besides simply checking to seeif the right parameters agree, the Hello messages also serve asan
EIGRP keepalive. Adjacent routers continue to multicast Hellos based on each interface’s EIGRP
hello interval. If arouter fails to hear from a neighbor for anumber of seconds, defined by the

EIGRP Hold Time for that neighbor, al routes through the neighbor are considered to have failed.

Example 9-1 shows how arouter displays some of the basic information regarding EIGRP operations
based on Figure 9-1. The example begins with four routers (R1, R2, S1, and S2) that have only
their common LAN interfaces up, just to show the Hello process. By the end of the example, the
R2-t0-R5 PV C will come up, but the EIGRP adjacency will fail due to a K-value mismatch.
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Figure 9-1 Sample Internetwork Used for EIGRP Examples
Network 172.31.0.0

14.2/30 14.1/30

10a.4/24 [TDA g SU01 _Soio4 "\}f 11.1/24 /§‘ 211.202/24
Eoo € R4 ‘_ ~ R1 ‘ -

FaO/O ~ ~711.201/24

~
24.1/30 N«
$0/0.2

VLAN 1
172.31.11.0/24

24.2/30
~ S0/0.4

11.2/24™
~ o 7 e 11.202/24™ o
105.5/24 (-~ o 7 02/ AN 221.202/24
E0OW RS ‘;5.5/24 252124 . R2 ‘F"‘O/O

SO S0/0.5

Example 9-1 Forming EIGRP Adjacencies
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! First, a debug is initiated on R1.
R1# debug eigrp packet hello
EIGRP Packets debugging is on
(HELLO)
Jan 11 13:27:19.714: EIGRP: Received HELLO on FastEthernet®/@ nbr 172.31.11.201
Jan 11 13:27:19.714: AS 1, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ

un/rely 0/0
| T A A A A A A A A A A A A O I I A A

! 82's LAN interface brought up, not shown

! Below, a pair of log messages appear, announcing the new neighbor; this message
! appears due to the default router eigrp subcommand eigrp log-neighbor-changes.
Jan 11 13:27:19.995: EIGRP: New peer 172.31.11.202

Jan 11 13:27:19.995: %DUAL-5-NBRCHANGE: IP-EIGRP(@) 1: Neighbor 172.31.11.202
(FastEthernet@/0) is up: new adjacency
| A A A A A A A A A A A A A O

! Next, only neighbors who become adjacent—those that pass all the required
checks for the parameters—are listed. The Hold timer is shown; it starts at

its maximum, and decrements towards @, being reset upon the receipt of any EIGRP
packet from that neighbor. The "H" column on the left states the order in

which the neighbors became adjacent.

R1# show ip eigrp neighbors

IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq

(sec) (ms) Cnt Num
2 172.31.11.2 Fa0/0 4 00:03:10 1 4500 0 233
1 172.31.11.202 Fa0/0 11 00:04:43 1 4500 0 81
o 172.31.11.201 Fa0/0@ 14 00:05:11 1927 5000 0 84
|

| Below, the PVC between R2 and R5 came up, but R5's K values do not match R2's.
! Both messages below are log messages, with no debugs enabled on either router.

mismatch

is down: Interface Goodbye received

03:55:51: %DUAL-5-NBRCHANGE: IP-EIGRP(@) 1: Neighbor 172.31.25.2 (Serial@) is down: K-value

Jan 11 13:21:45.643: %DUAL-5-NBRCHANGE: IP-EIGRP(@) 1: Neighbor 172.31.25.5 (Serial®/0.5)
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Note that when the PV C between R2 and R5 comes up, the message on R5 is pretty obvious,
but the message at R2 says nothing about K values. Some later releases of Cisco |OS mistake
invalid EIGRP K-value settings as a newer EI GRP message called a Goodbye message. Goodbye
messages allow routers to tell each other that they are shutting down in a graceful fashion; be
aware that this message may simply be the result of a K-value mismatch.

Interestingly, the Hello and Hold time parameters do not need to match for EIGRP neighbor
relationships to form. In fact, arouter does not use its own timers when monitoring a neighbor
relationship—instead, it uses each neighbor’s stated timers, as exchanged in the Hello messages.
For example, in Example 9-1, R2 has been configured with Hello and Hold timer settings at 2 and
6 seconds, respectively, with R1 defaulting to 5 and 15 seconds. As R1 monitors its neighbor
connection to R2, R1 resets the Hold timer to 6 seconds upon receipt of an EIGRP message. With
ahellointerval of 2 seconds, R1’slisting for hold timefor R2 showsit fluctuating between 6 and 4,
assuming no Hellos are lost. Note the show ip eigrp neighbors command on R1 near the end

of the example—under normal operation, this value fluctuates between 6 and 4 seconds. The other
neighbors default to Hello and Hold time of 5 and 15, so R1's Hold time in the command output
fluctuates between 15 and 10 for these neighbors, assuming no Hellos are lost.

EIGRP Updates

KEY
POINT

Once routers are adjacent, they can exchange routes using EIGRP Update messages. The process
follows this general sequence:

1. Initially, full updates are sent, including all routes except those omitted due to split horizon.
2. Onceall routes have been exchanged, the updates cease.

3. Future partial updates occur when one or more routes change.

4. If neighborsfail and recover, or new neighbor adjacencies are formed, full updates are sent.

EIGRP usesthe Reliable Transport Protocol (RTP) to send the multicast EIGRP updates. EIGRP
sends updates, waiting on a unicast EIGRP ACK message from each recipient. Figure 9-2 shows
the general idea over aLAN.

Figure 9-2 EIGRP Useof RTP ona LAN
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RTP alows the Updates to be sent as multicasts. If any neighbors fail to acknowledge receipt of
the multicasted update, RTP resends Updates as unicasts just to those neighbors. The steps run
asfollows, using Figure 9-2 as an example:

1. TheEIGRP sender (R1in Figure 9-2) starts a Retransmission Timeout (RTO) timer for each
neighbor when sending a reliable message like an Update. (Cisco 10S actually calculates a
Smoothed Round-Trip Time, or SRTT, to each neighbor, and derivesRTO from the SRTT; both
values are shown in the show ip eigrp neighbor output. These values vary over time.)

2. R1 sendsthe multicast EIGRP Update.
R1 notes from which neighborsit receives an EIGRP ACK for the Update.
RTO expired before router R2 sent its EIGRP ACK.

o > w

R1 resends the Update, this time as a unicast, and only to the neighbor(s) that did not reply
within the RTO time (R2 in this case).

This process allows efficient multicasting of updates under normal circumstances, and efficient
retransmission when ACKs do not arrive in time.

EIGRP and RTP use asimpl e acknowledgement process with awindow size of one message. Each
Update packet has a sequence number, with the returned ACK message confirming receipt of the
message by listing that same sequence number. Example 9-2 shows the location of the sequence
number information in both show and debug commands. (In the example, R1 does a no shut on
aloopback interface [I P address 172.31.151.1/24], with R1 sending an update advertising the
newly-available route.)

Example 9-2 Sequence Numbers in EIGRP Updates and ACKs

! First, note the show ip eigrp neighbor output on router R2. The last column

! lists the sequence number last used by that neighbor to send a "reliable"

! packet. So, R2 expects R1's next reliable EIGRP message to have sequence number
! 225. Also, the RTO calculations are listed for each neighbor. Note

! that the SRTT value is @ until some reliable packets are exchanged, as SRTT

! is calculated based on actual round-trip time measurements.

R2# sh ip eigrp neighbor

IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime SRTT RTO Q Seq
(sec) (ms) Cnt Num
2 172.31.11.1 Fao/0 5 01:14:03 1 200 0 224
1 172.31.11.202 Fa0/0 13 01:15:36 1 200 0 92
0 172.31.11.201 Fa0/0@ 13 01:16:04 257 1542 0 96

R R AN AR AN NN AR

!' R1 - R1 - R1 - R1
! Next, the debug command on R1 enables debug for Update and Ack packets.

continues
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Example 9-2 Sequence Numbers in EIGRP Updates and ACKs (Continued)

R1# debug eigrp packet update ack
EIGRP Packets debugging is on
(UPDATE, ACK)

! Not Shown: R1's loop@ is "no shutdown," interface address 172.31.151.1/24.

! Below, the debug messages show R1's update, and each of the other three routers'

! Acks. Note R1's update has "sequence" 225, and the Acks list that same sequence

! number after the slash.

Jan 11 14:43:35.844: EIGRP: Enqueueing UPDATE on FastEthernet@®/0 iidbQ un/rely 0/1 serno
207-207

Jan 11 14:43:35.848: EIGRP: Sending UPDATE on FastEthernet@/0

Jan 11 14:43:35.848: AS 1, Flags 0x@, Seq 225/@ idbQ ©/0 iidbQ un/rely @/0 serno 207-207

Jan 11 14:43:35.848: EIGRP: Received ACK on FastEthernet®/@ nbr 172.31.11.202

Jan 11 14:43:35.852: AS 1, Flags 0x0, Seq ©/225 idbQ 0/0 iidbQ un/rely 0/0 peerQ un/rely
0/1

Jan 11 14:43:35.852: EIGRP: Received ACK on FastEthernet®/@ nbr 172.31.11.2

Jan 11 14:43:35.852: AS 1, Flags 0x0, Seq 0/225 idbQ 0/@ iidbQ un/rely 0/0 peerQ un/rely
0/1

The EIGRP Topology Table
EIGRP uses three tables: the neighbor table, the topology table, and the I P routing table. The
neighbor table keeps stateinformation regarding neighbors, and isdisplayed using the show ip eigrp
neighbor s command. EIGRP Update messages fill the routers’ EIGRP topology tables. Based
on the contents of the topology table, each router chooses its best routes and installs these routes
in its respective IP routing table.

An EIGRP router calculates the metric for each route based on the components of the metric.
When a neighboring router advertises aroute, the Update includes the metric component values
for each route. The router then considers the received metric values, as well its own interfaces
settings, to cal culate its own metric for each route. The default metric components are cumulative
delay, in tens of microseconds, and the constraining bandwidth for the entire route, in bits per
second. By setting the correct K values in the metric weights command, EIGRP can also
consider link load, reliability, and MTU. Cisco recommends not using those values, in large part
due to the fluctuation created by the rapidly changing cal culated metrics and repeated routing
reconvergence.

Figure 9-3 depictsthe general logic rel ating to the metric componentsin arouting update, showing
the units on the bandwidth and delay commands versus the contents of the updates.

NOTE A router considersits interface delay settings, as defined with the delay interface
subcommand, when cal culating EIGRP metrics. The delay command’s units are tens of
microseconds, so adelay 1 command sets the interface delay as 10 microseconds.
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Figure 9-3 EIGRP Update and Computing the Metric
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®

Topology Table:
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Interface Settings: R1 Interface Settings: R2 Bandwidth 1,544
Delay 100 Delay 1000 (MTU, Load, Reliability)
Bandwidth 10,000 Bandwidth 1544

Metrics:
RD = 256 (10,000,000/10,000) + 256 (100) = 281,600
Metric = 256 (10,000,000/1,544) + 256 (1100) = 1,939,631

Because the received update includes the neighbor’ s metric components, arouter can calculate the
advertising neighbor’s metric for a route—called the reported distance (RD). A router can, of
course, also calculate itsown metric for aparticular route, after adding its own interface delay and
considering whether it should adjust the value for the constraining bandwidth. For example,
consider the four steps outlined in Figure 9-3:

1. R1 advertises aroute, with bandwidth = 10,000 and delay = 100.
2. R2cdculatesthe RD for thisroute per the received K values.

3. R2updatesitstopology table, adding delay 1000 because the interface on which R2 received
the update has adelay setting of 1000. It also usesanew bandwidth setting, because thereceived
Update's bandwidth (10,000) was greater than R2's incoming interface’s bandwidth (1544).

4. R2supdateto another neighbor includesthe new (cumulative) delay and the new (constraining)
bandwidth.

Assuming default K-value settings, the EIGRP formula for the metric calculation is

Metric = 256 (107/bandwidth) + 256 (delay)

Theshow ip eigrp topology command liststhe RD and thelocally computed metric for theentries
in the EIGRP topology table. Example 9-3 shows afew details of where the RD and local metric
can be seen in show command output. The example is based on Figure 9-1, with al routers and
interfaces now working properly. Also, to keep things simple, the delay command has been used
to set al linksto delay 1 (LANS), delay 2 (WANS), or delay 3 (loopbacks). Also, the metric
weights 00 0 1 0 0 command was used on each router, taking bandwidth out of the calculation,
making the calculated metrics a little more meaningful in the command outpui.
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Example 9-3 EIGRP Topology Table

KEY
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First, the numbers in parentheses show this router's (R1's) calculated metric,
then a "/", then the RD. For example, S1 advertised the route to 211.0/24, with
R1 calculating S1's metric (the RD) as 768. Delay 3 was set on S1's loopback
(where 211.0/24 resides), so its metric was 3*256=768. R1's metric adds delay 1,
! for a metric of 4*256=1024.

R1# show ip eigrp topology

IP-EIGRP Topology Table for AS(1)/ID(172.31.16.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,

r - reply Status, s - sia Status
P 172.31.151.0/24, 1 successors, FD is 768

via Connected, Loopbacki

P 172.31.211.0/24, 1 successors, FD is 1024

via 172.31.11.201 (1024/768), FastEthernet@/0
P 172.31.24.0/30, 1 successors, FD is 768

via 172.31.11.2 (768/512), FastEthernet0/0

via 172.31.14.2 (1024/512), Serial0/0.4
! Lines omitted for brevity
! Below, the metric in the IP routing table entries match the first number in
! the parentheses, as well as the number listed as "FD is.." in the output above.
R1# show ip route
! omitted legend for brevity

172.31.0.0/16 is variably subnetted, 9 subnets, 2 masks

D 172.31.211.0/24 [90/1024] via 172.31.11.201, 00:29:42, FastEthernet0/0
D 172.31.24.0/30 [90/768] via 172.31.11.2, 00:29:44, FastEthernet0/0

! Lines omitted for brevity

The show ip eigrp topology command lists afew additional very important concepts and terms
related to how EIGRP chooses between multiple possible routes to the same prefix. First, theterm
feasible distance (FD) refers to this router’s best cal culated metric among all possible routesto
reach aparticular prefix. The FD islisted as“FD is X’ in the command output. The route that has
thisbest FD iscalled the successor route, and isinstalled intherouting table. The successor route’s
metric is by definition called the feasible distance, so that metric is what shows up in the routes
shown with the show ip route command. These additional termsall relate to how EIGRP processes
convergence events, which is explained next.

EIGRP Convergence

Once all the EIGRP routers have learned al the routes in the network, and placed the best routes
(the successor routes) in their I P routing tables, their EIGRP processes ssimply continue to send

Hellos, expect to receive Hellos, and look for any changes to the network. When those changes do
occur, EIGRP must converge to use the best available routes. This section covers the three major
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components of EIGRP convergence: input events, local computation (which includes looking for
feasible successors), and using active querying to find alternative routes.

Table9-3listsseveral of the key EIGRPtermsrelated to convergence. Following thetable, thetext
jumpsright into what EIGRP does when atopology or metric change occurs.

EIGRP Features Related to Convergence

EIGRP Convergence
Function Description

Reported distance (RD) | The metric (distance) of aroute as reported by a neighboring router

Feasible distance (FD) The metric value for the lowest-metric path to reach a particular subnet

Feasibility condition When multiple routes to reach one subnet exist, the case in which one route’s
RD islower than the FD

Successor route The route to each destination prefix for which the metric is the lowest metric

Feasible successor (FS) | A route that is not a successor route but meets the feasibility condition; can
be used when the successor route fails, without causing loops

Input event Any occurrence that could change a router’s EIGRP topology table

Local computation An EIGRP router’s reaction to an input event, leading to the use of afeasible
SUCCESSOr Or going active on aroute

Input Events and Local Computation

KEY
POINT

An EIGRP router needsto react when an input event occurs. The obviousinput events are when a
router learns of new prefixes via newly received routing updates, when an interface fails, or
when aneighbor fails. Because EIGRP sends updates only as aresult of changed or new topology
information, a router must consider the update and decide if any of its routes have changed.

When an input event impliesthat aroute hasfailed, the router performslocal computation, afancy
term for a process that can be boiled down to relatively simple logic. In short, the result of local
computation is that the router either is able to choose a replacement route locally, without having
to ask any neighbors, or isrequired to ask neighbors for help. Simply put, for afailed route, local
computation does the following:

m If FSroutesexist, install the lowest-metric FS route into the routing table, and send Updates
to neighbors to notify them of the new route.

m If no FSroute exists, actively query neighbors for a new route.

To be an FSroute, aroute must meet the feasibility condition, defined as follows:

The RD must be lower than this router’s current FD for the route.
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Thelocal computation is best understood by looking at an example. Figure 9-4 shows the same
network asin Figure 9-1, but with delay va ues shown. Example 9-4 beginswith R4 using a successor
routeto 172.31.211.0/24, through R1. R4 also has an FS route to 172.31.211.0/24 through R2. The
example showswhat happenswhen the PV C from R1 to R4 fails, and R4’ sneighbor relationship with
R1 fails, causing R4 to perform local computation and start using its FS route through R2.

Figure 9-4 Network Used for EIGRP Convergence Examples
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NOTE Therouters have disabled the use of bandwidth in the EIGRP metric calculation, so all
metrics in Example 9-4 are multiples of 256.

Example 9-4 Local Computation: R1-R4 Link Fails, R4 Findsan FSto 172.31.211.0/24 Through R2

! First, the current successor route on R4 points out S@/0.1, to R1, metric 2048.
R4# show ip route
! lines omitted for brevity

172.31.0.0/16 is variably subnetted, 9 subnets, 2 masks
D 172.31.211.0/24 [90/2048] via 172.31.14.1, 00:01:46, Serial0/0.1
Below, the FD is listed as 2048 as well. The topology entry for the successor
has the same 2048 metric listed as the first number in parentheses; the second
number is the RD on R1 (1280). The second topology entry for this route lists
metric 2560, RD 1280; with RD in the second route being less than the FD, this
! second route meets the feasibility condition, making it an FS route.
R4# show ip eigrp topology
IP-EIGRP Topology Table for AS(1)/ID(172.31.104.4)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status
! lines omitted for brevity
P 172.31.211.0/24, 1 successors, FD is 2048
via 172.31.14.1 (2048/1280), Serial®/0.1
via 172.31.24.2 (2560/1792), Serial®/0.2
! Next, R4 loses Neighbor R1, with EIGRP Finite State Machine (FSM) debug on.
R4# debug eigrp fsm
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Example 9-4 Local Computation: R1-R4 Link Fails; R4 Findsan FSto 172.31.211.0/24 Through R2 (Continued)

KEY
POINT

EIGRP FSM Events/Actions debugging is on

Jan 12 07:17:42.391: %DUAL-5-NBRCHANGE: IP-EIGRP(@) 1: Neighbor 172.31.14.1 (Serial0/0.1)
is down: holding time expired

! Below, debug messages have been edited to only show messages relating to
! the route to 172.31.211.0/24. R4 looks for an FS, finds it, replaces the old
! successor with the FS, and sends updates telling neighbors about the new route.
Jan 12 07:17:42.399: DUAL: Destination 172.31.211.0/24
Jan 12 07:17:42.399: DUAL: Find FS for dest 172.31.211.0/24. FD is 2048, RD is 2048
Jan 12 07:17:42.399: DUAL: 172.31.14.1 metric 4294967295/4294967295
Jan 12 07:17:42.399: DUAL: 172.31.24.2 metric 2560/1792 found Dmin is 2560
Jan 12 07:17:42.399: DUAL: Removing dest 172.31.211.0/24, nexthop 172.31.14.1
Jan 12 07:17:42.403: DUAL: RT installed 172.31.211.0/24 via 172.31.24.2
Jan 12 07:17:42.403: DUAL: Send update about 172.31.211.0/24. Reason: metric chg
Jan 12 07:17:42.403: DUAL: Send update about 172.31.211.0/24. Reason: new if
! Finally, note that the FD is unchanged; the FD is never raised until the route
! has been actively queried. The new route info has been put in the routing table.
R4# show ip eigrp topology
! lines omitted for brevity
P 172.31.211.0/24, 1 successors, FD is 2048
via 172.31.24.2 (2560/1792), Serial®/0.2
R4# show ip route
! Lines omitted for brevity
D 172.31.211.0/24 [90/2560] via 172.31.24.2, 00:00:25, Serial@/0.2

Going Active on a Route

The second branch in thelocal computation logic causesthe EIGRP router to ask its neighbors
about their current best route to asubnet, hoping to find an avail able, loop-free alternative route
to that subnet. When no FS route is found, the EIGRP router goes active for the route. Going
activeisjargon for the process of changing aroute’s status to active. Once the router is active,
EIGRP multicasts Query messages to its neighbors, asking the neighbors if they have avalid
route to the subnet. The neighbors should unicast EIGRP Reply packets back to the original
router, stating whether or not they have a current loop-free route with which to reach that
prefix.

Once arouter receives Reply messages from all the neighborsto which it sent Queries, the router
updates its topology table with all the new information learned in the Reply messages, recomputes
metrics for any known routes, and chooses a new successor. Of course, if no routes to that subnet
are found, this router simply does not add a route to the routing table.

NOTE The EIGRPterm “active’ refersto aroute for which arouter is currently using the
Query process to find aloop-free alternative route. Conversely, arouteisin passive state when
itisnot in an active state.
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KEY
POINT

The neighboring routers view any received Query messages as an input event. Each neighbor
router’s behavior when receiving a Query can be summarized as follows:

1. If therouter does not have an entry in its topology table for that subnet, it sends an EIGRP
Reply packet stating that it has no route.

2. If therouter's successor for that subnet is unchanged, or an FSis found, the neighbor sends
back an EIGRP Reply message with the details of the route.

3. Iftheconditionsin step 1 or 2 do not exist, therouter itself goes active, and withholdsits EIGRP
response to the origina Query, until all of its neighbors respond.

Note that the logic in the third step can result in aroute for which the Active Querying process
never completes. Routes that stay in active state too long are considered to be stuck-in-active
routes. The related concepts are covered in the next section.

Example 9-5 shows an exampl e of the Query process. The example is again based on Figure 9-4,
with R4 again losing its neighbor relationship with R1. In this case, R4’'s local computation will
not find an FSfor itsfailed route to 172.31.151.0/24, so it must go active.

Example 9-5 RI1-R4 Link Fails;, R4 Actively Queriesfor 172.31.151.0/24

KEY
POINT

! First, the show ip eigrp topology command only lists the successor route, and no
! FS routes. This command does not list non-FS routes.

R4# show ip eigrp topo

! Lines omitted for brevity

P 172.31.151.0/24, 1 successors, FD is 1536
via 172.31.14.1 (1536/768), Serial®/0.1
Below, the show ip eigrp topology all-links command includes non-FS routes,
in this case including the non-FS route to 151.0/24 through R2. Note that this
alternate non-FS route's RD is 1792, which is more than the FD of 1536.
R4# show ip eigrp topology all-links
! Lines omitted for brevity

P 172.31.151.0/24, 1 successors, FD is 1536, serno 175

via 172.31.14.1 (1536/768), Serial0/0.1

via 172.31.24.2 (2560/1792), Serial0/0.2
! Next, the FSM debug is again enabled, and R4 loses neighbor R1.
R4# debug eigrp fsm

Jan 12 07:16:04.099: %DUAL-5-NBRCHANGE: IP-EIGRP(@) 1: Neighbor 172.31.14.1 (Serial0/0.1)
is down: holding time expired
RN R R R R R N R N N RN R N R RN R R RN R N R R RN R RN RN R RN RN R RN RN RN

! Below, R4 looks for an FS for route 172.31.151.0/24, and does not find one—

! so it enters active state. R4 sends a query to its one remaining neighbor (R2),
and keeps track of the number of outstanding Queries (1). Upon receiving the

! Reply from R2, it can update its topology table, and repeat local computation,
and use the now-best route through R2.

Jan 12 07:17:42.391: %DUAL-5-NBRCHANGE: IP-EIGRP(@) 1: Neighbor 172.31.14.1 (Serial0/0.1)
is down: holding time expired
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Example 9-5 RI1-R4 Link Fails; R4 Actively Queries for 172.31.151.0/24 (Continued)

Jan 12 07:17:42.391: DUAL: linkdown: start - 172.31.14.1 via Serial0/0.1

Jan 12 07:17:42.391: DUAL: Destination 172.31.151.0/24

Jan 12 07:17:42.391: DUAL: Find FS for dest 172.31.151.0/24. FD is 1536, RD is 1536
Jan 12 07:17:42.395: DUAL: 172.31.14.1 metric 4294967295/4294967295

Jan 12 07:17:42.395: DUAL: 172.31.24.2 metric 2560/1792 not found Dmin is 2560

Jan 12 07:17:42.395: DUAL: Dest 172.31.151.0/24 entering active state.

Jan 12 07:17:42.395: DUAL: Set reply-status table. Count is 1.

Jan 12 07:17:42.395: DUAL: Not doing split horizon

Jan 12 07:17:42.459: DUAL: rcvreply: 172.31.151.0/24 via 172.31.24.2 metric 2560/1792
Jan 12 07:17:42.459: DUAL: reply count is 1

Jan 12 07:17:42.459: DUAL: Clearing handle 0, count now @

Jan 12 07:17:42.463: DUAL: Freeing reply status table

Jan 12 07:17:42.463: DUAL: Find FS for dest 172.31.151.0/24. FD is 4294967295, RD is
4294967295 found

Jan 12 07:17:42.463: DUAL: Removing dest 172.31.151.0/24, nexthop 172.31.14.1

Jan 12 07:17:42.463: DUAL: RT installed 172.31.151.0/24 via 172.31.24.2

Jan 12 07:17:42.467: DUAL: Send update about 172.31.151.0/24. Reason: metric chg
Jan 12 07:17:42.467: DUAL: Send update about 172.31.151.0/24. Reason: new if

! Next, note that because R4 actively queried for the route, the FD could change.
R4# show ip eigrp topo

IP-EIGRP Topology Table for AS(1)/ID(172.31.104.4)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 172.31.151.0/24, 1 successors, FD is 2560
via 172.31.24.2 (2560/1792), Serial®/0.2

Of particular note in this example, look for the debug message starting with “Dual: rcvreply:”
(highlighted). This message meansthat the router received an EIGRP Reply message, in this case
from R2. The messageincludes R2'svalid routing information for 172.31.151.0/24. Also note that
the FD was recomputed, whereas it was not in Example 9-4 when an FS route was found.

NOTE Query messagesusereliabletransmission viaRTP and are multicasts; Reply messages
arereliable and are unicasts. Both are acknowledged using Ack messages.

NOTE TheEIGRPterm Diffusing Update Algorithm (DUAL) refersto thetotality of thelogic
used by EIGRP to calculate new routes. The term is based on the logic used as Query messages
go outward from arouter, with the outward movement stopped when routers Reply.

Stuck-in-Active
Any router in active state for a route must wait for a Reply to each of its Query messages. It is
possible for arouter to wait several minutesfor all the replies, because neighboring routers might
also need to go active, and then their neighbors might need to go active, and so on—each
withholding its Reply message until it in turn receives all of its Reply messages. In normal
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operation, the process should complete; to handle exception cases, EIGRP includes atimer called
the Active timer, which limits the amount of time in which aroute can stay active. If the Active
timer expires before arouter receives all of its Reply messages, the router placesthe routein a
stuck-in-active state. The router also brings down any neighbors from which no corresponding
Reply was received, thinking that any neighbors that did not send a Reply are having problems.

In some conditions—Ilarge, redundant networks, flapping interfaces, or networks with lots of
packet loss, to name a few—neighbors might be working fine, but their Reply messages may not
completewithinthe Active timer. To avoid the downside of having the route become stuck-in-active,
and losing al routes through a possibly still-working neighbor, you can disable the Active timer
by using the timer s active-time disabled subcommand under router eigrp.

Limiting Query Scope

Although disabling the Active timer can prevent stuck-in-active routes, a better solution to the
prolonged wait for Reply messagesisto limit the scope of Query messages. By reducing the number
of neighborsthat receive the messages, and by limiting the number of hops away the queries flow,
you can greatly reduce the time required to receive all Reply messages.

Two methods can be used to limit query scope. Thefirst is route summarization. When a Query
reaches a router that has a summarized route, but not the specific route in the query, the router
immediately replies that it does not have that route. For instance, a router with the route
172.31.0.0/16 in its topology table, upon receiving a query for 172.31.151.0/24, immediately
sends a Reply, stating it does not have aroute to 172.31.151.0/24. With well-designed route
summarization, EIGRP queries can be limited to afew hops. (Chapter 11, “IGP Redistribution,
Route Summarization, and Default Routing,” covers route summarization details.)

The use of EIGRP stub routers also limits the query scope. Stub routers, by definition, should not be
used astrangt routersfor traffic. In Figure 9-4, R5 would be a classic candidate to be a stub router.

Also, if R4 should not be used to forward traffic from R1 over to R2, or vice versa, R4 could be astub
aswdll. In either case, non-stub routers do not send Query messagesto the stub routers, knowing that
the stub routers should not betransit routers. (Stub router configuration is covered in the next section.)

EIGRP Configuration

Thissection explainsthemajority of theoptionsfor EIGRP configuration. The* Foundation Summary”
section includes the full syntax of the commands, along with some comments, in Table 9-6.

EIGRP Configuration Example

Example 9-6 lists the configuration for R1, R2, R4, and R5 from Figure 9-4. The routers were
configured based on the following design goals:

m Enable EIGRP on al interfaces.
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m Configure K valuesto ignore bandwidth.

m  Configure R5 as an EIGRP stub router.

m Ensurethat R2's LAN interface uses aHello and Hold time of 2 and 6, respectively.
m  Configure R4 to alow 75 percent of interface bandwidth for EIGRP updates.

m AdvertiseR4’'sLAN subnet, but do not attempt to send or receive EIGRP updateson the LAN.

Example 9-6 Basic EIGRP Configuration on R1, R2, R4, and R5

! Below, R1 EIGRP-related configuration
! The default metric weights are "0 1 0 1 0 0".
router eigrp 1
network 172.31.0.0
metric weights 0 0 0 1 0 0
R2 EIGRP-related configuration
Note the commands used to change the Hello and Hold Time values per interface.
R2's Hellos advertise the timer values, and other routers on the LAN use these
values on their neighbor relationship with R2. Also below, note the use of the
! inverse mask to match a subset of interfaces on a single network command.
interface FastEthernet0/0
ip hello-interval eigrp 1 2
ip hold-time eigrp 1 6
|

router eigrp 1

network 10.0.0.0

network 172.31.11.2 0.0.0.0

network 172.31.24.0 0.0.1.255
metric weights 0 0 0 1 0 0

R4 EIGRP-related configuration

Below, the percentage of the interface bandwidth used for EIGRP is changed. The
value can go over 100% to allow for cases in which the bandwidth has

been artificially lowered to impact the EIGRP metric. Also note that R4 makes
its e0/0 interface passive, meaning no routes learned or advertised on EQ/0.
interface Serial®/0.1 point-to-point

bandwidth 64

ip bandwidth-percent eigrp 1 150
!

router eigrp 1

passive-interface Ethernet0/0

network 172.31.0.0

metric weights 0 0 0 1 0 0

! R5 EIGRP-related configuration

| Below, note R5's configuration as a stub area.

continues
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Example 9-6 Basic EIGRP Configuration on R1, R2, R4, and R5 (Continued)

router eigrp 1

network 172.31.0.0

metric weights 0 0 0 1 0 0
eigrp stub connected summary

EIGRP allows for better control of the three functions enabled on an interface by the EIGRP
networ k command. (The three functions are advertising the connected subnet, sending routing
updates, and receiving routing updates.) Unlike RIP, but like OSPF, the EIGRP networ k command
supports configuration of an optional wildcard mask (as seen on R4 in Example 9-6), alowing
each interface to be matched individually—and making it simple to enable EIGRP on a subset of
interfaces. Also, a LAN subnet might have a single router attached to it, so there isno need to
attempt to send or receive updates on those interfaces. By enabling EIGRP on theinterface with a
networ k command, and then configuring the passive-inter face command, you can stop the router
from sending Hellos. If arouter does not send Hell os, it forms no neighbor adjacencies, and it then
neither sends nor receives updates on that LAN.

Example 9-6 also shows R5 configured as an EIGRP stub router. RS announces itself as a stub
router viaits EIGRP Hellos. Asaresult, R2 will not send Query messagesto R5, limiting the scope

of Query messages.

Theeigrp stub command has several options, with the default options (connected and summary)
shown on the last line of Example 9-6. (Note that the eigrp stub command was typed, and 10S
added the connected and summary optionsin the configuration.) Table 9-4 liststhe eigrp stub
command options, and explains some of the logic behind using them.

Table 9-4 EIGRP Features Related to Convergence

KEY
POINT

Option This Router Is Allowed To...

connected Advertise connected routes, but only for interfaces matched with anetwork
command.

summary Advertise auto-summarized or statically configured summary routes

static Advertise static routes, assuming theredistribute static command is configured.

redistributed Advertise redistributed routes, assuming redistribution is configured.

receive-only Not advertise any routes. This option cannot be used with any other option.

Note that the stub option still requires the stub router to form neighbor relationships, even in
receive-only mode. The stub router simply performs less work and reduces the query scope.

Example 9-6 also shows the EIGRP hello interval and hold time being set. These parameters can
be set per interface using the interface subcommands ip hello-interval eigrp asn seconds and
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ip hold-time eigr p asn seconds, respectively. The default EIGRP hello interval defaultsto 5
seconds on most interfaces, with NBMA interfaces whose bandwidth isT1 or Slower using ahello
interval of 60 seconds. The hold time defaultsto 15 and 180 seconds, respectively—three times
the default hello interval. However, if you change the hello interval, the hold time default does not
automatically changeto threetimesthe new hellointerval; instead, it remainsat 15 or 180 seconds.

EIGRP Load Balancing

Table 9-5

EIGRP allowsfor up to six equal-metric routesto be installed into the I P routing table at the same
time. However, because of the complex EIGRP metric calculation, metrics may often be close to
each other, but not exactly equal. To allow for metrics that are somewhat close in value to be
considered equal, and added to the I P routing table, you can use the variance multiplier command.
The multiplier defines a value that is multiplied by the lowest metric (in other words, the FD,
which is the metric of the successor route). If any other routes have a better metric than that
product of variance * FD, those other routes are considered equal, and added to the routing table.

NOTE EIGRP alows only FSroutes to be considered for addition as a result of using the
variance command. Otherwise, routing loops could occur.

Once the multiple routes for the same destination are in the routing table, EIGRP allows several
options for balancing traffic across the routes. Table 9-5 summarizes the commands that impact
how load balancing is done with EIGRP, plus the other commands related to installing multiple
EIGRP routesinto the same subnet. Note that these commands are all subcommands under router

eigrp.
EIGRP Route Load-Balancing Commands

Router EIGRP

Subcommand Meaning

variance Any FS route whose metric is less than the variance value multiplied by the
FD is added to the routing table (within the restrictions of the maximum-
paths command).

maximum-paths{1..6} | The maximum number of routesto the same destination allowed in the routing
table. Defaultsto 4.

traffic-share balanced | Therouter balances acrossthe routes, giving more packetsto lower-metric routes.

traffic-share min Although multiple routes are installed, sends traffic using only the lowest-
metric route.

traffic-share balanced | If more routes exist than are allowed with the maximum-paths setting, the
across-interfaces router chooses routes with different outgoing interfaces, for better balancing.

No traffic-share Balances evenly across routes, ignoring EIGRP metrics.
command configured
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EIGRP Configuration Options That Are Similar to RIP
Although EIGRP and RIPv2 differ quite abit in their underlying operation, several of their
features are configured almost identically. This section details these features. You can refer to
Chapter 8, “RIP Version 2,” for more information on the configuration syntax for these features.

Authentication—EIGRP configures authentication almost exactly like RIP. EIGRP
authentication commands use a keyword of eigrp asn instead of rip, using the ASN
configured by the router eigrp command. For example, the interface subcommand ip eigrp 1
authentication key-chain carkeys enables EIGRP MD5 authentication on the interface,
pointing to a key chain called “carkeys.” Also, EIGRP does not support simple-text
authentication, instead defaulting to MD5. Therefore, it does not use an equivalent of the

ip rip authentication mode {text | md5} command.

Route filtering—Configured with the distribute-list command, EIGRP route filtering is
configured identically to RIP route filtering—with one important difference in the underlying
operation. With RIP, incoming filters prevent theinformation from getting into the I Prouting table;
with EIGRP, anincoming filter preventstopol ogy information from getting into thetopol ogy table.

Offset lists—EIGRP uses the same syntax for the offset-list command as RIP, but with an
interesting underlying bit of logic. EIGRP does not advertise an integer metric, but rather
advertises the components of the metric, including constraining bandwidth and cumulative
delay. An EIGRP offset list increments only the delay value in the EIGRP metric. For
instance, an inbound offset list adding an offset of 1 resultsin anet increase in the metric
of 256, because it increases delay by 1, and EIGRP multiplies the delay setting by 256.

Autosummarization—EIGRP, like RIP, defaults to use auto-summarization; like RIPv2,
autosummarization can be disabled with the no auto-summary command under router eigrp.

Split horizon—EIGRP bounds its updates using split horizon logic, like RIP. Split horizon
can bedisabled per interface by usingthenoip split-horizon eigrp asn interface subcommand.
Note that, like RIP, most interfaces default to split horizon, with the notable exception of a
physical seria interface configured for Frame Relay.

Clearing | P routing tables—The clear ip route* command clears the | P routing table.
However, because EIGRP keeps all possible routesin its topology table, aclear ip route*
does not cause EIGRP to send any messages or learn any new topology information; the
router simply refillsthe I P routing table with the best routes from the existing topology table.
Theclear ip eigrp neighbor command clears al neighbor relationships, which clears the
entire topol ogy table on the router. The neighbors then come back up, send new updates, and
repopul ate the topology and routing tables. The clear command also alows for clearing all
neighbors that are reachable out an interface, or based on the neighbor’s IP address. (The
generic syntax is clear ip eigrp neighbors[ip-address | interface-type interface-number].)
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Foundation Summary

Table 9-6

This section lists additional details and factsto round out coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin this section of the chapter, as well as review the items in the “ Foundation Topics’

section noted with a Key Point icon.

Table 9-6 lists some of the most popular Cisco |OS commands related to the topicsin this chapter.
Also refer to Table 9-4 for afew additional commands related to load balancing.

Command Reference for Chapter 9

Command

Command Mode and Description

router eigrp as-number

Global config; puts user in EIGRP configuration mode for
that AS

network ip-address [wildcard-mask]

EIGRP config mode; defines matching parameters, compared
to interface | P addresses, to pick interfaces on which to
enable EIGRP

distribute-list [access-list-number |
name] {in | out} [interface-type |
interface-number]

EIGRP config mode; defines ACL or prefix list to use for
filtering EIGRP updates

ip split-horizon eigrp asn

Interface subcommand; enables or disables split horizon

passive-interface [default] {interface-
type interface-number}

EIGRP config mode; causes EIGRP to stop sending Hellos
on the specified interface, and thereby to also stop receiving
and/or sending updates

ip hello-interval eigrp asn seconds

Interface subcommand; sets the interval for periodic Hellos
sent by thisinterface

ip hold-time eigrp asn seconds

Interface subcommand; sets the countdown timer to be used
by arouter’s neighbor when monitoring for incoming EIGRP
messages from this interface

auto-summary

EIGRP config mode; enables automatic summarization at
classful network boundaries

metric weightstos k1 k2 k3 k4 k5

EIGRP config mode; defines the per-ToS K values to be used
in EIGRP metric calculations

ip bandwidth-percent eigrp asn
percent

Interface subcommand; defines the maximum percentage of
interface bandwidth to be used for EIGRP messages

continues
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Table 9-6

Table 9-7

KEY
POINT

Command Reference for Chapter 9 (Continued)

Command

Command Mode and Description

timer s active-time [time-limit |
disabled]

EIGRP config mode; sets the time limit for how long aroute
isin active state before becoming stuck-in-active

show ip route eigrp asn

User mode; displays all EIGRP routes in the I P routing table

show ip eigrp topology [as-number |
[[ip-address] masK]] [active | all-links|
pending | summary | zer o-successor s|

User mode; lists different parts of the EIGRP topology table,
depending on the options used

show ip eigrp interfaces[interface-
type interface-number] [as-number]

User mode; lists EIGRP protocol timers and statistics per
interface

show ip eigrp traffic [as-number]

User mode; displays EIGRP traffic statistics

show ip protocols

User mode; lists EIGRP timer settings, current protocol
status, automatic summarization actions, and update sources

show ip eigrp asn neighbors

User mode; lists EIGRP neighbors

clear ip eigrp neighbors[ip-address|
interface-type interface-number]

Enable mode; disables current neighbor relationships,
removing topology table entries associated with each
neighbor

clear ip route{network [mask] | *}

Enable mode; clears the routing table entries, which are then
refilled based on the current topology table

show ip interface [type number]

User mode; lists many interface settings, including split
horizon

eigrp log-neighbor-changes

EIGRP subcommand; displays |og messages when neighbor
status changes; enabled by default

Table 9-7 summarizes the types of EIGRP packets and their purposes.

EIGRP Message Summary

EIGRP Packet Purpose

Hello I dentifies neighbors, exchanges parameters, and is sent periodically asa
keepalive function

Update Informs neighbors about routing information

Ack Acknowledges Update, Query, and Response packets

Query Asks neighboring routers to verify their route to a particular subnet
Reply Sent by neighbors to reply to a Query

Goodbye Used by arouter to notify its neighbors when the router is gracefully shutting down




Memory Builders 253

Memory Builders

The CCIE Routing and Switching written exam, likeall Cisco CCIE written exams, coversafairly
broad set of topics. This section provides some basic toolsto help you exercise your memory
about some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD
in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions
Next, take a few moments to write down the definitions for the following terms:

hello interval, full update, partial update, Route Tag field, Next Hop field, MD5,
DUAL, Hold timer, K value, neighbor, adjacency, RTP, SRTT, RTO, Update, Ack,
query, Reply, Hello, Goodbye, RD, FD, feasibility condition, successor route,
feasible successor, input event, local computation, active, passive, going active,
stuck-in-active, query scope, EIGRP stub router, limiting query scope, variance

Refer to the CD-based glossary to check your answers.

Further Reading
Jeff Doyl€' s Routing TCP/IP, Volume |, Second Edition, (Cisco Press) has several excellent examples
of configuration, aswell as several examples of the DUAL algorithm and the Active Query process.

EIGRP Network Design Solutions, by Ivan Pepelnjak, contains wonderfully complete coverage
of EIGRP , at least asit existed at the latest publication date. It also has great, detailed examples of
the Query process.
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This chapter coversthe following topicsfrom the
Cisco CCIE Routing and Switching written exam
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= |PRouting

— OSPF

— The use of show and debug commands
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OSPF

Thischapter covers OSPF, the only link-state routing protocol covered by the CCIE Routing and
Switching exam blueprint. As with the other routing protocol chapters, this chapter includes
most of the features, concepts, and commands related to OSPF. Chapter 11 “IGP Route
Redistribution, Route Summarization, and Default Routing,” coversafew other details of OSPF,
in particular, route redistribution, route filtering in redistribution, and route summarization.

“Do | Know This Already?”” Quiz

Table 10-1 outlines the major sections in this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 10-1 “ Dol Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section Score
OSPF Database Exchange 1-5

OSPF Design and LSAs 69

OSPF Configuration 10-12

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”

1. R1 hasreceived an OSPF LSU from R2. Which of the following methods may be used
by R1 to acknowledge receipt of the LSU from R2?

a. TCP on R1 acknowledges using the TCP Acknowledgement field.
b. R1 sendsback an identical copy of the LSU.
c. R1sendsback an LSAck to R2.

d. R1 sendsback a DD packet with LSA headers whose sequence numbers match the
segquence numbersin the LSU.
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Fredsco has an enterprise network with one core Frame Relay connected router, with a hub-
and-spoke network of PV Cs connecting to ten remote offices. The network uses OSPF
exclusively. The core router (R-core) has all ten PV Cs defined under multipoint subinterface
s0/0.1. Each remote router also uses a multipoint subinterface. Fred, the engineer, configures
an ip ospf network non-broadcast command under the subinterface on R-core and on the
subinterfaces of the ten remote routers. Fred also assigns an |P address to each router from
subnet 10.3.4.0/24, with R-core using the .100 address, and the remote officesusing .1
through .10. Assuming all other related options are using defaults, which of the following
would be true about this network?

a. The OSPF hello interval would be 30 seconds.

b. The OSPF dead interval would be 40 seconds.

c. Theremote routers could learn al routes to other remote routers’ subnets, but only if
R-core became the designated router.

d. No designated router will be elected in subnet 10.3.4.0/24.

Which of the following interface subcommands, used on a multipoint Frame Relay
subinterface, creates a requirement for a DR to be elected for the attached subnet?

a. ip ospf network point-to-multipoint

b. ip ospf network point-to-multipoint non-broadcast
c. ip ospf network non-broadcast

d. None of these answersiis correct.

The following routers share the same LAN segment and have the stated OSPF settings: R1:
RID 1.1.1.1, hello 10, priority 3; R2: RID 2.2.2.2, hello 9, priority 4; R3, RID 3.3.3.3, priority
3; and R4: RID 4.4.4.4, hello 10, priority 2. The LAN switch fails, recovers, and all routers
attempt to elect an OSPF DR and form neighbor relationships at the same time. No other
OSPF-related parameters were specifically set. Which of the following is true about
negotiations and elections on this LAN?

a. R1, R3, and R4 will expect Hellos from R2 every 9 seconds.

b. R2 will become the DR but have no neighbors.

c. R3will becomethe BDR.

d. R4&'sdead interval will be 40 seconds.

e. All routerswill use R2's hello interval of 9 once R2 becomes the designated router.
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Which of the following must be truein order for two OSPF routers that share the same LAN
datalink to be able to become OSPF neighbors?

a. Must beinthe same area

b. Must have the same L SRefresh setting

c. Must have differing OSPF priorities

d. Must have the same Hello timer, but can have different dead intervals

R1isan OSPF ASBR that injects an E1 route for network 200.1.1.0/24 into the OSPF
backbone area. R2 is an ABR connected to area 0 and to area 1. R2 aso has an Ethernet
interfacein area 0, |P address 10.1.1.1/24, for which it isthe designated router. R3 isarouter
internal to area 1. Enough links are up and working for the OSPF design to be working
properly. Which of the following is true regarding this topology? (Assume no other routing
protocols are running, and that area 1 is not a stub area.)

a. Rl createsatype 7 LSA and floodsit throughout area O.
b. R3will not have a specific route to 200.1.1.0/24.
c. R2forwardsthe LSA that R1 created for 200.1.1.0/24 into area 1.

d. R2will create atype 2 LSA for subnet 10.1.1.0/24 and flood it throughout
area .

R1isan OSPF ASBR that injects an E1 route for network 200.1.1.0/24 into the OSPF
backbone area. R2 is an ABR connected to area 0 and to area 1. R2 also has an Ethernet
interfacein area 0, |P address 10.1.1.1/24, for which it isthe designated router. R3 isarouter
internal to area 1. Enough links are up and working for the OSPF design to be working
properly. Which of the following are true regarding this topology? (Assume no other routing
protocols are running, and that area 1 isatotally NSSA area.)

a. R3couldinject internal routes into the OSPF domain.
b. R3will not have a specific route to 200.1.1.0/24.
c. R2forwardsthe LSA that R1 created for 200.1.1.0/24 into area 1.

d. R2will create atype 2 LSA for subnet 10.1.1.0/24 and flood it throughout
area 0.
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10.

Theroutersin area 55 al have the area 55 stub no-summary command configured under
the router ospf command. OSPF has converged, with al routersin area 55 holding an
identical link-state database for area 55. All 1P addresses inside the area come from the range
10.55.0.0/16; no other links outside area 55 use addressesin thisrange. R11 isthe only ABR
for the area. Which of the following is true about this design?

a. Theareaisastubby area.
b. Theareaisatotally stubby area.
c. Theareaisan NSSA.

d. ABRR11isnot allowed to summarize thetype 1 and 2 LSAsin area 55 into the
10.55.0.0/16 prefix due to the no-summary keyword.

e. Routersinterna to area 55 can have routes to specific subnetsinside area 0.

f. Routersinternal to area 55 can have routesto E1, but not E2, OSPF routes.

R1isan OSPFASBR that injects an E1 route for network 200.1.1.0/24 into the OSPF
backbone area. R2 is an ABR connected to area 0 and to area 1. R2 aso has an Ethernet
interfacein area 0, P address 10.1.1.1/24, for which it isthe designated router. R3 isa
router internal to area 1. Enough links are up and working for the OSPF design to be
working properly. Which of the following are true regarding this topology? (Assume no
other routing protocols are running, and that area 1 is not a stubby area.)

a. R3'scost for therouteto 200.1.1.0 will be the cost of the route asit wasinjected into the
OSPF domain by R1, without considering any internal cost.

b. R3'scost for the route to 200.1.1.0 will include the addition of R3’s cost to reach R1,
plus the external cost listed in the LSA.

c. R3'scost for the route to 10.1.1.0/24 will be the same as its cost to reach ABR R2.

d. R3'scost for the route to 10.1.1.0/24 will be the sum of its cost to reach ABR R2 plus
the cost listed in the type 3 LSA created for 10.1.1.0/24 by ABR R2.

e. Itisimpossibleto characterize R3's cost to 10.1.1.0/24 because R3 uses a summary type
3 LSA, which hides some of the costs.

R1 and R2 each connect via Fast Ethernet interfaces to the same LAN, which should bein
area0. R1's|P addressis 10.1.1.1/24, and R2'sis 10.1.1.2/24. The only OSPF-related
configuration is as follows:

hostname R1

router ospf 1

network 0.0.0.0 255.255.255.255 area 0
auto-cost reference-bandwidth 1000

|

hostname R2

router ospf 2

network 10.0.0.0 0.0.0.255 area 0
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Which of the following statements are true about the configuration?

a.

The networ k command on R2 does not match IP address 10.1.1.2, so R2 will not
attempt to send Hellos or discover neighbors on the LAN.

The different process IDs in the router ospf command prevent the two routers from
becoming neighbors on the LAN.

R2 will becomethe DR asaresult of having a cost of 1 associated with its Fast Ethernet
interface.

R1 and R2 could never become neighbors due to the difference in cost values.
R1's OSPF cost for its Fast Ethernet interface would be 10.

Which of the following are true about setting timers with OSPF?

a.

Theip ospf dead-interval minimal hello-multiplier 4 interface subcommand sets the
hello interval to 4 ms.

Theip ospf dead-interval minimal hello-multiplier 4 interface subcommand sets the
dead interval to 4 seconds.

Theip ospf dead-interval minimal hello-multiplier 4 interface subcommand sets the
hello interval to 250 ms.

Onall interfaces, theip ospf hello-interval 30 interface subcommand changes the hello
interval from 10 to 30.

Theip ospf hello-multiplier 5 interface subcommand sets the dead interval to five times
the then-current hello interval.

Cisco 10S defaults the hello and dead intervals to 30/120 on interfaces using the OSPF
nonbroadcast network type.

R1 has been configured for OSPF authenti cation on itsfa0/0 interface as shown below. Which
of the following is true about the configuration?

interface fa0/0

ip ospf authentication-key hannah

ip ospf authentication

ip ospf message-digest-key 2 md5 jessie
router ospf 2

area 0 authentication message-digest

a
b

C.

R1 will attempt simple-text authentication on the LAN with key hannah.
R1 will attempt M D5 authentication on the LAN with key jessie.

R2 will attempt OSPF type 2 authentication on fa0/0.

R2 will attempt OSPF type 3 authentication on fa0/0.
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Foundation Topics

Link-state routing protocols define the content and structure of data that describes network
topology, and define the processes by which routers exchange that detail ed topology information.
The name “link state” refersto the fact that the topology information includes information about
each data link, along with each link’s current operational state. All the topological data together
comprisesthe link-state database (LSDB). Each link-state router appliesthe Dijkstraagorithm to
the database to cal culate the current-best routes to each subnet.

This chapter breaks down the OSPF coverage into three major sections. The first section details
how the topology datais exchanged. The second section covers OSPF design and the contents of
the LSDB, which comprises different types of link-state advertisements (LSAS). (The second
section covers both design and the LSDB because the design choices directly impact which types
of LSAs are forwarded into the differing parts of an OSPF network.) The third section coversthe
majority of the OSPF configuration details of OSPF for this chapter, although afew configuration
topics are interspersed in the first two sections.

NOTE This chapter addresses the functions of OSPF Version 2. It ignores OSPF Version 3
(RFC 2740), which was introduced primarily to support 1Pv6.

OSPF Database Exchange

OSPF defines five different messages that routers can use to exchange L SAs. The process by
which LSAs are exchanged does not change whether a single area or multiple areas are used, so
this section will use asingle OSPF area (area 0).

OSPF Router IDs

KEY
POINT

Before an OSPF router can send any OSPF messages, it must choose a unique 32-bit dotted-
decimal identifier called the OSPF router identifier (RID). Cisco routers use the following
seguenceto choosetheir OSPF RID, only moving on to the next step in thislist if the previous step
did not supply the OSPF RID:

1. Usetherouter ID configured in the router-id id subcommand under router ospf.

2. Usethe highest numeric | P address on any currently “up and up” loopback interface.

3. Usethe highest numeric IP address on any currently “up and up” non-loopback interface.
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The sequence and logic are very simple, but some details are hidden in the sequence:

m Theinterface from which the RID istaken does not have to be matched by an OSPF networ k

command.

m  OSPF does not have to advertise aroute to reach the RID’s subnet.

m TheRID does not have to be reachable per the IP routing table.

m  Steps 2 and 3 look at the then-current interface state to choose the RID when the OSPF

process is started.

m Routers consider changing the OSPF RID when the OSPF process is restarted, or when the
RID is changed via configuration.

m If arouter’'sRID changes, the rest of the routersin the same areawill have to perform a

new SPF calculation.

m IftheRID isconfigured with therouter-id command, and the command remains unchanged,
that router’'s RID will never change.

For these reasons, many people set their RIDs with the router-id command and use an obvious
numbering scheme to make it easy to identify arouter by itsRID.

Becoming Neighbors, Exchanging Databases, and Becoming Adjacent
OSPF directly encapsulates the five different types of OSPF messages inside | P packets, using
IP protocol 89, aslisted in Table 10-2.

Table 10-2 OSPF Messages

KEY
POINT

Message

Description

Hello

Used to discover neighbors, bring a neighbor relationship to a 2-way state,
and monitor a neighbor’s responsiveness in case it fails

Database Description
(DD or DBD)

Used to exchange brief versions of each LSA, typically on initial topology
exchange, so that arouter knows alist of that neighbor’s LSAs

Link-State Request
(LSR)

A packet that identifies one or more L SAs about which the sending router
would like the neighbor to supply full details about the LSAs

Link-State Update
(LSV)

A packet that contains fully detailed LSAS, typically sent in response to an
L SR message

Link-State
Acknowledgement
(LSACcKk)

Sent to confirm receipt of an LSU message
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These messages together allow routers to discover each other’s presence (Hello), learn which
LSAsare missing from their LSDBs (DD), request and reliably exchange the LSAs (L SR/LSU),
and monitor their neighbors for any changes in the topology (Hello). Note that the LSAS
themselves are not OSPF messages—an L SA isadata structure, held inside arouter’s LSDB, and
exchanged inside L SU messages.

When aparticular datalink first comes up, OSPF routers first become neighbors using the Hello
message. At that point, they exchange topology information using the other four OSPF messages.
Figure 10-1 outlines the overall process between two routers.

Figure 10-1 Overview of OSPF LSDB Exchange
Neighbor State Neighbor State

Down Down

(R1to R2 Link comes up ...)

RID1.111 it it RID2.2.2.2
~Z Hello, Seen [null], RID 1.1.1.1 = .N}C\
- > .
R1 ' R2 '
P Hello, Seen [1.1.1.1], RID 2.2.2.2 2-way
2-way Hello, Seen [1.1.1.1,2.2.2.2], RID 1.1.1.1 o
>
DR Election, Hello, DR=z.2.2.2 + DR Election,
if needed _ _ ” if needed
ExStart DD (LSA Headers) -
., DD (LSA Headers) ExStart
Y
Exchange DD (LSA Headers) Exchange
< >
. LSR, LSU, LSAck (Full LSAs) Loading
Loading <€ >
Full . Full

Figure 10-1 shows the overall message flow, along with the neighbor state on each router. An
OSPF router keeps a state machine for each neighbor, listing the current neighbor state in the
output of the show ip ospf neighbor command. These neighbor states change as the neighbors
progress through their messaging; in this example, the neighbors settle into afull state, meaning
fully adjacent, once the process is compl eted.

The “Foundation Summary” section at the end of this chapter includes a reference table
(Table 10-13) listing the neighbor states and their meanings. The next few sections explain the
details behind the process shown in Figure 10-1.
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Becoming Neighbors: The Hello Process

KEY
POINT

Hello messages perform three major functions:

m Discover other OSPF-speaking routers on common subnets
m  Check for agreement on some configuration parameters
m  Monitor health of the neighborsto react if the neighbor fails

To discover neighbors, Cisco OSPF routerslisten for multicast Hello messages sent to 224.0.0.5—
the All OSPF Routers multicast address—on any interfaces that have been enabled for OSPF. The
Hellos are sourced from that router’s primary | P address on the interface—in other words, Hellos
arenot sourced from secondary 1P addresses. (OSPF routerswill advertise secondary | P addresses,
but they will not send Hellosfrom those | P addresses, and never form neighbor relationships using
secondary addresses.)

Once two routers discover each other by receiving Hellos from the other router, the routers
perform the following parameter checks based on the receive Hellos:

m  Must pass the authentication process

m  Must bein the same primary subnet, including same subnet mask
m  Must bein the same OSPF area

m  Must be of the same areatype (stub, NSSA, and so on)

m  Must not have duplicate RIDs

m  OSPF Hello and Dead timers must be equal

If any of these items do not match, the two routers simply do not form a neighbor relationship.
Also of note is oneimportant item that does not have to match: the OSPF process ID (PID), as
configured in the router ospf process-id command. (Also, the MTU must be equal for the DD
packetsto be successfully sent between neighbors, but this parameter check istechnically not part
of the Hello process.)

The third important function for aHello isto maintain a heartbeat function between neighbors.
The neighbors send Hellos every hello interval; failure to receive a Hello within the longer dead
interval causes arouter to believe that its neighbor has failed. The hello interval defaultsto

10 secondson LAN interfaces and 30 secondson T1 and slower WAN interfaces; the dead interval
defaults to four times the hello interval.

Example 10-1 lists some basic OSPF command output related to the neighbor establishment with
Hellos, and the hello and dead intervals.
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Example 10-1 Hello Mismatches and Basic Neighbor Parameters

Below, debug messages show that this router disagrees with the hello and dead
intervals on router 10.1.111.4; The "C" and "R" mean "configured" and "received,"
respectively, meaning that this router uses 30/120 for hello/dead, and the other
! router is trying to use 10/40.

R1# debug ip ospf hello

OSPF hello events debugging is on

Jan 12 06:41:20.940: OSPF: Mismatched hello parameters from 10.1.111.4

Jan 12 06:41:20.940: OSPF: Dead R 40 C 120, Hello R 10 C 30 Mask R 255.255.255.0 C
255.255.255.0

! Below, R1's hello and dead intervals are listed for the same interface.

R1# show ip ospf int s 0/0.100

Serial@®/0.100 is up, line protocol is up

Internet Address 10.1.111.1/24, Area 0

Process ID 1, Router ID 1.1.1.1, Network Type NON_BROADCAST, Cost: 64

Transmit Delay is 1 sec, State DR, Priority 1

Designated Router (ID) 1.1.1.1, Interface address 10.1.111.1

No backup designated router on this network

Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5

Lines omitted for brevity

Below, R1 shows a neighbor on S0/0.100, in the full state, meaning the routers
have completed LSDB exchange. Note the current Dead timer counts down, in this
case from 2 minutes; the value of 1:58 means R1 last received a Hello from

! neighbor 10.1.111.6 two seconds ago.
R1# sh ip ospf neighbor 6.6.6.6
Neighbor 6.6.6.6, interface address 10.1.111.6

In the area 0 via interface Serial0/0.100
Neighbor priority is @, State is FULL, 8 state changes
DR is 10.1.111.1 BDR is 0.0.0.0
Poll interval 120
Options is 0@x42
Dead timer due in 00:01:58
Neighbor is up for 00:17:22

! Lines omitted for brevity

Flooding LSA Headers to Neighbors
Once two routers hear Hellos, and the parameter check passes, they do not immediately send
packets holding the LSAs. Instead, each router creates and sends Database Description (DD, or
sometimes called DBD) packets, which contain the headers of each LSA. The headersinclude
enough information to uniquely identify each L SA. Essentially, the routers exchange alist of all
the L SAsthey each know about; the next step in the processis|etting arouter request a new copy
of any old or unknown LSAs.

The DD messages use an OSPF-defined simple error-recovery process. Each DD packet, which
may contain several LSA headers, has an assigned sequence number. The receiver acknowledges
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areceived DD packet by sending an identical DD packet back to the sender. The sender uses a
window size of one packet, then waits for the acknowledgement before sending the next DD
packet.

Requesting, Getting, and Acknowledging LSAs
Once all LSA headers have been exchanged using DD packets, each neighboring router has alist
of LSAs known by the neighbor. Using that knowledge, a router needs to request a full copy of
each LSA that ismissing from its LSDB.

To know if aneighbor has a more recent copy of a particular LSA, arouter looks at the sequence
number of the LSA initsLSDB and comparesit to the sequence number of that same L SA learned
from the DD packet. Each L SA’s sequence number is incremented every time the LSA changes.
So, if arouter received (viaa DD packet) an LSA header with alater sequence number for a
particular LSA (as compared with the L SA in the LSDB), that router knows that the neighbor has
amorerecent LSA. For example, R1 sent R2 an L SA header for the type 1 LSA that describes R1
itself, with sequence number 0x80000004. If R2's database already held that LSA, but with a
sequence number of 0x80000003, then R2 would know that it needs to ask R1 to send the latest
copy (sequence number 0x80000004) of that LSA.

NOTE New L SAs begin with sequence number 0x80000001, increase, and then wrap back
to OX7FFFFFFF. If the LSA made it to sequence number 0x80000000, the L SA must be
reflooded throughout the network.

Routers use Link-Sate Request (LSR) packets to request one or more L SAsfrom aneighbor. The
neighboring router replies with Link-State Update (LSU) packets, which hold one or more fulll
LSAs. Asshown in Figure 10-1, both routers sit in aloading state while the LSR/LSA process
continues. Once the process is complete, they settle into afull state, which means that the two
routers should have fully exchanged their databases, resulting in identical copies of the LSDB
entries for that area on both routers.

The LSR/LSA process uses areliable protocol that has two options for acknowledging packets.
First, an LSU can be acknowledged by the receiver of the LSU simply repeating the exact same
L SU back to the sender. Alternatively, arouter can send back an LSAck packet to acknowledge
the packet, which contains alist of acknowledged LSA headers.

At the end of the process outlined in Figure 10-1, two neighbors have exchanged their LSDBs. As
aresult, their LSDBs should be identical. At this point, they can each independently run

the Dijkstra Shortest Path First (SPF) algorithm to calculate the best routes from their own
perspectives.
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Designated Routers on LANs

OSPF optimizes the L SA flooding process on multiaccess data links by using the concept of a
designated router (DR). Without the concept of a DR, each pair of routers that share a data

link would become fully adjacent neighbors. Each pair of routers would directly exchange their
L SDBswith each other as shown in Figure 10-1. On aLAN with only six routers, without a DR,
15 different pairs of routers would exist, and 15 different instances of full database flooding
would occur. OSPF uses a DR (and backup DR, or BDR) on aLAN or other multiaccess
network. The flooding occursthrough the DR, significantly reducing the unnecessary exchange of
redundant LSAS.

NOTE DRs have one other major function besidesimproving the efficiency of LSA flooding
process. They aso create atype 2 L SA that represents the subnet. L SA types are covered in the
next major section, “OSPF Design and L SAs.”

The next section goes through the basics of the DR/BDR process on LANSs, which isfollowed by
coverage of options of OSPF network types and how they impact OSPF flooding on Frame Relay
links.

Designated Router Optimization on LANs

Figure 10-2 depicts the DR flooding optimization that occurs with sending DD packets over
aLAN.

Figure 10-2 DR Optimization on a LAN
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Routersthat are not the DR (including the BDR) send DDsto the DR by sending them to multicast
address 224.0.0.6, the All OSPF DR Routers multicast address. The DR then acknowledges the
DDswith aunicast DD (Step 2 in Figure 10-2). The DR then floods anew DD packet to all OSPF
routers (multicast address 224.0.0.5).

Figure 10-2 shows the three main steps, but the non-DR routers al so need to acknowledge the DD
packet sent in Step 3. Typically, the acknowledgment occurs by the other routers each replying
with aunicast DD packet.

NOTE Intopologieswithout a DR, the DD and L SU packets are typically sent to the
224.0.0.5. All OSPF Routers multicast | P address.

Example 10-2 shows the output of a show ip ospf neighbor command on R1 from Figure 10-2.
Note that R1 isin afull state with S2, which is the DR, with OSPF RID 8.8.8.8. Rl isalsoin
afull state with S1, the BDR, OSPF RID 7.7.7.7. However, R1isin a 2WAY state with R2,
RID 2.2.2.2.

10-2 The show ip ospf neighbor Command

R1# sh ip ospf neighbor fa 0/0

Neighbor ID Pri State Dead Time  Address Interface

2.2.2.2 1 2WAY /DROTHER 00:00:35 10.1.1.2 FastEthernet@/0
7.7.7.7 1 FULL/BDR 00:00:38 10.1.1.3 FastEtherneto/0
8.8.8.8 1 FULL/DR 00:00:34 10.1.1.4 FastEthernet0/0

When aDR is used on alink, routers end up as DR, BDR, or neither; arouter that is neither

DR or BDR is called a DROther router. The DR and BDR form full adjacencies with all other
neighbors on the link, so they reach afull state once the database exchange process is complete.
However, two neighbors that are both DROthers do not become fully adjacent—they stop at the
2WAY state, asshownin Example 10-2. Stopping at the 2WAY state between two DROther routers
isnormal; it simply meansthat the Hello parameter-match check worked, but the neighbors do not
need to proceed to the point of exchanging DD packets, because they do not need to when aDR
is present.

To describe the fact that some neighbors do not directly exchange DD and L SU packets, OSPF
makes a distinction between the terms neighbors and adjacent, as follows:

m  Neighbors—Two routersthat share acommon data link, that exchange Hello messages, and
the Hellos must match for certain parameters.

m Adjacent (fully adjacent)—Two neighbors that have completed the process of fully
exchanging DD and L SU packets directly between each other.
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Note that although DROther routers do not exchange DD and LSU packets directly with each
other, like R1 and R2 in Figure 10-2, the DROther routers do end up with an identical copy of the
L SDB entries by exchanging them with the DR.

DR Election on LANs

KEY
POINT

Asnoted in Figure 10-1, if aDR is elected, the election occurs after the routers have become
neighbors, but before they send DD packets and reach the ExStart neighbor state. When an OSPF
router reachesthe 2-way state with thefirst neighbor on aninterface, it hasalready received at least
oneHello from that neighbor. If the Hello messages state a DR of 0.0.0.0—meaning none has been
elected—the router waits before attempting to elect a DR. Thistypically occurs after afailure on
the LAN. OSPF routerswait with the goal of giving al therouters on that subnet achanceto finish
initializing after afailure so that all the routers can participate in the DR election—otherwise,
the first router to become active would aways become the DR. (The time period is called the
OSPF wait time, which is set to the same value as the Dead timer.)

However, if the received Hellos already list the DR’s RID, the router does not have to wait before
beginning the election process. Thistypically occurs when one router lost its connection to the
LAN, but other routers remained and continued to work. In this case, the newly-connected router
does not attempt to elect anew DR, assuming the DR listed in the received Hello isindeed the
current DR.

The election process allows for the possibility of many different scenarios for which routers may
and may not becomethe DR or BDR. Generally speaking, thefollowing rulesgovernthe DR/BDR
election process:

m  Any router with its OSPF priority set to between 1-255 inclusive can try to become DR by
putting its own RID into the DR field of its sent Hellos.

m Routers examine received Hellos, looking at other routers’ priority settings, RIDs, and
whether each neighbor claims to want to become the DR.

m If areceived Helloimpliesa“better” potential DR, the router stops claiming to want to be DR
and asserts that the better candidate should be the DR.

m Thefirst criteriafor “better” isthe router with the highest priority.
m If theprioritiestie, the router with the higher RID is better.

m Therouter not claiming to be the DR, but with the higher priority (or higher RID, in case
priority isatie) becomesthe BDR.
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m If anew router arrives after the election, or an existing router improves its priority, it cannot
preempt the existing DR and take over as DR (or as BDR).

m OnceaDRiselected, and the DR fails, the BDR becomes DR, and anew election is held for
anew BDR.

Once the DR is elected, L SA flooding continues as illustrated previously in Figure 10-2.

Designated Routers on WANs and OSPF Network Types

KEY
POINT

Using a DR makes good sense on a LAN because it improves L SA flooding efficiency.
Likewise, not using a DR on a point-to-point WAN link also makes sense, because with only
two routers on the subnet, there is no inefficiency upon which to improve. However, on
nonbroadcast multiaccess (NBMA) networks, arguments can be made regarding whether aDR
is helpful. So, OSPF includes several options that include a choice of whether to use aDR on
WAN interfaces.

Cisco router interfaces can be configured to use, or not use, a DR, plus a couple of other key
behaviors, based on the OSPF network typefor each interface. The OSPF network type determines
that router’s behavior regarding the following:

m  Whether the router triesto elect a DR on that interface

m  Whether therouter must statically configureaneighbor (with theneighbor command), or find
neighbors using the typical multicast Hello packets

m  Whether more than two neighbors should be allowed on the same subnet

For instance, LAN interfaces default to use an OSPF network type of broadcast. OSPF broadcast
networks elect a DR, use Hellos to dynamically find neighbors, and allow more than two routers
to be in the same subnet on that LAN. For HDLC and PPP links, OSPF uses a network type of
point-to-point, meaning that no DR is elected, only two | P addresses are in the subnet, and
neighbors can be found through Hellos.

Table 10-3 summarizes the OSPF interface types and their meanings. Note that the interface type
values can be set with the ip ospf networ k type interface subcommand; the first column in the
table lists the exact keyword according to this command. Also, for casesin which aDR is not
elected, all routersthat become neighbors al so attempt to become adjacent by the direct exchange
of DD, LSR, and LSU packets.
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Table 10-3 OSPF Network Types

KEY
POINT

Default Requires a More than 2

Uses DR/ | Hello neighbor Hosts Allowed
Interface Type BDR? Interval Command? | in the Subnet?
Broadcast Yes 10 No Yes
Point-to-point! No 10 No No
Nonbroadcast? (NBMA) Yes 30 Yes Yes
Point-to-multipoint No 30 No Yes
Point-to-multipoint nonbroadcast | No 30 Yes Yes
L oopback No — — No

1 Default on Frame Relay point-to-point subinterfaces.
2 Defaullt on Frame Relay physical and multipoint subinterfaces.

Caveats Regarding OSPF Network Types over NBMA Networks

When configuring OSPF over Frame Relay, the OSPF network type concept can become a bit
troublesome. In fact, many CCIE Routing and Switching lab preparation texts and lab books focus
on the variety of combinations of OSPF network types used with Frame Relay for various
interfaces/subinterfaces. Thefollowing list contains many of the key itemsyou should check when
looking at an OSPF configuration over Frame Relay, when the OSPF network types used on the
various routers do not match:

m  Make sure the default Hello/Dead timers do not cause the Hello parameter check to fail. (See
Table 10-3 for the defaults for each OSPF network type.)

m If onerouter expects a DR to be elected, and the other does not, the neighbors may come up,
and full LSAs be communicated. However, show command output may show odd information,
and next-hop routers may not be reachable. So, make sure all routersin the same NBMA
subnet use an OSPF network type that either does use a DR or does not.

m If aDRisused, the DR and BDR must have a permanent virtual circuit (PVC) to each other
router in the subnet. If not, not all routers will be able to learn routes, because the DR must
forward the DD and L SU packetsto each of the other routers. Routers without a PV C to each
other router should be prevented from becoming a DR/BDR.

m If onerouter requires a static neighbor command, typically the other router on the other
end of the PV C does not require aneighbor command. For clarity, however, it is better to
configure neighbor commands on both routers.
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Two very simple options exist for making OSPF work over Frame Relay—both of which do

not require aDR and do not require neighbor commands. If the design allowsfor the use of point-
to-point subinterfaces, use those, take the default OSPF network type of point-to-point, and no
additional work isrequired. If multipoint subinterfaces are needed, or if the configuration must not
use subinterfaces, adding the ip ospf network point-to-multipoint command on al the routers
works, without requiring additional effort to manually define neighbors or worry about which
router becomes the DR.

Example of OSPF Network Types and NBMA
On NBMA networks with an OSPF network type that requires that a DR be el ected, you must
take care to make sure the correct DR is elected. The reason is that the DR and BDR must each
have aPV C connecting it to all the DROther routers—otherwise, L SA flooding will not be possible.
So, with partial meshes, the election should be influenced by configuring the routers’ priority and
RIDs such that the hub site of a hub-and-spoke partial mesh becomes the DR. Figure 10-3 shows
an example network for which R1 should be the only router allowed to become DR or BDR.

Figure 10-3 Network Used in the Frame Relay Priority and Network Type Example
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Example 10-3 depicts the following scenarios relating to DR election in Figure 10-3:

m  TheR1, R3, and R5 configuration is correct for operating with default OSPF network type
nonbroadcast in a partial mesh.

m R6 hasomitted theip ospf priority interface subcommand, causing it to inadvisably become
the DR.

m R4 will be used as an example of what not to do, in part to point out some interesting facts
about OSPF show commands.
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NOTE Figure 10-3 and Example 10-3 do not depict a suggested design for Frame Relay and
OSPF. With thistopology, using point-to-point subinterfacesin all cases, using four small (/30)
subnets, and defaulting to OSPF network type point-to-point would work well. Such a design,
however, would not require any thought regarding the OSPF network type. So, this example
is purposefully designed to provide a backdrop from which to show how the OSPF network
types work.

Example 10-3 shows only the nondefault OSPF configuration settings; also, the routers have an
obvious RID numbering scheme (1.1.1.1 for R1, 2.2.2.2 for R2, and so on).

Example 10-3 Setting Priority on NBMA Networks

! R1 configuration—the neighbor commands default to a priority value of 0,
! meaning R1's perception of that neighbor is priority 0.

router ospf 1

log-adjacency-changes detail

network 0.0.0.0 255.255.255.255 area 0

neighbor 10.1.111.3

neighbor 10.1.111.4

neighbor 10.1.111.5

neighbor 10.1.111.6

R3 configuration—R3's interface priority is set to @; R1 will use the higher
of R3's announced priority @ (based on R3's ip ospf priority interface
subcommand) and the priority value on R1's neighbor command, which defaulted
! to 0. So, R3 will not ever become a DR/BDR.

interface Serial®/0.1 multipoint

ip address 10.1.111.3 255.255.255.0

ip ospf priority @

frame-relay interface-dlci 100

! R4 configuration—note from Figure 10-3 that R4 is using a point-to-point

! subinterface, with all defaults. This is not a typical use of a point-to-point
! subinterface, and is shown to make a few points later in the example.

router ospf 1

network 0.0.0.0 255.255.255.255 area 0

! R5's configuration is equivalent to R3 in relation to the OSPF network type
! and its implications.

interface Serial®.1 multipoint

ip address 10.1.111.5 255.255.255.0

ip ospf priority 0

frame-relay interface-dlci 100

1

router ospf 1

network 0.0.0.0 255.255.255.255 area 0

! R6 configuration—R6 forgot to set the interface priority with the ip ospf
| priority @ command, defaulting to priority 1.

router ospf 1

network 0.0.0.0 255.255.255.255 area 0
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Example 10-3 Setting Priority on NBMA Networks (Continued)

! Below, the results of R6's default interface priority of 1—R6, with RID

! 6.6.6.6, and an announced priority of 1, wins the DR election. Note that the
! command is issued on R1.

R1# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
6.6.6.6 1 FULL/DR 00:01:52 10.1.111.6 Serialo/0
3.3.8.3 ®  FULL/DROTHER 00:01:46 10.1.111.3 Serialo/0
N/A ®  ATTEMPT/DROTHER - 10.1.111.4 Serial@/0
5.5.5.5 0 FULL/DROTHER 00:01:47 10.1.111.5 Serialo/0

! Next, R1's neighbor command was automatically changed to "priority 1" based on
the Hello, with priority 1, that R1 received from R6. To prevent this dynamic
reconfiguration, you could add an ip ospf priority @ command under R6's s0/0.1
| interface.
R1# show run | beg router ospf 1

router ospf 1

network 0.0.0.0 255.255.255.255 area 0

neighbor 10.1.111.6 priority 1

neighbor 10.1.111.3

neighbor 10.1.111.4

neighbor 10.1.111.5

! lines omitted for brevity

! Below, R4 is OSPF network type "point to point," with Hello/dead of 10/40.

! R1's settings, based on Table 10-3, would be nonbroadcast, 30/120.

R4# show ip ospf int s 0/0.1
Serial@®/@.1 is up, line protocol is up

Internet Address 10.1.111.4/24, Area 0

Process ID 1, Router ID 4.4.4.4, Network Type POINT_TO_POINT, Cost: 1562
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5

lines omitted for brevity

Below, R4 changes its network type to yet a different value, one that expects
! neighbor commands, but does not expect a DR to be used.
R4# conf t
Enter configuration commands, one per line. End with CNTL/Z.
R4 (config)# int s 0/0.1
R4 (config-subif)# ip ospf network point-to-multipoint non-broadcast

! Next, R1 and R4 become neighbors now that the Hello parameters match. Note that
! R1 believes that R4 is DROther.
R1# show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
! lines omitted for brevity
4.4.4.4 1 FULL /DROTHER 00:01:56 10.1.111.4 Serialo/0

! Below, R4 agrees it is in a full state with R1, but does not list R1 as DR,
! because R4 is not using the concept of a DR at all due to R4's network type.
R4# sh ip ospf neigh

Neighbor ID Pri State Dead Time  Address Interface
1.1.1.1 0 FULL/ — 00:01:42 10.1.111.1 Serialo/0.1
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Thefirst and most important point from Example 10-3 isthe actual behavior of the two waysto set
the priority in the example. The Cisco |OS Configuration Guide at Cisco.com states that the OSPF
neighbor command defines the priority of the neighbor. However, in practice, arouter’s neighbor
priority setting is compared with the priority inside the Hello it receives from that neighbor—
and the larger of the two valuesis used. In this example, R1's neighbor 10.1.111.6 command
(with default priority of 0) was overridden by R6's Hello, which was based on R6's default OSPF
interface priority of 1. So, during DR election, R1 and R6 tied on OSPF priority, and R6 won due
toitslarger (6.6.6.6 versus 1.1.1.1) RID. R1 even automatically changed its neighbor command
dynamically to neighbor 10.1.111.6 priority 1 to reflect the correct priority for R6.

Also note that, although neighbors must be statically configured for some network types, the
neighbor command needs to be configured on only one router. R3 and R5, with correct working
configurations, did not actually need a neighbor command.

Finally, it might seem that all is now fine between R1 and R4 by the end of the example, but even
though the neighbors are fully adjacent, R4 cannot route packetsto R3, R5, or R6 over the Frame
Relay network. For instance, R5 could have some routes that point to 10.1.111.4 (R4's Frame
Relay | P address) asthe next hop. However, because R5 isusing amultipoint subinterface, R5 will
not know what PV Ctousetoreach 10.1.111.4. (Chapter 7, “ | P Forwarding (Routing),” covershow
Frame Relay mapping occurs, and the logic used on multipoint and point-to-point subinterfaces.) In
this case, the routers with multipoint subinterfaces would need to add frame-relay map commands;
for example, R5 would need aframe-relay map ip 10.1.111.4 100 br oadcast command, causing
packets to next-hop 10.1.111.4 to go over DLCI 100 to R1, which would then route the packet
on to R4. Keep in mind that R4’s configuration is not a recommended configuration.

SPF Calculation
So far, this chapter has covered alot of ground related to the exchange of L SAs. Regardless of the
OSPF network type and whether DRs are used, once arouter has new or different information in its
LSDB, it usesthe Dijkstra SPF algorithm to examine the LSAsin the LSDB and derive the math-
equivaent of afigure of anetwork. This mathematical model has routers, links, costs for each link,
and the current (up/down) status of each link. Figure 10-4 represents the SPF model of asample
network.

Figure 10-4 Single-Area SPF Calculation: Conceptual View

Route S2 - R1 - R5: Cost 1 + 100 + 10 = 111 T
Route S2 -R2 -R5:Cost1+64 + 10=75 I | '
€107 et
// S
. .
7
10.5.15.0/24 7
7
7
7
/, .
’ R s
-7 R .
C 100 - Ci, C 1% VLAN 1

105.1.0/24 (72l _1_().5.2_5£/34__|’\‘37’L l’\_;.’f\
cwo Rs '-cso ces . R2 ' s2 '



OSPF Design and LSAs 275

Humans can easily see the conclusion that the SPF algorithm will reach, even though the
algorithm itself is fairly complicated. SPF on arouter finds all possible routes to each subnet,
addsthe cost for each outgoing interfacein that route, and then picksthe path with the least cost.
OSPF then places those |least (shortest) cost routes into the routing table. For example, S2
calculates two possible routes to subnet 10.5.1.0/24, with the better route being out S2’sVLAN
1interface, with R2 as the next-hop router. Also notein Figure 10-4 that the cost values are per
interface, and it is each outgoing interface’s cost that SPF adds to come up with the total cost of
the route.

Steady-State Operation
Even after anetwork has stabilized, all routers in the same area have the exact same LSAs, and
each router has chosen its best routes using SPF, the following is till true of routers running
OSPF:

m Eachrouter sends Hellos, based on per-interface hello intervals.

m Eachrouter expectsto receive Hellos from neighbors within the dead interval on each
interface; if not, the neighbor is considered to have failed.

m Eachrouter originally advertising an L SA refloods each L SA (after incrementing its sequence
number by 1) based on a per-LSA Link-State Refresh (L SRefresh) interval (default
30 minutes).

m Each router expectsto have its L SA refreshed within each LSA's MaxAge timer (default
60 minutes).

OSPF Design and LSAs

This section covers two mgjor topics:

m  OSPF design
m  OSPF LSA types

Although these might seem to be separate concepts, most OSPF design choicesdirectly impact the
L SA typesin anetwork and impose restrictions on which neighbors may exchange those LSAs.
This section starts with an OSPF design and terminol ogy review, and then moves on to L SA types.
Toward the end of the section, OSPF areatypes are covered, including how each variation changes
how L SAs flow through the different types of OSPF stubby areas.
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OSPF Design Terms
OSPF design calls for grouping links into contiguous areas. Routers that connect to linksin
different areas are Area Border Routers (ABRs). ABRs must connect to area 0, the backbone area,
and one or more other areas aswell. Autonomous System Boundary Routers (ASBRS) inject routes
external to OSPF into the OSPF domain, having learned those routes from wide-ranging sources
from the Border Gateway Protocol (BGP) on down to simple redistribution of static routes.
Figure 10-5 shows the terms in the context of a simple OSPF design.

Figure 10-5 OSPF Design Terminology
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Networks can use a single OSPF area, but using OSPF areas hel ps speed convergence and reduce
overhead in an OSPF network. Using areas provides the following benefits:

KEY ®m Generdly smaler per-area LSDBS, requiring less memory.
POINT

m Faster SPF computation due to the sparser LSDB.
m Alink failurein one areaonly requires a partial SPF computation in other areas.

m  Routesmay only be summarized at ABRs (and ASBRS); having areas allows summarization,
again shrinking the LSDB and improving SPF calculation performance.
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When comparing the use of one area versus using many areas, the number of routers or subnets
does not shrink, but the size of the LSDB on most routers should shrink. The LSDB shrinks
because an ABR does not pass denser and more detailed type 1 and 2 L SAs from one areato
another—instead, it passes type 3 summary LSAs. LSA types 1 and 2 can be thought of asthe
detailed topology information that causes most of the computing-intensive parts of the SPF
algorithm; by representing these detailed type 1 and 2 LSAs in a different way in other areas,
OSPF achievesits goal of reducing the effects of SPF.

LSA Types and Network Types
Table 10-4 lists the L SA types and their descriptions for reference; following the table, each type
is explained in more detail, in the context of aworking network.

Table 10-4 OSPF LSA Types

KEY LSA Common
POINT | Type Name Description

1 Router One per router, listing RID and all interface | P addresses. Represents
stub networks as well.

2 Network One per transit network. Created by the DR on the subnet, and
represents the subnet and the router interfaces connected to the
subnet.

3 Net Summary Created by ABRs to represent one area’s type 1 and 2 LSAs when
being advertised into another area. Defines the links (subnets) in the
origin area, and cost, but no topology data.

4 ASBR Summary Like atype 3 LSA, except it advertises a host route used to reach an
ASBR.

5 AS Externa Created by ASBRs for external routes injected into OSPF.

6 Group Defined for MOSPF; not supported by Cisco |OS.

Membership
7 NSSA External Created by ASBRs inside an NSSA area, instead of atype 5 LSA.
8 External Not implemented in Cisco routers.

Attributes

9-11 Opaque Used as generic LSAsto allow for easy future extension of OSPF;
for example, type 10 has been adapted for MPL S traffic
engineering.
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Before diving into the coverage of LSA types, two more definitions are needed:

m Transit networ k—A network over which two or more OSPF routers have become neighbors,
so traffic can transit from one to the other.

m  Stub network—A subnet on which arouter has not formed any neighbor relationships.

Now on to the LSA types!

LSA Types 1 and 2
Each router creates and floods atype 1 LSA for itself. These L SAs describe the router, its inter-
faces(inthat area), and alist of neighboring routers (in that area) on each interface. The L SA itself
isidentified by alink-state ID (LSD) equal to that router’sRID.

Type 2 LSAsrepresent atransit subnet for which a DR has been elected. The LSID isthe RID of
the DR on that subnet. Note that type 2 L SAsare not created for subnets on which no DR has been
elected.

Armed with an LSDB with all thetype 1 and 2 LSAs inside an area, arouter’s SPF algorithm
should be able to create atopological graph of the network, calculate the possible routes, and
finally choose the best routes. For example, Figure 10-6 shows a sample internetwork that is used
in several upcoming examples. Figure 10-7 shows agraphical view of thetype 1 and type2 LSAs
created in area 3.

Figure 10-6 Network Used in LSA Examples
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Figure 10-7 Graph of Type 1 and 2 LSAsfor Area 3
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For subnets without a DR, the type 1 L SAs hold enough information for the SPF algorithm to
create the math model of the topology. For example, R1 and R3 use point-to-point subinterfaces,
and the OSPF point-to-point network type. SPF can match up the information shown in the type
1 LSAsfor R1 and R3 in Figure 10-7 to know that the two routers are connected.

For transit networks with DRs, OSPF uses atype 2 L SA to model the subnet as anode in the SPF
mathematical model. Because the SPF process treats the type 2 LSA as anode in the graph, this
LSA is sometimes called a pseudonode. The type 2 LSA includes references to the RIDs of al
routersthat are currently neighbors of the DR on that subnet. That information, combined with the
type 1 LSAsfor each router connected to the subnet represented by the type 2 LSA, allows SPF
to construct an accurate picture of the network.

Example 10-4 showsthe LSAsin area 3 (Figures 10-6 and 10-7) via show commands.

Example 10-4 LSATypesland2inArea3

! R3's LSDB is shown, with type 1 LSAs listed as "Router Link States" and
! type 2 LSAs as "Net Link States." The command output shows a section for each LSA
! type, in sequential order.
R3# show ip ospf database
OSPF Router with ID (3.3.3.3) (Process ID 1)
Router Link States (Area 3)

continues
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Example 10-4 LSA Types1and 2 in Area 3 (Continued)

Link ID ADV Router Age Seq# Checksum Link count
1.1.1.1 1.1.1.1 1203 0x80000025 0x0072C3 2
3.3.3.3 3.3.3.3 779 0x80000027 0Ox003FBO 3
10.3.3.33 10.3.3.33 899 0x80000020 0x002929 2

Net Link States (Area 3)
Link ID ADV Router Age Seq# Checksum
10.3.1.3 3.3.3.3 1290 0x8000001F Ox00249E
! Lines omitted for brevity
! Next, the specific LSA's link ID is included in the show command, listing detail
! for the one LSA type 2 inside area 3. Note that the "Link ID" is the DR's
! interface address on the subnet. The network keyword refers to the network LSAs (type 2 LSAs).
R3# show ip ospf database network 10.3.1.3

OSPF Router with ID (3.3.3.3) (Process ID 1)
Net Link States (Area 3)

Routing Bit Set on this LSA
LS age: 1304
Options: (No TOS-capability, DC)
LS Type: Network Links
Link State ID: 10.3.1.3 (address of Designated Router)
Advertising Router: 3.3.3.3
LS Seq Number: 8000001F
Checksum: @x249E
Length: 32
Network Mask: /23
Attached Router: 3.3.3.3
Attached Router: 10.3.3.33
! Next, the type 1 LSA for R3 is listed. The link ID is the RID of R3. Note that

! the LSA includes reference to each stub and transit link connected to R3. The router
! keyword refers to the router LSAs (type 1 LSAs).

R3# show ip ospf database router 3.3.3.3
OSPF Router with ID (3.3.3.3) (Process ID 1)
Router Link States (Area 3)

LS age: 804

Options: (No TOS-capability, DC)
LS Type: Router Links

Link State ID: 3.3.3.3
Advertising Router: 3.3.83.3

LS Seq Number: 80000027
Checksum: @x3FBO

Length: 60

Number of Links: 3

Link connected to: another Router (point-to-point)
(Link ID) Neighboring Router ID: 1.1.1.1

(Link Data) Router Interface address: 10.3.13.3
Number of TOS metrics: 0

TOS 0 Metrics: 64
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Example 10-4 LSA Types1and 2 in Area 3 (Continued)

Link connected to: a Stub Network

(Link ID) Network/subnet number: 10.3.13.0
(Link Data) Network Mask: 255.255.255.0
Number of TOS metrics: @

TOS @ Metrics: 64

Note that R3's LSA refers to a transit network next, based on its DR RID -
these lines allow OSPF to know that this router (R3) connects to the transit
network whose type 2 LSA has LSID 10.3.1.3.

Link connected to: a Transit Network
(Link ID) Designated Router address: 10.3.1.3
(Link Data) Router Interface address: 10.3.1.3
Number of TOS metrics: 0@
TOS @ Metrics: 10
Below, the routes from R3 and R1 to 10.3.2.0/23 are shown. Note the cost values
for each reflect the cumulative costs of the outgoing interfaces used to reach
the subnet—for instance, R3's cost is the sum of its outgoing interface cost
(10) plus R33's outgoing interface cost (1). R1's cost is based on three outgoing
links: R1 (cost 64), R3 (cost 10), and R33 (cost 1), for a total of 75. Also
note that the time listed in the route is the time since this LSA first arrived
! at the router, even if the LSA has been refreshed due to the LSRefresh interval.
R3# show ip route ospf 1 | include 10.3.2.0

0 10.3.2.0/23 [110/11] via 10.3.1.33, 17:08:33, Ethernet0/0
R1# show ip route ospf | include 10.3.2.0
0 10.3.2.0/23 [110/75] via 10.3.13.3, 17:10:15, Serial0/0.3

Theshow ip ospf database command liststhe LSAsin that router’sLSDB, with LSA type 1 LSAs
(router LSAS) first, then type 2 (network link states), continuing sequentially through the LSA
types. Also note that the LSDB for area 3 should be identical on R33, R3, and R1. However, on
R1, the show ip ospf database command lists all of R1's LSDB entries, including LSAs from
other areas, so using an internal router to look at the LSDB may be the best place to begin
troubleshooting a problem. Also note the costs for the routes on R3 and R1 at the end of the
example—the SPF algorithm simply added the outgoing costs along the routes, from each router’s
perspective.

NOTE Tosignify anetwork that isdown, the appropriatetype 1 or 2 LSA is changed to show
ametric of 16,777,215 (2% — 1), which is considered to be an infinite metric to OSPF.

LSA Type 3 and Inter-Area Costs
ABRs do not forward type 1 and 2 L SAs from one area to another. Instead, ABRs advertise type
3 LSAsinto one areain order to represent subnets described in both the type 1 and 2 LSAsin
another area. Each type 3 summary L SA describes a simple vector—the subnet, mask, and the
ABR’s cost to reach that subnet, as shown in Figure 10-8.
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Figure 10-8 Representation of Area 3 Subnets as Type 3 LSAsin Area 0

Add: My cost to reach
R1 (cost 1) to Type 3
LSA’s costs

Area 0

R2's Three Type 3 LSAs: .
7
o Subnet 10.3.2.0/23, Cost 75 > .N} —
s2 '

Subnet 10.3.0.0/23, Cost 74
Subnet 10.3.13.0/24, Cost 64

Routing Table:

10.3.2.0/23: Cost 76
10.3.0.0/28: Cost 75
10.3.13.0/24: Cost 65

Example 10-5 focuses on the three subnets inside area 3, looking at the type 3 summary LSAS
created for those subnets by ABR R1. Note that the example shows commands on S2; S2 has
identical area 0 LSDB entries as compared with R1.

Example 10-5 LSA Type 3 Created by R1 for Area 3's Subnets

! 82, internal to area 0, does not have the type 1 and 2 LSAs seen by R3 back in
! Example 10-4. However, type 3 LSAs (listed as "Summary Net Links") show all
! three subnets inside area 3. R1 is listed as the advertising router because it
| created the type 3 LSAs.
S2# show ip ospf database
! Lines omitted for brevity

Summary Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum
10.3.0.0 1.1.1.1 257 0x80000001 Ox00A63C
10.3.2.0 Vol aTai 257 0x80000001 0Ox009A45
10.3.13.0 1.1.1.1 261 0x80000021 0x007747

! Lines omitted for brevity
! Below, note that the summary keyword is used to view type 3 LSAs. The metric
! reflects R1's cost to reach the subnet inside area 3.
S2# show ip ospf database summary 10.3.0.0
OSPF Router with ID (8.8.8.8) (Process ID 1)
Summary Net Link States (Area 0)

Routing Bit Set on this LSA
LS age: 341
Options: (No TOS-capability, DC, Upward)
LS Type: Summary Links(Network)
Link State ID: 10.3.0.0 (summary Network Number)
Advertising Router: 1.1.1.1
LS Seq Number: 80000001
Checksum: @xA63C
Length: 28
Network Mask: /23
TOS: 0 Metric: 74
Next, S2's routes to all three subnets are listed. S2 calculates its cost
based on its cost to reach R1, plus the cost listed in the type 3 LSA. For




OSPF Design and LSAs 283

Example 10-5 LSA Type 3 Created by R1 for Area 3's Subnets (Continued)

KEY
POINT

! example, the cost (above) in the type 3 LSA for 10.3.0.0/23 is 74; S2 adds
! that to S2's cost to reach ABR R1 (cost 1), for a metric of 75.

S2# show ip route ospf | include 10.3

0 IA 10.3.13.0/24 [110/65] via 10.1.1.1, 00:16:04, Vlani

0 IA 10.3.0.0/23 [110/75] via 10.1.1.1, 00:05:08, Vlant

0 IA 10.3.2.0/23 [110/76] via 10.1.1.1, 00:05:12, Vlant

! Next, S2's cost to reach RID 1.1.1.1 is listed as cost 1.

S2# show ip ospf border-routers

OSPF Process 1 internal Routing Table

Codes: i—Intra-area route, I—Inter-area route

i 1.1.1.1 [1] via 10.1.1.1, Vlani1, ABR, Area 0, SPF 18
i 2.2.2.2 [1] via 10.1.1.2, Vlani, ABR, Area 0, SPF 18
i 7.7.7.7 [1] via 10.1.1.3, Vlani, ASBR, Area 0, SPF 18

! Below, the show ip ospf statistics command lists the number of SPF calculations.

R1# show ip ospf stat

OSPF process ID 1
Area 0: SPF algorithm executed 6 times
Area 3: SPF algorithm executed 15 times
Area 4: SPF algorithm executed 6 times
Area 5: SPF algorithm executed 5 times

! Lines omitted for brevity

Example 10-5 shows how S2 calculated its cost to the area 3 subnets. Routers calculate the cost
for aroute to a subnet defined in atype 3 LSA by adding the following items:

1. The calculated cost to reach the ABR that created and advertised the type 3 LSA.
2. Thecost aslisted inthetype 3LSA.

You can see the cost of the type 3 LSA with the show ip ospf database summary link-id
command, and the cost to reach the advertising ABR with the show ip ospf border-routers
command, as shown in Example 10-5.

The beauty of this two-step cost calculation processisthat it allows a significant reduction in
the number of SPF calculations. When atype 1 or 2 LSA changes in some way that affects the
underlying routes—for instance, alink failure—each router inthe arearuns SPF, but routersinside
other areasdo not. For instance, if R3'sE0/O isshut down, al threeroutersin area3 run SPFinside
that area, and the counter for area 3 in the show ip ospf statistics command increments. However,
routers not inside area 0 do not run SPF, even though they update their routing tables—a process
called apartial run, partial SPF, or partial calculation.
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For example, imagine that R3's LAN interface fails. R33 then updatesitstype 2 LSA, listing a
metric of 16,777,215. R1 in turn updates its type 3 LSA for 10.3.0.0/23, flooding that throughout
area 0. The next step shows the computational savings: S2, using the two-step cal culation, simply
addsitscost to R1 (still 1) to 16,777,215, finds the number out of range, and removesthe route from
the IP routing table. S2 did not have to actually run the SPF agorithm to discover a new SPF tree.

Of particular importanceisthat partial calculationshappen without any route summarization. With
OSPF, route summarization does help reduce the overall number of routes that require SPF
calculations, but route summarization is not required for partial calculations to occur.

LSA Types 4 and 5, and External Route Types 1 and 2

KEY

POINT

OSPF allows for two types of external routes, aptly named types 1 and 2. The type determines
whether only the external metric isconsidered by SPFwhen picking the best routes (externa type 2,
or E2), or whether both the external and internal metrics are added together to compute the metric
(external type 1, or E1).

When an ASBR injects an E2 route, it creates atype 5 LSA for the subnet. The LSA lists

the metric. The ASBR then floods the type 5 L SA throughout all areas. The other routers simply
use the metric listed in the LSA; no need existsto add any cost on any links internal to the OSPF
domain.

To support E1 routes, the ASBR creates both an LSA type4 for itself and atype5 LSA. Both types
of LSAsare flooded throughout the OSPF domain, including being forwarded by ABRsinto other
areas. Other routers calculate their coststo reach E1 routesin amanner similar to how metricsfor
L SA type 3 routes are cal culated—by calculating the cost to reach the ASBR, and then adding the
cost listed inthetype 5 L SA. Figure 10-9 outlines the mechanics of how the L SAs are propagated,
and how the metrics are cal culated.

Figure 10-9 LSA Types4 and 5 Propagation and the Effect on Type 1 External Routes

KEY
POINT

Externals:
192.168.1.0/24 (E1)
192.168.2.0/24 (E2)
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the LSA Type 4’s Cost, Plus * Flood Type 5's, Metric
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Note: Arrows Show Propagation of LSAs.
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E1 routes by definition include the cost as assigned when the ASBR injected the route into OSPF,
plus any cost inside the OSPF domain. To calculate the cost for the E1 route, arouter inside a
different area must use two stepsto calculate the internal cost, and athird step to add the external
cost. For example, when R3, internal to area 3, calculates the cost to reach 192.168.2.0/24 (an E1
route), R3 adds the following:

m R3'scaculated area 3 cost toreachABR R1 (RID 1.1.1.1).

m  R1'scost to reach the ASBR that advertised the route (S2, RID 7.7.7.7). R1 announces this
cost in the forwarded L SA type 4 that describes a host route to reach ASBR 7.7.7.7.

m Theexternal metric for theroute, aslisted in the type 5 LSA created by the ASBR.

Example 10-6 shows the components of the metrics and LSAs for two external routes:
192.168.1.0/24 E1 with metric 20, and 192.168.2.0/24 E2, also with metric 20.

Example 10-6 Calculating the Metric for External Types 1 and 2

! R3 has learned the two LSA type 5s.
R3# show ip ospf database | begin Type-5
Type-5 AS External Link States

Link ID ADV Router Age Seq# Checksum Tag
192.168.1.0 7.7.7.7 1916 0x8000002B Ox0O80EF 0
192.168.2.0 7.7.7.7 1916 0x80000028 OXOQOFEF2 0

! Next, the detail for E2 192.168.2.0 is listed, with "metric type" referring
! to the external route type E2. (192.168.1.0, not shown, is type 1.)
R3# show ip ospf database external 192.168.2.0
OSPF Router with ID (3.3.3.3) (Process ID 1)
Type-5 AS External Link States

Routing Bit Set on this LSA
LS age: 1969
Options: (No TOS-capability, DC)
LS Type: AS External Link
Link State ID: 192.168.2.0 (External Network Number)
Advertising Router: 7.7.7.7
LS Seq Number: 80000028
Checksum: OxFEF2
Length: 36
Network Mask: /24
Metric Type: 2 (Larger than any link state path)
TOS: 0
Metric: 20
Forward Address: 0.0.0.0
External Route Tag: 0
! Next, R1's advertised cost of 1 between itself and the ASBR is listed. Note
! that S1's RID (7.7.7.7) is listed, with the ABR that forwarded the LSA into

continues
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Example 10-6 Calculating the Metric for External Types 1 and 2 (Continued)

! area 3, R1 (RID 1.1.1.1) also listed.
R3# show ip ospf database asbr-summary
OSPF Router with ID (3.3.3.3) (Process ID 1)
Summary ASB Link States (Area 3)

Routing Bit Set on this LSA

LS age: 923

Options: (No TOS-capability, DC, Upward)

LS Type: Summary Links(AS Boundary Router)

Link State ID: 7.7.7.7 (AS Boundary Router address)
Advertising Router: 1.1.1.1

LS Seq Number: 8000000A

Checksum: 0@x12FF

Length: 28
Network Mask: /0
TOS: 0 Metric: 1

! Below, R3's calculated cost to R1 (64) and then to S2 (7.7.7.7) are listed. Note
! that the total of 65 is the cost 64 to reach the ABR, plus the cost 1 for the

! ABR to reach the ASBR.

R3# show ip ospf border-routers

OSPF Process 1 internal Routing Table

Codes: i—Intra-area route, I—Inter-area route

i 1.1.1.1 [64] via 10.3.13.1, Serial@/0.1, ABR, Area 3, SPF 30

I7.7.7.7 [65] via 10.3.13.1, Serial0/@.1, ASBR, Area 3, SPF 30

! Below, each route is noted as E1 or E2, with the E1 route's metric including
! the external cost (20), plus cost to reach the ASBR (65).

R3# show ip route | include 192.168

0 E1 192.168.1.0/24 [110/85] via 10.3.13.1, 00:50:34, Serial0/0.1

0 E2 192.168.2.0/24 [110/20] via 10.3.13.1, 00:50:34, Serial0/0.1

OSPF Design in Light of LSA Types

OSPF's main design trade-offs consist of choosing links for particular areas, with the goal of
speeding convergence, reducing memory and computing resources, and keeping routing tables
small through route summarization. For instance, by using alarger number of areas, and the
implied conversion of dense types 1 and 2 L SAsinto sparser type 3 LSAS, the OSPF LSDBs can
be made smaller. Also, link flapsin one arearequire SPF calculations only in that area, dueto the
partial calculation feature. Additionally, ABRsand A SBRs can be configured to summarize routes,
reducing the number of type 3 L SAsintroduced into other areas aswell. (Route summarization is
covered in Chapter 11, “1GP Route Summarization, Route Redistribution, and Default Routes.”)

The OSPF design goals to reduce convergence time, reduce overhead processing, and improve
network stability can be reached using the core OSPF protocols and features covered so far.
Another key OSPF design tool, stubby areas, will be covered next.
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NOTE Before moving on, acomment isin order about the relative use of the word
“summary” in OSPF. The typical uses within OSPF include the following:

m Type 3LSAsare caled summary LSAsin the OSPF RFCs.

m Typeb5 and 7 external LSAs are sometimes called summary L SASs, because the LSAs
cannot represent detailed topology information.

m Theterm LSA summary refersto the L SA headersthat summarize LSAsand are sent inside
DD packets.

m Theterm summary can a so be used to refer to summary routes created with thearearange
and summary-address commands.

Stubby Areas
OSPF can further reduce overhead by treating each area with one of severa variations of rules,
based on a concept called a stubby area. Stubby areas take advantage of the fact that to reach
subnetsin other areas, routersin an area must forward the packets to some ABR. Without stubby
areas, ABRsmust advertise all the subnetsinto the area, so that the routersknow about the subnets.
With stubby areas, ABRs quit advertising type 5 (external) L SAsinto the stubby area, but instead
ABRs create and advertise default routes into the stubby area. As aresult, internal routers use
default routing to forward packets to the ABR anyway. However, the internal routers now have
sparser LSDBs inside the area.

The classic case for a stubby areais an areawith one ABR, but stubby areas can work well for
areas with multiple ABRs as well. For example, the only way out of area3in Figure 10-6 is
through the only ABR, R1. So, R1 could advertise adefault route into area 3 instead of advertising
any externa type 5 LSAs.

Alsoin Figure 10-6, area 5 hastwo ABRs. If area 5 were a stubby area, both ABRs would inject
default routes into the area. This configuration would work, but it may result in suboptimal routing.

OSPF defines several different types of stubby areas. By definition, all stubby areas stop type 5
(external) LSAsfrom being injected into them by the ABRs. However, depending on the variation,
a stubby areamay also prevent type 3 LSAs from being injected. The other variation includes
whether arouter inside the stubby area can redistribute routes into OSPF, thereby injecting an
external route. Table 10-5 lists the variations on stubby areas, and their names.

Notein Table 10-5 that all four stub areatypes stop type 5 LSAs from entering the area. When the
nameincludes“totaly,” type 3 LSAsarea so not passed into the area, significantly reducing thesize
of the LSDB. If the name includes “NSSA,” it means that external routes can be redistributed into
OSPF by routersinside the stubby area; note that the L SAsfor these external routeswould betype7.
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Table 10-5 OSPF Subby Area Types

KEY
POINT

Allows Creation of
Stops Injection of Stops Injection of Type 7 LSAs Inside
Area Type Type 5 LSAs? Type 3 LSAs? the Area?
Stub Yes No No
Totally stubby Yes Yes No
Not-so-stubby area Yes No Yes
(NSsA)
Totally NSSA Yes Yes Yes

Configuring a stub area s pretty simple—all routers in the area need the same stub settings, as
configured in the area stub command. Table 10-6 lists the options.

Table 10-6 Stub Area Configuration Options

KEY
POINT

Stub Type Router OSPF Subcommand
NSSA area area-id nssa
Totally NSSA area area-id nssa no-summary
Stub area area-id stub
Totally stubby area area-id stub no-summary

Example 10-7, based on Figure 10-6, shows the results of the following configuration:

m  Area3isconfigured asatotally NSSA area
m  R3will inject an external route to 192.168.21.0/24 asatype 7 LSA.
m Area4disconfigured asatotally stubby area.

m  Area5isconfigured as simply stubby.

Example 10-7 Stub Area Example

! R3, in a totally NSSA area, knows intra-area routes (denoted with an "IA"
| near the front of the output line from show ip route), but the only
! inter-area route is the default route created and sent by R1, the ABR.
R3# show ip route ospf
10.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
0 10.3.2.0/23 [110/11] via 10.3.1.33, 00:00:00, Ethernet@/0
0*IA 0.0.0.0/0 [110/65] via 10.3.13.1, 00:00:00, Serial0/0.1
! Still on R3, the LSA type 3 summary, created by ABR R1, is shown first.

! Next, the External NSSA LSA type 7 LSA created by R3 is listed.
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Example 10-7 Stub Area Example (Continued)

R3# show ip ospf database | begin Summary
Summary Net Link States (Area 3)

Link ID ADV Router Age Seq# Checksum
0.0.0.0 Vol aTai 704 0x80000004 0Ox00151A

Type-7 AS External Link States (Area 3)

Link ID ADV Router Age Seq# Checksum Tag
192.168.21.0 BECHSHS 17 0x80000003 0x00C12B 0

! R1, because it is attached to area 3, also has the R3-generated NSSA external
! LSA. Note the advertising router is R3, and it is an E2 external route.
R1# show ip ospf database nssa-external
OSPF Router with ID (1.1.1.1) (Process ID 1)
Type-7 AS External Link States (Area 3)

Routing Bit Set on this LSA
LS age: 188
Options: (No TOS-capability, Type 7/5 translation, DC)
LS Type: AS External Link
Link State ID: 192.168.21.0 (External Network Number )
Advertising Router: 3.3.3.3
LS Seq Number: 80000003
Checksum: 0xC12B
Length: 36
Network Mask: /24
Metric Type: 2 (Larger than any link state path)
TOS: 0
Metric: 20
Forward Address: 10.3.13.3
External Route Tag: 0
! Below, the same command on R2, not in area 3, shows no type 7 LSAS. ABRS
! convert type 7 LSAs to type 5 LSAs before forwarding them into another area.

R2# show ip ospf database nssa-external

OSPF Router with ID (2.2.2.2) (Process ID 2)
! Next, R2 does have a type 5 LSA for the subnet; R1 converts the type 7 to a type
! 5 before flooding it into other areas.
R2# show ip ospf database | begin Type-5
Type-5 AS External Link States

Link ID ADV Router Age Seq# Checksum Tag
192.168.1.0 7.7.7.7 521 0x80000050 0x003615 @
192.168.2.0 7.7.7.7 521 0x8000004D 0x00B418 @
192.168.21.0 1.1.1.1 1778 0x80000019 0x006682 0

continues
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Example 10-7 Sub Area Example (Continued)

! Below, R4 is in a totally stubby area, with only one inter-area route.
R4# show ip route ospf
0*IA 0.0.0.0/0 [110/1563] via 10.4.14.1, 00:11:59, Serial0/0.1

! R5, in a stubby area, has several inter-area routes, but none of the
! external routes (e.g. 192.168.1.0). R5's default points to R2.

R5# show ip route ospf

10.0.0.0/8 is variably subnetted, 7 subnets, 3 masks

0 IA 10.3.13.0/24 [110/115] via 10.5.25.2, 13:45:49, Serial0.2

0 IA 10.3.0.0/23 [110/125] via 10.5.25.2, 13:37:55, Serial0.2

0 IA 10.1.1.0/24 [110/51] via 10.5.25.2, 13:45:49, Serial0.2

0 IA 10.4.0.0/16 [110/1613] via 10.5.25.2, 13:45:49, Serial0.2
0*IA 0.0.0.0/0 [110/51] via 10.5.25.2, 13:45:49, Serial0.2

Below, R5's costs on its two interfaces to R1 and R2 are highlighted. Note that
the default route's metric (51) comes from the 50 below, plus an advertised

! cost of 1 in the summary (type 3) for default 0.0.0.0/0 generated by R2. R5

! simply chose to use the default route with the lower metric.

R5# sh ip ospf int brief

Interface PID Area IP Address/Mask Cost State Nbrs F/C
Se0.1 1 5 10.5.15.5/24 64 P2P 1/1
Se0.2 1 5 10.5.25.5/24 50 P2P 1/1
Et0 1 5 10.5.1.5/24 10 DR 0/0

! Next, R2 changes the cost of its advertised summary from 1 to 15.

R2# conf t

Enter configuration commands, one per line. End with CNTL/Z.

R2(config)# router ospf 2

R2(config-router)# area 5 default-cost 15

| Below, R5's metrics to both R1's and R2's default routes tie,

! so both are now in the routing table.

R5# show ip route ospf

! 1lines omitted for brevity

O0*IA 0.0.0.0/0 [110/65] via 10.5.25.2, 00:00:44, Serial0.2
[110/65] via 10.5.15.1, 00:00:44, Serial0@.1

Thelegend inthetop of the output of ashow ip route command lists several identifiersthat pertain
to OSPF. For example, the acronym “1A” refers to interarea OSPF routes, E1 refersto external
type 1 routes, and E2 refers to externa type 2 routes.

OSPF Configuration

This section covers the core OSPF configuration commands, along with the OSPF configuration
topics not already covered previoudly in the chapter. (If you happened to skip the earlier parts of
this chapter, planning to review OSPF configuration, make sure to go back and look at the earlier
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examples in the chapter. These examples cover OSPF stubby area configuration, OSPF network
types, plus OSPF neighbor and priority commands.)

Example 10-8 shows configuration for the routersin Figure 10-6, with the following design goals
in mind:
m  Proving that OSPF PIDs do not have to match on separate routers

m Using the network command to match interfaces, thereby triggering neighbor discovery
inside network 10.0.0.0

m Configuring SI'sRID as 7.7.7.7
m  Setting priorities on the backbone LAN to favor S1 and S2 to become the DR/BDR

m Configuring aminimal dead interval of 1 second, with hello multiplier of 4, yielding a
250-ms hello interval on the backbone LAN

Example 10-8 OSPF Configuration Basics and OSPF Costs

L = A A A A A A A A A A A A A A A A A I A A

! R1 has been configured for a (minimal) 1-second dead interval, and 1/4-second
! (250 ms) hello interval based on 4 Hellos per 1-second dead interval.
interface FastEthernet0/0

ip address 10.1.1.1 255.255.255.0

ip ospf dead-interval minimal hello-multiplier 4

! R1 uses the same stub area configuration as in Example 10-7, with network

! commands matching based on the first two octets. Note that the network commands
! place each interface into the correct area.

router ospf 1

area 3 nssa no-summary

area 4 stub no-summary

area 5 stub

network 10.1.0.0 0.0.255.255 area 0

network 10.3.0.0 0.0.255.255 area 3

network 10.4.0.0 0.0.255.255 area 4

network 10.5.0.0 0.0.255.255 area 5

PR2 trrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrvrrrrrrrrrrrrrrrrrrrrrrrnrnn

! The R2 configuration also uses the Fast Hello feature, otherwise it
! would not match hello and dead intervals with R1.
interface FastEthernet0/0
ip address 10.1.1.2 255.255.255.0
ip ospf dead-interval minimal hello-multiplier 4
! Below, R2 uses a different PID than R1, but the PID is only used locally.
! R1 and R2 will become neighbors. Also, all routers in a stubby area must be
! configured to be that type of stubby area; R2 does that for area 5 below.

continues
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Example 10-8 OSPF Configuration Basics and OSPF Costs (Continued)

router ospf 2

area 5 stub

network 10.1.0.0 0.0.255.255 area 0@
network 10.5.25.2 0.0.0.0 area 5

PR3 trrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrvrrrrrrrrrrrrrrrrrrrrrrrrrnn

INote that R3's area 2 nssa no-summary command must match the settings
! on R1. Likewise, below, R4's stub settings must match R1's settings for area 4.

router ospf 1

area 3 nssa no-summary

network 10.0.0.0 0.255.255.255 area 3

R4 thrrrrrrrrrrrrrrrrprrrrrrrrrrrrrrprrrrrrrrrerrprrrrrrrrrerrrrrrrrrrrrrrrrnnnd

router ospf 1

area 4 stub no-summary

network 10.0.0.0 0.255.255.255 area 4

St otrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrerrrrrrrrrrrrrrrrrrrrrrrrrnd

! S1 matches hello and dead intervals on the LAN. Also, it sets its OSPF

! priority to 255, the maximum value, hoping to become the DR.
interface Vlan1

ip address 10.1.1.3 255.255.255.0

ip ospf dead-interval minimal hello-multiplier 4

ip ospf priority 255

! Below, S1 sets its RID manually, removing any reliance on an interface address.
router ospf 1

router-id 7.7.7.7

network 10.1.0.0 0.0.255.255 area 0

S22 trrrrrrrrprrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrnn

! Below, S2 also matches timers, and sets its priority to 1 less than S1, hoping
! to be the BDR.

interface Vl1an1

ip address 10.1.1.4 255.255.255.0

ip ospf dead-interval minimal hello-multiplier 4

ip ospf priority 254

[}

router ospf 1
network 10.0.0.0 0.255.255.255 area 0

OSPF Costs and Clearing the OSPF Process
Example 10-9 highlights afew details about clearing (restarting) the OSPF process, and |ooks at
changes to OSPF costs. This example shows the following sequence:

1. R3'sOSPF processis cleared, causing all neighborsto fail and restart.

2. R3'slog-adjacency-changesdetail configuration command (under router ospf) causesmore
detailed neighbor state change messages to appear.
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3. R5hastuned its cost settings with the ip ospf cost 50 interface subcommand under S0.2in
order to prefer R2 over R1 for reaching the core.

4. R2isconfigured to use anew reference bandwidth, changing its cost cal culation per interface.

Example 10-9 Changing RIDs, Clearing OSPF, and Cost Settings

R3# clear ip ospf process

Reset ALL OSPF processes? [no]: Yy

! Above, all OSPF processes are cleared on R3. R3 has the log-adjacency-changes
! detail command configured, so that a message is generated at each state

! change, as shown below for neighbor R33 (RID 192.168.1.1). (Messages for

! other routers are omitted.)

00:02:46: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/@ from FULL to DOWN,
Neighbor Down: Interface down or detached

00:02:53: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/@ from DOWN to INIT,
Received Hello

00:02:53: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/0 from INIT to 2WAY,
2-Way Received

00:02:53: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/@ from 2WAY to EXSTART,
AdjOK?

00:02:53: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/@ from EXSTART
to EXCHANGE, Negotiation Done

00:02:53: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/0 from EXCHANGE
to LOADING, Exchange Done

00:02:53: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.1.1 on Ethernet@/0 from LOADING to FULL,
Loading Done

| Next R5 has costs of 50 and 64, respectively, on interfaces s0.2 and s0.1.
R5# show ip ospf int brief

Interface PID Area IP Address/Mask Cost State Nbrs F/C
Se0.2 1 5 10.5.25.5/24 50 P2P 1/1
Se0.1 1 5 10.5.15.5/24 64 P2P 1/1
Et0 1 5 10.5.1.5/24 10 DR 0/0

| Below, S0.1's cost was based on bandwidth of 64, using formula 10® / bandwidth,
! with bandwidth in bits/second.
R5# sh int s 0.1
Serial@.1 is up, line protocol is up

Hardware is HD64570

Internet address is 10.5.15.5/24

MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,

reliability 255/255, txload 1/255, rxload 1/255

Encapsulation FRAME-RELAY

Last clearing of "show interface" counters never
! Next, R2's interface costs are shown, including the minimum cost 1 on fa0/0.
R2# sho ip ospf int brief

Interface PID Area IP Address/Mask Cost State Nbrs F/C
Fao/0 2 0 10.1.1.2/24 1 BDR  3/3
Se0/0.5 2 5 10.5.25.2/24 64 P2P 1/1

! Below, R2 changes its reference bandwidth from the default of 100 Mbps to
! 10,000 Mbps. That in turn changes R2's calculated cost values to be 100 times

continues
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Example 10-9 Changing RIDs, Clearing OSPF, and Cost Settings (Continued)

KEY
POINT

! larger than before. Note that IOS allows this setting to differ on the routers,
! but recommends against it.
R2# conf t
Enter configuration commands, one per line. End with CNTL/Z.
R2(config)# router ospf 2
R2(config-router)# auto-cost reference-bandwidth 10000
% OSPF: Reference bandwidth is changed.
Please ensure reference bandwidth is consistent across all routers.
R2# show ip ospf int brief

Interface PID Area IP Address/Mask Cost State Nbrs F/C
Fa0/0 2 0 10.1.1.2/24 100 BDR 3/3
Se0/0.5 2 5 10.5.25.2/24 6476 P2P 1/1

While Examples 10-8 and 10-9 show some details, the following list summarizes how 10S

chooses OSPF interface costs:

1. Setthe cost per neighbor using the neighbor neighbor cost value command. (Thisisvalid

only on OSPF network types that allow neighbor commands.)

2. Setthe cost per interface using theip ospf cost value interface subcommand.

3. Allow cost to default based on interface bandwidth and the OSPF Reference Bandwidth (Ref-

BW) (default 108). The formulais Ref-BW / bandwidth (bps).

4. Default based on bandwidth, but change Ref-BW using the command ospf auto-cost
reference-bandwidth value command within the OSPF process.

The only dlightly tricky part of the cost calculation math isto keep the units straight, because the
|OS interface bandwidth is kept in kbps, and the auto-cost reference-bandwidth command's
units are Mbps. For instance, on R5 in Example 10-9, the cost is calculated as 100 Mbps divided
by 1544 kbps, where 1544 kbpsis equal to 1.544 Mbps. The result isrounded down to the nearest
integer, 64 in this case. On R2's fa0/0, the bandwidth is 100,000 kbps, or 100 Mbps, making the
calculation yield acost of 1. After changing the reference bandwidth to 10,000, which means

10,000 Mbps, R2's calculated costs were 100 times larger.

NOTE When choosing the best routes to reach a subnet, OSPF al so considers whether aroute
isan intra-arearoute, inter-area route, E1 route, or E2 route. OSPF prefersintra-area over all

therest, then interarea, then E1, and finally E2 routes. Under normal circumstances, routesto a
single subnet should al be the same type; however, it is possible to have multiple route paths to
reach asingle subnet in the OSPF SPF tree, but with some of these routes being adifferent type.

Example 11-7 in Chapter 11 demonstrates this.
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Alternatives to the OSPF Network Command
Asof Cisco |OS Software Release 12.3(11) T, OSPF configuration can completely omit the
networ k command, instead relying on theip ospf process-id area area-id interface subcommand.
This new command enables OSPF on the interface and selects the area. For instance, on R3in
Example 10-8, the network 10.3.0.0 0.0.255.255 area 3 command could have been deleted and
replaced with the ip ospf 1 area 3 command under S0/0.1 and €0/0.

The network and ip ospf area commands have some minor differences when secondary IP
addresses are used. With the networ k command, OSPF advertises stub networks for any
secondary | P subnets that are matched by the command. (“ Secondary subnet” isjargon that refers
to the subnet in which a secondary |P address resides.) The ip ospf area interface subcommand
causes any and all secondary subnets on the interface to be advertised as stub networks—unless
the optional secondaries none parameter isincluded at the end of the command.

OSPF Filtering
Intra-routing—protocoal filtering presents some special challengeswith link-state routing protocols
like OSPF. Link-state protocols do not advertise routes—they advertise topology information.
Also, SPF loop prevention relies on each router in the same area having an identical copy of the
LSDB for that area. Filtering could conceivably make the L SDBs differ on different routers,
causing routing irregul arities.

| OS supports three variations of what could loosely be categorized as OSPF route filtering. These
three major types of OSPF filtering are as follows:

m Filtering routes, not L SAs—Using the distribute-list in command, arouter can filter the
routes its SPF process is attempting to add to its routing table, without affecting the LSDB.

m  ABRtype3LSA filtering—A process of preventing an ABR from creating particular type 3
summary LSAs.

m Using the area range no-advertise option—Another process to prevent an ABR from
creating specific type 3 summary LSAS.

Each of these three topicsis discussed in sequence in the next few sections.

Filtering Routes Using the distribute-list Command
For RIP and EIGRP, the distribute-list command can be used to filter incoming and outgoing
routing updates. The process is straightforward, with the distribute-list command referring to
ACLsor prefix lists. With OSPF, thedistribute-list command filterswhat endsup inthe P routing
table, and on only the router on which the distribute-list command is configured.
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NOTE Thedistribute-list command, when used for route distribution between OSPF and
other routing protocols, does control what enters and |eavesthe LSDB. Chapter 11 covers more
on route redistribution.

The following rules govern the use of distribute lists for OSPF, when not used for route
redistribution with other routing protocols:

KEY m Distribute lists can be used only for inbound filtering, because filtering any outbound OSPF
POINT information would mean filtering LSAS, not routes.

m Theinbound logic does not filter inbound L SAS; it instead filters the routes that SPF chooses
to add to that one router’s routing table.

m If thedistribute list includes the incoming interface parameter, the incoming interface is
checked asif it were the outgoing interface of the route.

That last bullet could use alittle clarification. For example, if R2 learns routes via RIP or EIGRP
updatesthat enter R2's s0/0 interface, those routestypically use R2's s0/0 interface asthe outgoing
interface of the routes. The OSPF L SAs may have been flooded into arouter on several interfaces,
so an OSPF router checks the outgoing interface of the route asiif it had learned about the routes
via updates coming in that interface.

Example 10-10 shows an example of two distribute lists on R5 from Figure 10-6. The example
shows two optionsto achieve the same goal. In this case, RS will filter therouteto 10.4.8.0/24 via
R5's S0.2 subinterface (to R2), instead using the route learned from R1. Later, it usesaroute map
to achieve the same result.

Example 10-10 Filtering Routes with OSPF distribute-list Commands on R5

! R5 has a route to 10.4.8.0/24 through R2 (10.5.25.2, s0.2)
R5# sh ip route ospf | incl 10.4.8.0
0 IA 10.4.8.0/24 [110/1623] via 10.5.25.2, 00:00:28, Serial0@.2
! Next, the distribute-list command refers to a prefix list that permits 10.4.8.0
! /24.
ip prefix-list prefix-10-4-8-0 seq 5 deny 10.4.8.0/24
ip prefix-list prefix-10-4-8-0 seq 10 permit 0.0.0.0/0 le 32
1
Router ospf 1
distribute-list prefix prefix-10-4-8-0 in Serial@.2
! Below, note that R5's route through R2 is gone, and instead R5 uses its route
! through R1 (s0@.1). But the LSDB is unchanged!
R5# sh ip route ospf | incl 10.4.8.0
0 IA 10.4.8.0/24 [110/1636] via 10.5.15.1, 00:00:03, Serial0.1
! Not shown: the earlier distribute-list command is removed.
! Below, note that the distribute-list command with the route-map option does not
! have an option to refer to an interface, so the route map itself has been
! configured to refer to the advertising router's RID (2.2.2.2).
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Example 10-10 Filtering Routes with OSPF distribute-list Commands on R5 (Continued)

Router ospf 1

distribute-list route-map lose-10-4-8-0 in

! Next, ACL 48 matches the 10.4.8.0/24 prefix, with ACL 51 matching R2's RID.
access-list 48 permit 10.4.8.0

access-list 51 permit 2.2.2.2

! Below, the route map matches the prefix (based on ACL 48) and the advertising
! RID (ACL 51, matching R2's 2.2.2.2 RID). Clause 20 permits all other prefixes.
route-map lose-10-4-8-0 deny 10

match ip address 48

match ip route-source 51

route-map lose-10-4-8-0 permit 20

! Above, note the same results as the previous distribute list.

R5# sh ip route ospf | incl 10.4.8.0

0 IA 10.4.8.0/24 [110/1636] via 10.5.15.1, 00:01:18, Serial@.1

Example 10-10 shows only two ways to filter the routes. The distribute-list route-map option,
added in Cisco |0S Software Release 12.2(15)T, allows a much greater variety of matching
parameters, and much more detailed logic with route maps. For instance, this example showed
matching aprefix aswell asthe RID that advertised the LSA to R5, namely 2.2.2.2 (R2). Refer to
Chapter 11 for amore complete review of route maps and the match command.

OSPF ABR LSA Type 3 Filtering
ABRsdo not forward type 1 and 2 L SAsfrom oneareainto another, but instead createtype 3LSAs
for each subnet defined inthetype 1 and 2 L SAs. Type 3 LSAsdo not contain detailed information
about thetopology of the originating area; instead, each type 3 L SA representsa subnet, and acost
from the ABR to that subnet. The earlier section “LSA Type 3 and Inter-Area Costs’ coversthe
details and provides an example.

The OSPF ABRtype 3 LSA filtering feature allows an ABR to filter type 3 LSAs at the point where
the LSAswould normally be created. By filtering at the ABR, before the type 3 LSA isinjected
into another area, the requirement for identical LSDBs inside the area can be met, while till
filtering LSAsS.

To configure type 3 L SA filtering, you use the area number filter-list prefix namein | out
command under router ospf. The referenced prefix list isused to match the subnets and masksto
befiltered. The area number and thein | out option of theareafilter-list command work together,
asfollows:

m  Whenin isconfigured, |OS filters prefixes going into the configured area.

m  When out is configured, |OS filters prefixes coming out of the configured area.
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Example 10-11 should clarify the basic operation. ABR R1 will usetwo alternative area filter-list
commands, both to filter subnet 10.3.2.0/23, the subnet that exists between R3 and R33in
Figure 10-6. Remember that R1 is connected to areas 0, 3, 4, and 5. The first area filter-list
command shows filtering the LSA asit goes out of area 3; as aresult, R2 will not inject the LSA
into any of the other areas. The second case shows the same subnet being filtered going into
area 0, meaning that the type 3 LSA for that subnet still getsinto the area4 and 5 LSDBSs.

Example 10-11 Type 3 LSA Filtering on R1 with the area filter-list Command

! The command lists three lines of extracted output. One line is for the
! type 3 LSA in area 0, one is for area 4, and one is for area 5.
R1# show ip ospf data summary | include 10.3.2.0
Link State ID: 10.3.2.0 (summary Network Number)
Link State ID: 10.3.2.0 (summary Network Number)
Link State ID: 10.3.2.0 (summary Network Number)
! Below, the two-line prefix list denies subnet 10.3.2.0/23, and then permits
! all others.
ip prefix-list filter-type3-10-3-2-0 seq 5 deny 10.3.2.0/23
ip prefix-list filter-type3-10-3-2-0 seq 10 permit 0.0.0.0/0 le 32
Next, the area filter-list command filters type 3 LSAs going out of area 3.
R1# conf t
Enter configuration commands, one per line. End with CNTL/Z.
R1(config)# router ospf 1
R1(config-router)# area 3 filter-list prefix filter-type3-10-3-2-0 out
R1(config-router)# ~Z
! Below, R1 no longer has any type 3 LSAs, in areas 0, 4, and 5. For
! comparison, this command was issued a few commands ago, listing 1 line
! of output for each of the other 3 areas besides area 3.
R1# show ip ospf data | include 10.3.2.0
! Below, the previous area filter-list command is replaced by the next command
! below, which filters type 3 LSAs going into area 0, with the same prefix list.
area @ filter-list prefix filter-type3-10-3-2-0 in
! Next, only 2 type 3 LSAs for 10.3.2.0 are shown—the ones in areas 4 and 5.
R1# show ip ospf data | include 10.3.2.0
Link State ID: 10.3.2.0 (summary Network Number)
Link State ID: 10.3.2.0 (summary Network Number)
Below, the configuration for filtering type 3 LSAs with the area range command,
which is explained following this example. The existing area filter-list
commands from earlier in this chapter have been removed at this point.
R1(Conflg router)# area 3 range 10.3.2.0 255.255.254.0 not-advertise
R1# show ip ospf data summary | include 10.3.2.0
R1#
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Filtering Type 3 LSAs with the area range Command
The third method to filter OSPF routes isto filter type 3 LSAs at an ABR using the area range
command. The area range command performs route summarization at ABRs, telling arouter to
cease advertising smaller subnets in a particular address range, instead creating a single type 3
L SA whose address and prefix encompass the smaller subnets.

When the ar ea range command includes the not-adver tise keyword, not only are the smaller
component subnets not advertised as type 3 LSAS, the summary route is not advertised as atype
3 LSA either. Asaresult, this command has the same effect asthe area filter-list command with
the out keyword, filtering the LSA from going out to any other areas. An example area range
command is shown at the end of Example 10-11.

Virtual Link Configuration
OSPF requiresthat each non-backbone area be connected to the backbone area (area0). OSPF also
requires that the routers in each area have a contiguous intra-area path to the other routersin the
same area, because without that path, L SA flooding inside the areawould fail. However, in some
designs, meeting these requirements might be a challenge. You can use OSPF virtual linksto
overcome these problems.

For instance, in the top part of Figure 10-10, area 33 connects only to area 3, and not to area 0.

Figure 10-10 The Need for Virtual Links
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One straightforward solution to area 33's lack of connection to the backbone area would be to
combine areas 3 and 33 into asingle area, but OSPF virtual links could solve the problem aswell.
An OSPF virtua link allowsa pair of routersto tunnel OSPF packetsinside I P packets, acrossthe
I P network, to some other router that is not on the same datalink. A virtual link between R3 and
R1 gives area 33 a connection to area 0. Also note that R3 becomes an ABR, with afull copy of
area0’'sLSDB entries.

Whilethetop part of Figure 10-10 simply shows a possibly poor OSPF area design, the lower part
shows what could happen just because of a particular set of link failures. Thefigure shows several
failed links that result in apartitioned area 4. Asaresult of the failures, R7 and R8 have no area 4
links connecting to the other three routersin area4. A virtua link can be used to connect R4 and
R8—the requirement being that both R4 and R8 connect to a common and working area—
recombining the partitions through the virtual link. (A better solution than the virtual link in this
particular topology might beto trunk on R4 and R8, create asmall subnet through the LAN switch,
and put itin area4.)

Example 10-12 demonstrates a virtual link configuration between R33 and R1, as shown in
Figure 10-10. Note that the virtual link cannot pass through atransit areathat is a stubby area,
so area 3 has been changed to no longer be a stubby area.

Example 10-12 Virtual Link Between R3 and R1

! R1 has not learned subnet 10.3.2.0 yet, because area 33 has no link to area 0.
R1# show ip route ospf | incl 10.3.2.0

R1#

the area virtual link commands point to the other router's RID, and the

transit area over which the virtual link exists—area 3 in this case. Note that
timers can be set on the area virtual-link command, as well as authentication.
It is important when authenticating virtual links to remember that

the virtual links themselves are in area 0.
R1 ttrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrnnd

!
1
!
!
!
DRT UL LI e ey
router ospf 1

area 3 virtual-link 3.3.3.3
PR3 trrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrerrrrrrrrrrrrrrrrrrrrrrrrrrrrrrnnd

router ospf 1
area 3 virtual-link 1.1.1.1
! Below, the status of the virtual link is listed.
R1# show ip ospf virtual-links
Virtual Link OSPF_VLO to router 3.3.3.3 is up
Run as demand circuit
DoNotAge LSA allowed.
Transit area 3, via interface Serial®/0.3, Cost of using 64
Transmit Delay is 1 sec, State POINT_TO_POINT,
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Example 10-12 Mrtual Link Between R3 and R1 (Continued)

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5

Configuring OSPF Authentication
One of the keys to keeping OSPF authentication configuration straight is to remember that it

KEY
POINT

Hello due in 00:00:02

Adjacency State FULL (Hello suppressed)
Index 3/6, retransmission queue length @, number of retransmission 1
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
Last retransmission scan length is 1, maximum is 1
Last retransmission scan time is @ msec, maximum is @ msec
! Because R1 and R3 are also sharing the same link, there is a neighbor
! relationship in area 3 that has been seen in the other examples, listed off
! interface s0/0.3. The new virtual link neighbor relationship is shown as well,
|

with interface VLO listed.
R1# show ip ospf nei
! Lines omitted for brevity

Neighbor ID Pri State
3.3.3.3 0 FULL/ —
3.3.8.3 ® FULL/ —

Dead Time Address Interface
— 10.3.13.3 OSPF_VLO
00:00:10 10.3.13.3 Serial0/0.3

! Below, subnet 10.3.2.0/23, now in area 33, is learned by R1 over the Vlink.
R1# show ip route ospf | incl 10.3.2.0
0 IA 10.3.2.0/23 [110/75] via 10.3.13.3, 00:00:10, Serial®/0.3
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differs significantly with RIPv2 and EIGRP, although some of the concepts are very similar. The
basic rules for configuring OSPF authentication are as follows:

m Threetypesare available: type 0 (none), type 1 (clear text), and type 2 (MD5).

m  Authentication is enabled per interface using the ip ospf authentication interface

subcommand.

m Thedefault authentication is type 0 (no authentication).

m Thedefault can be redefined using the area authentication subcommand under router

ospf.

m Thekeys are configured as interface subcommands.

m  Multiple keys are allowed per interface; if configured, OSPF sends multiple copies of each

message, one for each key.

Table 10-7 lists the three OSPF authentication types, along with the commands to enable each
type, and the commands to define the authentication keys. Note that the three authentication types
can be seen in the messages generated by the debug ip ospf adjacency command.
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Table 10-7 OSPF Authentication Types

KEY
POINT

Enabling Interface Authentication Key Configuration
Type Meaning Subcommand Interface Subcommand
0 None ip ospf authentication null —
1 Clear text ip ospf authentication ip ospf authentication-key key-value
2 MD5 ip ospf authentication ip ospf message-digest-key key-number
message-digest md5 key-value

Example 10-13 (again based on Figure 10-6) shows examples of type 1 and type 2 authentication
configuration routers R1 and R2. (Note that S1 and S2 have been shut down for this example, but
they would need the same configuration as shown on R1 and R2.) In this example, both R1 and
R2 use their fa0/0 interfaces, so their authentication configuration will be identical. As such, the
example shows only the configuration on R1.

Example 10-13 OSPF Authentication Using Only Interface Subcommands

! The two ip ospf commands are the same on R1 and R2. The first enables
! type 1 authentication, and the other defines the simple text key.
interface FastEthernet0/0

ip ospf authentication

ip ospf authentication-key key-t1
! Below, the neighbor relationship formed, proving that authentication works.
R1# show ip ospf neighbor fa 0/0
Neighbor ID Pri State Dead Time  Address Interface
2.2.2.2 1 FULL/BDR 00:00:37 10.1.1.2 FastEthernet0/0
! Next, each interface's OSPF authentication type can be seen in the last line
! or two in the output of the show ip ospf interface command.
R1# show ip ospf int fa 0/0
! Lines omitted for brevity

Simple password authentication enabled

! Below, both R1 and R2 change to use type 2 authentication. Note that the key
! must be defined with the ip ospf message-digest-key interface subcommand. Key
! chains cannot be used.
interface FastEthernet0/0
ip ospf authentication message-digest
ip ospf message-digest-key 1 md5 key-t2
! Below, the command confirms type 2 (MD5) authentication, key number 1.
R1# show ip ospf int fa @/0 | begin auth
! Lines omitted for brevity
Message digest authentication enabled
Youngest key id is 1

Example 10-13 shows two working examples of OSPF authentication, neither of which uses
the area number authentication under router ospf. Some texts imply that the area
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authentication command is required—in fact, it was required prior to Cisco 10S Software
Release 12.0. In later |OS releases, the area authentication command simply tells the router to
change that router’s default OSPF authentication type for all interfacesin that area. Table 10-8
summarizes the effects and syntax of the area authentication router subcommand.

Table 10-8 Effect of the area authentication Command on OSPF Interface Authentication Settings

KEY
POINT

Interfaces in That Area Default
area authentication Command to Use...
<no command> TypeO
area num authentication Typel
area num authentication message-digest Type 2

The keys themselves are kept in clear text in the configuration, unless you add the service
passwor d-encryption global command to the configuration.

Thelast piece of authentication configuration relates to OSPF virtual links. Because virtual links
have no underlying interface on which to configure authenti cation, authentication is configured on
theareavirtual-link command itself. Table 10-9 showsthe variations of the command optionsfor
configuring authentication on virtual links. Note that beyond the base area number virtual-link
rid command, the parameters use similar keywords as compared with the equivalent interface
subcommands.

Table 10-9 Configuring OSPF Authentication on Virtual Links

KEY
POINT

OSPF

Type Command Syntax for Virtual Links

0 area numvirtual-link router-id authentication null

1 area numvirtual-link router-id authentication authentication-key key-value

2 area numvirtual-link router-id authentication message-digest message-digest-key
key-num md5 key-value

NOTE OSPF authentication is agood place for tricky CCIE lab questions—ones that can be
solved in afew minutesif you know all the intricacies.

Stub Router Configuration

Defined in RFC 3137, and first supported in Cisco 10S Software Release 12.2(4) T, the OSPF stub
router feature—not to be confused with stubby areas—allows a router to either temporarily or
permanently be prevented from becoming atransit router. In this context, atransit router issimply
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one to which packets are forwarded, with the expectation that the transit router will forward the
packet to yet another router. Conversely, non-transit routers only forward packets to and from
locally attached subnets.

Figure 10-11 shows one typical case in which a stub router might be useful.

Figure 10-11 OSPF Sub Router

(2) AsBR1 Come Up:
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BGP Convergence: 5 minutes
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OSPF and BGP
Already Converged

Both ASBR1 and ASBR2 advertise defaults into the network, expecting to have the capability

to route to the Internet through BGP-learned routes. In this case, ASBR2 is aready up, fully
converged. However, if ASBR1 reloads, when it comes back up, OSPF islikely to converge faster
than BGP. Asaresult, ASBR1 will advertiseits default route, and OSPF routers may send packets
to ASBR1, but ASBR1 will end up discarding the packets until BGP converges.

Using the stub router feature on the ASBRs solves the problem by making them advertise infinite
metric routes (cost 16,777,215) for any transit routes—either for a configured time period or until

BGP convergenceis complete. To do so, under router ospf, the ASBRswould use either the max-
metricrouter-1saon-startup announce-time command or themax-metricrouter-lsaon-startup
wait-for-bgp command. With thefirst version, the actual time period (in seconds) can be set. With
the second, OSPF waits until BGP signals that convergence is complete or until 10 minutes pass,

whichever comes first.
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin this section of the chapter, as well as review the items in the “ Foundation Topics’

section noted with a Key Point icon.

Table 10-10 lists some of the key protocols regarding OSPF.

Table 10-10 Protocols and Corresponding Sandards for Chapter 10

Name Standard
OSPF Version 2 RFC 2328
The OSPF Opaque LSA Option RFC 2370
The OSPF Not-So-Stubby Area (NSSA) Option RFC 3101
OSPF Stub Router Advertisement RFC 3137
Traffic Engineering (TE) Extensions to OSPF Version 2 RFC 3630

Table 10-11 lists some of the most popular |OS commands related to the topics in this chapter.
Also, refer to Tables 10-7 through 10-9 for references to OSPF authentication commands.

Table 10-11  Command Reference for Chapter 10

Command

Command Mode and Description

router ospf process-id

Global config; puts user in OSPF configuration mode for that
PID.

network ip-address [wildcard-mask]
area area

OSPF config mode; defines matching parameters, compared
to interface | P addresses, to pick interfaces on which to
enable OSPF.

ip ospf process-id area area-id
[secondaries none]

Interface config mode; alternative to the network command
for enabling OSPF on an interface.

neighbor ip-address[priority number]
[poll-interval seconds]
[cost number] [database-filter all]

OSPF config mode; used when neighbors must be defined, it
identifies the neighbor’s | P address, priority, cost, and poll
interval.

auto-cost reference-bandwidth ref-bw

OSPF config mode; changes the numerator in the formulato
calculate interface cost for all OSPF interfaces on that router.

continues
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Table 10-11  Command Reference for Chapter 10 (Continued)

Command

Command Mode and Description

router-id ip-address

OSPF config mode; statically setsthe router 1D.

ospf log-neighbor-changes[detail]

EIGRP subcommand; displays |og messages when neighbor
status changes. On by defaullt.

passive-inter face [default]
{interface-type interface-number}

OSPF config mode; causes OSPF to stop sending Hellos on the
specified interface. OSPF will still advertise the subnet asa
stub network.

area area-id stub [no-summary]

OSPF config mode; sets the area type to stub or totally
stubby.

area area-id nssa [no-redistribution]
[default-information-originate
[metric] [metric-type]] [no-summary]

OSPF config mode; sets the areatype to NSSA or totally
NSSA.

area area-id default-cost cost

OSPF config mode; sets the cost of default route created by
ABRs and sent into stubby areas.

area area-id nssa translate type7
suppress-fa

OSPF config mode; sets an NSSA ABR to set the forwarding
address to 0.0.0.0 for the type 5 LSAs it trandates from type
7.

area area-id range ip-address mask
[advertise | not-advertise] [cost cost]

OSPF config mode; summarizes routes into alarger prefix at
ABRs. Optionaly filters type 3 LSAs (not-advertise option).

area {area-id} filter-list prefix { prefix-
list-namein | out}

OSPF config mode; filterstype 3 LSA creation at ABR.

distribute-list [ACL] | [route-map
map-tag] in [int-type | int-number]

OSPF config mode; defines ACL or prefix list to filter what
OSPF putsinto the routing table.

area area-id virtual-link router-id
[authentication [message-digest |
null]] [hello-interval seconds)
[retransmit-interval seconds]
[transmit-delay seconds] [dead-
interval seconds] [[authentication-
key key] | [message-digest-key key-id
md5 key]]

OSPF config mode; creates avirtual link, with typical
interface configuration settings to overcome fact that the link
isvirtual.

ip ospf hello-interval seconds

Interface subcommand; setstheinterval for periodic Hellos.

ip ospf dead-interval {seconds |
minimal hello-multiplier multiplier}

Interface subcommand; defines the dead interval, or
optionally the minimal dead interval of 1 second.
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Table 10-11 Command Reference for Chapter 10 (Continued)

Command

Command Mode and Description

ip ospf name-lookup

Global command; causes the router to use DNS to correlate
RIDs to host names for show command output.

ip ospf cost interface-cost

Interface subcommand; sets the cost.

ip ospf mtu-ignore

Interface subcommand,; tellsthe router to ignore the check for
equal MTUs that occurs when sending DD packets.

ip ospf network { broadcast | non-
broadcast | { point-to-multipoint
[non-broadcast] | point-to-point}}

Interface subcommand; sets the OSPF network type on an
interface.

ip ospf priority number-value

Interface subcommand; sets the OSPF priority on an
interface.

ip ospf retransmit-interval seconds

Interface subcommand; sets the time between LSA
transmissions for adjacencies belonging to an interface.

ip ospf transmit-delay seconds

Interface subcommand; defines the estimated time expected
for the transmission of an LSU.

max-metric router-lsa[on-startup
{announce-time | wait-for-bgp}]

OSPF config mode; configures a stub router, delaying the
point at which it can become atransit router.

show ip ospf border-routers

User mode; displays hidden LSAsfor ABRs and ASBRs.

show ip ospf [process-id [area-id]]
database

User mode; has many options not shown here. Displaysthe
OSPF LSDB.

show ip ospf neighbor [interface-type
interface-number] [neighbor-id] [detail]

User mode; lists information about OSPF neighbors.

show ip ospf [process-id] summary-
address

User mode; lists information about route summaries in OSPF.

show ip ospf virtual-links

User mode; displays status and info about virtual links.

show ip route ospf

User mode; displays all OSPF routes in the IP routing table.

show ip ospf interface [interface-type
interface-number] [brief]

User mode; lists OSPF protocol timers and statistics per
interface.

show ip ospf statistics [detail]

User mode; displays OSPF SPF calculation statistics.

continues
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Table 10-11  Command Reference for Chapter 10 (Continued)

[neighbor-interface] [neighbor-id]]}

Command Command Mode and Description
clear ip ospf [pid] {process | Enable mode; restarts the OSPF process, clears redistributed
redistribution | counter s [neighbor routes, or clears OSPF counters.

debug ip ospf hello Enable mode; displays messages regarding Hellos, including

Hello parameter mismatches.

debug ip ospf adj

Enable mode; displays messages regarding adjacency
changes.

[brief]

show ip ospf inter face [type number] User mode; lists many interface settings.

Table 10-12 summarizes many OSPF timers and their meaning.

Table 10-12 OSPF Timer Summary

Timer Meaning

MaxAge The maximum time an LSA can bein arouter’s LSDB, without receiving a newer
copy of the LSA, before the LSA isremoved. Default is 3600 seconds.

L SRefresh Thetimer interval per LSA on which arouter refloods an identical LSA, except for a
1-larger sequence number, to prevent the expiration of MaxAge. Default is 1800
seconds.

Hello Per interface; timeinterval between Hellos. Default is 10 or 30 seconds, depending on
interface type.

Dead Per interface; timeinterval in which aHello should be received from a neighbor. If
not received, the neighbor is considered to have failed. Default is four times Hello.

Wait Per interface; set to the same number as the dead interval. Defines the time arouter

will wait to get a Hello asserting a DR after reaching a 2WAY state with that
neighbor.

Retransmission

Per interface; the time between sending an LSU, not receiving an acknowledgement,
and then resending the LSU. Default is 5 seconds.

Inactivity Countdown timer, per neighbor, used to detect when a neighbor has not been heard
from for a complete dead interval. It starts equal to the dead interval, counts down,
and isreset to be equal to the dead interval when each Hello is received.

Poll Interval On NBMA networks, the period at which Hellos are sent to a neighbor when the

neighbor is down. Default is 60 seconds.
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Table 10-12 OSPF Timer Summary (Continued)

Timer Meaning

Flood (Pacing) Per interface; defines the interval between successive L SUswhen flooding LSAS.

Defaultis33ms.
Retransmission Per interface; defines the interval between retransmitted packets as part of asingle
(Pacing) retransmission event. Default is 66 ms.
Lsa-group Per OSPF process. LSA’s L SRefresh interval s time out independently. Thistimer
(Pacing) improves LSU reflooding efficiency by waiting, collecting several LSAswhose
L SRefresh timers expire, and flooding all these L SAs together. Default is 240
seconds.

Table 10-13 lists OSPF neighbor states and their meaning.

Table 10-13 OSPF Neighbor Sates

State Meaning

Down No Hellos have been received from this neighbor for more than the dead interval.

Attempt Thisrouter is sending Hellos to a manually configured neighbor.

Init A Heéllo has been received from the neighbor, but it did not have the router’'s RID in
it. Thisis a permanent state when Hello parameters do not match.

2WAY A Hello has been received from the neighbor, and it hasthe router’'sRID init. Thisis
astable state for pairs of DROther neighbors.

ExStart Currently negotiating the DD sequence humbers and master/slave logic used for DD
packets.

Exchange Finished negotiating, and currently exchanging DD packets.

Loading All DD packets exchanged, and currently pulling the complete LSDB entries with
LSU packets.

Full Neighbors are adjacent (fully adjacent), and should have identical LSDB entries for

the areain which the link resides. Routing table calculations begin.
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Table 10-14 lists several key OSPF numeric values.

Table 10-14 OSPF Numeric Ranges

Setting

Range of Values

Single interface cost

110 65,535 (216 —1)

Complete route cost

1t0 16,777,215 (224 - 1)

Infinite route cost

16,777,215 (2% - 1)

Reference bandwidth (units: Mbps)

110 4,294,967

OSPF PID

1t0 65,535 (216 -1)

Memory Builders

The CCIE Routing and Switching written exam, like all Cisco CCIE written exams, coversafairly
broad set of topics. Thissection provides some basic tool sto hel p you exercise your memory about

some of the broader topics covered in this chapter.

Fill in Key Tables from Memory
First, take the time to print Appendix F, “Key Tablesfor CCIE Study,” which contains empty sets
of some of the key summary tables from the “ Foundation Topics’ section of this chapter. Then,
simply fill in the tables from memory, checking your answers when you review the “ Foundation
Topics’ section tablesthat have a Key Point icon beside them. The PDFs can be found on the CD

in the back of the book, or at http://www.ciscopress.com/title/1587201410.

Definitions

Next, take a few moments to write down the definitions for the following terms:

LSDB, Dijkstra, link-state routing protocol, LSA, LSU, DD, Hello, LSAck, RID,
neighbor state, neighbor, adjacent, fully adjacent, 2-Way, 224.0.0.5, 224.0.0.6, area,
stub areatype, network type, external route, E1 route, E2 route, Hello timer, Dead Time/
Interval, sequence number, DR, BDR, DROther, priority, LSA flooding, DR €election,
SPF calculation, partial SPF calculation, full SPF calculation, L SRefresh, hello time/
interval, MaxAge, ABR, ASBR, internal router, backbone area, transit network, stub
network, LSA type, stub area, NSSA, totally stubby area, totally NSSA area, virtual
link, stub router, transit router, SPF algorithm, All OSPF DR Routers, All OSPF Routers

Refer to the CD-based glossary to check your answers.
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Further Reading
Jeff Doyle’s Routing TCP/IP, Volume |, Second Edition—every word a must for CCIE Routing
and Switching.

Cisco OSPF Command and Configuration Handbook, by Dr. William Parkhurst, covers every
OSPF-related command, with examples of each one.



Blueprint topics covered in
this chapter:

This chapter coversthe following topicsfrom the
Cisco CCIE Routing and Switching written exam
blueprint:

= |P Routing

— OSPF

— EIGRP

— Route Filtering

—RIPv2

— The use of show and debug commands



CHAPTER 11

IGP Route Redistribution,
Route Summarization, and
Default Routing

This chapter covers several topicsrelated to the use of multiple | GP routing protocols. |IGPs can
use default routesto pull packetstoward asmall set of routers, with those routers having learned
routes from some external source. |GPs can use route summarization with a single routing
protocol, but it is often used at redistribution points between |GPs as well. Finally, route
redistribution by definition involves moving routes from one routing source to another. This
chapter takes alook at each topic.

“Do | Know This Already?”” Quiz

Table 11-1 outlines the major headingsin this chapter and the corresponding “Do | Know This
Already?’ quiz questions.

Table 11-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section | Score
Route Maps, Prefix Lists, and Administrative 12

Distance

Route Redistribution 36

Route Summarization 7-8

Default Routes 9

Total Score

In order to best use this pre-chapter assessment, remember to score yourself strictly. You can
find the answersin Appendix A, “Answersto the ‘Do | Know ThisAlready? Quizzes.”
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1. A route map has several clauses. A route map’sfirst clause has a per mit action configured.
The match command for this clause refers to an ACL that matches route 10.1.1.0/24 with a
per mit action, and matches route 10.1.2.0/24 with adeny action. If thisroute map isused for
route redistribution, which of the following are true?

a. Theroute map will attempt to redistribute 10.1.1.0/24.

b. The question does not supply enough information to determineif 10.1.1.0/24 is
redistributed.

c. The route map will not attempt to redistribute 10.1.2.0/24.

d. The question does not supply enough information to determineif 10.1.2.0/24 is
redistributed.

2. Which of the following routes would be matched by this prefix list command: ip prefix-list
fred permit 10.128.0.0/9 ge 20?

a. 10.1.1.0 255.255.255.0

b. 10.127.1.0 255.255.255.0

c. 10.200.200.192 255.255.255.252
d. 10.128.0.0 255.255.240.0

e. None of these answersis correct.

3. Arouter isusing the configuration shown bel ow to redistribute routes. Thisrouter has severa
working interfaces with |P addresses in network 10.0.0.0, and has |earned some network 10
routes with EIGRP and some with OSPF. Which of the following is true about the
redistribution configuration?

router eigrp 1

network 10.0.0.0

redistribute ospf 2

|

router ospf 2

network 10.0.0.0 0.255.255.255 area 3
redistribute eigrp 1 subnets

R1# show ip route 15.0.0.0

Routing entry for 15.0.0.0/24, 5 known subnets
Attached (2 connections)
Redistributing via eigrp 1

0 E1 10.6.11.0 [110/84] via 10.1.6.6, 00:21:52, Serial®/0/0.6
0 E2 10.6.12.0 [110/20] via 10.1.6.6, 00:21:52, Serial®/0/0.6
C 10.1.6.0 is directly connected, Serial®/0/0.6
0 IA 10.1.2.0 [110/65] via 10.1.1.5, 00:21:52, Serial®/0/0.5
C 10.1.1.0 is directly connected, Serial0/0/0.5

a. EIGRPwill not advertise any additional routes due to redistribution.
b. OSPF will not advertise any additional routes due to redistribution.
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c. Routesredistributed into OSPF will be advertised as E1 routes.
d. Theredistribute ospf 2 command would be rejected due to missing parameters.

Examine the following router configuration and excerpt from its | P routing table. Which
routes could be redistributed into OSPF?

router eigrp 1
network 12.0.0.0
router ospf 2
redistribute eigrp 1 subnets
network 13.0.0.0 0.255.255.255 area 3
An excerpt from the routing table is shown next:

C 12.1.6.0 is directly connected, Serial0/0/0.6

D 12.0.0.0/8 [90/2172416] via 13.1.1.1, 00:01:30, Serial0/0/0.5
C 13.1.1.0 is directly connected, Serial0/0/0.5

a. 121.6.0

b. 12.0.0.0

c. 13.1.1.0

d. None of the above

Two corporations merged. The network engineers decided to redistribute between one company’s
EIGRP network and the other company’s OSPF network, using two mutually redistributing
routers (R1 and R2) for redundancy. Assume that as many defaults asis possible are used
for the redistribution configuration. Assume that one of the subnets in the OSPF domain is
10.1.1.0/24. Which of the following is true about a possible suboptimal route to 10.1.1.0/24
on R1—aroute that sends packets through the EIGRP domain, and through R2 into the OSPF
domain?

a. The suboptimal routes will occur unless the configuration filters routes at R1.

b. R1'sadministrative distance must be manipulated, such that OSPF routes have an
administrative distance less than EIGRP's default of 90.

c. EIGRP prevents the suboptimal routes by default.
d. Using route tagsisthe only way to prevent the suboptimal routes.

Which of thefollowing statementsistrue about the type of routes created when redistributing
routes?

a. Routes redistributed into OSPF default to be external type 2.

b. Routes redistributed into EIGRP default to external, but can be set to internal with a
route map.

c. Routesredistributed into RIP are external by default.
d. Routes redistributed into OSPF by arouter in an NSSA area default to be external type 1.
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7.  Which of the following is not true about route summarization?

a.

The advertised summary is assigned the same metric as the lowest-metric component
subnet.

The router does not advertise the summary when its routing table does not have any of
the component subnets.

The router does not advertise the component subnets.
Summarization, when used with redistribution, prevents all cases of suboptimal routes.

8. Which of the following is true of route summarization?

OSPF can summarize routes only on ABRs and ASBRs.
EIGRP summarization is configured with arouter eigrp subcommand.

RIPv2 summarization has the same features as EIGRP summarization, other than the
syntax differencesin theip summary-address command.

RIPv1 allows the ip summary-address command to be used.

9.  Which of the following is/are true regarding the default-infor mation originate router
subcommand?

a.

b.

It is not supported by EIGRP.

It causes OSPF to advertise a default route, but only if astatic routeto 0.0.0.0/0 isin that
router’s routing table.

The always keyword on the default-infor mation originate command, when used for
OSPF, means OSPF will originate a default route even if no default route existsinits
own |P routing table.

None of the other answers are correct.
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Foundation Topics

Route Maps, Prefix Lists, and Administrative Distance

Route maps, | P prefix lists, and administrative distance (AD) must be well understood to do well
with route redistribution topics on the CCIE Routing and Switching written exam. This section
focuses on the tools themselves, followed by coverage of route redistribution.

Configuring Route Maps with the route-map Command
Route maps provide programming logic similar to the If/Then/Elselogic seen in other programming
languages. A single route map has one or more route-map commands in it, and routers process
route-map commandsin sequential order based on sequence numbers. Each route-map command
has underlying matching parameters, configured with the aptly named match command. (To
match all packets, the route-map clause simply omits the match command.) Each route-map
command a so has one or more optional set commandsthat you can use to manipul ate information—
for instance, to set the metric for some redistributed routes. The general rules for route maps are
asfollows:

m Eachroute-map command must have an explicitly configured name, with all commands that
use the same name being part of the same route map.

m Eachroute-map command has an action (per mit or deny).

m Eachroute-map command in the same route map has a unique sequence number, allowing
deletion and insertion of single route-map commands.

m  When aroute map is used for redistribution, the route map processes routes taken from the
then-current routing table.

m  Theroute map is processed sequentially based on the sequence numbers.

m  Onceaparticular route is matched by the route map, it is not processed beyond that matching
route-map command (specific to route redistribution).

m  Whenarouteismatched in aroute-map statement, if the route-map command has a per mit
parameter, the route is redistributed (specific to route redistribution).

m  When arouteis matched in aroute-map statement, if the route-map statement has adeny
parameter, the route is not redistributed (specific to route redistribution).
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Route maps can be confusing at times, especially when using the deny option on the route-map
command. To help make sure the logic is clear before getting into redistribution, Figure 11-1

showsalogic diagram for an exampl e route map. (This exampleis contrived to demonstrate some
nuances of route map logic; abetter, more efficient route map could be created to achieve the same

results.) In the figure, R1 has eight loopback interfaces configured to bein class A networks 32
through 39. Figure 11-1 shows how the contrived route-map picky would process the routes.

Figure 11-1 Route Map Logic Example

@ The set of routes to redistribute

. Routes for which no decision
has been made yet

© The set of routes that are not
redistributed

Permit

Matched match ip address 32
32 ¢
Not Matched

32, 33, 34, 35, 36, 37, 38, 39

route-map picky permit 10

ACL 32:
Permits Network 32

@) 32

33,34, 35,36,37,38,39 |

@ null

Default Deny Any at End

Matched
37

ACL d-36-p-37:

Permit

route-map picky permit 25
match ip address d-36-p-37

Not Matched ¢

Denies Network 36

@) 32, 37

33, 34, 35, 36, 38, 39 |

@ null

Permits Network 37
Default Deny Any at End

ACL d-38-p-39:

route-map picky deny 33
match ip address d-38-p39

Deny

Denies Network 38
Permits Network 39

Default Deny Any at End

ACL 33:

Not Matched ¢

Matched
39
Not Matched ¢
@) 32, 37 | 33, 34, 35, 36, 38 | @©39
route-map picky deny 40 Deny
match ip address 33
Matched

33

Permits Network 33

@) 32, 37

34, 35, 36, 38 |

(©) 33,39

Default Deny Any at End

[End of List: implied deny all %

@) 32, 37

@) Null |

(C) 33, 34, 35, 36, 38, 39 |

First, afew clarifications about the meaning of Figure 11-1 are in order. The top of the figure

begins with the set of connected networks (32 through 39), labeled with a“B,” which is the set of
routes still being considered for redistribution. Moving down the figure, four separate route-map
commands sit inside this single route map. Each route-map clause (the clause includes the

underlying match and set commands) in turn moves routes from the list of possible routes (“B”)
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to either thelist of routesto redistribute (“A”) or the list to not redistribute (“C”). By the bottom
of the figure, all routes will be noted as either to be redistributed or not to be redistributed.

The route map chooses to redistribute a route only if the route-map command has a per mit
option; the only time aroute-map clause chooses to not redistribute a route is when the clause
has adeny option. Ignoring the matching logic for amoment, thefirst two route-map commands
(sequence numbers 10 and 25) use the per mit option. Asaresult of those clauses, routes are either
added to thelist of routesto redistribute (“A”) or left inthelist of candidate routes (“B”). Thethird
and fourth clauses (sequence numbers 33 and 40) use the deny option, so those clauses cause
routesto be either added to thelist of routesto not redistribute (“C"), or left in thelist of candidate
routes (“B”). In effect, once aroute-map clause has matched aroute, that route is flagged either
as to be redistributed or as not to be redistributed, and the route is no longer processed by the
route map.

One point that can sometimes be confused isthat if aroute is denied by an ACL used by amatch
command, it does not mean that the routeis prevented from being redistributed. For instance, the
match ip address 32 command in clause 10 refersto ACL 32, which has one explicit access
control entry (ACE) that matches network 32, with a permit action. Of course, ACL 32 hasan
implied deny all at the end, so ACL 32 permits network 32, and denies 33 through 39. However,
denying networks 33 through 39 in the ACL does not mean that those routes are not
redistributed—it simply means that those routes do not match route-map clause 10, so those
routes are eligible for consideration by alater route-map clause.

Thefollowing list summarizes the key points about route map logic when used for redistribution:

m route-map commandswith the per mit option either cause aroute to be redistributed or leave
theroutein thelist of routes to be examined by the next route-map clause.

m route-map commands with the deny option either filter the route or leave the routein thelist
of routes to be examined by the next route-map clause.

m If aclause'smatch commands use an ACL, an ACL match with the deny action does not
cause the route to be filtered. Instead, it just means that route does not match that particular
route-map clause.

m Theroute-map commandincludesanimplied deny al clauseat the end; to configureapermit
all, use the route-map command, with a per mit action, but without a match command.

Route Map match Commands for Route Redistribution

Route maps use the match command to define the fields and val ues used for matching the routes
being processed. If more than one match command is configured in asingle route-map clause, a
route is matched only if all the match commands’ parameters match the route. The logic in each
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match command itself isrelatively straightforward. Table 11-2 lists the match command options

when used for |GP route redistribution.

Table 11-2 match Command Options for IGP Redistribution

match Command

Description

match inter face interface-type interface-number
[... interface-type interface-number]

Looks at outgoing interface of
routes

prefix-list prefix-list-name}

*match ip address {[access-list-number | access-list-name] |

Examines route prefix and prefix
length

*match ip next-hop {access-list-number | access-list-name}

Examines route's next-hop
address

name}

*match ip route-source { access-list-number | access-list-

Matches advertising router’'s [P
address

match metric metric-value

Matches route’s metric

level-2}

match route-type{internal | external [type-1|type-2] | level-1|

Matches route type

match tag tag-value[...tag-value]

Tag must have been set earlier

*Can reference multiple numbered and named ACLs on a single command.

Route Map set Commands for Route Redistribution

When used for redistribution, route maps have an implied action—either to allow the route to be
redistributed or to filter the route so that it is not redistributed. As described earlier in this chapter,
that choiceisimplied by the per mit or deny option on theroute-map command. Route maps can
also change information about the redistributed routes by using the set command. Table 11-3 lists
the set command options when used for | GP route redistribution.

Table 11-3 set Command Options for IGP Redistribution

set Command

Description

set level {level-1|level-2 | level-1-2 | stub-area |
backbone}

Defines database(s) into which theroute is
redistributed

set metric metric-value

Sets the route's metric for OSPF, RIP, and

ISIS

set metric bandwidth delay reliability loading mtu

Sets the IGRP/EIGRP route's metric values

set metric-type{internal | external |type-1|type-2}

Sets type of route for 1S-1S and OSPF

set tag tag-value

Sets the unitless tag value in the route
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IP Prefix Lists
I P prefix lists provide mechanisms to match two components of an I P route:

m Theroute prefix (the subnet number)
m The prefix length (the subnet mask)

Theredistribute command cannot directly reference a prefix list, but a route map can refer to a
prefix list by using the match command.

A prefix list itself has similar characteristics to aroute map. The list consists of one or more
statements with the same text name. Each statement has a sequence number to allow deletion of
individual commands, and insertion of commands into a particular sequence position. Each
command has a per mit or deny action—but because it is used only for matching packets, the
permit or deny keyword just implies whether aroute is matched (per mit) or not (deny). The
generic command syntax is as follows:

ip prefix-list list-name [seq seq-value] {deny network/length | permit network/
length}[ge ge-value] [le le-value]

The sometimes tricky and interesting part of working with prefix lists is that the meaning of the
networ k/length, ge-value, and le-val ue parameters changes depending on the syntax. The network/
length parameters define the valuesto use to match the route prefix. For example, anetwork/length
of 10.0.0.0/8 means “any route that begins with a 10 in the first octet.” The ge and le options are
used for comparison to the prefix length—in other words, to the number of binary 1sinthe subnet
mask. For instance, ge 20 |e 22 matches only routes whose masks are /20, /21, or /22. So, prefix
list logic can be summarized into atwo-step comparison process for each route:

1. Theroute' sprefix must be within the range of addressesimplied by the prefix-list command’s
network/length parameters.

2. Theroute's prefix length must match the range of prefixes implied by the prefix-list
command.

The potentially tricky part of the logic relates to knowing the range of prefix lengths checked by
thislogic. The range is defined by the ge-value and |e-value parameters, which stand for greater-
than-or-equal-to and less-than-or-equal-to. Table 11-4 formalizes the logic, including the default
values for ge-value and le-value. In the table, note that conf-length refers to the prefix length
configured in the networ k/prefix (required) parameter, and route-length refers to the prefix length
of aroute being examined by the prefix list.
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Table 11-4 LE and GE Parameters on IP Prefix List, and the Implied Range of Prefix Lengths

Prefix List Parameters

Range of Prefix Lengths

Neither conf-length = route-length

Only le conf-length <= route-length <= le-value
Only ge ge-value <= route-length <= 32
Bothgeandle ge-value <= route-length <= le-value

Several examplescan really help nail down prefix list logic. Thefollowing routeswill be examined
by avariety of prefix lists, with the routes numbered for easier reference:

1.

2
3
4.
5
6

10.0.0.0/8
10.128.0.0/9
10.1.1.0/24
10.1.2.0/24
10.128.10.4/30
10.128.10.8/30

Next, Table 11-5 shows the results of seven different one-line prefix lists applied to these six

exampleroutes. Thetable lists the matching parametersin the prefix-list commands, omitting the
first part of the commands. The table explainswhich of the six routeswould match the listed prefix
list, and why.

Table 11-5 Example Prefix Lists Applied to the List of Routes

prefix-list Command Routes

Parameters Matched Results

10.0.0.0/8 1 Without ge or le configured, both the prefix (10.0.0.0)
and length (8) must be an exact match.

10.128.0.0/9 None Without ge or le configured, the prefix (10.128.0.0)
and length (9) must be an exact match, so none of the
routes match.

10.0.0.0/8 ge 9 26 The 10.0.0.0/8 means “al routes whose first octet is
10, effectively representing an address range. The
prefix length must be between 9 and 32, inclusive.

10.0.0.0/8ge241e24 3,4 The 10.0.0.0/8 means “all routes whose first octet is

10,” and the prefix rangeis 24 to 24—meaning only
routes with prefix length 24.
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Table 11-5 Example Prefix Lists Applied to the List of Routes (Continued)

Administrative Distance
A singlerouter can learn routes using multiple IP routing protocols, as well as via connected and
static routes. When arouter learns a particular route from multiple sources, the router cannot use
the metrics to determine the best route, because the metrics are based on different units. So, the
router uses each route’'s administrative distance (AD) to determine which is best, with the lower
number being better. Table 11-6 lists the default AD values for the various routing sources.

Table 11-6 Administrative Distances

KEY
POINT

prefix-list Command Routes

Parameters Matched Results

10.0.0.0/81e 28 14 The prefix length needs to be between 8 and 28,
inclusive.

0.0.0.0/0 None 0.0.0.0/0 means “match all prefixes, with prefix length
of exactly 0." So, it would match all routes’ prefixes,
but none of their prefix lengths. Only a default route
would match this prefix list.

0.0.0.0/01e32 All The range implied by 0.0.0.0/0 is all IPv4 addresses.

Thele 32 then implies any prefix length between 0 and
32, inclusive. Thisisthe syntax for “match all” prefix
list logic.

Route Type Administrative Distance
Connected 0
Static 1
EIGRP summary route 5
EBGP 20
EIGRP (internal) 90
IGRP 100
OSPF 110
ISIS 115
RIP 120
EIGRP (external) 170
iBGP (external) 200
Unreachable 255
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The defaults can be changed by using the distance command. The command differs amongst all
three | GPs covered in thisbook. The generic versions of the distance router subcommand for RIP,
EIGRP, and OSPF, respectively, are as follows:

distance distance
distance eigrp internal-distance external-distance
distance ospf {[intra-area dist7] [inter-area dist2] [external dist3]}

Asyou can see, EIGRP and OSPF can set a different AD depending on the type of route as well,
whereas RIP cannot. You can also use the distance command to set arouter’s view of the AD per
route, asis covered later in this chapter.

Route Redistribution

Although using a single routing protocol throughout an enterprise might be preferred, many
enterprises use multiplerouting protocol s dueto business mergers and acqui sitions, organi zational
history, or in some cases for technical reasons. Route redistribution allows one or more routersto
takerouteslearned viaone routing protocol and advertise those routes viaanother routing protocol
so that all parts of the internetwork can be reached.

To perform redistribution, one or more routers run both routing protocols, with each routing
protocol placing routes into that router’s routing table. Then, each routing protocol cantakeall or
some of the other routing protocol’s routes from the routing table and advertise those routes. This
section begins by looking at the mechanics of how to perform simple redistribution on asingle
router, and ends with discussion of tools and issues that matter most when redistributing on
multiple routers.

The Mechanics of the redistribute Command
Theredistribute router subcommand tells one routing protocol to take routes from another
routing protocol. This command can simply redistribute all routes or, by using matching logic,
redistribute only a subset of the routes. The redistribute command also supports actions for
setting some parameters about the redistributed routes—for example, the metric.

The full syntax of the redistribute command is as follows:

redistribute protocol [process-id] [level-1 | level-1-2 | 1level-2] [as-number] [metric
metric-value] [metric-type type-value] [match {internal | external 1 | external 2}] [tag
tag-value] [route-map map-tag] [subnets]

Theredistribute command identifies the routing source from which routes are taken, and the
router command identifies the routing process into which the routes are advertised. For example,
the command redistribute eigrp 1 tells the router to take routes from EIGRP process 1; if that
command were under router rip, the routes would be redistributed into RIP, enabling other RIP
routers in the network to see some or all routes coming from EIGRPAS 1.
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Theredistribute command has alot of other parameters as well, most of which will be described
in upcoming examples. The first few examples use the network shown in Figure 11-2. In this
network, each |GP uses adifferent class A network just to make the results of redistribution more
obvious. Also note that the numbering convention is such that each of R1's connected WAN
subnets has 1 as the third octet, and each LAN subnet off R3, R4, and R5 has 2 as the third octet.

Figure 11-2

Sample Network for Default Route Examples

RIP OSPF 1 (Two Areas, with R5 as ABR)
Network 13.0.0.0 Network 15.0.0.0
e ) RID 5.5.5.5
13.1.2.3/24 /\‘3:1 _ /\‘3,-/:\ 15.1.2.5/24
FaO/O. R3 W3~ 1311024 151,024 _~ t R5 'Fao/o
~— 0/0/0A1 ‘\\\,1 1 - 00i
o :/Lj2f,g_—’
/ ”’1:‘\ m '
14.1.2.4/24 f\'}/’i,af’14‘.1.1.0/24 1 F1“1D1
Fa0/0 R4 -6‘;0/0_1 SR
\_ %
EIGRP 1

Network 14.0.0.0

Redistribution Using Default Settings
Thefirst example configuration meets the following design goals:

R1 redistributes between each pair of IGPs—RIP, EIGRP, and OSPF.

Default metrics are used whenever possible; when required, the metrics are configured on the
redistribute command.

Redistribution into OSPF uses the non-default subnets parameter, which causes subnetsto be
advertised into OSPF.

All other settings use default values.

Example 11-1 shows R1’s configuration for each routing protocol, along with show commands
from all four routersto highlight the results of the redistribution.

Example 11-1 Route Redistribution with Minimal Options

EIGRP redistributes from OSPF (process ID 1) and RIP. EIGRP must
set the metric, as it has no default values. It also uses the
no auto-summary command so that subnets will be redistributed into
EIGRP.
continues
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Example 11-1 Route Redistribution with Minimal Options (Continued)

router eigrp 1

redistribute ospf 1 metric 1544 5 255 1 1500

redistribute rip metric 1544 5 255 1 1500

network 14.0.0.0

no auto-summary

! OSPF redistributes from EIGRP (ASN 1) and RIP. OSPF defaults the
! metric to 20 for redistributed IGP routes. It must also use the

! subnets option in order to redistribute subnets.

router ospf 1

router-id 1.1.1.1

redistribute eigrp 1 subnets

redistribute rip subnets

network 15.0.0.0 0.255.255.255 area 0

! RIP redistributes from OSPF (process ID 1) and EIGRP (ASN 1). RIP
! must set the metric, as it has no default values. It also uses the
! no auto-summary command so that subnets will be redistributed into
! EIGRP.

router rip

version 2

redistribute eigrp 1 metric 2

redistribute ospf 1 metric 3

network 13.0.0.0

no auto-summary

! R1 has a connected route (x.x.1.0) in networks 13, 14, and 15, as well as
! an IGP-learned route (x.x.2.0).
R1# show ip route

! lines omitted for brevity

10.0.0.0/24 is subnetted, 1 subnets
C 10.1.1.0 is directly connected, FastEthernet0/0
13.0.0.0/24 is subnetted, 2 subnets
13.1.1.0 is directly connected, Serial®/0/0.3

R 183.1.2.0 [120/1] via 13.1.1.3, 00:00:07, Serial0/0/0.3
14.0.0.0/24 is subnetted, 2 subnets

D 14.1.2.0 [90/2172416] via 14.1.1.4, 00:58:20, Serial0/0/0.4

c 14.1.1.0 is directly connected, Serial®/0/0.4

15.0.0.0/24 is subnetted, 2 subnets
0 IA 15.1.2.0 [110/65] via 15.1.1.5, 00:04:25, Serial0/0/0.5
c 15.1.1.0 is directly connected, Serial@/0/0.5

! R3 learned two routes each from nets 14 and 15.
! Compare the metrics set on R1's RIP redistribute command to the metrics below.
R3# show ip route rip
14.0.0.0/24 is subnetted, 2 subnets

R 14.1.2.0 [120/2] via 13.1.1.1, 00:00:19, Serial0/0/0.1

14.1.1.0 [120/2] via 13.1.1.1, 00:00:19, Serial@/0/0.1
15.0.0.0/24 is subnetted, 2 subnets
R 15.1.2.0 [120/3] via 13.1.1.1, 00:00:19, Serial0/0/0.1
R 15.1.1.0 [120/3] via 13.1.1.1, 00:00:19, Serial0/0/0.1

=l
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Example 11-1 Route Redistribution with Minimal Options (Continued)

! R4 learned two routes each from nets 13 and 15.
! EIGRP injected the routes as external (EX), which are considered AD 170.
R4# show ip route eigrp
13.0.0.0/24 is subnetted, 2 subnets
D EX 13.1.1.0 [170/2171136] via 14.1.1.1, 00:09:57, Serial0/0/0.1
D EX 13.1.2.0 [170/2171136] via 14.1.1.1, 00:09:57, Serial®/0/0.1
15.0.0.0/24 is subnetted, 2 subnets
D EX 15.1.2.0 [170/2171136] via 14.1.1.1, 01:00:27, Serial0/0/0.1
D EX 15.1.1.0 [170/2171136] via 14.1.1.1, 01:00:27, Serial®/0/0.1
! R5 learned two routes each from nets 13 and 14.
! OSPF by default injected the routes as external type 2, cost 20.
R5# show ip route ospf
13.0.0.0/24 is subnetted, 2 subnets
0 E2 13.1.1.0 [110/20] via 15.1.1.1, 00:36:12, Serial@/0.1
0 E2 13.1.2.0 [110/20] via 15.1.1.1, 00:36:12, Serial@/0.1
14.0.0.0/24 is subnetted, 2 subnets
0 E2 14.1.2.0 [110/20] via 15.1.1.1, 00:29:56, Serial@/0.1
0 E2 14.1.1.0 [110/20] via 15.1.1.1, 00:36:12, Serial0/0.1
! As a backbone router, OSPF on R1 created type 5 LSAs for the four E2 subnets.
! If R1 had been inside an NSSA stub area, it would have created type 7 LSAs.
R5# show ip ospf data | begin Type-5
Type-5 AS External Link States

Link ID ADV Router Age Seq# Checksum Tag
13.1.1.0 1.1.1.1 1444 0x80000002 0x000785 0
13.1.2.0 1.1.1.1 1444 0x80000002 OxOOFB8F 0
14.1.1.0 1.1.1.1 1444 0x80000002 Ox00F991 0
14.1.2.0 1.1.1.1 1444 0x80000002 OxOOEESB 0

Metrics must be set via configuration when redistributing into RIP and EIGRP, whereas OSPF
uses default values. In the example, the two redistribute commands under router rip used hop
counts of 2 and 3 just so the metrics could be easily seen in the show ip route command output
on R3. The EIGRP metric in the redistribute command must include al five metric components,
even if the last three are ignored by EIGRP's metric calculation (as they are by default). The
command redistributerip metric 1544 5255 1 1500 lists EIGRP metric components of bandwidth,
delay, reliability, load, and MTU, in order. OSPF defaults to cost 20 when redistributing from an
IGP, and 1 when redistributing from BGP.

Theredistribute command redistributes only routesin that router’s current 1P routing table. When
redistributing from a given routing protocol, the redistribute command takes routes listed in the
I P routing table as being learned from that routing protocol. Interestingly, the redistribute
command can also pick up connected routes. For example, R1 has an OSPF route to 15.1.2.0/24,
and a connected route to 15.1.1.0/24. However, R3 (RIP) and R4 (EIGRP) redistribute both of
these routes—the OSPF-learned route and one connected route—as a result of their respective
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redistribute ospf commands. Asit turns out, the redistribute command causes the router to use
the following logic to choose which routes to redistribute from a particular |GP protocol :

1. Takeall routesinmy routing tablethat werelearned by therouting protocol from which routes
are being redistributed.

2. Takeall connected subnets matched by that routing protocol’s network commands.

Example 11-1 shows severa instances of exactly how this two-part logic works. For instance, R3
(RIP) learns about connected subnet 14.1.1.0/24, because RIP redistributesfrom EIGRP, and R1's
EIGRP network 14.0.0.0 command matches that subnet.

Theredistribute command includes a subnets option, but only OSPF needsto useit. By default,
when redistributing into OSPF, OSPF redistributes only routes for classful networks, ignoring
subnets. By including the subnets option, OSPF redistributes subnets as well. The other IGPs
redistribute subnets automatically; however, if at a network boundary, the RIP or EIGRP auto-
summary setting would still cause summarization to use the classful network. In Example 11-1,
if either RIP or EIGRP had used auto-summary, each redistributed network would show just the
classful networks. For example, if RIP had configured auto-summary in Example 11-1, R3would
have aroute to networks 14.0.0.0/8 and 15.0.0.0/8, but no routes to subnets inside those class A
networks.

Setting Metrics, Metric Types, and Tags

KEY
POINT

Cisco |OS provides three mechanisms for setting the metrics of redistributed routes, as follows:

1. Cadl aroute map from theredistribute command, with the route map using the set metric
command. This method allows different metrics for different routes.

2. Usethemetric option on theredistribute command. This sets the same metric for all routes
redistributed by that redistribute command.

3. Usethedefault-metric command under therouter command. This command sets the metric
for al redistributed routes whose metric was not set by either of the other two methods.

Thelistimpliesthe order of precedenceif more than one method defines a metric. For instance, if
aroute’s metric is set by al three methods, the route map’s metric is used. If the metric is set on
the redistribute command and there is a default-metric command as well, the setting on the
redistribute command takes precedence.

Theredistribute command also allows a setting for the metric-type option, which really refersto
theroutetype. For example, routes redistributed into OSPF must be OSPF external routes, but they
can be either external type 1 (E1) or type 2 (E2) routes. Table 11-7 summarizes the defaults for
metrics and metric types.
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Table 11-7 Default Metrics and Route Metric Typesin IGP Route Redistribution

KEY
POINT

IGP into Which Routes Are Default

Redistributed Metric Default (and Possible) Metric Types
RIP None RIP has no concept of external routes
EIGRP None External

OSPF 20/1* E2 (Elor E2)

ISIS 0 L1 (L1, L2, LYL2, or external)

* OSPF uses cost 20 when redistributing from an IGP, and cost 1 when redistributing from BGP.

Redistributing a Subset of Routes Using a Route Map

Route maps can be referenced by any redistribute command. The route map may actualy let all
the routes through, setting different route attributes (for example, metrics) for different routes. Or,
it may match some routes with a deny clause, which prevents the route from being redistributed.
(Refer to Figure 11-1 for areview of route map logic.)

Figure 11-3 and Example 11-2 show an example of mutual redistribution between EIGRP and
OSPF, with some routes being either filtered or changed using route maps.

Figure 11-3 OSPF and EIGRP Mutual Redistribution Using Route Maps
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The following list details the requirements for redistribution from OSPF into EIGRP. These
requirements use R1's perspective, because it is the router doing the redistribution.

m Routeswith next-hop address 15.1.1.5 (R5) should be redistributed, with route tag 5.
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m E1routes sourced by R6 (RID 6.6.6.6) should be redistributed, and assigned aroute tag of 6.
m  No other routes should be redistributed.

Therequirementsfor redistributing routesfrom EIGRP into OSPF are asfollows, againfromR1's
perspective:

m  Routesbeginning with 14.2, and with masks/23 and /24, should be redistributed, with metric
set to 300.

m  Other routes beginning with 14.2 should not be redistributed.
m  Routes beginning with 14.3 should be redistributed, with route tag 99.
m  No other routes should be redistributed.

Most of the explanation of the configuration is provided in the comments in Example 11-2, with
afew additional comments following the example.

Example 11-2 Route Redistribution Using Route Maps

! No metrics are set on the redistribute commands; either the default metric
! is used, or the route maps set the metrics. The default-metric command
! sets the unused EIGRP metric parameters to "1" because something must be
configured, but the values are unimportant.
router eigrp 1

redistribute ospf 1 route-map ospf-into-eigrp

network 14.0.0.0

default-metric 1544 5 1 1 1

no auto-summary

! While this configuration strives to use other options besides the options

! directly on the redistribute command, when used by OSPF, you must still

! include the subnets keyword for OSPF to learn subnets from other IGPs.
router ospf 1

router-id 1.1.1.1

redistribute eigrp 1 subnets route-map eigrp-into-ospf

network 15.0.0.0 0.255.255.255 area 0

! ACL A-14-3-x-x matches all addresses that begin 14.3. ACL A-15-1-1-5 matches
! exactly IP address 15.1.1.5. ACL A-6-6-6-6 matches exactly address 6.6.6.6.
ip access-list standard A-14-3-x-x

permit 14.3.0.0 0.0.255.255
ip access-list standard A-15-1-1-5

permit 15.1.1.5

ip access-list standard A-6-6-6-6

permit 6.6.6.6

! The prefix lists matches prefixes in the range 14.2.0.0 through 14.2.255.255,
! with prefix length 23 or 24.

ip prefix-list e-into-o seq 5 permit 14.2.0.0/16 ge 23 le 24
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Example 11-2 Route Redistribution Using Route Maps (Continued)

! route-map ospf-into-eigrp was called by the redistribute command under router
! eigrp, meaning that it controls redistribution from OSPF into EIGRP.
Clause 10 matches OSPF routes whose next hop is 15.1.1.5, which is R5's serial
! IP address. R1's only route that meets this criteria is 15.1.2.0/24. This route
! will be redistributed because the route-map clause 10 has a permit action.

! The route tag is also set to 5.
route-map ospf-into-eigrp permit 10

match ip next-hop A-15-1-1-5

set tag 5

! Clause 15 matches OSPF routes whose LSAs are sourced by router with RID 6.6.6.6,
! namely R6, and also have metric type E1. R6 sources two external routes, but

! only 15.6.11.0/24 is E1. The route is tagged 6.
route-map ospf-into-eigrp permit 15
match ip route-source A-6-6-6-6
match route-type external type-1

set tag 6

route-map eigrp-into-ospf was called by the redistribute command under router
ospf, meaning that it controls redistribution from EIGRP into OSPF.

Clause 10 matches using a prefix list, which in turn matches prefixes that begin
with 14.2, and which have either a /23 or /24 prefix length. By implication, it
does not match prefix length /30. The metric is set to 300 for these routes.
route-map eigrp-into-ospf permit 10

match ip address prefix-list e-into-o

set metric 300

! Clause 18 matches routes that begin 14.3. They are tagged with a 99.

route-map eigrp-into-ospf permit 18

match ip address A-14-3-x-x

set tag 99

! Next, the example shows the routes that could be redistributed, and then

! shows the results of the redistribution, pointing out which routes were

! redistributed. First, the example shows, on R1, all routes that R1 could

! try to redistribute into EIGRP.

R1# show ip route 15.0.0.0

Routing entry for 15.0.0.0/24, 5 known subnets
Attached (2 connections)

Redistributing via eigrp 1

0 E1 15.6.11.0 [110/84] via 15.1.6.6, 00:21:52, Serial0/0/0.6
0 E2 15.6.12.0 [110/20] via 15.1.6.6, 00:21:52, Serial0/0/0.6

c 15.1.6.0 is directly connected, Serial®/0/0.6
0 IA 15.1.2.0 [110/65] via 15.1.1.5, 00:21:52, Serial@/0/0.5
C 15.1.1.0 is directly connected, Serial®/0/0.5

! R4 sees only two of the five routes from 15.0.0.0, because only two matched either of
! the route-map clauses. The other three routes matched the default deny clause.

R4# show ip route 15.0.0.0

Routing entry for 15.0.0.0/24, 2 known subnets

continues
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Example 11-2 Route Redistribution Using Route Maps (Continued)

Redistributing via eigrp 1
D EX 15.6.11.0 [170/2171136] via 14.1.1.1, 00:22:21, Serial@/0/0.1
D EX 15.1.2.0 [170/2171136] via 14.1.1.1, 00:22:21, Serial0/0/0.1
! Still on R4, the show ip eigrp topology command displays the tag. This command
! filters the output so that just one line of output lists the tag values.
R4# sho ip eigrp topo 15.6.1.0 255.255.255.0 | incl tag
Administrator tag is 5 (0x00000005)
R4# sho ip eigrp topo 15.6.11.0 255.255.255.0 | incl tag
Administrator tag is 6 (0x00000006)

! Next, the example shows the possible routes that could be redistributed from
! EIGRP into OSPF.
! The next command (R1) lists all routes that could be redistributed into OSPF.
R1# show ip route 14.0.0.0
Routing entry for 14.0.0.0/8, 10 known subnets

Attached (1 connections)

Variably subnetted with 3 masks

Redistributing via eigrp 1, ospf 1

D 14.3.9.0/24 [90/2297856] via 14.1.1.4, 00:34:48, Serial0/0/0.4
D 14.3.8.0/24 [90/2297856] via 14.1.1.4, 00:34:52, Serial0/0/0.4
D 14.1.2.0/24 [90/2172416] via 14.1.1.4, 00:39:27, Serial®/0/0.4
c 14.1.1.0/24 is directly connected, Serial0/0/0.4

D 14.2.22.8/30 [90/2297856] via 14.1.1.4, 00:35:49, Serial0/0/0.4
D 14.2.20.0/24 [90/2297856] via 14.1.1.4, 00:36:12, Serial®/0/0.4
D 14.2.21.0/24 [90/2297856] via 14.1.1.4, 00:36:08, Serial0/0/0.4
D 14.2.16.0/23 [90/2297856] via 14.1.1.4, 00:36:34, Serial0/0/0.4
D 14.2.22.4/30 [90/2297856] via 14.1.1.4, 00:35:53, Serial®/0/0.4
D 14.2.18.0/23 [90/2297856] via 14.1.1.4, 00:36:23, Serial0/0/0.4

Next, on R5, note that the two /30 routes beginning with 14.2 were correctly
prevented from getting into OSPF. It also filtered the redistribution of the
two routes that begin with 14.1. As a result, R5 knows only 6 routes in
network 14.0.0.0, whereas R1 had 10 subnets of that network it could have

! redistributed. Also below, note that the /23 and /24 routes inside 14.2 have
! metric 300.

R5# show ip route 14.0.0.0

Routing entry for 14.0.0.0/8, 6 known subnets

Variably subnetted with 2 masks

The show ip ospf database command confirms that the route tag was set
! correctly.

R5# show ip ospf data external 14.3.8.0 | incl Tag

External Route Tag: 99

0 E2 14.3.9.0/24 [110/20] via 15.1.1.1, 00:22:41, Serial@/0.1

0 E2 14.3.8.0/24 [110/20] via 15.1.1.1, 00:22:41, Serial®@/0.1

0 E2 14.2.20.0/24 [110/300] via 15.1.1.1, 00:22:41, Serial®/0.1
0 E2 14.2.21.0/24 [110/300] via 15.1.1.1, 00:22:41, Serial®/0.1
0 E2 14.2.16.0/23 [110/300] via 15.1.1.1, 00:22:41, Serial®/0.1
0 E2 14.2.18.0/23 [110/300] via 15.1.1.1, 00:22:41, Serial®/0.1
1

1




Route Redistribution 333

NOTE Route maps have an implied deny clause at the end of the route map. Thisimplied
deny clause matches all packets. Asaresult, any routes not matched in the explicitly configured
route-map clauses match the implied deny clause, and are filtered. Both route mapsin the
example used the implied deny clause to actually filter the routes.

Mutual Redistribution at Multiple Routers
When multiple routersredistri bute between the same two routing protocol domains, severa potential
problems can occur. One type of problem occurs on the redistributing routers, because those
routers will learn aroute to most subnets via both routing protocols. That router usesthe AD to
determine the best route when comparing the best routes from each of the two routing protocols;
this typically results in some routes using suboptimal paths. For example, Figure 11-4 shows a
sample network, with R3 choosing itsAD 110 OSPF route to 10.1.2.0/24 over the probably better
AD 120 RIP route.

Figure 11-4 OSPF and RIP Redistribution
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NOTE The OSPF configuration for this network matches only the interfaces implied by the
OSPF box in Figure 11-4. RIP does not have awildcard-mask option on the networ k command,
s0 R1's and R3's networ k commands will match all of their interfaces, asal are in network
10.0.0.0.
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In Figure 11-4, R3 learns of subnet 10.1.2.0/24 via RIP updates from R2. Also, R1 learns of the
subnet with RIP and redistributes the route into OSPF, and then R3 learns of arouteto 10.1.2.0/24
via OSPF. R3 chooses the route with the lower administrative distance; with all default settings,
OSPF'sAD of 110 is better that RIP's 120.

If both R1 and R3 mutually redistribute between RIP and OSPF, the suboptimal route problem
would occur on either R1 or R3 for each RIP subnet, all depending on timing. Example 11-3 shows
the redistribution configuration, along with R3 having the suboptimal route shown in Figure 11-4.
However, after R1's fa0/0 interface flaps, R1 now has a suboptimal route to 10.1.2.0/24, but R3
has an optimal route.

Example 11-3 Suboptimal Routing at Different Redistribution Points

! R1's related configuration follows:
router ospf 1

router-id 1.1.1.1

redistribute rip subnets

network 10.1.15.1 0.0.0.0 area 0

!
router rip

redistribute ospf 1

network 10.0.0.0

default-metric 1

! R3's related configuration follows:
router ospf 1

router-id 3.3.3.3

redistribute rip subnets

network 10.1.34.3 0.0.0.0 area 0
!

router rip

redistribute ospf 1

network 10.0.0.0

default-metric 1

! R3 begins with an AD 120 OSPF route, and not a RIP route, to 10.1.2.0/24.

R3# sh ip route | incl 10.1.2.0
0 E2 10.1.2.0 [110/20] via 10.1.34.4, 00:02:01, Serial0d/0/0.4

! R1 has a RIP route to 10.1.2.0/24, and redistributes it into OSPF, causing R3
! to learn an OSPF route to 10.1.2.0/24.

R1# sh ip route | incl 10.1.2.0

R 10.1.2.0 [120/1] via 10.1.12.2, 00:00:08, FastEthernet@/0
! Next, R1 loses its RIP route to 10.1.2.0/24, causing R3 to lose its OSPF route.
R1# conf t

Enter configuration commands, one per line. End with CNTL/Z.
R1(config)# int fa 0/0
R1(config-if)# shut

! R3 loses its OSPF route, but can then insert the RIP route into its table.
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Example 11-3 Suboptimal Routing at Different Redistribution Points (Continued)

R3# sh ip route | incl 10.1.2.0
R 10.1.2.0 [120/1] via 10.1.23.2, 00:00:12, Serial0/0/0.2

! Not shown: R1 brings up its fa@/@ again

! However, R1 now has the suboptimal route to 10.1.2.0/24, through OSPF.
R1# sh ip route | incl 10.1.2.0

0 E2 10.1.2.0 [110/20] via 10.1.15.5, 00:00:09, Serial0/0/0.5

The key concept behind this seemingly odd example isthat aredistributing router processes only
the current contents of its | P routing table. When this network first came up, R1 learned its RIP
route to 10.1.2.0/24, and redistributed into OSPF, before R3 could do the same. So, R3 was faced
with the choice of putting the AD 110 (OSPF) or AD 120 (RIP) route into itsrouting table, and R3
chose the lower AD OSPF route. Because R3 never had the RIP route to 10.1.2.0/24 in itsrouting
table, R3 could not redistribute that RIP route into OSPF.

Later, when R1’sfa0/0 failed (as shown in Example 11-3), R3 had time to remove the OSPF route
and add the RIP route for 10.1.2.0/24 to its routing table—which then allowed R3 to redistribute
that RIP route into OSPF, causing R1 to have the suboptimal route.

To solvethistype of problem, the redi stributing routers must have some awareness of which routes
came from the other routing domain. In particular, the lower-AD routing protocol heedsto decide
which routes came from the higher-AD routing protocol, and either use a different AD for those
routes or filter the routes. The next few sections show afew different methods of preventing this
type of problem.

Preventing Suboptimal Routes by Setting the Administrative Distance
One simple and elegant solution to the problem of suboptimal routes on redistributing routersis
to flag the redistributed routes with a higher AD. A route’sAD is not advertised by the routing
protocol; however, asingle router can be configured such that it assigns different AD values to
different routes, which then impactsthat one router’s choice of which routesend up in that router’s
routing table. For example, back in Figure 11-4 and Example 11-3, R3 could have assigned the
OSPF-learned route to 10.1.2.0/24 an AD higher than 120, thereby preventing the original
problem.

Figure 11-5 shows amore complete exampl e, with aroute from the RIP domain (10.1.2.0/24) and
another from the OSPF domain (10.1.4.0/24). Redistributing router R3 will learn the two routes
both from RIP and OSPF. By configuring R3's logic to treat OSPF internal routes with default
AD 110, and OSPF external routes with AD 180 (or any other value larger than RIP's default of
120), R3 will choose the optimal path for both RIP and OSPF routes.
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Figure 11-5 The Effect of Differing ADs for Internal and External Routes
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Example 11-4 shows how to configure both R1 and R3 to use a different AD for external routes
by using the distance ospf external 180 command, under the router ospf process.

Example 11-4 Preventing Suboptimal Routes with the distance Router Subcommand

! Both R1's and R3's configurations look like they do in Example 11-3's, but with the
! addition of the distance command.

router ospf 1

distance ospf external 180

! R3 has a more optimal RIP route to 10.1.2.0/24, as does R1.

R3# sh ip route | incl 10.1.2.0

R 10.1.2.0 [120/1] via 10.1.23.2, 00:00:19, Serial0/0/0.2

! R1 next..

R1# show ip route | incl 10.1.2.0_

R 10.1.2.0 [120/1] via 10.1.12.2, 00:00:11, FastEthernet0/0

! R1 loses its next-hop interface for the RIP route, so now its OSPF route, with
! AD 180, is its only and best route to 10.1.2.0/24.

R1# conf t

Enter configuration commands, one per line. End with CNTL/Z.

R1(config)# int fa 0/0

R1(config-if)# shut

R1(config-if)# do sh ip route | incl 10.1.2.0

0 E2 10.1.2.0 [180/20] via 10.1.15.5, 00:00:05, Serial@/0/0.5
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EIGRP supports the exact same concept by default, using AD 170 for external routes and 90 for
internal routes. In fact, if EIGRP were used instead of OSPF in this example, neither R1 nor R3
would have experienced any of the suboptimal routing. You can reset EIGRP sdistancefor internal
and external routes by using the distance eigrp router subcommand. (At presstime, neither the
SIS nor RIP distance commands support setting external route ADs and internal route ADs to
different values.)

In some cases, the requirements may not allow for setting all external routes’ ADsto another value.
For instance, if R4 injected some |egitimate external routes into OSPF, the configuration in
Example 11-4 would result in either R1 or R3 having a suboptimal route to those external routes
that pointed through the RIP domain. In those cases, the distance router subcommand can be used
in adifferent way, influencing some or all of the routes that come from a particular router. The
syntax is asfollows:

distance {distance-value ip-address {wildcard-mask} [ip-standard-list] [ip-extended-
1list]

This command sets three key pieces of information: the AD to be set, the | P address of the router
advertising the routes, and, optionally, an ACL with which to match routes. With RIP, EIGRP, and
IS-IS, this command identifies a neighboring router’s interface address using the ip-address
wildcard-mask parameters. With OSPF, those same parameters identify the RID of the router
owning (creating) the LSA for the route. The optional ACL then identifies the subset of routesfor
which the AD will be set. The logic boils down to something like this:

Set thisAD value for al routes, learned from arouter that is defined by the 1P address
and wildcard mask, and for which the ACL permits the route.

Example 11-5 shows how the command could be used to solve the same suboptimal route problem
on R1 and R3, while not causing suboptimal routing for other external routes. The design goals
are summarized as follows:

m  Setarouter'slocal AD for its OSPF routes for subnetsin the RIP domain to avalue of 179,
thereby making the RIP routes to those subnets better than the OSPF routes to those same
subnets.

m Do not set the AD for any other routes.

Example 11-5 Using the distance Command to Reset Particular Routes’ ADs

! R1 config. Note that the command refers to 3.3.3.3, which is R3's RID. Other

! commands not related to resetting the AD are omitted. Of particular importance,
! the distance command on R1 refers to R3's OSPF RID, because R3 created the OSPF
! LSAs that we are trying to match—the LSAs created when R3 injected the

| routes redistributed from RIP.

router ospf 1

distance 179 3.3.3.3 0.0.0.0 only-rip-routes

continues
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Example 11-5 Using the distance Command to Reset Particular Routes’ ADs (Continued)

!

ip access-list standard only-rip-routes

permit 10.1.12.0

permit 10.1.3.0

permit 10.1.2.0

permit 10.1.23.0

! R3 config. Note that the command refers to 1.1.1.1, which is R1's RID. Other
! commands not related to resetting the AD are omitted. Also, the only-rip-routes
! ACL is identical to R1's only-rip-routes ACL.

router ospf 1

distance 179 1.1.1.1 0.0.0.0 only-rip-routes

Preventing Suboptimal Routes by Using Route Tags
Another method of preventing suboptimal routing on the redistributing routersisto simply filter the
problematic routes. Using subnet 10.1.2.0/24 as an example again, R3 could use an incoming
distribute-list command to filter the OSPF routeto 10.1.2.0/24, allowing R3to useits RIP route to
10.1.2.0/24. R1 would need to perform similar routefiltering aswell to prevent its suboptimal route.

Performing simple route filtering based on | P subnet number works, but the redistributing routers
will need to be reconfigured every time subnets change in the higher-AD routing domain. The
administrative effort can beimproved by adding route tagging to the process. By tagging all routes
taken from the higher-AD domain and advertised into the lower-AD domain, the distribute-list
command can make a simple check for that tag. Figure 11-6 shows the use of thisideafor subnet
10.1.2.0/24.

Route tags are simply unitless integer valuesin the data structure of aroute. These tags, typically
either 16 or 32 bits long depending on the routing protocol, alow arouter to imply something
about aroute that was redistributed from another routing protocol. For instance, R1 can tag its
OSPF-advertised route to 10.1.2.0/24 with a tag—say, 9999. OSPF does not define what a tag of
9999 means, but the OSPF protocol includes the tag field in the LSA so that it can be used for
administrative purposes. Later, R3 can filter routes based on their tag, solving the suboptimal route
problem.

Figure 11-6 and Example 11-6 depict an example of routetagging and routefiltering, used to solve
the same old problem with suboptimal routes. R1 and R3 tag all redistributed RIP routes with tag
9999 asthey enter the OSPF domain, and then R1 and R3 filter incoming OSPF routes based on
thetags. Thisdesign workswell because R1 cantag all redistributed RIP routes, thereby removing
the need to change the configuration every time a new subnet is added to the RIP domain. (Note
that both R1 and R3 will tag routesinjected from RIP into OSPF as 9999, and both will then filter
OSPF-learned routes with tag 9999. Figure 11-6 just shows one direction to keep the figure less
cluttered.)
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Figure 11-6 Filtering with Reliance on Route Tags
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Example 11-6 Using Route Tags and Distribute Lists to Prevent Suboptimal Routes at Redistributing

Routers

339

! R1 config. The redistribute command calls the route map that tags routes taken
! from RIP as 9999. distribute-list looks at routes learned in OSPF that were

! earlier tagged by R3.

router ospf 1

redistribute rip subnets route-map tag-rip-9999

network 10.1.15.1 0.0.0.0 area 0

distribute-list route-map check-tag-9999 in

! Clause 10, a deny clause, matches all tagged 9999 routes—so those

! routes are filtered. Clause 20 permits all other routes, because with no match
! subcommand, the clause is considered to "match all."

route-map check-tag-9999 deny 10

match tag 9999

!

route-map check-tag-9999 permit 20

! tag-rip-9999 matches all routes (it has no match command), and then

! tags them all with tag 9999. This route-map is used only for routes taken from
! RIP into OSPF.

route-map tag-rip-9999 permit 10

set tag 9999

! R3 Config
! The R3 configuration does not have to use the same names for route maps, but

continues
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Example 11-6 Using Route Tags and Distribute Lists to Prevent Suboptimal Routes at Redistributing

Routers (Continued)

! the essential elements are identical, so the route maps are not repeated here.
router ospf 1

redistribute rip subnets route-map tag-rip-9999

network 10.1.34.3 0.0.0.0 area 0

distribute-list route-map check-tag-9999 in

! R3 (shown) and R1 have RIP routes to 10.1.2.0, as well as other routes from the
! RIP domain. Also, note that the OSPF LSDB shows the tagged values on the routes.
R3# show ip route | incl 10.1.2.0
R 10.1.2.0 [120/1] via 10.1.23.2, 00:00:26, Serial0/0/0.2
R3# sh ip ospf data begin Type-5

Type-5 AS External Link States

Link ID ADV Router Age Seq# Checksum Tag

10.1.1.0 1.1.1.1 834 0x80000006 OxOOCE86 9999
10.1.1.0 3.8.3.3 458 0x80000003 0x0098B7 9999
10.1.2.0 1.1.1.1 834 0x80000006 0x00C390 9999
10.1.2.0 3.3.3.3 458 0x80000003 0x008DC1 9999

! lines omitted for brevity

! Next, the unfortunate side effect of filtering the routes—R3 does not have an
! alternative route to RIP subnets, although OSPF internal routers (like R4
! in Figure 11-6) will.

R3# conf t

Enter configuration commands, one per line. End with CNTL/Z.

R3(config)# int s0/0/0.2

R3(config-subif)# shut

R3(config-subif)# ~Z

R3# sh ip route | incl 10.1.2.0

R3#

Thelast few lines of the example show the largest negative of using route filtering to prevent the
suboptimal routes. When R3 loses connectivity to R2, R3 does not use the alternate route through
the OSPF domain. R3'sfiltering of those routes occurs regardless of whether R3's RIP routes are
available or not. Asaresult, using a solution that manipulatesthe AD may ultimately be the better
solution to this suboptimal-routing problem.

Using Metrics and Metric Types to Influence Redistributed Routes

A different set of issues can occur for arouter that isinternal to a single routing domain, like R4
and R5in Figure 11-4. Theissueis simple—with multiple redistributing routers, an internal router
learns multiple routes to the same subnet, so it must pick the best route. As covered earlier in the
chapter, the redistributing routers can set the metrics; by setting those metrics with meaningful
values, theinternal routers can be influenced to use a particular redistribution point.
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Interestingly, internal routers may not use metric astheir first consideration when choosing the
best route. For instance, an OSPF internal router will first take an intra-area route over an inter-
arearoute, regardless of their metrics. Table 11-8 liststhe criteriaan internal router will use when
picking the best route, before considering the metrics of the different routes.

Table 11-8 |GP Order of Precedence for Choosing Routes Before Considering the Metric

IGP Order of Precedence of Metric
RIP No other considerations

EIGRP Internal, then external

OSPF Intra-area, inter-area, E1, then E2*
ISIS L1, L2, externd

* For E2 routes whose metric ties, OSPF a so checks the cost to the advertising ASBR.

To illustrate some of these details, Example 11-7 focuses on R4 and its routes to 10.1.2.0/24 and
10.1.5.0/24 from Figure 11-4. The example shows the following, in order:

1. Rl and R3advertise 10.1.2.0/24 as an E2 route, metric 20. R4 uses the route through R3,
because R4's cost to reach ASBR R3 is lower than its cost to reach ASBR R1.

2. After changing R1 to advertise redistributed routes into OSPF as E1 routes, R4 uses the E1
routes through R1, even though the metric is larger than the E2 route through R3.

3. RA4usesit higher-metricintra-arearouteto 10.1.5.0/24 through R5. Then, the R4-R5 link fails,
causing R4 to usethe OSPF external E2 routeto 10.1.5.0/24—the route that |eads through the
RIP domain and back into OSPF viathe R3-R2-R1-R5 path.

Example 11-7 Demonstration of the Other Decision Criteria for Choosing the Best Routes

! R4 has E2 routes to all the subnets in the RIP domain, and they all point to R3.
R4# sh ip route ospf
10.0.0.0/24 is subnetted, 10 subnets

0 10.1.15.0 [110/128] via 10.1.45.5, 00:03:23, Serial®/0/0.5
0 E2 10.1.12.0 [110/20] via 10.1.34.3, 00:03:23, Serial®/0/0.3
0 E2 10.1.3.0 [110/20] via 10.1.34.3, 00:03:23, Serial0/0/0.3

0 E2 10.1.2.0 [110/20] via 10.1.34.3, 00:03:23, Serial0/0/0.3

0 E2 10.1.1.0 [110/20] via 10.1.34.3, 00:03:23, Serial0/0/0.3

0 10.1.5.0 [110/65] via 10.1.45.5, 00:03:23, Serial0/0/0.5

0 E2 10.1.23.0 [110/20] via 10.1.34.3, 00:03:23, Serial0/0/0.3
!

R4 chose the routes through R3 instead of R1 due to the lower cost to R3.
R4# show ip ospf border-routers

OSPF Process 1 internal Routing Table

Codes: i - Intra-area route, I - Inter-area route

continues
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Example 11-7 Demonstration of the Other Decision Criteria for Choosing the Best Routes (Continued)

i1.1.1.1 [128] via 10.1.45.5, Serial0/0/0.5, ASBR, Area 0, SPF 13

i 3.3.8.3 [64] via 10.1.34.3, Seriale/0/0.3, ASBR, Area 0, SPF 13

! (Not Shown): R1 is changed to redistribute RIP routes as E1 routes by
! adding the metric-type 1 option on the redistribute command on R1.

! R4 picks routes through R1 because they are E1 routes, even though the metric
! (148) is higher than the routes through R3 (cost 20)

R4# show ip route ospf

10.0.0.0/24 is subnetted, 10 subnets

0 Et 10.1.2.0 [110/148] via 10.1.45.5, 00:00:11, Serial®/0/0.5

! lines omitted for brevity

! R4's route to 10.1.5.0/24 below is intra-area, metric 65

R4# show ip route | incl 10.1.5.0

0 10.1.5.0 [110/65] via 10.1.45.5, 00:04:48, Serial0/0/0.5

! (Not Shown): R4 shuts down link to R5

! R4's new route to 10.1.5.0/24 is E2, learned from R3, with metric 20
R4# show ip route | incl 10.1.5.0\

0 E2 10.1.5.0 [110/20] via 10.1.34.3, 00:10:52, Serial0/0/0.3

Route Summarization

Route summari zation creates a single route whose numeric range, asimplied by the prefix/prefix
length, is larger than the one or more smaller component routes. For example, 10.1.0.0/16 isa
summary route that includes component subnets 10.1.1.0/24, 10.1.4.132/30, and any other subnets
with the range 10.1.0.0 through 10.1.255.255.

NOTE | usethe term component route to refer to aroute whose range of |1P addressesis a
subset of the range specified by a summary route; however, | have not seen this term in other
reference materials from Cisco.

Thefollowing list details some of the key features that the three |GPs covered in this book havein
common with regard to how route summarization works (by default):

m Theadvertised summary is assigned the same metric as the currently lowest-metric
component subnet.

m Therouter does not advertise the component subnets.

m Therouter does not advertise the summary when its routing table does not have any of the
component subnets.

m Thesummarizing router creates alocal route to the summary, with destination null0, to
prevent routing loops.
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m  Summary routes reduce the size of routing tables and topology databases, indirectly
improving convergence.

m  Summary routes decrease the amount of specific information in routing tables, sometimes
causing suboptimal routing.

Figure 11-7 depicts the suboptimal-routing side effect when using route summarization. It also
depicts the effect of using a summary to nullO on the summarizing router.

Figure 11-7 Route Summarization Suboptimal Routing and Routing to NullO
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In Figure 11-7, R4 learned two paths to summary route 10.0.0.0/8, and picked the route through
R3 based on the metric. Because R4 does not have aroute for 10.2.2.0/24, R4 then sends any
packets to that subnet based on its route to network 10.0.0.0/8, through R3. So, although subnets
like 10.2.2.0/24 may betopologically closer to R4 through R1, R4 sendsthe packets viathe scenic,
suboptimal route through R3.

Also notethat R4’'s summary routeto 10.0.0.0/8 matches packets for which the component subnet
does not exist anywherein the network. In that case, routerslike R4 forward the packets based on
the larger summary, but once the packet reaches the router that created the summary, the packet is
discarded by the summarizing router due to its null route. For instance, Figure 11-7 shows R4

forwarding a packet destined to 10.3.3.1 to R3. R3 does not have a more specific route than its
route to 10.0.0.0/8, with next-hop interface null0. As aresult, R3 discards the packet.

The sections that follow provide a few details about summarization with each routing protocol.
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EIGRP Route Summarization

EIGRP provides the easiest and most straightforward rules for summarizing routes as compared
with RIPv2, OSPF, and IS-IS. To summarize routes, the ip summary-address eigr p as-number
networ k-address subnet-mask [admin-distance] command is placed under an interface. If any of
the component routes are in that router’s routing table, EIGRP advertises the summary route out
that interface. The summary is defined by the network-address subnet-mask parameters.

One of the more interesting features of the EIGRP summary is the ability to set the AD of the
summary route. The AD is not advertised with the route; the summarizing router, however, uses
the configured AD to determine whether the null route for the summary should be put into its
routing table. The EIGRP AD for summary routes defaults to 5.

OSPF Route Summarization

All OSPF routers in the same area must have identical LSDBs after flooding is complete. Asa
result, all routersin the same OSPF areamust have the same summary routes, and must be missing
the same component subnets of each summary. To make that happen, OSPF allows route
summarization only asroutes areinjected into an area, either by an ABR (inter-arearoutes) or by
an ASBR (externa routes).

OSPF uses two different configuration commands to create the summary routes, depending on
whether the summary isfor inter-area or external routes. Table 11-9 liststhe two commands. Both
commands are configured under router ospf.

Table 11-9 OSPF Route Summarization Commands

KEY
POINT

Where used | Command

ASBR summary-address {{ip-address mask} | {prefix mask}} [not-advertise] [tag tag]

ABR area area-id range ip-address mask [advertise | not-advertise] [cost COSt]

The commands have a couple of important attributes. First, the ar ea range command specifies an
areg; this areais the areain which the component subnets reside, with the summary being
advertised into all other areas. Also, the area range command can set the cost for the summary
route, instead of using the lowest cost of all component routes. Also, the not-advertise keyword
can essentially be used to filter the subnets implied by the summary, as covered in Chapter 10,
“OSPF”

The summary-address command summarizes external routes as they are injected into OSPF as
an ASBR. The cost can be assigned, and the routes can be filtered using the not-advertise

keyword.
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RIP Route Summarization
RIP route summarization isweird in comparison to route summarization in the other IGPs, but at
first glance, it appears to work just like EIGRP. To summarize routes, RIP uses the interface
subcommand ip summary-address rip ip-address ip-network-mask. It can be used on any
interface out which RIP advertises routes. If any of the component routes are in that router’s
routing table, RIP advertises the summary route out the interface, as defined by the ip-address
ip-networ k-mask parameters. It also ceases advertising the component routes out that interface.

So far its sounds just like EIGRP summarization; however, there are a couple of unique
restrictions. First, RIP route summarization works only with RIPv2, because RIPv1 does not
support VLSM. Also, RIP does not allow supernetting—for instance, the command ip summary-
addressrip 172.16.0.0 255.254.0.0, which would combine two class B networks into one
summary, is not supported by RIP. Finally, on asingle interface, only oneip summary-address
rip command is allowed per classful network. In other words, RIP would not alow arouter to
create two summary routes, onefor 10.1.0.0/16 and onefor 10.2.0.0/16, and advertise both out the
same interface. EIGRP has none of these restrictions.

Default Routes

Routers forward packets using a default route when there are no specific routes that match a
packet’s destination | P address in the I P routing table. Routing protocols can advertise default
routes, with each router choosing the best default routeto list asthat router’ sgateway of last resort.
This section covers how arouter can create a default route and then cause an IGP to advertise the
default route.

In addition to the advertisement of default routes, each router may use one of two optionsfor how
the default route is used. As described in Chapter 7, “1P Forwarding (Routing),” each router’s
configuration includes either the (default) ip classless command or the no ip classless command.
Withip classless, if a packet’s destination does not match a specific route in the IP routing table,
the router uses the default route. With no ip classless, the router first checksto seeif any part of
the destination address's classful network isin the routing table. If so, that router will not use the
default route for forwarding that packet.

NOTE Thetopic of default routing requires discussion of the configuration on one router, plus
configuration of the other routers using the same |GP. For this section, | will call the router with
the default routing configuration the“local” router, and other routers using the same | GP “ other”
routers.

Cisco 10S supports five basic methods of advertising default routes with | GPs, four of which are
covered here. One method for advertising a default routeisfor onerouting protocol to redistribute
another routing protocol’s default route. Because route redistribution has already been covered
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heavily, this section of the chapter covers other methods. Of the other four methods, not al are

Table 11-10 Four Methods for Learning Default Routes

KEY
POINT

supported by all IGPs, asyou can seein Table 11-10.

Feature RIP EIGRP OSPF
Static route to 0.0.0.0, with theredistribute static command Yes Yes No
The default-infor mation originate command Yes No Yes
Theip default-network command Yes Yes No
Using summary routes No Yes No

Interestingly, when arouter learns of multiple default routes, using any of these methods, it will
use the usual processfor choosing the best route: administrative distance, route type (per Table 11-9,
earlier in this chapter), and lowest metric, in that order.

NOTE Table 11-10 hasdetailsthat may be difficult to memorize. To makeit easier, you could
start by ignoring the use of summary static routes, because it is not recommended by Cisco.
Then, note that RIP supports the other three methods, whereas EIGRP supports two methods
and OSPF supports only one—with EIGRP and OSPF not supporting any of the same options.

Figure 11-8 shows a sample network used with all the default route examples, in which R1 isthe
local router that configures the default routing commands.

Figure 11-8 Sample Network for Default Route Examples
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Using Static Routes to 0.0.0.0, with redistribute static

KEY
POINT

Routers consider aroute to 0.0.0.0/0 as a default route. RIP and EIGRP support redistribution of
static routes, including such adefault static route. The rulesand conditionsfor redistributing static
defaultsinto RIP and EIGRP are as follows:

m Thedaticip route 0.0.0.0 0.0.0.0 and redistribute static commands need to be configured
on the same local router.

m  The metric must be defaulted or set, using the same methods covered earlier in this chapter.

m Theredistribute command can refer to aroute map, which examinesall static routes (not just
the default).

m EIGRPtreats the default route as an external route by default, with default AD 170.
m Thismethod is not supported by OSPF.

Example 11-8 shows how R1 can inject defaults viaRIP to R3 and via EIGRP to R4. The EIGRP
configuration refers to aroute map that examines all static routes, matching only static default
routes. If other static routes existed, EIGRP would not advertise those routes based on the
route map.

Example 11-8 Satic Default Route with Route Redistribution

! R1 Config—note that ip classless is configured, but it does not impact the
! advertisement of the static route at all.

router eigrp 1

redistribute static route-map just-default

network 10.0.0.0

network 14.0.0.0

default-metric 1544 10 1 1 1

!

router rip

version 2

redistribute static

network 13.0.0.0

default-metric 1

!

ip classless

! The static route is configured next, followed by the prefix list that matches
! the default route, and the route map that refers to the prefix list.
ip route 0.0.0.0 0.0.0.0 10.1.1.102

|

ip prefix-list zero-prefix seq 5 permit 0.0.0.0/0

|

route-map just-default permit 10

match ip address prefix-list zero-prefix
1

continues
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Example 11-8 Satic Default Route with Route Redistribution (Continued)

ro

ute-map just-default deny 20

!
!
R3
!

Ga

Next, R3, the RIP router, lists R1 (13.1.1.1) as its gateway of last resort,
based on the RIP route to 0.0.0.0/@, next hop 13.1.1.1.

# sh ip route

Lines omitted for brevity

teway of last resort is 13.1.1.1 to network 0.0.0.0

13.0.0.0/24 is subnetted, 2 subnets
13.1.1.0 is directly connected, Serial0/0/0.1
13.1.2.0 is directly connected, FastEthernet0/0
0.0.0.0/0 [120/1] via 13.1.1.1, 00:00:12, Serial0/0/0.1

R4
)

Ga
D
C

C
D*

Next, R4, the EIGRP router, lists R1 (14.1.1.1) as its gateway of last resort,
based on the EIGRP route to 0.0.0.0/@, next hop 14.1.1.1. Note that the default
points to 0.0.0.0/0, AD 170, as it is an external route, due to the EX listed
in the output of the show ip route command.

# sh ip route

lines omitted for brevity

teway of last resort is 14.1.1.1 to network 0.0.0.0

10.0.0.0/8 [90/2172416] via 14.1.1.1, 00:01:30, Serial0/0/0.1
14.0.0.0/24 is subnetted, 2 subnets
14.1.2.0 is directly connected, FastEthernet0/0
14.1.1.0 is directly connected, Serial@/0/0.1
EX 0.0.0.0/0 [170/2172416] via 14.1.1.1, 00:01:30, Serial®/0/0.1

Using the default-information originate Command

OSPF does not support redistribution of statically defined default routes. Instead, OSPF requires
the default-information originate router subcommand, which essentially tells OSPF to
redistribute any default routes found in the routing table, either static routes or routes from another
routing protocol. The following list summarizes the default routing features when using the
default-information originate command with OSPF:

KEY
POINT

Redistributes any default route (0.0.0.0/0) in the routing table.

The command can set the metric and metric type directly, with OSPF defaulting to cost 1 and
type E2.

OSPF allows the use of the always keyword, which means a default is sourced regardless of
whether adefault routeisin the routing table.

Not supported by EIGRP.

Supported by RIP, with some differences. (Refer to the text following Example 11-9 for an
explanation of the differences.)
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Example 11-9 shows an example of using the default-infor mation originate command with
OSPF. In this case, R1 haslearned aroute to 0.0.0.0/0 viaBGP from R9 in Figure 11-8.

Example 11-9 Satic Default Route with Route Redistribution

router ospf 1
network 15.0.0.0 0.255.255.255 area 0
default-information originate

! R5 has a default route, defaulting to type E2, cost 1. It as advertised as a
! type 5 LSA.
R5# show ip route ospf
0*E2 0.0.0.0/0 [110/1] via 15.1.1.1, 00:18:07, Serial@/0.1
R5# sh ip ospf data | begin Type-5
Type-5 AS External Link States

Link ID ADV Router Age Seq# Checksum Tag
0.0.0.0 1.1.1.1 1257 0x80000001 0x008C12 1

Asmentioned earlier, RIP does support the default-infor mation originate command; however,
the command behaves dlightly differently in RIP than it doesin OSPF. With RIP, this command
creates and advertises adefault routeif either no default route exists or adefault route was learned
from another routing protocol. However, if a static route to 0.0.0.0/0 isin the local routing table,
the default-infor mation originate command does not cause RIP to inject a default—the reason
behind this behavior isthat RIP aready supports redistribution of static routes, so redistribute
static should be used in that case.

Using the ip default-network Command
RIP and EIGRP caninject default routes by using theip default-networ k command. To do so, the
following must be true on the local router:

m Theloca router must configure the ip default-network net-number command, with net-
number being a classful network number.

m Theclassful network must bein the local router’s I P routing table, via any means.

m  For EIGRPonly, the classful network must be advertised by thelocal router into EIGRP, again
through any means.

m Thismethod is not supported by OSPF.

When using the ip default-networ k command, RIP and EIGRP differ in how they advertise the
default. RIP advertises aroute to 0.0.0.0/0, but EIGRP flagsiits route to the classful network as a
candidate default route. Because EIGRP flags these routes as candidates, EIGRP must then also
be advertising those classful networks. However, because RIP does not flag the classful network
as a candidate default route, RIP does not actually have to advertise the classful network
referenced in the ip default-network command.
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Example 11-10 shows the key difference between RIP and EIGRP with regard to the ip default-
networ k command. In this case, R1 will advertise about classful network 10.0.0.0 using EIGRP
due to the auto-summary command.

Example 11-10 Satic Default Route with Route Redistribution

EIGRP will advertise classful network 10.0.0.0/8 due to its network command,
matching R1's fa@/@ interface, and the auto-summary command. Also, R1 must have
a route to classful network 10.0.0.0/8, in this case due to a static route.

RIP will not advertise classful network 10.0.0.0/8, but it will still be able
to inject a default route based on the ip default-network command.

router eigrp 1

network 10.0.0.0

network 14.0.0.0

auto-summary
!

router rip

version 2

network 13.0.0.0

!

ip classless

ip default-network 10.0.0.0

ip route 10.0.0.0 255.0.0.0 10.1.1.102

! On R3, RIP learns a route to 0.0.0.0/0 as its default.

R3# show ip route rip

R* 0.0.0.0/0 [120/1] via 13.1.1.1, 00:00:19, Serial0/0/0.1

! On R4, note that EIGRP learned a route to 10.0.0.0/8, shown with a * that

! flags the route as a candidate default route.

R4# show ip route

! lines omitted for brevity
ia - IS-IS inter area, * - candidate default, U - per-user static route
o - ODR, P - periodic downloaded static route

Gateway of last resort is 14.1.1.1 to network 10.0.0.0

D* 10.0.0.0/8 [90/2172416] via 14.1.1.1, 00:05:35, Serial0/0/0.1
14.0.0.0/24 is subnetted, 2 subnets

C 14.1.2.0 is directly connected, FastEthernet0/0

C 14.1.1.0 is directly connected, Serial@/0/0.1

Using Route Summarization to Create Default Routes
Generally speaking, route summarization combines smaller address rangesinto asmall number of
larger address ranges. From that perspective, 0.0.0.0/0 isthe largest possible summary, because it
includes all possible IPv4 addresses. And, as it turns out, EIGRP route summarization supports
summarizing the 0.0.0.0/0 supernet, effectively creating a default route.

Because route summarization causes a null route to be created for the summary, some Cisco
documentation advises against using route summarization to create a default route. For example,
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in Figure 11-8, imagine that R9 is owned by this network’s ISP, and R1 |learns a default route
(0.0.0.0/0) viaEBGP from R9. However, when R1 configures an EIGRP default route using route
summarization, R1 will also create alocal route to 0.0.0.0/0 as well, but with destination nullO.
The EBGP route has ahigher AD (20) than the EIGRP summary routeto nullO (AD 5), so R1 will
now replace its BGP-learned default route with the summary route to null0—preventing R1 from
being able to send packets to the Internet.

Route summarization can still be used to create default routes with the proper precautions. The
following list details afew of the requirements and options:

m Theloca router createsaloca summary route, destination null0, using AD 5 (EIGRP), when
deciding if its route is the best one to add to the local routing table.

m EIGRP advertises the summary to other routers as AD 90 (internal).
m Thismethod is not supported by RIP and OSPF.

m To overcome the caveat of EIGRP's default route being set to null by having alow AD, set
the AD higher (as needed) with theip summary-address command.

Example 11-11 lists a sample configuration on R1 again, this time creating summary routes to
0.0.0.0/0 for EIGRP.

Example 11-11 EIGRP and | S1S Configuration for Creating Default Summary Routes

EIGRP route summarization is done under s@/0/0.4, the subnet connected to R4. In this
example, the AD was changed to 7 (default 5) just to show how to change the AD. To
avoid the problem with the default route to null® on R1, the AD should have been set
higher than the default learned via BGP.
interface Serial0/0/0.4 point-to-point
ip address 14.1.1.1 255.255.255.0
ip summary-address eigrp 1 0.0.0.0 0.0.0.0 7
! In this example, R1 has two sources for a local route to 0.0.0.0/0: EIGRP
! (AD 7, per the ip summary-address command), and BGP from R9
! (AD 20). R1 installs the EIGRP route based on the lowest AD.
R1# show ip route eigrp
14.0.0.0/8 is variably subnetted, 3 subnets, 2 masks
D 14.1.2.0/24 [90/2172416] via 14.1.1.4, 00:01:03, Serial®/0/0.4
D 14.0.0.0/8 is a summary, 05:53:19, NullQ
D* 0.0.0.0/0 is a summary, 00:01:08, Nullo

! Next, R4's EIGRP route shows AD 90, instead of the AD 7 configured at R1. AD is
! a local parameter —R4 uses its default AD of 90 for internal routes.

R4# show ip route eigrp

D* 0.0.0.0/0 [90/2172416] via 14.1.1.1, 00:01:14, Serial0/0/0.1
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Foundation Summary

Thissection listsadditional detailsand factsto round out the coverage of the topicsin this chapter.
Unlike most of the Cisco Press Exam Certification Guides, this book does not repeat information
presented in the *“ Foundation Topics” section of the chapter. Please take the timeto read and study
the detailsin this section of the chapter, as well as review the items in the “ Foundation Topics’

section noted with Key Point icons.

Table 11-11 lists some of the most relevant Cisco |0S commands related to the topicsin this
chapter. Also refer to Tables 11-2 and 11-3 for the match and set commands.

Table 11-11 Command Reference for Chapter 11

Command

Command Mode and Description

redistribute protocol [process-id] {level-1 | level-
1-2 | level-2} [as-number] [metric

metric-value] [metric-type type-value] [match
{internal | external 1 | external 2}] [tag
t