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| ntroduction to | P M ulticast

At one end of the |P communication spectrum is | P unicast communication, where a source | P host
sends packets to a specific destination | P host. In this case, the destination address in the | P packet is the
address of asingle, unigue host in the IP network. These |P packets are forwarded across the network
from the source host to the destination host by routers. The routers at each point along the path between
the source and destination use their unicast Routing Information Base (RIB) to make unicast forwarding
decisions based on the | P destination address in the packet.

At the other end of the P communication spectrum is an |P broadcast, where a source host sends packets
to all 1P hosts on a network segment. The destination address of an | P broadcast packet has the host
portion of the destination | P address set to all ones and the network portion set to the address of the
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Introduction to |P Multicast

subnet (see Figure 1-1). (In some cases the host portion is set to all zeros, but this form of 1P broadcast
addressis generally no longer used.)

Figure 1-1: | P Broadcast Addresses

185 10.2.255
IP Address | 1'c_:||'t:||::---;,'||;3-;|1;-||- | LOC00010 | 11111111 |

. |
Suinned i |

0]

Subret Mask | 11111118 | 11111411 | 11111111 | 00000000

255.255.255.0

I P hosts (including routers) understand that packets, which contain an |P broadcast address as the
destination address, are addressed to all IP hosts on the subnet. Unless specifically configured otherwise,
routers do not forward |P broadcast packets and, therefore, | P broadcast communication is normally
limited to the local subnet. Figure 1-2 clearly illustrates this point.

Figure 1-2: | P Broadcast Being Blocked by a Router
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In this example, Host A sends out a broadcast to the local subnet 198.1.1.0/24. Because Hosts B and C
are on the same subnet as Host A, they receive the broadcast. Host D, however, is on a different subnet
(198.1.2.0/24) and does not receive the broadcast because the router does not forward broadcasts. If
routers forwarded these broadcasts, route loops are likely to cause a catastrophic broadcast storm.

If your goal isto permit a host to send I P packets to other hosts not on the local subnet, then IP
broadcasting is not sufficient to accomplish this goal.

| P multicasting falls between | P unicast and | P broadcast communication and enables a host to send IP
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Introduction to |P Multicast

packets to a group of hosts anywhere within the IP network. To do so, the destination addressin an IP
multicast packet is a specia form of 1P address called an IP multicast group address. (The format of IP
multicast group addresses and exactly how hosts become members of a multicast group are explained in
Chapter 2, "Multicast Basics.") IP multicast routers must forward incoming IP multicast packets out all
interfaces that lead to members of the IP multicast group. The IP multicast group address is specified in
the | P destination address field of the packet.

Exactly how the routers learn which interface to forward the packet to is part of the magic of IP
multicast routing. The explanation of how this magic worksis one of the goals of this book. By the time
you finish reading this book, you should have a good understanding not only of how | P multicasting
works in general but also of how to design efficient IP multicast networks using Cisco routers.

This chapter offersabrief history of IP multicasting, a discussion on the pros and cons of multicast, a
description of various multicast applications, and an introduction to the multicast backbone.

A Brief History of IP Multicast

At Stanford University in the early 1980s, a doctoral graduate student, Steve Deering, was working on a
distributed operating system project for his advisor, David Cheriton. This distributed operating system
was called Vsystem and was composed of several computers tied together into aloosely coupled
multiprocessing system viaa single Ethernet segment. The computers on this Ethernet segment worked
together and communicated at the operating system level via special messages sent on the common
Ethernet segment. One of the operating system primitives permitted one computer to send a message to a
group of the other computers on the local Ethernet segment using a MAC layer multicast.

As the project progressed, the need arose to add more computers to the multiprocessing system.
Unfortunately, the only available computers were on the other side of the campus with production
routers between the two networks. Consequently, the graduate students had to extend the operating
system's inter-processor communications to work at Layer 3 of the OS| reference model so that the
computers on the other side of the campus could function as part of the loosely coupled multiprocessor
system. In addition, the MAC layer multicast messaging would also have to be extended to work at
Layer 3. The task of finding away to extend the MAC layer multicast capability acrossthe Layer 3
routed network primarily fell to Steve Deering.

After studying the Open Shortest Path First (OSPF) Protocol and the Routing Information Protocol
(RIP) IP routing protocols, Steve concluded that the link-state mechanisms of OSPF could certainly be
extended to support multicasting. He also concluded that the basic mechanisms of RIP could be used as
the basis for a new distance vector-based multicast routing protocol. Thisidealed to more research into
the area of 1P multicasting and ultimately resulted in Steve Deering's doctoral thesis, "Multicast Routing
in a Datagram Network," published in December 1991.

Dr. Deering's thesis also described a Host Membership Protocol, which became the basis for today's
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Introduction to |P Multicast

Internet Group Membership Protocol (IGMP) that IP multicast hosts use to signal to the router on the
network that they desire to join amulticast group. In addition, Dr. Deering's thesis described a distance
vector-based |P multicast routing protocol that was the basis for the Distance Vector Multicast Routing
Protocol (DVMRP), also developed by Dr. Deering afew years later. These two protocols provided the
first successful extensions to the IP packet network model to alow multicasting to be extended to Layer
3 of the OSI model. Since that time, advances in | P multicasting technology have continued and
additional protocols such as Protocol Independent Multicasting (PIM) and multiprotocol extensions to
the Border Gateway Protocol (BGP) have been developed. These protocols permit IP multicasting to
scale beyond theinitial limited implementations to large, enterprise-wide multicast networks and
eventually on to a native, completely multicast-enabled Internet.

The Pros of |P Multicast

Asthe Internet and, in many cases, company intranets have grown in terms of the number of connected
users, alarge number of users frequently want to access the same information at roughly the same time.
Using IP multicast techniques to distribute this information can often substantially reduce the overall
bandwidth demands on the network. A good example of this approach is the rapidly growing area of
audio and video Web content.

Here's an example: The ACME Company is using abank of audio servers to transmit popular radio talk-
show content, such as the Rush Limbaugh and Howard Stern shows, in real time to connected
subscribers over the Internet. Thisisjust one of many areasin which IP multicasting can provide
significant advantages to the network providers as well as the content providers both on the Internet or
within company intranets. However, it's doubtful that employees who tune in to Howard Stern through
their company's Internet connection are actually performing a mission-critical task. Of course, if they
happen to be in the entertainment business or do work for the FCC, this might be considered an
important job-related task.

In the next few sections, the ACME Company exampleis used to illustrate some of the pros of IP
multicasting. These include (but are not limited to) the following advantages: bandwidth, server load,
and network loading.

Bandwidth

Consider, as an example, the way that the ACME Company is transmitting real-time feeds of the Rush
Limbaugh talk show via an audio compression technique that requires an 8-kbps data stream to deliver.
The dashed line on the graph in Figure 1-3 shows that as the number of connected unicast subscribers
increases, the amount of network bandwidth also increases linearly. On the other hand, if you are
multicasting the same program (represented by the solid line), a single 8-kbps multicast data stream can
deliver the program to the subscribers.
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Figure 1-3: Unicast Versus Multicast Bandwidth for Audio
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Given that ACME's revenues are based on the number of subscribers (which would somehow relate to
the active number of clients at any time), it is reasonable to expect that ACME's marketing department
goals are to see the number of clientsin the tens of thousands. Meeting this goal is going to require
engineering the network to provide bandwidths in the 100 Mbps range in order to support this single
scenario.

Now, suppose that ACME has been very successful with this product and wants to extend its service
offering to include highly compressed, low-rate, 120-kbps video streams to go along with the 8-kbps
audio programs. Figure 1-4 shows that if the unicast model continues to be used as the delivery method,

the bandwidth requirements are driven even higher.

Figure 1-4: Unicast Versus Multicast Bandwidth for Video
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Assuming that, in the future, more and more I nternet-connected subscribers have the ISDN, ADSL, or
other medium-rate Internet connections necessary to watch ACME's program content and are tuned in,
bandwidth demands can approach the multimegabit range.

If you further consider that some form of competition in this marketplace exists, ACME will not be the
only supplier of this sort of program content. Other companies will begin offering similar servicesvia
the Internet, which will place additional demands on the Internet's infrastructure.
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At thiswriting, several movie services were beginning to investigate the possibilities of distributing
movies via data networks. Considering that a typical MPEG-2 video stream requires roughly 1.5 Mbps
of bandwidth for areasonably artifact-free video, |P multicasting is clearly an excellent choice for
delivering this type of program content. Although you may have to wait some time before you can watch
Arnold Schwarzenegger in the latest Terminator |11 at home via your Internet connection, you are quite
likely to receive MPEG-2 multicasts of important company events over your company's | P network.

Server Load

Return to the example of the ACME Company's delivery of real-time audio to connected subscribers via
the Internet. If ACME continues to use a unicast delivery mechanism, it will need to continue to increase
the power and number of its real-time audio serversto meet the increasing number of connected
subscribers.

Figure 1-5 shows an example of the number of flows that a real-time audio server must source to deliver
Rush Limbaugh's talk show to three clients. Notice that in the unicast case (shown at the top of Figure 1-
5), the server must source a separate flow for each client listening to the program.

Figure 1-5: Server Load

Asthe number of connected clients increases, the load on the server is going to increase until, at some
point, the server will be unable to source the flows at the 8-kbps data rate necessary to deliver unbroken
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audio. At thispoint, ACME's customers will begin to complain about poor audio and potentially cancel
subscriptions. Thisis a classic success/failure situation in which the service offering is so successful that
it exceeds the capability of the technology or network infrastructure to handle the demand. In this case,
ACME is going to have to continue to increase the server's CPU size and its network interface
bandwidth to accommodate more and more clients. Ultimately, ACME will have to provide multiple
real-time audio servers to meet the demand.

On the other hand, if ACME uses IP multicast to deliver its program content (as shown at the bottom of
Figure 1-5), only a single real-time data stream needs to be sourced to deliver the program to all of the

connected clients. In thisway, ACME will not need to purchase more and more real-time audio servers
of increasing horsepower as the number of clients grows. It is obvious that |P multicasting offers a
significant advantage in the area of reduced server horsepower.

Network L oading

Given that |P multicasting can significantly reduce bandwidth requirements when delivering the same
content to multiple clients, the reduction in bandwidth consumption should equate to areduction in the
load placed on the routers in the network. In general, this assumption istrue, but it's important to note
that, in some cases, the router workload can increase at certain pointsin the network.

Referring once again to the multicast portion of Figure 1-5, we see that the first-hop router (the one
directly connected to the server) isreceiving a single data stream from the server. Note, however, that
the first-hop router is replicating the single data stream into two outgoing data streams so as to deliver
the data to the clients downstream. This replication process places an additional workload on the router,
which needs to be considered in the overall network design. If arouter does not have an efficient
replication mechanism, the router load can increase significantly when the number of outgoing
interfacesis high.

For example, some older implementations of multicast forwarding code require the router to duplicate
the multicast packet for each additional outgoing interface. This duplication process requires a new
packet buffer to be allocated from memory and the datain the original packet to be copied to the new
buffer for transmission out an outgoing interface. If the number of outgoing interfacesis high, the
duplication process can put a heavy burden on the router in terms of CPU and memory resources. Newer
versions of forwarding code avoid this duplication process by queuing a pointer to the datain the
original packet to each outgoing interface, thereby allowing each interface to share the same data buffer.
Thisvirtually eliminates the need to replicate the data for each outgoing interface and significantly
reduces the CPU and memory resources necessary to forward the multicast packet.

The Cons of P Multicast

Although there are a number of good reasons for wanting to use I|P multicasting in networks, you need to
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keep in mind that there are limitations and downsides to this technology. These limitations need to be
clearly understood, particularly if you are developing new applications that plan to use IP multicasting.

Some of the main drawbacks associated with the implementation of an IP multicast system include
unreliable packet delivery, packet duplication, and network congestion.

Unreliable Packet Delivery

P multicast, like IP unicast, isinherently unreliable. It is only through the use of TCP at Layer 4 (or
some other higher layer protocol) that IP unicast data streams can be made reliable. However, because

| P multicasting assumes a one-to-many communication mode, it was not designed to use the end-to-end
mechanisms inherent in TCP. IP multicast packets typically use the User Datagram Protocol (UDP),
which is best-effort in nature. Therefore, an application that uses | P multicasting must expect occasional
packet loss and be prepared to either accept the loss or to somehow handle this at the application layer or
viaareliable multicast protocol layered on top of UDP.

Dr. Deering states in his doctoral thesis that "during periods when paths are being changed immediately
following atopology change, multicast packets that happen to bein flight have alower probability of
reaching their destinations than do unicast packets." Deering goes on to explain that even if erroneous
unicast forwarding information exists at some routers in the network during a topology change, the
network may eventually succeed in forwarding the packet to the destination. The reason this happensis
that the unicast forwarding mechanism continues to attempt to forward the packet toward the destination
| P address while the network topology isin transition, though the actual path may be somewhat
circuitous. The forwarding mechanisms of |P multicast, on the other hand, are based on the source IP
address, and to prevent loops, the packet is discarded if it does not arrive on the interface that would lead
back to the source. The significance of Dr. Deering's point is a subject of some debate, particularly
because the impact has not been studied. However, taken at face value, the theory is worth noting.

If the preceding material seems a bit unclear to you at this point, don't worry; Chapter 2 covers these
forwarding mechanismsin greater detail. For now, it is sufficient to understand that |P multicast
forwarding makes use of the source | P address, while | P unicast forwarding makes use of the destination
| P address.

Packet Duplication

Duplicate packets are, just asin the UDP unicast world, afact of life. However, akey difference
between unicast and multicast routing is that routers intentionally send copies of a multicast packet out
multiple interfaces. Thisincreases the probability that multiple copies of the multicast packet may arrive
at areceiver. For example, in certain redundant network topologies in which multiple paths exist to the
receiver, duplicate packets can occur until the multicast routing protocol converges and eliminates the
redundant path. Typically, this means that only an occasional packet is duplicated within the network,
although under some transient network-error conditions, a number of duplicates may arrive at the
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receiver. (You'll gain abetter understanding of where and when duplicate packets can occur while
studying the details of different multicast routing protocols in Chapter 4, "Multimedia Multicast
Applications.") Again, well-designed | P multicast applications should be prepared to detect and handle
the arrival of the occasional duplicate packet.

Note On one particular occasion, | recall aU.S. government agency that had designed an | P multicast
application to control acritical piece of government equipment whose malfunction might result in the
loss of life. Unfortunately, the application designers had failed to account for the possibility of duplicate
packets caused by normal |P multicast network operation. This oversight resulted in the critical control
command in the IP multicast packet being executed multiple times.

Note Imagine the result if such an application were used to command and control a number of tanks on
the battlefield: "All tanks turn right 90 degrees,” "All tanks turn right 90 degrees,” "All tanks turn right
90 degrees. . ."

Network Congestion

In the TCP unicast case, the standard TCP backoff and slow-start window mechanisms automatically
adjust the speed of the datatransfer and therefore provide a degree of congestion avoidance within the
network. Because | P multicasting cannot use TCP (due to its connectionless, one-to-many nature), there
IS no built-in congestion avoidance mechanism to prevent a multicast stream from exhausting link
bandwidth or other critical router resources. Having said that, it isimportant for you to note that UDP
unicast data streams suffer the same congestion avoidance problems! Furthermore, the recent growth in
popularity of multimedia audio and video applications both on the Internet and within private intranetsis
increasing the amount of UDP unicast traffic.

Asyou learn more about the workings of |P multicasting, you will find that there is no provision to
prevent you from joining a multicast group that is sourcing data at a rate that exceeds the total available
bandwidth in your portion of the network.

Figure 1-6 shows two |P multicast servers sourcing the same video content. One server sources the

program at 500 kbps, intended for use only in the local corporate headquarters network environment,
while the other server sources the program at 128 kbps, intended for use by the remote sales offices.

Figure 1-6: Exceeding Network Bandwidth with Multicast Traffic
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If auser at aremote sales office joins the 500-kbps multicast group by mistake, the result will be that the
256-kbps circuit to the remote sales office will be completely consumed by the 500-kbps video multicast
traffic.

In Chapter 16, you will learn ways to configure the 256-kbps circuit to limit the amount of bandwidth
that the multicast traffic can consume. Another alternative is to use administratively scoped boundaries
to prevent usersin the remote office from joining the 500 kbps group. (Administratively scoped
addresses and boundaries are addressed in Chapter 2, "Multicast Basics.")

With all thisin mind, it should be noted that, in all fairness, IP multicast is no worse than many of the
common audio/video streaming applications in use today. These applications default to using unicast
UDP and not TCP as their delivery mechanism---which means that like applications using | P multicast
as a delivery mechanism, they do not use any form of congestion control!

Note I'm frequently told by network designers that they do not plan to implement IP multicasting on
their networks because of the lack of congestion control inherent in IP multicast's UDP-based delivery
mechanisms. The real truth of the matter isthat their users are probably putting up streaming-video Web
servers that supply video clips of departmental training or other similar material using UDP-based,
unicast applications that have no more congestion control than IP multicast. On the other hand, IP
multicasting could possibly reduce the overall load in the network by sourcing a single multicast video
stream instead of multiple unicast streams. (I sometimes refer to this behavior as being slightly
podiabombastic; which is the tendency to blow off one's foot.)

The reason that some of these applications don't default to the use of TCP is that the normal
retransmission mechanism in TCP provides little value because of the real-time nature of audio. By the
time the retransmitted packet arrives, it's too late to be useful in the audio stream. Instead, the
application designers would rather pull down the data as fast as the network permits (at the expense of
possible network congestion) and not be artificially restricted by the congestion avoidance mechanism
built into TCP. In most of these cases, the use of 1P multicasting will reduce overall network congestion
because a single transmitted data stream can reach all receivers.
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Note In the early days of the MBone, when the primary application was the audio conferencing tool VAT
(which, of course, is based on UDP), the common practice in an audio conference was to clear one's
throat over the microphone several times before beginning any dialog. This caused the congestion
mechanisms of any active TCP streams flowing across potential congestion pointsin the network to kick
in and back off, thereby giving the UDP-based audio conference traffic more bandwidth. | guess you
might say that this was the first attempt at a crude form of resource reservation, which was set up via
these initial Ahem packets. (The MBone is discussed in more detail later in this chapter.)

Multicast Applications

It's not uncommon for people to think of IP multicasting and video conferencing as amost the same
thing. Although the first application to be used on an | P multicast-enabled network is often video
conferencing, video is only one of many IP multicast applications that can add value to a company's
business model. In fact, after some initial experiments with video conferencing over the |P multicast
network, many companies find that for the bandwidth consumed, the talking head in a typical audio/
video conference provides little added value to the communication process.

This section looks at some other | P multicast applications that have the potential for improving
productivity, including multimedia conferencing, data replication, real-time data multicasts, and gaming
and simulation applications.

Multimedia Conferencing

Some excellent |P multicast, multimedia conferencing tools were devel oped for the UNIX environment
for use over the MBone (the next few sections discuss more about the MBone). These tools (many of
which have recently been ported to the Windows 95 and NT platforms) permit a many-to-many audio-
only or audio/video conference to take place via P multicast. In addition to the audio and video tools, a
UNIX-based Whiteboard tool was developed that permits users to share a common, electronic
whiteboard. Besides these MBone freeware tools for multimedia conferencing over | P multicast
networks, other companies are now beginning to offer commercia forms of these tools with other value-
added features. (Chapter 4, "Multimedia Multicast Applications,” looks at the MBone freeware toolsin
detail and explains how to download them.)

Many people start with audio/video conferencing because video is a particularly exciting new way to
communicate over a network. After the novelty of video wears off and the realities of the bandwidths
and workstation horsepower that are consumed by video conferencing (particularly if everyonein the
conference is sourcing video at the same time) become apparent, it's not uncommon to see audio-only
conferencing become the normal mode. Additionally, if an audio-only conference is coupled with an IP
multicast-based, data-sharing application (such as the Whiteboard application previously mentioned)
that allows the members of the conference to share graphics information, the result is an extremely
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powerful form of multimedia conferencing that does not consume much bandwidth.
Data Distribution

Datareplication is another IP multicast application areathat is rapidly becoming very popular. By using
| P multicasting, |S departments are adopting a push model of file and database updates. Applications
such as Starburst's (http://www.starburstcom.com) MFTP product, as well as work done in the area of

reliable multicast by Globalcast (http://www.gcast.com), permit the reliable delivery of files and data to
groups of nodes in the network. As the name MFTP implies, this product is like a multicast form of FTP.

One or more files may be sent ssmultaneously with FTP to a group of nodes in the network by using |P
multicasting.

This sort of technology permits companies to push new information such as price and product
information to their remote stores every night so that the stores have up-to-date information the next
business day.

Real-Time Data Multicasts

The delivery of real-time datato large groups of hosts is another areawhere | P multicasting is becoming
popular. A good exampleisthe delivery of stock ticker information to workstations on the trading floor.
Previously, special applications were built to deliver this time-critical information to traders on the
trading floor. More and more financial and investment firms are also investigating the use of |P
multicasting to deliver information to their customers as another revenue-generating financial and
trading service.

By assigning different financial categories (bonds, transportations, pharmaceuticals, and so forth) to
different multicast groups, traders can use their workstations to receive only the real-time financial data
for which they are interested.

Gaming and Simulations

P multicasting is very well suited for use in network gaming or simulation applications. Although
numerous PC games and simulations permit groups of networked gamersto battle each other in
simulated dogfights or other fantasy environments such as Doom, virtually all these applications make
use of unicast, point-to-point connections.

Typically, agaming or simulation application must learn of the other participants via either manual
configuration or some other special participant notification mechanism. When the notification occurs,
each PC makes an IP unicast connection to all the other PCs in the game or simulation. Obvioudly, this
isan Order(N2) problem that requires on the order of N2 interconnections between all N PCs and does
not scale to large numbers of participants. The upper limit for this sort of game or simulation depends

file://IV |[/[[%20CI SCO%20PRESS%620]/Ciscopress-Devel oping.| p.Multicast.Networks/di 10ch01.htm (12 of 20)09/12/2003 01:11:40


file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#73
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#74

Introduction to |P Multicast

largely on the horsepower of the individual PCs or workstations being used and is usually between 5 and
10 participants.

Another method that is sometimes used in this type of networked environment is to have a central
gaming or simulation server to which all participants must connect via an IP unicast connection. This
places the burden of distributing the real-time game or ssmulation datato all of the participants on the
server. Again, depending on the horsepower of the server, this solution can typically scale only to 100 or
SO participants.

| P multicasting can be used to extend gaming and simulations to extremely large numbers of
participants. Participating PCs or workstations simply join the P multicast group and begin sending and
receiving gaming and simulation data. Dividing the simulation data into more than one stream and then
communicating this information via separate | P multicast groups can further extend this concept. This
division of data permits the PCs or workstations to limit the amount of simulation data that they are
sending and receiving (and, hence, the number of IP multicast groups they need to join) to what they
currently need to participate in a game or simulation situation.

For example, each room in afantasy battle game could be assigned a separate | P multicast group. Only
those PCs or workstations whose participants are in this room need to join this multicast group to send
and receive simulation data about what is happening there. When players |eave the room and go into
another room, they leave the IP multicast group associated with the first room and join the |P multicast
group associated with the new room.

Note The U.S. military has built one of the largest | P multicast-based, war-game simulations that | have
ever seen. This simulation divides the battlefield into map grids, each of which correspondsto a
multicast group. Thisresultsin the use of thousands of |P multicast groups to communicate between the
individual participants of the ssmulation. As each participant, such as atank or an F-16 fighter, enters the
map grid, the ssimulation application joins the associated | P multicast group in order to receive
simulation data about what is happening in the map grid. When the participant leaves the map grid and
goes to another, the application leaves the original multicast group and joins the IP multicast group
associated with the new map grid.

As more |P networks become multicast enabled, more game and simulation application developers are
expected to make use of 1P multicasting for large-scale simulations. It's not unthinkable that sometimein
the near future, thousands of gamers will be simultaneously battling it out over the Internet in the
ultimate Doom game.

MBone---The Internet's Multicast Backbone
The Internet's Multicast Backbone (MBone) is the small subset of Internet routers and hosts that are
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interconnected and capable of forwarding IP multicast traffic.

Note Note that | said "small subset,” which isto say that |P multicast traffic does not flow to every point
in the Internet (yet). Newcomers to | P multicasting often mistakenly think that if they are connected to
the Internet they can receive IP multicast traffic. They believe that by just turning on IP multicast
routing on their Internet gateway router or by adding some specia application to their PC, they can
receive MBone multimedia sessions viatheir dialup Internet service provider. Unfortunately, thisis not
the case, as you will learn in the following sections.

The next few sections describe various MBone session examples, ahistory of the MBone, and the
MBone architecture of today and tomorrow.

M Bone Sessions

One of the most popular sessions on the MBone is the audio/video multicast of NASA's shuttle
missions. Other interesting and sometimes rather bizarre multimedia content is often broadcast over the
MBone. For example, individuals have set up pet-cams to broadcast video of their pets. On one
occasion, an engineer set up a cat-cam at home and kept the workstation at his office tuned in to this
video multicast so he could monitor the cat's recovery from its recent surgery.

On another occasion, someone broadcast the live CNN feed of the O. J. Simpson verdict. This
multimedia multicast had over 350 members tuned in at one point. Other media events have been
multicast over the MBone. In 1994, a Rolling Stones concert was multicast over the MBone from the
DEC Systems Research Center. The interesting thing was that about a half-hour before the concert
began, the rock group Severe Tire Damage (several members of which were Internet engineers) began
transmitting audio and video of their band performing live music. The band timed their show so that
they finished as the Rolling Stones concert was beginning, thereby "opening” for the Rolling Stones via
the MBone.

Besides the popular NASA shuttle missions and the occasional rock concert, sessions from various
conventions and seminars are frequently multicast over the MBone. During a period when | was unable
to travel (while | was recovering from minor knee surgery), | tuned in to the Internet Engineering Task
Force (IETF) audio and video multicast from my home by way of my Cisco 1600 router and ISDN line
that connects me to Cisco's corporate network. This allowed me to keep up with some of the key IETF
sessions (which just happened to have to do with IP multicasting) that | was interested in attending.

These sorts of events have been largely responsible for the growing demand for MBone connectivity by
more and more Internet users. Although some of the examplesthat | have given are more for fun than
anything else (would you believe that at one time someone was multicasting video of several different
lava lamps), commercial and private multicasting over the MBone is rapidly becoming part of the new
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Internet experience.
History of the MBone

In the early 1990s, several members of the research community complained to the Defense Advanced
Research Projects Agency (DARPA)---the governing body of the Internet at that time---that the Internet
had become a production network and was therefore no longer available for research and
experimentation with new network technologies. As aresult, the U.S. government formed the DARPA
Testbed Network (DARTNEet) to give the researchers a playground network on which they could test and
evaluate new tools and technologies without affecting the production Internet.

DARTNet wasinitially composed of T1 lines connecting various sites including Xerox PARC,
Lawrence Berkley Labs, SRI, 1SI, BBN, MIT, and the University of Delaware. These sites used Sun
SPARCstations running routed as the unicast routing daemon as well as mrouted as the DVMRP
multicast routing daemon. Therefore, DARTNet had native |P multicast support between all sites.
Weekly audio conferences between researchers located at the various DARTNet sites around the United
States were soon normal practice.

In early 1992, the IETF made plans to hold their next meeting in March in San Diego, California
Unfortunately, one of the DARTNEet researchers was not going to be able to travel to San Diego to
participate in the IETF and expressed her disappointment to her coworkers. Several DARTNet
researchers, including Steve Deering and Steve Casner, decided to audio multicast the IETF proceedings
(which not only allowed their colleague to participate in the IETF sessions from the DARTNet network,
but also allowed the researchersto further test the concepts of IP multicasting over the Internet).

Steve Deering and Steve Casner volunteered to arrange for the audio to be fed into a borrowed Sun
SPARCstation at the San Diego IETF. To get the multicast audio back into DARTNet, aDVMRP tunnel
was configured between the SPARCstation at the IETF and the DARTNet backbone. Invitations to
participate in this IETF audio multicast were also sent out ahead of time to various Internet research
organizationsin the United States, Australia, Sweden, and England, along with information on how to
configure a Sun SPARCstation with a DVMRP tunnel through the Internet back to the DARTNet
backbone. Several sites responded to the invitation and setup DVMRP tunnels to the DARTNet
backbone. The result was the first audio multicast of the IETF to several locations on the Internet around
the world.

Note During one of the plenary sessions at the IETF, Steve Deering and Steve Casner arranged for the
audio output of the SPARCstation to be piped into the public address system in the room. The attendees
of the plenary session were informed that the session was being audio multicast over the Internet to
several locations throughout the United States, Australia, Sweden, and England. At one point in his
presentation, the plenary speaker posed a question to the multicast audience. Immediately, the voice of
one of the multicast participantsin Australia came through as clear as a bell over the public address
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system (there was much less congestion on the Internet in those days), and the participant proceeded to
answer the speaker's question! Multimedia conferencing by way of |P multicast over the Internet had
come of age.

At the end of the March 1992 IETF, the DVMRP tunnels to DARTNet were torn down and life on
DARTNet generally returned to normal. The audio multicast had been so successful, however, that plans
were made to multicast both audio and video from the next IETF convention. Invitations were again sent
out to even more sites on the Internet, and DVMRP tunnels were again built from these sites back to the
DARTNet backbone. Like the March IETF multicast from San Diego, the Washington, D.C., IETF held
that summer was also successfully audio and video multicast to participants all over the world.

People were, by now, beginning to see the power of |P multicasting. The network administrators at
DARTNet and the other participating sites decided to |eave the DVMRP tunnelsin place for on-going
multimedia conferencing over the Internet. Theseinitial tunnel sites, coupled with DARTNet serving as
the initial multicast core network, were soon dubbed the MBone.

Today's MBone Ar chitecture

From theinitial handful of sites connected to the DARTNet multicast core (via DVMRP tunnels and Sun
SPARCstations running mrouted) in March 1992, the MBone has grown steadily. Figure 1-7 shows the
average number of routes advertised in the MBone over the last 5to 6 years.

Figure 1-7: MBone Growth
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When this book was written, the average number of DV MRP routes being advertised in the MBone was
rapidly approaching 7000. Although this number is a significant increase over the 100 or so routes in the
early 1990s, keep in mind that the total number of unicast routing prefixes being advertised in the
Internet at the same time was on the order of 50,000. Clearly, we have along way to go before the entire
Internet supports | P multicasting.

Although the number of routes in the MBone have increased significantly, the basic architecture of
today's MBone has not changed substantially since it was built in 1992. With just a few exceptions,
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DVMRP routes are still being exchanged between MBone routers over a network of DVMRP tunnels.
Unfortunately, DVMRP was never designed to be an inter-domain multicast routing protocol nor will it
scale to the size of the Internet. (For one thing, being a distance vector-based routing protocol, DVMRP
has a hop-count maximum of 32. The diameter of the Internet is certainly greater than 32!) Clearly,
either a new protocol, a new MBone architecture, or both will be necessary to make Internet multicast
traffic as ubiquitous as Internet unicast traffic.

Since theinitial MBone was created in 1992, using UNIX hosts running mrouted as MBone routers, the
percentage of MBone routers running mrouted has slowly been decreasing. Table 1-1 shows statistics
(taken at the time this book was written) on the version of the router code and the number of hosts
(routers) running that particular version. In general, version numbers greater than or equal to 10.0 are
Cisco routers exchanging DVMRP routes, while version numbers less than 10.0 are mrouted UNIX-
based hosts. Thistable clearly shows that more than 50 percent of the MBone has migrated to
commercial-based router platforms.

Table 1-1: MBone Router Versions

Version Hosts Per cent
11.2PMS 929 26.5
11.1PMS 928 26.5
3.8PGM 719 20.5

3.255PGM 235 $.7

11.0PMS 205 #9

11.3PMS 129 L7
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3.8PGMS 92 6
3.38PGM 45 3
11.1PM 41 2
11.2PM 36 .0
11.3PM 17 5
11.0PM 11 3
3.255PGMS | 2 1
10.3pim 32 9
3.6PGM 24 7
10.2pim 8 2
11.0Mpim 3 A
10.3 9 3
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2.2 8 2
10.2 7 2
3.3 7 2
1.0 6 2
34 4 i
2.0 4 i
3.5PGM 1 .0
31 1 .0
Total 3503

Tomorrow's M Bone Ar chitecture

As this book is being written, much work is underway to design new protocols and architectures to
permit | P multicasting to be extended to all points on the Internet. New inter-domain multicast routing
protocols and forwarding algorithms are being developed to give Internet service providers (1SPs) the
control that they need over multicast peering and traffic management in order for them to offer areliable
multicast service that doesn't significantly impact their existing unicast service. Chapter 17 takes alook
at some of thiswork in progress.
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In addition to new inter-domain multicast routing protocols, dynamic multicast address allocation may
also be necessary to support new multicast architectures and to carefully manage the limited |P multicast
address space. (See Chapter 17 for abrief look at these techniques.)

Not only must the technical issues of inter-domain multicast routing be solved, but the | SPs that make
up the lion's share of today's Internet must develop the financial and billing models to offer P multicast
asaserviceto their customers. Should the sender pay a premium for the ability to source multicast
traffic (asin the previous ACME example), or should the customer who wants to receive the multicast
content pay? Looking down the road to a day when many-to-many multimedia conferences over the
Internet are anormal everyday occurrence, it's likely that both parties will need to pay. Again, defining
the financial and business models is nearly as complex a process as solving the routing issues and will
have to be addressed.

Summary

Although IP multicasting has been around since the early 1990s, its power is only now beginning to be
realized. Corporations are seeing the benefits in bandwidth utilization and the capability to deliver
content to large numbers of receivers at atime. Internet service providers are also seeing benefitsin
offering IP multicast as a service to their customers, many of whom are willing to pay for this service.
The MBone itself has enjoyed rapid growth in the last few years, and indications are that this trend will
continue, although how the technology will evolve to scale to the numbers of networksin the Internet
today is unclear.

Having said all of this, IP multicasting is still a new and emerging technology that has its own set of
problems, as do all new technologies. Thereis still much work to be done before |P multicast
capabilities are available to all members of the Internet. Finally, networks must be carefully designed,
using some new design philosophies, to support | P multicasting without experiencing a myriad of
problems. A primary goal of this book isto provide the reader with the necessary information to make
good design choices as they change their unicast-only networks of today into multicast-enabled
networks of tomorrow.

HOME CONTENTS  PREVIOUS MNEXT GLOSSARY FEEDBACK SEARCH

Posted: Tue Mar 21 14:58:16 PST 2000
Copyright 1989 - 2000©Cisco Systems Inc.

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10chO1.htm (20 of 20)09/12/2003 01:11:40


file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#2
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#8
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#10
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#12
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#14
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#38
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#39

Multicast Basics

Cisco Press [l |
HOME  CONTENTS PREVIOUS  NEXT  GLOSSARY FEEDBACK  SEARCH HELP

Table of Contents

Multicast Basics

Multicast Addresses
IP Class D Addresses
Assigned Multicast Addresses
Link-Local Multicast Addresses
Other Reserved Addresses
Administratively Scoped Multicast Addresses
Multicast MAC Addresses
Ethernet Multicast MAC Address Mapping
Performance Impact of MAC Address Mapping
FDDI Multicast MAC Address Mapping
Token Ring Multicast MAC Address Mapping
Token Ring Functional Addresses
Performance Impact of Token Ring Mapping
Multicast Distribution Trees
Source Trees
Shared Trees
Bidirectional Shared Trees
Unidirectional Shared Trees
Multicast Forwarding
Reverse Path Forwarding
Multicast Forwarding Cache
TTL Thresholds
Administratively Scoped Boundaries
Multicast Routing Protocol Categories
Dense Mode Protocols
Flood and Prune Behavior
Grafting
Sparse Mode Protocols
Shared Tree Join Messages
Prune M essages
Link-State Protocols
Summary

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.| p.Multicast. Networks/di 10ch02.htm (1 of 30)09/12/2003 01:11:42


file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#2
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#8
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#10
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#12
file:///V|/[%20CISCO%20PRESS%20]/Ciscopress-Developing.Ip.Multicast.Networks/tppmsgs/msgs0.htm#14

Multicast Basics

Multicast Basics

RFC 1112---"|P Multicast Dead Sea Scrolls." No, that's not RFC 1112'sredl title, but it iswhat |
affectionately call it, particularly when I'm teaching a beginner's class on IP multicasting. Thereal title
of this RFC (which is not nearly as much fun to use as"IP Multicast Dead Sea Scrolls") is"Host
Extensions for IP Multicasting.” This RFC was written by Dr. Steve Deering and describes and
standardizes some of hiswork on the IP host mechanisms necessary to provide | P multicast capability.
Thereason | like the name "IP Multicast Dead Sea Scrolls' is that this RFC was the first widely
accepted definition of how to do multicasting in an | P network---at least from the IP host perspective.
The RFC includes topics such as | P multicast addresses, sending and receiving |P multicast packets, and
the first version of the Internet Group Management Protocol (IGMP).

This chapter trandates the writings on multicast addresses and multicast Media Access Control (MAC)
addresses found in the "IP Multicast Dead Sea Scrolls' (RFC 1112) from RFC-speak into language that |
hope is easier to understand.

Note The name "IP Multicast Dead Sea Scrolls' is used here only in jest and is not meant to be
disparaging. | have referred to RFC 1112 in this manner in conversations with Dr. Deering, and he
seemed to appreciate the humor.

This chapter also discusses the important concepts of multicast distribution trees and multicast
forwarding. Chapter 3, "Internet Group Management Protocol," covers the remaining topicsin RFC
1112, "IGMP" (both versions 1 and 2).

Multicast Addresses

Unlike unicast P addresses that uniquely identify asingle I P host, multicast | P addresses specify an
arbitrary group of IP hosts that have joined the group and wish to receive traffic sent to this group. This
section explores the format of IP multicast addresses and how these addresses are assigned.

IP Class D Addresses

| P multicast addresses have been assigned to the old class D address space by the Internet Assigned
Number Authority (IANA). Addresses in this space are denoted with abinary 1110 prefix in thefirst 4
bits of the first octet, as shown in Figure 2-1. Thus, IP multicast addresses span arange from 224.0.0.0

through 239.255.255.255.

Figure 2-1: Multicast Address Format
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Note The use of classful IP addresses has been eliminated with the adoption of classless inter-domain
routing (CIDR), which ignoresthe old class A, B, and C fixed network address boundaries and uses a
network prefix/mask instead. This has allowed the allocation of the limited | P address space more
efficiently as the popularity of the Internet hasincreased. It is still common, however, to hear people
refer to the IP multicast address space as class D addresses.

Assigned Multicast Addresses

The IANA controls the assignment of |P multicast addresses. Before you run off to the IANA to request
ablock of the IP multicast address space for your company to use, you need to understand that this
address space is alimited resource. Therefore, the IANA isvery reluctant to assign any |P multicast
addresses unless there is a very good justification to do so. The IANA will certainly not assign an
arbitrary block of IP multicast addresses to you! Additionally, the IANA generally does not assign
individual IP multicast addresses to new application programs without a really good technical
justification. Instead, they tend to assign individual |P multicast addresses for use by specific network
protocols. This means that the entire Internet must share the remaining unassigned range of 1P multicast
addresses in some dynamic, cooperative method. This situation allows multicast addresses to be
dynamically allocated or leased (asin the Dynamic Host Configuration Protocol [DHCP] model) when
needed and then released for use by others when the addressis no longer used. The next couple of
sections discuss some of the |P multicast addresses that have been reserved for use by specific protocols.

Currently, the most widely used method for dynamic IP multicast address allocation is the Session
Directory program (SDR), which is detailed in Chapter 4, "Multimedia Multicast Applications." The
techniques used by SDR to avoid IP multicast address collisions, however, were not designed to scale to
the thousands of multicast groups that will be active in the future. At the time that this book is being
written, agreat deal of work is being done in the Internet Engineering Task Force (IETF) either to
modify SDR so that it scaleswell or to define and implement some new form of dynamic multicast
address all ocation.

Note Not only isit considered by the Internet community to be rather selfish to expect your newly
developed application to be assigned its own hard-coded, reserved multicast address, it's also generally
not in your best interest to design your application to operate this way. Rather, it is better to design your
multicast application so that it can be passed an | P multicast address and port number as parameters at
startup time. This makes the application much more flexible and ensures that it will continue to be useful
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as new dynamic multicast address all ocation methods are developed in the future.

Link-Local Multicast Addresses

The IANA has reserved the range of 224.0.0.0 through 224.0.0.255 for use by network protocols on a
local network segment. Packets with an address in this range are local in scope, are not forwarded by IP
routers (regardless of their time-to-live [TTL] values), and therefore go no farther than the local
network. Routers that do happen to forward these multicasts off of the local subnet are referred to
affectionately by network administrators as broken routers.

Table 2-1 isapartial list of reserved multicast addresses taken directly from the IANA database. The

table lists the reserved link-local addresses, the network protocol function to which they have been
assigned, and the person that requested the address or the RFC associated with the protocal.

Table 2-1: Link-L ocal Multicast Addr esses

Address Usage Reference
224.0.0.1 All Hosts [RFC 1112, JBP)
224.0.0.2 All Multicast Routers [JBP]

224.0.0.3 Unassigned [JBP]

224.0.04 DVMRP Routers [RFC 1075, JBP]
224.0.0.5 OSPF Routers [RFC 1583, IXM 1]
224.0.0.6 OSPF Designated Routers | [RFC 1583, JXM1]
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224.0.0.7 ST Routers [RFC 1190, KS14]
224.0.0.8 ST Hosts [RFC 1190, KS14]
224.0.0.9 RIP2 Routers [RFC 1723, SM11]
224.0.0.10 |GRP Routers [Farinacci]
224.0.0.11 Mobile-Agents [Bill Simpson]
224.0.0.12 DHCP Server/Relay Agent | [RFC 1884]
224.0.0.13 All PIM Routers [Farinacci]
224.0.0.14 RSV P-Encapsulation [Braden]
224.0.0.15 All CBT Routers [Ballardie]
224.0.0.16 Designated-SBM [Baker]
224.0.0.17 All SBMS [Baker]
224.0.0.18 VRRP [Hinden]
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224.0.0.19t0 224.0.0.255 | Unassigned [JBP]

For example, the | P multicast address of 224.0.0.1 has been assigned the meaning of All Hosts, and
224.0.0.2 has been assigned the meaning of All Multicast Routers. Both of these multicast addresses are
used extensively by IGMP, which multicast hosts use to communicate their desire to join a multicast
group to alocally connected router (see Chapter 3).

The Open Shortest-Path Forwarding (OSPF) routing protocol, for example, employs local subnet
multicast addresses. If you use OSPF in your network, you may have seen packets addressed to the
224.0.0.5 and 224.0.0.6 multicast address on your networks. These addresses permit OSPF routers to
communicate important OSPF data to All OSPF Routers or All OSPF Designated Routers respectively.

Other Reserved Addresses

The IANA typically assigns single multicast address requests for network protocols or network
applications out of the 224.0.1.xxx address range. Multicast routers will forward these multicast
addresses, unlike multicast addresses in the 224.0.0.xxx address range, which are local in scope and are
never forwarded by routers.

Table 2-2 isapartial list of these single multicast address assignments.

Table 2-2: Other Reserved Multicast Addresses

Address Usage Reference
224.0.1.0 VMTP Managers Group [RFC 1045, DRC3]
224.0.1.1 NTP-Network Time Protocol [RFC 1119, DLM1]
224.0.1.2 SGI-Dogfight [AXC]
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224.0.1.3 Rwhod [SXD]
224.0.1.6 NSS-Name Service Server [BXS2]
224.0.1.8 SUN NISt+ Information Service | [CXM3]
224.0.1.20 Any Private Experiment [JBP]
224.0.1.21 DVMRP on MOSPF [John Moy]
224.0.1.32 Mtrace [Casner]
224.0.1.33 RSV P-encap-1 [Braden]
224.0.1.34 RSV P-encap-2 [Braden]
224.0.1.39 Cisco-RP-Announce [Farinacci]
224.0.1.40 Cisco-RP-Discovery [Farinacci]
224.0.1.52 Mbone-V CR-Directory [Holfelder]
224.0.1.78 Tibco Multicastl [Shum]
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224.0.1.79 Tibco Multicast2 [Shum]

224.0.1.80t0 224.0.1.255 | Unassigned [JBP]

Administratively Scoped Multicast Addresses

In addition to the multicast address ranges previousy described, the IANA has reserved the range of
239.0.0.0 through 239.255.255.255 as administratively scoped addresses for use in private multicast
domains. These addresses are similar in nature to the reserved | P unicast ranges, such as 10.0.0.0/8,
defined in RFC 1918 and the IANA will not assign them to any other group or protocol. Therefore, in
theory, network administrators are free to use multicast addresses in this range inside a domain without
fear of conflicting with others elsewhere on the Internet. The use of administratively scoped addresses
also helps to conserve the limited multicast address space because they can be reused in different regions
of the network. In reality, network administrators must configure their multicast routers to ensure that
multicast traffic in this address range doesn't cross into or out of their multicast domain. See the
"Administratively Scoped Boundaries' section later in this chapter for more information.

Multicast MAC Addresses

The original Ethernet specification (now standardized by the | EEE) made provisions for the transmission
of broadcast and/or multicast packets. As shown in Figure 2-2, Bit 0 of Octet 0 in an IEEE MAC address

indicates whether the destination address is a broadcast/multicast address or a unicast address.

Figure2-2: IEEE 802.3 MAC Address For mat
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If this bit is set, then the MAC frame is destined for either an arbitrary group of hosts or all hosts on the
network (if the MAC destination address is the broadcast address, OxFFFF.FFFF.FFFF). | P multicasting
at Layer 2 makes use of this capability to transmit IP multicast packets to a group of hostson aLAN
segment.
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The following sections examine how Layer 3 IP multicast addresses are mapped into IEEE MAC
addresses for Ethernet, FDDI, and Token Ring LANS.

Ethernet Multicast MAC Address Mapping

In the case of Ethernet, IP multicast frames all use MAC layer addresses beginning with the 24-bit prefix
of 0x0100.5Exx.xxxx. Unfortunately, only half of these MAC addresses are available for use by IP
multicast. This leaves 23 bits of MAC address space for mapping Layer 3 IP multicast addresses into
Layer 2 MAC addresses. Since all Layer 3 |P multicast addresses have the first 4 of the 32 bits set to
0x1110, this leaves 28 hits of meaningful |P multicast address information. These 28 bits must map into
only 23 bits of the available MAC address. This mapping is shown graphically in Figure 2-3.

Figure 2-3: P Multicast to Ethernet/FDDI MAC Address Mapping
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Just 23 Bits?

There's an interesting story as to why only 23 bits worth of MAC address space was allocated for IP
multicast. Back in the early 1990s, Steve Deering was bringing some of his research work on IP
multicasting to fruition, and he wanted the |EEE to assign 16 consecutive Organizational Unique
Identifiers (OUIs) for use as | P multicast MAC addresses. Because one OUI contains 24 bits worth of
address space, 16 consecutive OUI's would supply afull 28 bits worth of MAC address space and would
permit a one-to-one mapping of Layer 3 IP multicast addresses to MAC addresses. Unfortunately, the
going price for an OUI at the time was $1000 and Steve's manager, the late Jon Postel, was unable to
justify the $16,000 necessary to purchase the full 28 bits worth of MAC addresses. Instead, Jon was
willing to spend $1000 to purchase one OUI out of his budget and give half of the addresses (23 bits
worth) to Steve for use in his P multicast research.

Performance Impact of MAC Address Mapping

Because all 28 bits of the Layer 3 IP multicast address information cannot be mapped into the available
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23 bits of MAC address space, 5 bits of address information are lost in the mapping process. This results

in 2° or 32:1 address ambiguity when a Layer 3 IP multicast addressis mapped to aLayer 2 IEEE MAC
address. This means that each |EEE IP multicast MAC address can represent 32 |P multicast addresses,
as shown in Figure 2-4.

Figure 2-4: MAC Address Ambiguities
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It should be obvious that this 32:1 address ambiguity can cause some problems. For example, a host that
wants to receive multicast group 224.1.1.1 will program the hardware registers in the network interface
card (NIC) to interrupt the CPU when a frame with a destination multicast MAC address of
0x0100.5E00.0101 isreceived. Unfortunately, this same multicast MAC addressis also used for 31
other IP multicast groups. If any of these 31 other groups are also active on thelocal LAN, the host's
CPU will receive interrupts any time aframeisreceived for any of these other groups. The CPU will
have to examine the IP portion of each received frame to determine whether it is the desired group, that
IS, 224.1.1.1. This can have an impact on the host's available CPU power if the amount of "spurious"
group traffic is high enough.

In addition to having a possible negative impact on hosts CPU power, this ambiguity can also cause
problems when trying to constrain multicast flooding in Layer 2 LAN switches based solely on these
multicast MAC addresses. This problem is addressed in detail in Chapter 14, "Multicast over Campus
Networks."

FDDI Multicast MAC Address Mapping

Because FDDI MAC addresses and |EEE MAC addresses conform to the same format, the mapping of
| P multicast addresses to FDDI MAC addresses uses the same method as Ethernet (as shown in Figure 2-

3) with one minor difference. The low-order bits of FDDI octets are transmitted first; whereas the high-

order bits of Ethernet octets are transmitted first. These two bit orderings are referred to aslittle-endian
and big-endian ordering because either the big end or the little end of the octet is transmitted first. The
big-endian Ethernet format is also referred to as the canonical form of an IEEE MAC address.
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All other aspects of IP addressto FDDI MAC address mapping are identical to the Ethernet case. If you
are using a network sniffer or smilar device to look at multicast frames on a FDDI ring, however, the bit
order is going to be reversed. Therefore, the 0x0100.5Exx.xxxx |P multicast MAC prefix becomes
0x8000.7axx.xxxx on a FDDI ring.

Token Ring Multicast MAC Address Mapping

The format of Token Ring destination MAC addresses, as described by IBM, isshown in Figure 2-5. As

you can see from this figure, Token Ring MAC addresses differ from canonical, Ethernet MAC address
format.

Figure 2-5: Token Ring Destination MAC Addresses
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Like FDDI, the low-order bits of Token Ring octets are transmitted first; whereas Ethernet octets
transmit high-order bits first. Notice that Bit O of Octet 0 has the same basic broadcast/multicast
definition as the Ethernet MAC address as shown in Figure 2-5, though IBM refersto this bit as the

Group Address Bit. Likewise, the Locally Administrative Bit is also Bit 1 of Octet O asin the Ethernet
MAC address. The Token Ring bits are transmitted in the reverse order of the Ethernet bits.

Token Ring Functional Addresses

Unlike IEEE MAC addresses, Token Ring uses the concept of bit-specific functional addresses, which
are addressed to a group of nodes on the ring. These functional addresses are denoted by Bit O of Octet 2
being cleared, as shown in Figure 2-6.

Figure 2-6: Token Ring Functional Addresses
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Functional addresses are aways multicast to a group address (indicated by Bit 0 in Octet O being set)
and always are administrated locally (indicated by Bit 1 in Octet O being set). Each functional address
bit (bits1to 7 in Octet 2 aswell asall bitsin Octets 3, 4, and 5) indicates a special MAC level function
such as active monitor or ring error monitor. Nodes on the ring use masks to identify these functions.

For example, a node on the ring could be assigned both the active monitor (0xC000.0000.0001) and the
ring error monitor (0xC000.0000.0002) functions. This node then programs its NIC with a mask of
0xC000.0000.0003 so that the NIC interrupts the node's CPU whenever one of these group functional
addressesis received.

Many Token Ring NICs do not have the capability to be programmed to interrupt the CPU when an
arbitrary multicast MAC addressisreceived. Therefore, the only alternative is to use the all-ones (Oxffff.
ffff.ffff) broadcast MAC address or afunctional address for |P multicast to MAC address mapping as
shown in Figure 2-7.

Figure 2-7: Token Ring Multicast Address Mapping
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Performance Impact of Token Ring Mapping

The CPU performance impact on a Token Ring node because of this extremely poor multicast address
mapping method can be quite considerable. The address ambiguity has now gone from 25 or 32:1 to 228
or 268,435,456:1. This means all multicast traffic on the ring will cause a Token Ring node's CPU to be
interrupted for every multicast packet on the ring!

In addition to causing this CPU performance impact, the all-into-one mapping scheme virtually
precludes Token Ring switches from constraining multicast flooding at the MAC layer. As aresult,
Token Ring switches, which operate solely at Layer 2, are powerless to prevent any Token Ring node
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that joins a multicast group and begins receiving multicast traffic from affecting every other node on the
ring.

Note IS managers and network administrators who are faced with a growing demand for multimedia or
other multicast-based applications on their Token Ring networks should carefully consider the downside
of using multicast over Token Ring networks. If possible, you should consider changing to a switched
Ethernet environment in these cases.

Multicast Distribution Trees

To understand the | P multicast model, you must have a good working knowledge of multicast
distribution trees. In the unicast model, traffic is routed through the network along a single path from the
source to the destination host. In the multicast model, however, the source is sending traffic to an
arbitrary group of hosts that are represented by a multicast group address.

To deliver multicast traffic to all receivers, multicast distribution trees are used to describe the path that
the IP multicast traffic takes through the network. The two basic types of multicast distribution trees are
source trees and shared trees, which are described in the next two sections.

Source Trees

The simplest form of a multicast distribution tree is a source tree whose root is the source of the
multicast traffic and whose branches form a spanning tree through the network to the receivers. Because
this tree uses the shortest path through the network, it also is referred to frequently as a shortest path tree
(SPT).

Figure 2-8 shows an example of an SPT for group 224.1.1.1 rooted at the source, Host A, and
connecting two receivers, Hosts B and C.

Figure 2-8: Host A Shortest Path Tree
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The special notation of (S G), pronounced "S comma G", enumerates an SPT where Sisthe IP address
of the source and G is the multicast group address. Using this notation, the SPT for the example in
Figure 2-8 would be written as (192.1.1.1, 224.1.1.1).

Notice that this notation implies that a separate SPT exists for every individual source sending to each
group, which is precisely what happens. Therefore, if Host B is also sending traffic to group 224.1.1.1
and Hosts A and C arereceivers, then a separate (S, G) SPT would exist with a notation of (192.2.2.2,
224.1.1.1) as shown in Figure 2-9.

Figure 2-9: Host B Shortest Path Tree
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Unlike source trees that have their roots at the source, shared trees use a single common root placed at
some chosen point in the network. Depending on the multicast routing protocol, thisroot is often called
arendezvous point (RP) or core, which lends itself to shared trees other common names. RP trees (RPT)
or core-based trees (CBT).

Figure 2-10 shows a shared tree for group 224.2.2.2 with the root located at Router D. When using a
shared tree, sources must send their traffic to the root for the traffic to reach all receivers.

Figure 2-10: Shared Distribution Tree
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In this example, multicast group traffic from source Hosts A and D travels to the root (Router D) and
then down the shared tree to two receivers, Hosts B and C. Because all sources in the multicast group
use a common shared tree, awildcard notation written as (*, G), pronounced "star comma G", represents
thetree. In this case, * means all sources, and the G represents the multicast group. Therefore, the shared
tree shown in Figure 2-10 would be written, (*, 224.2.2.2).

Bidirectional Shared Trees

Shared trees can aso be subdivided into two types: unidirectional and bidirectional. In the bidirectional
case, multicast traffic may flow up and down the shared tree to reach all receivers. Figure 2-11 shows an

example of abidirectional shared tree.

Figure 2-11: Bidirectional Shared Tree
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Notice that multicast traffic from Host B is being forwarded by its first-hop router up the tree toward the
root of the shared tree as well as down the tree toward the other receivers (in this case, Host A).

Unidirectional Shared Trees

Unidirectional shared trees, on the other hand, only permit multicast traffic to flow down the shared tree
from the root to the receivers. Consequently, sources of multicast traffic must use some other means to
first get the traffic to the root so that it can be forwarded down the shared tree.

One method that can be used is to have the root join an SPT rooted at the source to pull the traffic to the
root for forwarding down the shared tree. Figure 2-12 shows a unidirectional shared tree where the root

has joined the SPT to source Host B to pull Host B's multicast traffic to the root. When the root receives
thetraffic, it is forwarded down the shared tree to the other receivers. Protocol Independent Multicast
(PIM) uses this method to get source multicast traffic to the root or RP.

Figure 2-12: Unidirectional Shared Tree Using SPTsto Get Traffic to the Root
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Another method that gets source multicast traffic to the root is for the first-hop router (Router B) to
unicast the traffic directly to the root. The CBT multicast routing protocol uses this method when a
source-only host wants to send multicast traffic to the group, as depicted in Figure 2-13. Host A isa

source-only host that has not joined the multicast group and is therefore not on a branch of the
bidirectional shared tree.

Figure 2-13: CBT Bidirectional Shared Tree Using Unicast to Get Traffic to the Root
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In this example, Host A isthe source, and Host B is now areceiver. Router B is encapsulating the
multicast traffic received from Host A and unicasting it directly to the root via an | P-1P tunnel. The root
de-encapsulates the packet and sends it down the shared tree.
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Multicast Forwarding

In the unicast model, routers forward traffic through the network along a single path from the source to
the destination host whose | P address appears in the destination address field of the IP packet. Each
router along the way makes a unicast forwarding decision, using the destination IP address in the packet,
by looking up the destination address in the unicast route table and then forwarding the packet to the
next hop viathe indicated interface toward the destination.

In the multicast model, the source is sending traffic to an arbitrary group of hosts represented by a
multicast group address in the destination address field of the IP packet. In contrast to the unicast model,
the multicast router cannot base its forwarding decision on the destination address in the packet; these
routers typically have to forward the multicast packet out multiple interfaces for it to reach all receivers.
This requirement makes the multicast forwarding process more complex than the one used for unicast
forwarding.

This section examines the concept of Reverse Path Forwarding (RPF), which is the basis of the multicast
forwarding process in most multicast routing protocols. This section also presents information on
multicast forwarding caches, TTL thresholds, and administratively scoped boundaries.

Reverse Path Forwarding

Virtually all IP multicast routing protocols make use of some form of RPF or incoming interface check
as the primary mechanism to determine whether to forward or drop an incoming multicast packet. When
amulticast packet arrives at arouter, the router performs an RPF check on the packet. If the RPF check
Is successful, the packet is forwarded; otherwise, it is dropped.

For traffic flowing down a source tree, the RPF check mechanism works as follows:

1. The router examines the source address of the arriving multicast packet to determine whether
the packet arrived via an interface that is on the reverse path back to the source.

2. If the packet arrives on the interface leading back to the source, the RPF check is successful
and the packet is forwarded.

3. If the RPF check fails, the packet is discarded.

How a multicast router determines which interface is on the reverse path back to the source depends on
the routing protocol in use. In some cases, the multicast routing protocol maintains a separate multicast
routing table and uses it for this RPF check. A good example of thisisthe Distance Vector Multicast
Routing Protocol (DVMRP), which is discussed in Chapter 5, "Distance Vector Multicast Routing
Protocol.” In other cases, the multicast protocol uses the existing unicast routing table to determine the
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interface that is on the reverse path back to the source. PIM and CBT are examples of multicast
protocols that typically use the unicast routing table to perform the RPF check. PIM and CBT are not
limited to using just the unicast routing table for the RPF check, however. They also can use reachability
information from a DVMRP router table or a Multicast Border Gateway Protocol (MBGP) route table,
or they can statically configure RPF information. The PIM and CBT protocols also are explored in detail
in later chapters.

Figure 2-14 illustrates the RPF check process. This example uses a separate multicast routing table,
although the concept is the same if the unicast routing table or some other reachability table is used.

Figure 2-14: RPF Check Fails
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A multicast packet from source 151.10.3.21 is received on interface SO. A check of the multicast routing
table shows that the interface on the reverse path back to the sourceis S1, not SO. Therefore, the RPF
check fails, and the packet is discarded.

Figure 2-15 is another example of a multicast packet from source 151.10.3.21 arriving at the router, this
time viainterface S1.

Figure 2-15: RPF Check Succeeds
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In this case, the RPF check succeeds as interface S1 is on the reverse path back to the source, and
therefore the packet is forwarded to all interfaces on the outgoing interface list. (Notice that the outgoing
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interfaces don't have to necessarily include all interfaces on the router.)

Multicast Forwarding Cache

The section "Multicast Distribution Trees," earlier in this chapter, discussed the concept of building
multicast distribution trees that are used to forward multicast traffic through the network to all receivers.
From the router's point of view, each SPT or shared tree can be represented in a multicast forwarding
cache entry (sometimes referred to as a multicast route table entry) as an incoming interface associated
with zero or more outgoing interfaces. Note that bidirectional shared trees modify this process slightly,
as they don't make a distinction between incoming and outgoing interfaces because traffic can flow up
and down the tree.

Performing the RPF check on every incoming multicast packet resultsin a substantial performance
penalty on the router. Therefore, it iscommon for a multicast router to determine the RPF interface
when the multicast forwarding cache is created. The RPF interface then becomes the incoming interface
of the multicast forwarding cache entry. If a change occurs in the routing table used by the RPF check
process, the RPF interface must be recomputed and the multicast forwarding cache entry updated to
reflect thisinformation. Note that outgoing interfaces are determined in various ways depending on the
multicast routing protocol in use.

shows a Cisco multicast routing table entry.

Example 2-1: Cisco Multicast Routing Table Entry

(151. 10. 3. 21/ 32, 224.2.127.254), 00:04:15/00:01: 10, flags:
T

Incomng interface: Seriall, RPF nbr 171.68.0.91

Qutgoing interface |ist:

Serial 2, Forward/ Sparse, 00:04:15/00:02: 17

Et her net 0, Forward/ Sparse, 00:04:15/00:02: 13

This (S G) entry describes the (151.10.3.21/32, 224.2.127.254) SPT as seen by the router in Figure 2-14
and Figure 2-15.
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From this information you can see that the entry has an incoming interface, Seriall, and two outgoing
interfaces, Serial2 and EthernetO. Don't let all the other nomenclature in this example bother you. It
will be detailed in Chapter 10, "Using PIM Dense Mode," and Chapter 11, "Using PIM Sparse Mode."
For now, concern yourself only with the concept of incoming and outgoing interfaces.

TTL Thresholds

Asyou recall, each time an |P multicast packet is forwarded by arouter, the TTL value in the |P header
Is decremented by one. If the TTL of a packet is decremented to zero, the router drops the packet.

TTL thresholds may be applied to individual interfaces of a multicast router to prevent multicast packets

withaTTL lessthan the TTL threshold from being forwarded out the interface. For example, Figure 2-
16 shows a multicast router with various TTL thresholds applied to its interfaces.

Figure2-16: TTL Thresholds
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In this example, a multicast packet arrives via SerialO with its current TTL value at 24. Assuming that
the RPF check succeeds and that interfaces Seriall, Serial2, and EthernetO are all in the outgoing
interface list, the packet therefore normally would be forwarded out these interfaces. Because some TTL
thresholds have been applied to these interfaces, however, the router must make sure that the packet's
TTL value, which isnow down to 23, is greater than or equal to the interface's TTL threshold before
forwarding the packet out the interface.

Asyou can seein this example, the packet is forwarded out interfaces Serial1l and Ether netO. Note that
aTTL threshold of zero means that thereisno TTL threshold on thisinterface. The packet's TTL value
of 23 was below the TTL threshold value on interface Serial2, however, and therefore the packet was
not forwarded out this interface.

TTL thresholds provide a simple method to prevent the forwarding of multicast traffic beyond the
boundary of asite or region based on the TTL field in amulticast packet. Thistechniqueisreferred to as
TTL scoping. Multicast applications that must keep their traffic inside of a site or region transmit their
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multicast traffic with an initial TTL value so as not to crossthe TTL threshold boundaries.

Figure 2-17 shows an example of TTL threshold boundaries being used to limit the forwarding of

multicast traffic. Company ABC hasset a TTL threshold of 128 on all router interfaces at the perimeter
of its network.

Figure 2-17: TTL Threshold Boundaries
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Multicast applications that want to constrain their traffic to within Company ABC's network need to
transmit multicast packets with aninitial TTL value set to 127. Furthermore, the engineering and
marketing departments have set a TTL threshold of 16 at the perimeter of their networks. Therefore,
multicast applications running inside of these networks can prevent their multicast transmissions from
leaving their respective networks.

Table 2-3 shows thetypical initial TTL values and router interface TTL thresholds for various TTL
boundaries.

Table2-3: Typical TTL Boundary Values

TTL Initial TTL TTL
Scope Value Threshold
Local net 1 N/A

Site 15 16
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Region 63 64

World 127 128

Administratively Scoped Boundaries

Like TTL thresholds, administratively scoped boundaries may also be used to limit the forwarding of
multicast traffic outside of a domain or subdomain. This approach uses a special range of multicast
addresses, called administratively scoped addresses, as the boundary mechanism. If we configure an
administratively scoped boundary on arouter's interface, multicast traffic whose multicast group
addresses fall in this range will not be allowed to enter or exit this interface, thereby providing afirewall
for multicast traffic in this address range.

Figure 2-18 depicts the administratively scoped boundary mechanism at work. Here an administratively

scoped boundary is set for the multicast address range 239.0.0.0 through 239.255.255.255 on interface
Serial0. This mechanism effectively sets up afirewall that multicast packets in this range cannot cross.

Figure 2-18: Administrative Boundary Mechanism
Admimigiralive Bourndary = 239.0.0.08

238 Mitcasts

Recall from the "Administratively Scoped Multicast Addresses" section in this chapter that
administratively scoped multicast addresses fall into the range of 239.0.0.0 through 239.255.255.255 and
are considered to be locally assigned. That is, they are not used on the Internet. The administratively
scoped boundary mechanism allows for the enforcement of this convention and prevents multicast traffic
that fallsin this range from entering or leaving the network.

Figure 2-19 is an example of the use of administratively scoped boundaries. Here, Company ABC has

used different ranges of administrative addresses to prevent the forwarding of multicast traffic outside of
specific boundaries.
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Figure 2-19: Administratively Scoped Boundaries
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In this example, Company ABC has configured an administratively scoped boundary of 239.0.0.0/8 on
all router interfaces at the perimeter of its network. This boundary prevents any multicast traffic in the
range of 239.0.0.0 through 239.255.255.255 from entering or leaving the network. Similarly, the
engineering and marketing departments have configured an administratively scoped boundary of
239.128.0.0/16 around the perimeter of their networks. This boundary prevents multicast traffic in the
range of 239.128.0.0 through 239.128.255.255 from entering or leaving their respective networks. It also
means that the multicast address range 239.128.0.0 through 239.128.255.255 is being used
independently by both the engineering and marketing departments. This reuse of multicast address space
permits multicast addresses to be used more efficiently inside of Company ABC.

Multicast Routing Protocol Categories

The current multicast protocols can be subdivided into three basic categories:
. Dense mode protocols (DVMRP and PIM-DM)
« Sparse mode protocols (PIM-SM and CBT)
. Link-state protocols (MOSPF)

Some protocols, such as PIM, are capable of operating in either dense or sparse mode depending on how
the router is configured. It is also possible to configure Cisco PIM routers to make the sparse/dense
decision dynamically on amulticast group basis.

Dense Mode Protocols

Dense mode protocols such as DVMRP and PIM DM employ only SPTsto deliver (S, G) multicast
traffic using a push principle. The push principle assumes that every subnet in the network has at least
one receiver of the (S, G) multicast traffic, and therefore the traffic is pushed or flooded to al pointsin
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the network. This process is analogous to aradio or TV broadcast that is transmitted over the air to all
homes within the coverage area. Receivers smply need to tune in to the broadcast to receive the
program.

Flood and Prune Behavior

Unlike broadcasting radio waves over the air, however, flooding multicast traffic to every point in the
network comes with an associated cost (bandwidth, router CPU, and so on). Therefore, to avoid the
unnecessary consumption of valuable network resources, routers send Prune messages back up the
source distribution tree to shut off unwanted multicast traffic. The result is that branches without
receivers are pruned off the distribution tree, leaving only branches that contain receivers.

In Figure 2-20, Router B is responding to unwanted multicast traffic with a Prune message.

Figure 2-20: Pruning a Dense M ode Flow

Musticast Paciksts fraom
Sourcs 1651.10.3.21

When Router A receives the Prune message for the (S, G) multicast traffic stream on an outgoing
interface (in this example, Ethernet0), the router places that interface into Pruned state and stops
forwarding the (S, G) traffic out the interface. The interface in this example is connected to a multi-
access network, and we are assuming that no other downstream routers on this interface still want to
receive the traffic. The method used to determine whether other routers on a multi-access interface need
to continue to receive multicast traffic depends on the protocol in use. The details of how each protocol
handles this situation are covered in the individual protocol chapters later in the book.

Prunes have a timeout val ue associated with them such that, when they time out, they cause the router to
put the interface back into forward state and to start flooding multicast traffic out this interface again.

shows the Cisco multicast route table entry for Router A in Figure 2-20.

Example 2-2: Cisco Multicast Route Table Entry for Router A
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(151. 10. 3. 21/ 32, 224.2.127.254), 00:04:15/00:01: 10, flags:
T

Incomng interface: SerialO, RPF nbr 171.68.0.91

Qutgoing interface |ist:

Seriall, Forward/ Dense, 00:04:15/00: 00: 00

Et hernet O, Prune/ Dense, 00: 00: 25/ 00: 02: 35

Notice that interface EthernetO isin prune state (denoted by the Prune/Dense indicator) and that no
group 224.2.127.254 traffic (from source 151.10.3.21) is being forwarded out this interface. The
example also shows that the Prune will timeout in 2 minutes and 35 seconds (as indicated by the last
timer value on the line). When the prune times out, the state of thisinterface will return to Forward/
Dense and traffic will once again begin flowing out this interface. Assuming that the downstream router
(Router B in this case) still has no need to receive the multicast traffic, it again sends a Prune to shut off
the unwanted traffic.

The timeout values used for Prunes depend on the multicast routing protocol in use but typically range
from 2 to 3 minutes. This periodic flood and Prune behavior is characteristic of dense mode protocols,
such as DVMRP and PIM-DM.

Grafting

Most dense mode protocols rapidly can graft a previously pruned branch back onto the distribution tree.
This capability is demonstrated, for example, when a new receiver on a previously pruned branch of the
tree joins the multicast group. In this case, the router detects the new receiver and immediately sends a
Graft message up the distribution tree toward the source. When the upstream router receives the Graft
message, the router immediately puts the interface on which the Graft was received into forward state so
that the multicast traffic begins flowing down to the receiver.

Figure 2-21 shows the Graft process. In this example, the source, Host E, is transmitting multicast traffic
down the SPT (denoted by the solid arrows) to receivers Host A, B, and C.

Figure 2-21: Dense M ode Grafting
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Router E previously has pruned itslink to Router C, asit initially had no directly connected receivers. At
this point in the example, Host D joins the multicast group as a new receiver. This action prompts
Router E to send a Graft message up the SPT to Router C to immediately restart the flow of multicast
traffic. By using this Graft process, Router E can avoid having to wait for the previous Prune to time out,
thereby reducing the join latency as seen by Host D.

Sparse Mode Protocols

Sparse mode protocols make use of shared trees and occasionally, asin the case of PIM-SM, SPTsto
distribute multicast traffic to multicast receiversin the network. Instead of using a push model, however,
sparse mode protocols make use of a pull model in which multicast traffic is pulled down to the
receiversin the network. The pull model therefore assumes that multicast traffic is not wanted unlessiit
Is requested specifically using an explicit Join mechanism. Using the TV analogy again, this model is
like a pay-per-view event that is not sent to the receiver unless specifically requested.

Note | realize that I'm stretching the cable TV, pay-per-view model a bit here because, in redlity, you are
always able to receive the program. When you request a pay-per-view movie, the cable company sends
your cable TV box some sort of authorization code that enables you to unscramble the program so you
can watch it. | think you get the idea, however.

Shared Tree Join Messages

To pull the multicast traffic down to areceiver in a sparse mode network, a shared tree branch must be
constructed from the root node (the RP in PIM-SM or the core in CBT) to the receiver. To construct this
shared tree branch, a router sends a shared tree Join message toward the root of the shared tree. This Join
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message travels router by router toward the root, constructing a branch of the shared tree as it goes.

Figure 2-22 shows Joins being sent up the shared tree to the root. In this example, Router E has alocally

connected receiver and therefore sends a Join message (represented by the dashed arrow) toward the root
via Router C. The message travels hop by hop until it reaches the root and builds a branch of the shared
tree (as shown by the solid arrows).

Figure 2-22: Shared Tree Join M essage
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In some cases (PIM-SM, for example), SPT Join messages may also be sent in the direction of the
source to construct an SPT from an individual multicast source to receiversin the network. SPTs allow
routers that have directly connected receivers to cut through the network and bypass the root node so
that multicast traffic from a source can be received via a more direct path.

Figure 2-23 depicts an SPT being built using Join messages sent toward a specific multicast source. In
this example, Router E sends an SPT Join message (shown by dashed arrows) toward the source via

Router C. The SPT Join travels hop by hop until it reaches Router A, building the SPT (shown by solid
arrows) asit goes.

Figure 2-23: SPT Join M essages
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It isimportant to note that if the branches of distribution trees in a sparse mode network (either shared
trees or SPTS) are not refreshed, they will time out and be deleted, thereby stopping traffic flow down
the branch of the shared tree. To avoid this problem, the branches of sparse mode distribution trees are
maintained by some form of periodic Join refresh mechanism that the routers send along the branch.
Some protocols (PIM-SM, for example) handle the refresh by resending the Join message up the tree to
refresh the branch periodically.

Prune Messages

In sparse mode, Prune messages are sent up the distribution tree when multicast group trafficisno long
desired. This action permits branches of the shared tree or SPT that were created via explicit Joins
messages to be torn down when they are no longer needed. For example, if aleaf router detects that it no
longer has any directly connected hosts (or downstream multicast routers) for a particular multicast
group, the router sends a Prune message up the distribution tree to shut off the flow of unwanted
multicast group traffic. Sending Prune messages, instead of waiting for the branch of the sparse mode
distribution tree to time out, greatly improves leave latency in the network.

Figure 2-24 shows this process in action. Host A has just left the multicast group; therefore, Router A no
longer needs the traffic flowing down the shared tree (indicated by the solid arrows) and sends a Prune

message up the shared tree toward the RP. This message prunes the link between Router A and Router B
from the shared tree and stops the now unnecessary multicast traffic flow to Router A.

Figure 2-24: Sparse Mode Prune
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Link-State Protocols

Link-state protocols such as MOSPF function much like dense mode protocols in that they both use
SPTsto distribute multicast traffic to the receivers in the network. Link-state protocols, however, don't
use the flood and Prune mechanism that is used in DVMRP or PIM-DM. Instead, they flood special
multicast, link-state information that identifies the whereabouts of group members (that is, receivers) in
the network. All routersin the network use this group membership information to build shortest path
trees from each source to all recelversin the group. (MOSPF is covered in more detail in Chapter 9,
"Multicast Open Shortest Path First.")

Summary

This chapter covers some of the most basic concepts of |P multicast including multicast addressing at
both Layer 2 and Layer 3, types of distribution trees, and multicast forwarding. These topics are the
foundation upon which a good understanding of |P multicast is built. Taking the time to learn these
fundamental s thoroughly and to build this foundation becomes increasingly important as more complex
topics are introduced in later chapters.

The next chapter covers another basic |P multicast building block, IGMP, in detail. IGMP provides the
necessary group membership signaling between hosts and routers.
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Internet Group Management Protocol

The Internet Group Management Protocol (IGMP) grew out of the Host Membership Protocol from Dr.
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Internet Group Management Protocol

Steve Deering's doctoral thesis, and the first version, IGMPv1, was defined in RFC 1112 (the 1P
Multicast Dead Sea Scrolls' referred to in Chapter 2, "Multicast Basics"). The most recent version,
IGMPv2, wasratified in November 1997 as a standard by the Internet Engineering Task Force (IETF)
and is covered in RFC 2236.

| GM P messages are used primarily by multicast hosts to signal their local multicast router when they
wish to join a specific multicast group and begin receiving group traffic. Hosts may also (with some
extensions defined in IGMPVv2) signal to the local multicast router that they wish to leave an |P multicast
group and, therefore, are no longer interested in receiving the multicast group traffic.

Note Asyou will learn later, IGMP is arather overloaded protocol. |GMP messages are used for several
purposes other than the original Host Membership model defined in RFC 1112. Several multicast
routing protocols, such as Distance Vector Multicast Routing Protocol (DVMRP) and Protocol
Independent Multicast (PIM) version 1, make use of special IGMP message typesto transmit their
routing control information. Other multicast control and diagnostic functions (such as mtrace), which are
totally unrelated to the Host Membership model, also use a special IGMP message type to accomplish
their task, and others are being proposed still. All of this activity resultsin what | call the"YAPIOI"
category of protocols, yet another protocol inside of IGMP.

Using the information obtained via IGMP, routers maintain alist of multicast group membershipson a
per interface basis. A multicast group membership is active on an interface if at least one host on that
interface has signaled its desire, via | GMP, to receive the multicast group traffic.

This chapter examines the IGMP protocol---versions 1 and 2---in great detail so that you can become
better acquainted with its operational aspects. This chapter also takes a quick peek at what IGMP version
3 (in draft proposal stage as this book is being written) may someday offer in terms of new capabilities.

IGMP Version 1

Why bother learning IGMPv1 if IGMPv2 is now the standard? The reason is simple: most IP stacks in
today's hosts still use IGMPv1. The pervasive Microsoft Windows 95 operating system includes built-in
support for IP multicast, but unless you download an upgraded version of Microsoft's Winsock DLL,
you will be running IGMPv1. On the other hand, if you have upgraded to Windows 98, it contains full
support for IGMPv2. The sameistrue for many UNIX implementations. Unless you install a patch or
are running the very latest version of the UNIX operating system, you very possibly will be using
IGMPv1. Because you are likely to be dealing with older versions of these platforms that support only
IGMPv1, you need to understand how it works and know its limitations.

This section focuses on the details of IGMPv1, including
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. IGMPv1 Message Format

« ThelGMPv1 Query Process

. IGMPv1 Report Suppression Mechanism
. IGMPv1 Query Router

. ThelGMPv1 Join Process

. ThelGMPv1 Leave Process

IGMPv1 Message Format

| GM P messages are transmitted inside | P datagrams and denoted by an I P protocol number of 2. IGMP
messages are transmitted with the | P time-to-live (TTL) field set to 1 and, therefore, are local in scope
and not forwarded by routers. Figure 3-1 shows the format of an IGMPv1 message.

Figure 3-1: IGMPv1 Message For mat
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Group Address
The following sections define the fields, as depicted in Figure 3-1, that make up an IGMPv1 message.

Version Field

The Version field contains the IGMP version identification and is therefore set to 1. This field has been
eliminated in version 2, as noted in the "IGMP Version 2" section later in this chapter. A predecessor to
IGMP version 1, whose version number is 0, is described in RFC 988.

Type Field
In version 1 of IGMP, the following two message types are used between hosts and routers:
. Membership Query

. Membership Report
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Checksum Field

The Checksum field is a 16-bit, one's complement of the one's complement sum of the IGM P message.
The Checksum field is zeroed when making the checksum computation.

Group Address Field

The Group Address field contains the multicast group address when a Membership Report is being sent.
Thisfield is zero when used in the Membership Query and should be ignored by hosts.

The IGMPv1 Query-Response Process

IGMP primarily uses a Query-Response model that alows the multicast router to determine which
multicast groups are active (that is, have one or more hosts interested in a multicast group) on the local
subnet. Figure 3-2 shows the Query-Response process in operation.

Figure 3-2: IGMPv1 Query-Response Process
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In this example, Hosts H1 and H2 each want to receive multicast traffic for group 224.1.1.1.
Furthermore, Host H3 wants to receive multicast traffic for group 224.2.2.2. Router A isthe IGMP
Querier for the subnet and is responsible for performing the queries. Router B is a hon-querier and
simply listens and records the hosts' responses.

The IGMPv1 Query-Response mechanism for this example works as follows:
1. Router A (the IGMP Querier) periodically (the default is every 60 seconds) multicasts an
IGMPv1 Membership Query to the All-Hosts multicast group (224.0.0.1) on the local subnet. All
hosts must listen to this group as long as they have enabled multicast so that these queries can be

received.

2. All hosts receive the IGMPv1 Membership Query, and one host (in this exampleit's H2)
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responds first by multicasting an IGMPv1 Membership Report to the multicast group, 224.1.1.1,
of which the host isamember. This report informs the routers on the subnet that a host is
interested in recelving multicast traffic for group 224.1.1.1.

3. Because Host H1 islistening to multicast group 224.1.1.1, it hears the IGMPv1 Membership
Report that was multicast by Host H2. Host H1, therefore, suppresses the sending of its report for
group 224.1.1.1 because H2 already has informed the routers on the subnet that thereis at |east
one host interested in receiving multicast traffic for group 224.1.1.1. This Report Suppression
mechanism helps reduce the amount of traffic on the local network.

4. Host H3 has also received the IGMPv1 Membership Query, and it responds by multicasting an
|GMPv1 Membership Report to the multicast group 224.2.2.2, of which it isamember. This
report informs the routers on the subnet that a host is interested in receiving multicast traffic for
group 224.2.2.2.

As aresult of this Query-Response exchange, Router A now knows that there are active receivers for
multicast groups 224.1.1.1 and 224.2.2.2 on the local subnet. In addition, Router B has been
eavesdropping on the whole process and aso knows the same information.

Note Because of the Report Suppression mechanism, routers cannot keep track of the individual hosts
joined to a multicast group on a subnet. Therefore, they only keep track of the multicast groups that are
active on a subnet. Furthermore, even if the router could keep track of all active members, doing so
would not be desirable because it would prevent IGMP from scaling on subnets with large numbers of
hosts. Finally, it is not necessary for the router to keep track of each individual member host because
traffic is forwarded on a group address and interface basis.

Report Suppression Mechanism

The IGMP Report Suppression Mechanism helps to reduce the amount of IGMP traffic on a subnet to
the minimum necessary to maintain a multicast group state. The following describes this mechanismin
more detail:

1. When a host receives an IGMP Membership Query, the host starts a countdown report-timer
for each multicast group it has joined. Each report-timer isinitialized to arandom value between
zero and the maximum response interval. The default is 10 seconds.

2. If areport-timer expires, the host multicasts an IGMP Membership report for the active
multicast group associated with the report-timer.

3. If the host hears another host send an IGMP Membership Report, it cancels its report-timer
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associated with the received Membership Report, thereby suppressing the sending of a
Membership Report for the group.

IGMPv1 Querier

If multiple multicast routers are on a subnet, having more than one of them send IGMPv1 Queriesisa
waste of bandwidth. In this case, an IGMPv1 Querier, arouter responsible for sending all IGMPv1
Queries on a subnet, becomes essential. Unfortunately, RFC 1112 does not specify how that IGMPv1
Querier iselected. Instead, IGMPV1 relies on the Layer 3 IP Multicast Routing protocol (PIM, DVMRP,
and so on) to resolve this conflict by electing a Designated Router for the subnet.

Note Notice that there is a distinct difference between the IGMP Querier and the Designated Router.
The multicast routing protocol selects the Designated Router to handle certain multicast forwarding
duties on the subnet. Exactly how the Designated Router is elected depends on the multicast protocol in
use. RFC 1112 assumed that this Designated Router would aso perform the tasks of sending IGMP
Query messages. These two functions were later separated in IGMPv2, which is described later in this
chapter.

The IGMPv1 Join Process

To reduce the join latency (particularly when a host is the first to join a multicast group on a subnet), it

IS not necessary to wait for the next Membership Query before sending a Membership Report to join a

multicast group. Therefore, when a host wants to join a multicast group, the host immediately will send
one or more unsolicited Membership Reports for the multicast group it desiresto join.

Note It's important to note that a host only uses IGMP to signal to the local multicast router that it wants
to start or stop receiving |P multicast traffic. It is not necessary for the host to join the group just to send
multicast traffic to the group. Therefore, send-only multicast applications only need to begin sending
traffic addressed to the multicast group to trigger the local multicast router to start forwarding the
multicast traffic to receivers elsewhere in the network.

Figure 3-3 illustrates this unsolicited join process. Here, Host H3 wants to receive traffic for multicast
group 224.3.3.3.

Figure 3-3: IGMPv1 Join Process
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Instead of waiting for the next Membership Query from Router A, it immediately multicasts an
unsolicited IGMPv1 Membership Report to group 224.3.3.3 to inform the routers on the subnet of its
desireto join this group.

Note Y ou occasionally may hear someone use the phrase, "sending an IGMP Join to arouter.” Although
there is no such thing as an IGMP Join packet, the phrase is used frequently in normal multicast
conversations to signify that an unsolicited IGMP Membership Report was sent to initiate a Join of a
multicast group.

The IGMPv1 Leave Process

Unfortunately, IGMPv1 has arather simple-minded method for hosts to |eave a multicast group; they
just quietly go away. Thereis no Leave Group message in IGMPv1 to notify the routers on the subnet
that a host no longer wants to receive the multicast traffic from a specific group. The host ssmply stops
processing traffic for the multicast group and ceases responding to IGMP Queries with IGMP
Membership Reports for the group.

As aresult, the only way IGMPv1 routers know that there are no longer any active receiversfor a
particular multicast group on a subnet is when the routers stop getting Membership Reports. To facilitate
this process, IGMPv1 routers associate a countdown timer with an IGMP group on a subnet. When a
Membership Report is received for the group on the subnet, the timer is reset. For IGMPv1 routers, this
timeout interval istypically three times the Query Interval, or 3 minutes. Thistimeout interval means
that the router may continue to forward multicast traffic onto the subnet for up to 3 minutes after all
hosts have left the multicast group. This worst-case timing scenario is shown in Figure 3-4.

Figure 3-4: IGMPv1 Leave Group Timing
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This 3-minute leave latency can cause problems sometimes. Assume for the moment that company ABC
Is sourcing five different channels of high-rate training videos from a central, video-training server via
five different multicast groups. Assume also that the bandwidth available to each remote field office in
ABC's network has been sized to support two active training-video streams at atime.

If auser at one of these remote sites is unsure which "channel™ (multicast group) contains which training
video, the user may simply "channel surf" to locate the desired training video. This action would result
in the user's workstation joining and leaving each multicast group as the user surfs the multicast groups
for the desired video. In the worst-case scenario, the user may have joined five of the multicast groups
and left four of them in rapid succession while surfing. Asfar asthe user is concerned, he or sheis now
receiving the correct training video (albeit with lots of errors due to some serious congestion problems).
Because the IGMPv1 leave latency can be as high as 3 minutes, however, the router will be forwarding
all five high-rate video streams onto the subnet for up to 3 minutes.

If some method had been available for the user's workstation to signal the router that it had |eft the other
four groups, this leave latency could be shortened substantially and the probability of this problem
occurring reduced. This was one of the primary reasons for developing IGMP version 2.

IGMP Version 2

In November 1997, IGMPv2 wasr ratified by the IETF as a standard in RFC 2236 that also serves as an
update to RFC 1112, which defined IGMPv1 in an appendix. IGMPv2 was developed primarily to
address some of the shortcomings of IGMPv1 that were discovered over time and through practical
experience.

The Query and Membership Report messages in IGMPv2 are identical to the IGMPv1 messages with
two exceptions. The first differenceis that IGMPv2 Query messages are broken into two categories:
General Queries, which perform the same function as the old IGMPv1 Queries, and Group-Specific
Queries, which are queries directed to a single group. The second difference isthat IGMPv1
Membership Reports and IGMPv2 Membership Reports have different IGMP Type codes. The
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(General) Query-Response processin IGMPv2, however, isthe same as IGMPv1. Because the processis
identical in both versions, this section does not repeat the earlier information. (Refer to the "IGMPv1
Query-Response Process" section of this chapter for more details.)

IGMPv2 includes several new features that are discussed in the sections that follow. Here is a quick
summary of the key features added to IGMPv2:

. Querier election process---Provides the capability for IGMPv2 routersto elect the Query Router
without having to rely on the multicast routing protocol to perform this process.

. Maximum Response Timefield---A new field in Query messages permits the Query Router to
specify the maximum Query-Response time. This field permits the tuning of the Query-Response
process to control response burstiness and to fine-tune leave latencies.

. Group-Specific Query messages---Permits the Query Router to perform the query operation on
a specific group instead of all groups.

. Leave Group messages---Provides hosts with a method of notifying routers on the network that
they wish to leave the group.

The last two features enable hosts and routers to reduce the leave latency, which was such a problem in
IGMPv1, from minutes down to afew seconds.

IGMPv2 Message Format

The format of IGMPv2 messagesis shown in Figure 3-5. Notice that the Type field has been merged

with IGMPv1's Version field and now occupies afull octet. The values assigned to the various message
types have been chosen carefully to provide backward compatibility with IGMPv1.

Figure 3-5: IGM Pv2 M essage For mat

0 7 15 23 a1

Type Max. Hesp Checksum
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For example, the IGMPv1 Membership Query message contains a 0x1 in the 4-bit Version field and Ox1
in the 4-bit Type field. Together they combine to form an 8-bit value of 0x11, which isidentical to the
IGMPv2 Type code for aMembership Query. The IGMPv2 Type code for aversion 1 Membership
Report likewise was carefully chosen to provide compatibility between IGMPv1 and IGMPv2. This
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enables |GMPv2 hosts and routers to recognize |GMPv1 messages when other IGMPv1 hosts or routers
are on the network.

The following sections define the fields, as depicted in Figure 3-5, that make up an IGMPv2 message.

Type Field
In version 2 of IGMP, the following four message types are used between hosts and routers:
. Membership Query (Type code = 0x11)
There are two subtypes of Membership Query messages.

o General Query---Used to determine which multicast groups are active in the same
fashion as IGMPv1 does. A General Query is denoted by an all-zeros Group Address field.

o Group-Specific Query---Used to determine whether a specific multicast group has any
remaining members. A Group-Specific Query contains the address of the group being
queried.

. Version 1 Membership Report (Type code = 0x12)
This message type is provided solely for backward compatibility with IGMPvL1.
. Version 2 Membership Report (Type code = 0x16)
. Leave Group (Type code = 0x17)
Maximum Response Time Field

Thisfield was unused previously in IGMPv1 messages. The Maximum Response Time field is used
only in Membership Query messages and specifies the maximum time in units of 1/10 of a second that a
host may wait to respond to a Query message. The default value for thisfield is 100 (10 seconds).

Hosts use the Maximum Response Time value in this field as the upper limit for the random setting of
their group report-timers, which are used by the Report Suppression mechanism. The value in thisfield
may be tuned to control either the burstiness of membership responses or leave latency.

Checksum Field

The Checksum field is a 16-bit, one's complement of the one's complement sum of the IGMP message.
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The Checksum field is zeroed when making the checksum computation.
Group Address Field

When a General Query is sent, the Group Addressfield is set to zero to differentiate it from a Group-
Specific Query, which contains the multicast group of the group being queried.

When a Membership Report or Leave Group message is sent, thisfield is set to the target multicast
group address.

Query-Response Tuning

Instead of an IGMPv2 host using a statically configured value for the Query-Response Interval, the
Maximum Response Time field was added to the IGM Pv2 Query message. The Maximum Response
Time field permits the response time to be configured on the IGMP Querier, which informs all hosts of
the upper limit on the delay of their responses to the query by placing the delay value in thisfield.

Tuning the Maximum Response Time value controls the burstiness of the response process. This feature
can be important when large numbers of groups are active on a subnet and you want to spread the
responses over alonger period of time. For example, Figure 3-6 depicts atiming diagram showing
General Queries and Responses for IGMPv2 default timer settings for a subnet with 18 active groups
spread across 18 different hosts.

Figure 3-6: IGMPv2 Query-Response Tuning
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Asyou can see from this example, the 18 reports tend to be spread across the entire Query-Response
Interval. Thistendency is due to the random selection of the report-timer values by the hostsin their
Report Suppression process. This distribution is affected by the randomness of the host's random-
number algorithm in their IGMPv2 implementation. The responses, however, generally are spread across
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most of the Query-Response Interval.

By increasing the Maximum Response Time value, as shown in Figure 3-7, the period over which hosts

may spread their responses to the General Query increases, thereby decreasing the burstiness of the
responses.

Figure 3-7: Decreasing Response Bur stiness
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Reducing this burstiness comes with some penalties. Increasing the Query Response Interval by using a
larger Maximum Response Time value also increases the leave latency because the Query Router must
now wait longer to make sure that there are no more hosts for the group on the subnet. Therefore, your
network design must strike a balance between burstiness and |eave latency.

Note | remember an important government project that was pushing what today's | P multicast
technology is capable of doing. This network typically would have the number of active groupson a
subnet in the thousands! Therefore, when the Query Router sent an IGMP General Query, the hosts on
the subnet generated thousands of reports. Needless to say, careful tuning of the Query and Query-
Response Intervals was crucial to making | P multicast technology work properly on this busy multicast
network.

IGMPv2 Leave Group Messages

|IGMPv2 defines a new Leave Group message type that hosts should send when they |eave the group.
The RFC says, "When a host |eaves a multicast group, if it was the last host to respond to a query with a
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Membership Report for that group, it should send a Leave Group message to the all-routers multicast
group (224.0.0.2)."

The RFC goes on to say that "a host may always send a Leave Group message when it leaves a group.”
Unfortunately, the wording in this part of the RFC is may and not must. This subtle distinction is
important when using IGMP Snooping or Cisco Group Management Protocol (CGMP) to optimize LAN
switches to constrain multicast flooding. If a host does not always send a L eave Group message, then
these optimization techniques quickly can break down because there is no mechanism to report that the
individual host has left the group, and multicast traffic for this group need not be forwarded out this port
on the switch.

Fortunately, most |GMPv2 implementations (including most UNIX systems as well as Microsoft
Windows 98 and NT V5.0) appear to find it easier to implement the L eave Group processing by always
sending a L eave Group message when the host |eaves the group. Checking whether the host was the last
to respond to a query for the group takes considerably more code.

IGMPv2 Group-Specific Query Messages

The other new message type in IGMPv2 is the Group-Specific Query, which is sent by the IGMP Query
Router, and whose purpose is exactly what its name implies---that is, to query a single group instead of
al groups. In a Group-Specific Query, the Group Address field contains the target group being queried.
|GMPv2 hosts that receive this message respond in the same manner as they do to a General Query.

In addition to the Group Address field containing the target group address, another difference between
Group-Specific Queries and General Queriesis that Group-Specific Queries further reduce Leave Group
latency by using a much smaller value of Maximum Response Time. The default is 1 second.

IGMPv2 Leave Process

Without an efficient Leave process, asisthe case in IGMPv1, the router continues to forward multicast
traffic onto the local subnet for several minutes after the last host leaves the group. The addition of the
Leave Group and Group-Specific IGMPv2 messages, coupled with the Maximum Response Time field,
permit IGMPv2 to reduce the leave latency to only afew seconds. This situation is a significant
improvement over IGMPv1, which has a worst-case leave latency of 3 minutes (assuming the default
IGMPv1 timer values arein use).

Figure 3-8 depicts IGMPv2's new Leave process. In this example, Hosts H2 and H3 are currently
members of multicast group 224.1.1.1, athough Host H2 wants to |eave the group.

Figure 3-8: IGMPv2 L eave Process---Host H2 L eaves
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The sequence of events for Host H2 to leave the group is as follows:

1. Host H2 multicasts an IGMPv2 Leave Group message to the All-Routers (224.0.0.2) multicast
group to inform all routers on the subnet that it is leaving the group.

2. Router A (assumed to be the IGMP Query Router in this example) hears the Leave Group
message from Host H2. However, because routers keep alist only of the group memberships that
are active on a subnet---not individual hosts that are members---Router A sends a Group-Specific
Query to determine whether any hosts remain for group 224.1.1.1. Note that the Group-Specific
Query is multicast to the target group (that is, 224.1.1.1). Therefore, only hosts that are members
of this group will respond.

3. Host H3 is still amember of group 224.1.1.1 and, therefore, hears the Group-Specific Query
and responds to the query with an IGMPv2 Membership Report to inform the routers on the
subnet that a member of this group is still present. Notice that the Report Suppression mechanism
iIsused here, just asin the General Query case, to avoid an implosion of responses when multiple
members of the group are on the subnet.

Host H3 is now the last remaining member of group 224.1.1.1. Now, assume that Host H3 also wants to

|eave the group, as shown in Figure 3-9.

Figure 3-9: IGMPv2 L eave Process---H3 L eaves
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The following sequence of events occurs when Host H3 |eaves the group:

1. Host H3 multicasts an IGMPv2 Leave Group message to the All-Routers (224.0.0.2) multicast
group to inform all routers on the subnet that it is leaving the group.

2. Again, Router A hearsthe Leave Group message (this time from Host H3) and sends a Group-
Specific Query to determine whether any hosts remain for group 224.1.1.1.

3. There are now no remaining members of group 224.1.1.1 on the subnet; therefore, no hosts
respond to the Group-Specific Query. Getting no response, Router A waits a Last Member Query
Interval (the default is 1 second) and sends another Group-Specific Query to which thereis still
no response. (The default number of triesistwo.) At this point, Router A times out the group and
stops forwarding its traffic onto the subnet.

Figure 3-10 depicts how the new mechanismsin IGMPv2 have reduced the leave latency.

Figure 3-10: IGMPv2 Leave Group Timing
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Instead of atotal leave latency of roughly two complete query intervals, or 3 minutes, the leave latency
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IS now less than 3 seconds.

Querier Election Process

Another important feature added in version 2 of IGMP isthe Querier Election process. Instead of
depending on the upper-layer multicast routing protocol, IGMPv2 uses the |P addresses in Genera
Query messages to elect the IGMP Query Router viathe following procedure:

1. When IGMPv2 routers start, they each multicast an IGMPv2 General Query message to the
All-Multicast-Systems group (224.0.0.1) with their interface address in the Source |P Address
field of the message.

2. When an IGMPv2 router receives a General Query message, the router compares the source | P
address in the message with its own interface address. The router with the lowest | P address on
the subnet is elected the IGMP Querier.

3. All non-querier routers start a querier timer that is reset whenever a General Query messageis
received from the IGMP Querier. The default duration of thistimer is two times the Query
Interval, or 250 seconds. If the querier timer expires, it is assumed that the IGMP Querier has
gone down, and the election processis run again to elect anew IGMP Querier.

Early IGMPv2 Implementations

Although IGMPv2 was rétified only recently by the IETF, early implementations based on the IETF
working drafts have been around for some time. Not surprisingly, some minor differences exist between
the final specification and these early implementations. Some of the last minute changes/additions to the
|GMPv2 specification are

. Query Interval timer---This timer was changed to 125 seconds. Early implementations used a
value of 60 seconds. This discrepancy can cause a problem when arouter with an early
implementation is operating on the same LAN as arouter that isthe IGMP Querier and is
IGMPv2 compliant. In this case, the early implementation router may believe erroneoudly that
the IGMP Querier (the IGMPv2-compliant router) has gone down because the General Queries
are 125 seconds apart.

. Router Alert option---This IP packet header option was added |ate in the definition to address
some |GMP security issues. Early implementations of IGMPv2 running in hosts may not send
| GM P messages with the Router Alert option in the |P header. The omission can cause a problem
if an IGMPv2-compliant router is configured to ignore | GM P messages without the Router Alert
option.
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IGMPVv1---IGMPVv2 Interoperability

Version 2 of IGMP is designed to be as backward compatible with version 1 as possible. To accomplish

this, some special interoperability rules are defined in RFC 2236. The next few sections examine
interoperability scenarios:

« V2 Host/vl Router s---Defines how aversion 2 host must behave in the presence of an older
version 1 router on the same LAN.

. V1Host/v2 Routers---Defines how aversion 2 router must behave in the presence of an older
version 1 host on the same LAN.

. Mixed vl and v2 Router s---Defines how a version 2 router must behave in the presence of an
older version 1 router on the same LAN.

V2 Host/V1 Routers Interoperability

Version 1 routers see an IGMPv2 report as an invalid IGMP message type and ignore it. Therefore, to
maintain proper group membership, aversion 2 host must send IGMPv1 reports when aversion 1 router
Is active asthe IGMP Querier. Figure 3-11 shows aversion 2 host on a LAN with an IGMPv1 Query
Router.

Figure3-11: IGMPv2 Host and IGM Pv1 Router Interaction
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Version 2 hosts can detect the difference between IGMPv1 and IGMPv2 Queries by examining the octet
corresponding to the Maximum Response Time field. In IGMPv1 Queries, thisfield iszero (and is
interpreted as 100, or 10 seconds, by version 2 hosts), whereas in IGMPv2 Queries it contains a nonzero

Maximum Response Time value. When an IGMPv1 Query is heard, the host marks the interface as an
IGMPv1 interface and ceases sending |GM Pv2 messages.
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To maintain this interface state, the version 2 host starts a 400-second version 1 router present
countdown timer whenever an IGMPv1 Query isreceived on the interface. Thistimer isreset (back to
400 seconds) when another IGMPv1 Query isreceived. If the version 1 router present countdown timer
expires, the interface is marked back to an IGMPv2 interface and | GM Pv2 messages may once again be
sent.

In order to maintain the proper operation of the Report Suppression mechanism, version 2 hosts also
must be prepared to receive either IGMPv1 or IGMPv2 Reports from other hosts on the LAN and to
suppress their reports in the normal fashion.

V1 Host / V2 Routers

Figure 3-12 shows aversion 1 host on aLAN with aversion 2 IGMP Query Router. Version 1 hosts

respond in the normal fashion to either IGMPv1 or IGMPv2 Queries because IGMPv2 Queries have
essentially the same format. Only the second octet differsin an IGMPv2 message and isignored by a
version 1 host.

Figure 3-12: IGMPv1 Host and IGMPv2 Router Interaction

ichpve [ ug GaPt | g
1
et |
- & b
224110 |
Wi Report | W2 Raport
P GMPy2

T
GMPez B0 Query

Houder A

Asaresult, if aversion 2 router isthe IGMP Querier and there are version 1 hosts on the LAN that are
also members of a group, then IGMPv1 Reports for that group are always received. This situation exists
because IGMPv2 Reports do not trigger Report Suppression in version 1 hosts. Version 1 hosts do not
understand | GMPv2 Reports and, therefore, ignore them. Thus, in some situations, as shown in Figure 3-

12, both an IGMPv1 Report and an IGMPv2 Report are received in response to a General Query.

RULE Version 2 routers must set aversion 1 host present countdown timer associated with the group
reported to note that thereisaversion 1 host on the LAN that is amember of this group. This timer
should be the same as the Group Membership Interval.

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch03.htm (18 of 21)09/12/2003 01:11:44



Internet Group Management Protocol

While version 1 hosts are present for a particular group, routers must ignore any Leave Group messages
received for the group.

If the IGMP Query Router were to process Leave Group messages, it would respond by sending a Group-
Specific Query to the group in the Leave Group message; however, version 1 hosts ignore this message
asan invalid IGMPv1 message type. If the version 1 host is the last member of the group, then thereis
no response to the Group-Specific Query and the version 2 routers on the subnet incorrectly time out this
group. For thisreason, the IGMPv2 Leave process is suspended for a group whenever aversion 1 host is
amember of the group.

Mixed V1 and V2 Routers Interoperability

Theinitial draft implementations of |GMPv2 made severa attempts at automatic detection of IGMPv1
routers and dynamic |GMPv1 mode configuration. None of these methods were reliable, however,
which led to another rule.

The Possibilities of IGMPv3

Before IGMP version 2 even was ratified, work already had begun on version 3. Although it isfar too
early to begin implementing code based on the IGMPv3 specification, it is worth looking at one of the
key enhancements this new version of IGMP promises to provide.

A common problem, particularly in multimedia conferencing, is that when a host joins a multicast
group, it isbasically requesting that traffic from all sourcesin the group be delivered to the host's subnet.
Although several sources may be actively sending traffic to the group, a host actually may want to
receive traffic from just one source.

For example, assume that a multimedia audio conference isin session and a speaker is delivering a
lecture. What happens if one member of the conference beginsto "jam" the session maliciously by
talking or sending music? This scenario is a growing possibility as multicast multimedia conferences on
the Internet come under attack by a small segment of the Internet community that interferes by jamming
the conference with unwanted audio. Most audio multimedia conferencing tools have a widget that
allows the user to "mute" any of the other members, thereby silencing the audio of this malicious user.
Unfortunately, this measure does not stop the flow of the unwanted traffic from being delivered to the
host's subnet. This malicious behavior can take the form of adenial of service attack when the jammer's
traffic stream exceeds or congests the traffic flow to the host's subnet.

IGMPv3 may provide a key that will help to solve this problem by giving conference members more
control over the sources they want to receive viathe network. Version 3 of IGMP extends the Join/
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L eave mechanism beyond multicast groups to permit joins and leaves to be issued for specific source/
group pairsvialGMPv3 (S, G) Join/L eave messages (as shown in Figure 3-13).

Figure 3-13: IGMPv3 (S, G) Join/L eaves
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In this example, two sources, 1.1.1.1 and 2.2.2.2 are both multicasting to group 224.1.1.1. Host H1
wants to receive traffic addressed to this group from Source 1.1.1.1 but not from Source 2.2.2.2. To do
so, H1 sends an IGMPv3 message containing alist of (S, G)sthat it wishesto join and alist of (S, G)s
that it wishes to leave. Router R3 can now use thisinformation to prune traffic from Source 2.2.2.2 so
that only Source 1.1.1.1 traffic is being delivered to R3. For more information on IGMPv3, see http://

www.ietf.org/internet-drafts/draft-ietf-idmr-1gmp-v3-00.txt.

Summary

In this chapter, you've seen how IGMP is used as the basic signaling mechanism to inform the routers on
asubnet of a host's desire to become a member of a particular multicast group. IGMPv2 extended this
signaling mechanism to allow hosts to signal when they no longer wanted to belong to a multicast group.
This extension to the protocol significantly has reduced the leave latency that, in turn, allows routers and
switches to respond quickly and shut off the flow of unnecessary multicast traffic to parts of the
networks where it is no longer needed.

Finally, it isimportant to remember that IGMP is the only mechanism a host can use to signal routers of
its desire to receive multicast traffic for a specific group. Hosts are neither aware of, nor should they be
concerned with, which routing protocol isin use by the routers in the network. Instead, the routersin the
network are responsible for knowing and understanding the multicast routing protocol in use and for
making sure that the multicast traffic is delivered to the members of the group throughout the network.
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Multimedia Multicast Applications

For many people, the first thing the term IP multicast brings to mind is video conferencing. Therefore, it
isvery likely that your first exposure to a multicast application will be one of the many exciting
multimedia applications used for video and audio conferencing. Because these multimedia conferencing
applications are so popular, taking a closer look at some of them makes sense.

This chapter starts by exploring some of the underlying protocols used by multimedia conferencing
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applications. The first two---Real-Time Protocol (RTP) and its companion protocol, Real-Time Control
Protocol (RTCP)---are used to encapsul ate the multimedia conference audio and video data streams and
to monitor the delivery of the data to the end-stations in the conference. Next, this chapter examines the
Session Announcement Protocol (SAP) and the Session Description Protocol (SDP). Conference-
directory applications use these protocols to announce and to learn about the existence of the multimedia
conference session in the network. Finally, this chapter looks at the popular MBone multimedia
conferencing applications that provide video and audio conferencing as well as some limited data
sharing.

Real-Time Protocol

RTPisanetwork layer protocol, documented in RFC 1889, that permits applications to transmit various
types of real-time payloads such as audio, video, or other data that has real-time characteristics. RTP
typically rides on top of User Datagram Protocol (UDP) and can be used over either unicast or multicast
data streams. The protocol aso provides payload type identification, sequence numbering, and
timestamping, as well as a mechanism to monitor the delivery of the data.

RTPitself does not provide any guaranteed delivery mechanisms and normally relies on the lower-layer
protocol to perform this function. Because it frequently rides on top of IP and UDP (asis the case for
most multicast multimedia applications), however, RTP depends on the application to deal with the
problems of lost datagrams and out-of-order delivery. These conditions can be detected by the use of the
Sequence Number field in the RTP header.

RTP consists of two components:
. The RTP component, which carries the real-time data.

. The RTP Control Protocol (RTCP) component, which provides information about the participants
of a session and monitors the delivery of data by using some simple quality-of-service
measurements, such as packet loss and jitter.

The next section provides an audio conference example to describe the properties of RTP further.

Using RTP and RTCP to Audio Conference: An Example

Multimedia multicast applications typically allocate a multicast group address and two ports. one for the
RTP data stream (in this case audio) and the other for the RTCP control stream. In most cases, the
control port is numerically one higher than the data port.

The incoming audio signal is sampled in small, fixed time slots (for example, 40 ms) by the audio
application. The audio from these time slots then is encoded using one of several audio-encoding
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schemes (pul se code modulation [PCM], adaptive differential pulse code modulation [ADPCM], linear
predicative coding [LPC], and so on), and the encoded datais placed inside of an RTP packet. The
header of the RTP packet contains a sequence number and a timestamp as well as an indication of the
encoding scheme used.

Note The Robust Audio Tool (RAT) isan audio conferencing application that uses multiple encoding
methods to provide some redundancy to the audio data stream. The RTP packet contains an audio
sample encoded using a primary encoding scheme followed by one or more audio samples encoded
using some secondary encoding scheme. The audio samples that follow the primary sample are delayed
dlightly so that they can be used as an alternative if the primary datain a previous RTP packet islost or
corrupted.

When the audio application receives an RTP packet, the sequence number and timestamp in the RTP
header are used to recover the sender's timing information and determine how many packets have been
lost. The encoded audio data sample in the RTP packet then is placed in a play-out buffer with
previously received audio samples. The audio samples are placed in the play-out buffer in contiguous
order based on their sequence number and timestamp so that when they are decoded and played out to
the speaker, the original audio is recovered.

The play-out buffer also serves as a de-jitter buffer. Congestion on the network can lead to variable
interpacket arrival times that result in choppy audio playback. By using a larger play-out buffer and then
delaying the play out of the data until the buffer is nearly full, variationsin jitter can be smoothed out
and choppy audio playback avoided. The downside of using alarge play-out buffer isthat it introduces
delay in the audio stream. The delay is not a problem for one-way audio broadcasts, but it can become a
problem if the application is an interactive audio conferencing tool.

Because it is useful to know who is participating in the conference and how well they are receiving the
transmission, the audio application periodically multicasts areceiver report (RR) in an RTCP packet on
the control port. These receiver reports contain the user's name and information on the number of
packets lost and the interarrival jitter for each source in the conference. Senders can use this information
to determine how well their transmissions are being received by each receiver and, in some cases,
change to some other encoding method to try to improve the reception. RTCP is described in more detall
in the next section.

Senders also periodically multicast sender reports (SRs) in RTCP packets to the same control port.
These sender reports contain the same information as receiver reports but also include a 20-byte sender
information section that contains timestamps, bytes sent, and packets sent on the data port. Members of
the group can use this information to compute round-trip time (RTT) information and other statistics on
the traffic flow.
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RTP Control Protocol

All RTP-based applications use RTCP periodically to transmit session control information to all
participants of the conference to accomplish the following functions:

1. Provide feedback on the quality of data reception and, in many cases, modify encoding
schemes to improve overall reception quality. Third-party applications can also use this
information to diagnose delivery problems and to determine areas of the network that are
suffering poor reception quality.

2. Uniquely identify each transport layer source in the conference by the use of a canonical name
(CNAME). This CNAME may be used to associate several data streams from a given participant
as part of asingle multimedia session. Thisisimportant if you are trying to synchronize audio
and video data streams.

3. Transmit RTCP packets so the total number of participants can be determined. Thisisrequired
of all participantsin order to accomplish functions 1 and 2. The information is necessary so that
the rate at which RTCP control datais transmitted can be adjusted to some small percentage of
the total session bandwidth.

4. Distribute information (username, location, and so on) that identifies the participantsin the
session in auser-friendly manner. Thisinformation normally is displayed in the user interface of
the application.

If you are using RTP over |P multicast, functions 1, 2, and 3 are mandatory to allow the application to
scale to alarge number of participants. The fact that many of the popular multimedia multicast
applications use the RTP model has the following very important implication on multicast network
design:

Every end-station in an RTP-based multimedia multicast session is a source of multicast traffic!

Even if the end-station is tuned in only to the video broadcast of the company meeting and actually is
not sending any audio or video data, it still is multicasting periodic RTCP packets and, therefore, isa
multicast source and receiver. Because the end-station is sending multicast traffic also (albeit at alow
rate), thistraffic islikely to cause a multicast state to be instantiated in some or all routersin the
network, depending on the multicast routing protocol in use. The additional state generated by these so-
called receiving end-stations should be (and more often is not) considered when doing multicast network
design, because some multicast protocols do not scale well with large numbers of senders.

Session Announcement Protocol
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The Session Announcement Protocol (SAP) is an announcement protocol for multicast conference
sessions and was developed by the Multiparty Multimedia Session Control (MMUSIC) working group
of the Internet Engineering Task Force (IETF). The current version of SAP (SAPv1) isdescribed in
|ETF draft, draft-ietf-mmusic-sap-00.txt.

SAP clients announce their conference sessions periodically by multicasting SAP packets containing
session information to an appropriate well-known multicast address and port. The session information
inside the packet uses the Session Description Protocol (SDP), which is described in the " Session
Description Protocol" section of this chapter. When privacy is desired, the SDP information may be
encrypted optionally to avoid its being read by unauthorized parties.

This section continues with a discussion on SAP announcements and their bandwidth limitations.
SAP Announcements

The well-known multicast address and port used to multicast a SAP announcement depends on the
multicast scope mechanism in effect at the SAP client. The scope of amulticast session is based either
on the session's time-to-live (TTL) value or on an administrative address range that falls within the
239.0.0.0 through 239.255.255.255 multicast address range.

If TTL-scoped announcements are in use, the well-known addressis 224.2.127.254 and the UDP port is
9875. TTL-scoped session announcements always are multicast with the same TTL with which the
session is multicast.

If administrative-scoped announcements are in use, then a reserved address within the administratively
scoped zone (usually the highest address) is used along with a well-known port. Therefore, SAP clients
may need to listen to several multicast groups to receive all announcements when administrative-scoped
announcements are in use.

Note Because of the complexities of administratively scoped zone discovery, administrative-scoped
announcements are seldom used.

SAP Bandwidth Limits

SAP announcements are rate limited so that the amount of network bandwidth consumed does not grow

without bound. When TTL-scoped announcements are in use, the rate at which SAP announcements are
multicast depends on the TTL scope of the session and the total number of announcements being sent by
other SAP clientsin the network. Table 4-1 lists the bandwidth limits for each TTL scope as

documented in the SAP specification. A SAP client limits the rate of its announcements so that total
bandwidth consumed by all announcements in the network of a particular TTL scope do not exceed
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these limits.

Table4-1: TTL-Scoped Bandwith Limits

TTL Bandwidth

1to15 2 kbps

16 t0 63 1 kbps

64 to 127 1 kbps

128t0 255 | 200 bps

Therefore, as the numbers of session announcements in the network grow, the less frequently a SAP
client announces its sessions.

When administratively scoped announcements are in use, the total bandwidth for all announcement
traffic within an administratively scoped zone is recommended to be no more than 500 bps.

Session Description Protocol

The Session Description Protocol (SDP) is the companion protocol to SAP and is used to encode the
actual session information. SDP was also developed in the Multiparty Multimedia Session Control
(MMUSIC) working group of the IETF and is defined currently in the IETF draft document, draft-ietf-
mmusi c-sdp-xx.txt.

This section continues with a description of SDP's message format, an overview of its information
description types, and a sample SDP session description.

SDP Message Format
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The word Protocol in Session Description Protocol is somewhat misleading. SDPis not really a
transport protocol in the same sense as SAP. SDP is actually an ASCI|-text-based format specification
that uses a number of lines of text to describe a session. Each line of text in a SDP announcement has the
form

type=value

where type is a SDP Description Type that is aways exactly one case-significant character. valueisa
structured text string whose format depends on type and typically is made up of several fields delimited
by a single space character or afree-format string. SDP Description Types are described in more detall
in the next section.

Each SDP session description starts with a session-level section denoted by av=line asthefirst line.
The session-level section describes the session in general and is applicable to al media streamsin the
session. This section is followed by zero or more media-level sections, each beginning with an m= line.
These media-level sections provide detailed information about a single media stream in the session.

SDP Information Description Types

A complete description of all the SDP description typesis beyond the scope of this book. If you really
want to break apart a SDP message to see what the fields mean, then | encourage you to refer to the
|ETF draft document that defines SDP. Although SDP session descriptions are in textual form, they are
not very easy to read---unless, of course, you are a serious geek like | am, in which case you may find
them fascinating reading. It is useful, however, to understand at |east the sort of information that can be
carried in a SDP session description.

Table 4-2 lists the session description types used in the session-level section of a SDP session
description. The information types in the session-level section must appear in the order shown in Table
4-2 . Types shown in boldface on the table are mandatory; all others are optional.

Table 4-2: SDP Session Description Types

Type Description

V= Protocol version
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o= Owner/creator and session ID
s Session name

i= Session information

u= URL of description

e= E-mail address

p= Phone number

c= Connection information (option if included in all media)
b= Bandwidth information

t= Time the session is active

r= Repeat times

zZ= Time zone adjustments

k= Encryption key
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a= Zero or more attribute lines

Following the session-level section are zero or more media-level sections, each describing one of the
media streams in the session. The media description types used in these media-level sections are shown
in Table 4-3 and must appear in the order as shown. Types shown in boldface on the table are
mandatory; all others are optional. The attribute (a=) information type is used primarily to extend SDP
so that it may carry information specific to a particular mediatool.

Table 4-3: SDP Media Description Types

Type Description

m= Media name and transport address

c= Connection information (option if included at session-level)
b= Bandwidth information

k= Encryption key

a= Zero or more attribute lines

Sample SDP Session Description

To satisfy the curiosity of readers who want to see a SDP session description, | have included one from
the SDP specification in . (If you unexpectedly find reading this example really interesting, | suspect you
may have alatent geek tendency.)
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Example 4-1: Sample SDP Session Description

v=0

o=nmhandl ey 2890844526 2890842807 IN | P4
126. 16.64. 4

s=SDP Sem nar

I =A Sem nar on the session description protocol

u=http://ww. cs. ucl.ac. uk/staff/M Handl ey/ sdp. 03.
ps

e=n h@si.edu (Mark Handl ey)

C=IN P4 224.2.17.12/ 127

t =2873397496 2873404696

a=recvonly

mFaudi o 49170 RTP/ AVP O

mrvi deo 51372 RTP/ AVP 31

mrappl i cation 32416 udp wb

a=orient:portrait

Some of the fields in have fairly obvious meanings (well, at least they are to me because | am definitely
ageek). For example:

. S=SDP Seminar isthe session name and i=A Seminar on the session description protocol is
the session description.
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Mutlimedia Multicast Applications

. Thec=IN P4 224.2.17.12/127 line states that all media streams in the session are transmitting on
multicast group 224.2.17.12 witha TTL of 127 using Internet protocol IP version 4.

. m=audio 49170 RTP/AVP 0 states that the audio media stream is using port 49170 to transmit
RTP encapsulated audio data whose encoding format is described by RTP Audio/Video profile O.

. Them=video 51372 RTP/AVP 0 line states that the video media stream is using port 51372 to
transmit video data whose encoding format is described by RTP Audio/Video profile 31.

MBone Multimedia Conferencing Applications

Without a doubt, the most widely used multimedia conferencing applications are the MBone freeware
applications that provide audio, video, and electronic whiteboard and session directory services. Y our
introduction to |P multicast applicationsislikely to be with one or more of these multimedia
conferencing applications.

These applicationsinitially were developed to run on UNIX platforms, and versions are available that
run on most popular UNIX workstations including SunOS, Solaris, HP-UX, FreeBSD, Linux, and
several others. Several of the applications also have been ported (with varying degrees of success) to run
on Microsoft Windows 95 and NT platforms.

Y ou can download these applications from several sites on the World Wide Web. One of my favoritesis
the Multimedia Conferencing Applications Archive located at http://www.video.ja.net/mice/index.html.

The next few sections briefly introduce the following popular MBone conferencing applications:
. SDR---Session Directory Tool
. VAT---MBone Multimedia Audio Tool
« VIC---MBone MultimediaVideo Tool

. WB---Shared Whiteboard Tool

SDR---Session Directory Tool

Before you can join a multimedia session, you need to know what multicast group address and port are
being used for the session. It would also be nice to know when the session is going to be active and what
sort of applications (audio, video, and so forth) are necessary to run on your workstation to participate.
The MBone Session Directory tool (SDR) was developed to help accomplish thistask. The Rin SDR
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stands for revised. The original Session Directory tool (SD), which was written by Lawrence Berkley
Labs, is now obsolete.

SDR isamulticast application that listens for SAP packets on awell-known IP multicast group (for
example, 224.2.127.254). These SAP packets contain a session description, the time the sessionis

active, its |P multicast group addresses, mediaformat, contact person, and other information about the
advertised multimedia session. The information inside the SAP packet is formatted using the ASCI | -text-
based SDP described in the " Session Description Protocol™ section earlier in this chapter.

The following sections describe SDR's Session Announcement window, information caching, launching
applications with SDR, and SDR's media plug-ins.

SDR Session Announcement Window
Figure 4-1 shows SDR's Session Announcement window. Each line corresponds to a multimedia session
announcement that SDR received in a SAP packet. As these packets are received, SDR updates this

window by adding the multimedia session nameto the list. SDR, therefore, permits you to learn what
multimedia sessions are being announced in the network.

Figure4-1: SDR's Session Announcement Window

:di100401.tif

Note Note that I've said announced here, asit is possible to run multicast applications that are not
announced by SDR. By announcing a session using SDR, however, the session creator simplifiesthe
task of joining the session for others. It's not uncommon for |P multicast beginners to misunderstand
how SDR works. They frequently seem to think that SDR magically detects any and all 1P multicast
traffic in the network and displays this information on the screen. The reality isthat if someone doesn't
announce a multicast session by sending SAP multicast packets to SDR's well-known multicast group
address, then SDR has no idea the multicast session exists. By the same token, just because asession is
listed in SDR's main window doesn't mean it is actually active in the network.

SDP Information Caching

Asyou recall from the "Session Announcement Protocol” section earlier in this chapter, SAP packets
(containing SDP information) are sent periodically by the SAP client responsible for announcing the
multimedia session. The rate at which a SAP client repeats an announcement primarily depends on the
total number of announcements being sent in the network. Therefore, the greater the number of
announcements in the network (which equates to the number of linesin the SDR Session Announcement
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window), the less frequently an announcement is repeated. Unfortunately, this means it may take
anywhere from minutes to hours for a newly activated SDR application to hear all announcements and to
build a complete listing of the multimedia sessions in the network.

To avoid this problem, when the SDR program exits, it creates SDP cache files, each containing the
information from a single received SDP session description packet. When SDR is next activated, it reads
these SDP cache files as part of the initialization process and prepopulates its multimedia session listing
with the information from these SDP cache files. This step eliminates the wait time to relearn the current
multimedia sessions being advertised on the network.

Launching Applications via SDR

Now that you have learned which sessions are advertised from the Session Announcement window, you
may opt to launch the appropriate |P multicast application(s) associated with the media stream(s) that
make up the multimedia session.

By clicking on a multimedia session title in the SDR main window, a Session Information window such
as the one shown in Figure 4-2 is opened. In this example, the NASA Television multimedia session was

clicked. Now, you can see the session information that was contained in the SAP announcement packet
received by SDR.

Figure 4-2: Session I nformation Window
:di100402.tif

At the top of the window is a description of this multimedia session along with scheduling information
to let you know when the session is active. Additional contact information about the multimedia session
creator such as name, e-mail address, and phone number can be obtained by clicking the Contact Details
bar in the center of the window. Although not shown in this example, a More Information button may be
displayed next to the Contact Details button. This button is displayed when the session creator supplies a
URL where the user may obtain additional information about the session via the World Wide Web.

Note SDR comes with a built-in, albeit limited, Web browser that is launched when you click the More
Information button. If the user has another Web browser installed on the workstation, SDR may be
configured to launch this browser instead.

In the bottom portion of the Session Information window is alist of the mediatypesin use by this
multimedia session, along with information regarding the |P multicast group address, port number, TTL,
and media encoding format. In this example, both an audio and video media stream are associated with
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this session. We can join all media streamsin the multimedia session by clicking the Join button at the
lower-left corner of the window. Thiswill launch the multicast applications associated with each media
stream. Y ou can aso click the individual Audio and/or Video media buttons to launch only the
applications associated with these media streams.

SDR's Media Plug-Ins

SDR uses plug-in configuration files to map various media streams to one or more mediatools for
encoding/decoding of the media streams. These "plug-in" configuration files also define the necessary
switches that go along with the media encoding formats and attributes so that SDR can launch the media
tool with the necessary options. For example, when you click on the Video button in the NASA
Television channel example, SDR searchesitslist of plug-ins for a match based on mediatype, protocol,
and encoding format. In this case, SDR finds a match on the built-in VIC mediatool plug-in that has a
video rtp h261 definition. If SDR finds a plug-in configuration match on more than one mediatooal,
SDR asks you to select the mediatool you want to launch.

After determining which mediatool to launch, SDR formats the command line with the switches
appropriate for the encoding formats and so on, launches the mediatool, and passes it the command line
with all the switches. This step typically is done viathe EXEC call in a UNIX environment. Other
operating system environments may use slightly different techniques,

Application developers may extend SDR's list of media stream types and their associated applications to
support new applications. This process requires writing additional plug-in configuration files that define
media, protocol, encoding formats, switch information, and so on and then placing the filesin SDR's
plug-in subdirectory. The details of writing plug-in configuration files for new mediatools are beyond
the scope of this book. Details on this process, however, may be found under SDR's Help option.

VAT---MBone Multimedia Audio Tool

VAT, which isthe MBone's popular multimedia audio tool, provides a many-to-many audio conference
capability. Figure 4-3 shows an example of the main VAT conference window.

Figure4-3: VAT Conference Window
:di100403.tif

On the left side of the window is alisting of all of the members of the audio conference. When one of
the members begins to speak, the small square to the left of the member's name isfilled in with a black
square and the audio is heard on the workstation's speaker. Y ou may mute an individual member by
clicking the box to the left of the member's name, or you can mute the entire conference by deselecting
the Listen button above the speaker icon.
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The two dliders on the right side of the window control the speaker gain and the microphone gain.
Immediately to the left of these diders are bar-graph-style volume unit (VU) meters that indicate the
levels of the incoming and outgoing audio signals. (Note: Because no audio is being sent or received in
the example shown in Figure 4-3 , the bar graph segments are not visible.)

The right mouse button is used as your push-to-talk button and functions as long as the mouse pointer is
anywhere inside the VAT window. Y ou should adjust your microphone gain so that the bar graph only
occasionally peaks into the red portion of the scale as you talk.

Clicking on the Menu button at the bottom of the window brings up the Options Menu window shown in
Figure 4-4 . Thismenu alows you to control various aspects of VAT's operation.

Figure4-4: VAT OptionsMenu

:di100404.tif

VAT Audio Encoding Formats

Using the center Network section of the menu shown in Figure 4-4 , you can select different audio
encoding modes, depending on your bandwidth and desired audio quality. This setting controls your
transmitted audio only. VAT automatically determines the coding method used on al incoming audio

and decodes it properly. The available encoding formats are listed in decreasing order of bandwidth and
audio quality in Table 4-4 .

Table 4-4: VAT Audio Encoding M ethods

Mode BW Encoding Method

PCM 78 kb/s | 8-bit mu-law encoded 8 kHz PCM (20-ms frames)

PCM2 | 71kb/s | 8-hit mu-law encoded 8 kHz PCM (40-ms frames)

PCM4 | 68kb/s | 8-bit mu-law encoded 8 kHz PCM (80-ms frames)
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DVI 46 kb/s | Intel DVI ADPCM (20-ms frames)

DVI2 39kb/s | Intel DVI ADPCM (40-ms frames)

DVI4 | 36kb/s | Intel DVI ADPCM (80-ms frames)

GSM 17 kb/s | GSM (80-msframes)

LPC4 9 kb/s Linear Predictive Coder (80-ms frames)

In the example shown in Figure 4-4 , the selected mode is PCM 2, which instructs VAT to encode the
audio using PCM 8-bit mu-law using an 8-kHz clock and 40-ms samples.

VAT Audio Playback Modes

VAT hastwo playback modes that can be selected in the Network section of the menu window:
Conference mode and L ecture mode. These options control how dynamically VAT adjusts the size of
the playout buffer that is used to de-jitter the arriving audio data packets. In Conference mode, which is
selected if the Lecture button on the menu is not pressed, VAT vigorously attempts to keep the size of
the playout buffer small in order to reduce delay. Excessive delay can be annoying in an interactive
conference in which multiple speakers are active. On the other hand, if only a single speaker istalking,
such asin the case of an audio broadcast, delay is not really an issue. In these cases, keeping the playout
buffer too small can result in choppy audio when packets arrive too late. Selecting Lecture mode tells
VAT to reduce the size of the playout buffer much more gradually in response to decreasing interarrival
times of audio data.

Note The RecvOnly button that appears directly under the Lecture button on the VAT Options menu
(Figure 4-4 ) simply disables the microphone and prevents accidental transmission of any audio.

VIC---MBone Multimedia Video Tool
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VIC isthe MBone multimedia video tool that provides many-to-many video conferencing capabilities.
Figure 4-5 presents an example of VIC showing multiple video streams being received on the popular

Places all over the world session. Notice that the VIC tool is capable of receiving and displaying all the
video sources in the session simultaneously.

Figure 4-5: VIC MBone Multimedia Video Tool
:di 100405.tif

Places all over the world is ajust-for-fun session where various participants send low-rate video of their
part of the world. Senders are requested to keep their video transmission rates below 10 kb/s so that
excessive network bandwidth is not consumed. The window to the right of each image is a sender
information block, which gives some basic information about the sender.

In this example, the sender's name and location are shown along with the current frame rate (0.5 f/s) and
transmission rate (11 kb/s). The value shown in the parentheses is the current loss rate and indicates how
well the video stream is being received. Y ou can obtain even more information about this video source
by clicking the Info button in the lower-right corner of the sender information block. The Info pull-down
menu is shown in Figure 4-6.

Figure 4-6: Info Pull-Down Menu

:di100406.tif

Selecting Site Info on the pull-down menu displays the Site Info window as shown in Figure 4-7 .

Figure4-7: VAT Site Information Window

:di 100407 .tif

Thiswindow gives additional information about the video source including the encoding method (h261),
Image size (352x288 pixels), tools (VIC-2.8 running on a SunOS-5.6 UNIX platform), e-mail address of
the sender, and so on. The last two lines reflect the last time that an RTP packet was received and the

last time an RTCP packet was received from this source. These are updated periodically.

Y ou can also obtain additional RTP statistics on the data stream by using the Stats button at the bottom
of thiswindow or by selecting RTP Stats from the Info pull-down menu shown previously in Figure 4-6.
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Figure 4-8 is an example of the RTP Statistics displayed using either of these two methods. This
information can be very useful when attempting to debug a video-quality problem.

Figure 4-8: RTP Statistics Display
:di100408.tif
Displaying Video

Viewing the images in the main VIC window is difficult because of their small size. By clicking on the
desired thumbnail image in VIC's main window, however, you can launch another window that contains
this video, as shown in Figure 4-9 . The Size button at the bottom of this window allows you to select

severa different display sizes and window formats.

Figure 4-9: Expanded VIC Source Window

:di100400.tif

Clicking on the Modes button at the bottom of the window displays the M odes pull-down menu shown
in Figure 4-10 .

Figure 4-10: VIC M odes Pull-Down Menu

:di100410.tif

This menu allows you to enable the voice-switched and/or timer-switched display modes. If voice-
switched mode is enabled, the video in the window switches to the speaker, using cues that it receives
from VAT. If the timer-switched mode is enabled, the video in the window cycles through all unmuted
video sources in the session. The other two options on this menu have to do with the use of hardware
video decoders and are beyond the scope of this book.

Transmitting Video

If you are lucky enough to have a camerato source your own video, you need to call up VIC's Menu
window, shown in Figure 4-11 , to set some transmission parameters before you start transmitting.

Figure4-11: VIC's Menu Window
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:di100411.tif

At the top of the window are the control sliders that limit transmission bandwidth and frame rate. Y ou
want to adjust these to ensure that you don't consume too much network bandwidth. In the Places all
over the world session example, senders should adjust these sliders to ensure that their video doesn't
exceed 10 kbps, thereby minimizing the total bandwidth consumed by all video sources in the multicast
session.

Immediately below the Transmission section is the Encoder section that alows you to select the video
encoding methods and options. The most common video encoding is h261, which is avideo
compression method designed primarily for video conferencing over low-rate (less than 128 kbps) lines.

The Encoder section also has a Quality slider you can use to modify further the amount of bandwidth the
transmitted video uses at the expense of image quality. For example, when transmitting h261 encoded
video, reducing the Quality value results in a decrease in image resolution and a decrease in the
bandwidth consumed for a given frame rate. Increasing the Quality value has the opposite effect. The
remaining items on the menu are not discussed here, as they are beyond the scope of this book.

WB---Shared Whiteboard Tool

Just as its name implies, Whiteboard (the application name is simply whb) is an el ectronic whiteboard
that members of the multicast session may share. Whiteboard differs from the other multimedia
conferencing applications already discussed in this chapter in that it uses areliable multicast protocol to
guarantee data delivery to all participants. If the delivery of data was not guaranteed, all participantsin
the session might not see the same thing on their whiteboards.

Note Audio and video data, especially for interactive conferences, must be delivered to all participants at
a constant rate. The amount of time it takes to retransmit a missed audio or video packet is much too
long for the retransmitted audio datato arrive in time. Therefore, audio and video data streams usually
are not transmitted over a guaranteed transport mechanism. Whiteboard data, on the other hand, does not
loseits significance if its delivery is a second or two late. Therefore, it is reasonable to employ some
form of retransmission method to guarantee data delivery.

Figure 4-12 shows an example of the Whiteboard application. Users can make use of several graphics

tools (shown in the menu along the right edge of the display) to draw on the whiteboard, including the
typing of text directly on the whiteboard.

Figure 4-12: WB---The Electronic Whiteboard

file://IV [/[[%20CI SCO%20PRESS%620]/Ciscopress-Devel oping.| p.Multicast.Networks/di 10ch04.htm (19 of 20)09/12/2003 01:11:46



Mutlimedia Multicast Applications

:di100412.tif

Buttons along the bottom-left corner of the whiteboard permit users to import text or PostScript files or
create a new blank whiteboard page. When a user creates a new whiteboard page, previous pages are not
lost. Instead, the slider in the lower corner allows users to switch between whiteboard pagesin the
session. Immediately to the left of the dlider is the name of the participant who created the currently
displayed whiteboard page along with a page number.

Summary

The MBone multimedia conferencing applications described in this chapter are powerful communication
tools that can run over multicast-enabled networks. It's unfortunate that so many newcomersto IP
multicast networking think of video conferencing as the primary reason to implement an I|P multicast
network. Thereality isthat video frequently provides very little value to most conferences and usually
consumes considerable amounts of bandwidth. After the novelty of video conferencing wears off, many
people find that an audio-only conference using VAT, coupled with an electronic whiteboard, generally
IS more productive and cost-effective than afull-blown video conference. As other multicast-based data-
sharing applications become commonplace, these audio plus data-sharing conferences probably will
become the long-awaited killer application that causes the demand for |P multicast networks to take off.
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Summary

Distance Vector Multicast Routing Protocol

Distance Vector Multicast Routing Protocol (DVMRP) was the first true multicast routing protocol to
see widespread use. Based on Steve Deering's semina work, DVMRP is similar in many ways to
Routing Information Protocol (RIP) with some minor variations added to support multicast.

Some key characteristics of DVMRP are
. Distance vector based (similar to RIP)
. Periodic route updates (every 60 seconds)
. Infinity = 32 hops (versus 16 for RIP)
. Poison Reverse has special meaning
. Classless (that is, route updates include masks)

Currently, not all router vendors implement the same multicast routing protocols. However, most
vendors support DVMRP to some degree; hence, it has become the Esperanto of multicast routing
protocols and can be used between virtually al routers. As aresult, this chapter explores DVMRPin a
little more depth than comparabl e chapters explore their respective protocols. Thisinformation is
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presented simply to lay afirm foundation for later chapters on Cisco's Protocol Independent Multicast
(PIM)-DVMRP interoperability features. This chapter offers comprehensive information on the
following topics: DVMRP Neighbor Discovery, route tables, exchanging DVMRP Route Reports,
source distribution trees, multicast forwarding, pruning, grafting, and scalability.

DVMRP Neighbor Discovery

DVMRP Neighbor Discovery, as you will soon discover (sorry about the pun) isimportant because
DVMRP routers must maintain a database of DVMRP adjacencies with other DVMRP routers. Thisis
especially true when DVMRP is operating over multiaccess networks, such as Ethernet, FDDI, and so
forth, because the network can have many DVMRP routers. Asyou will see later in this chapter, the
normal operation of aDVMRP router requiresit to know its DVMRP neighbors on each interface.

To accomplish this, DVMRP Probe messages are periodically multicast to the All DVMRP Router

group address (224.0.0.4). Figure 5-1 shows the DVMRP Neighbor Discovery mechanism in action
between two DV MRP routers connected to a common Ethernet network.

Figure5-1: DVMRP Neighbor Discovery
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Here's an explanation of the DVMRP Neighbor Discovery mechanism depicted in Figure 5-1:

1. Router 1 sends a Probe packet first. Because Router 1 has not yet heard any other Probes from
other routers, the Neighbor List in the Probe packet is empty.

2. Router 2 hears the Probe sent by Router 1 and adds the IP address of Router 1 to itsinternal list
of DVMRP neighbors on thisinterface.

3. Router 2 then sends a Probe of its own with the | P address of Router 1 in the Neighbor List.

4. Router 1 hears the Probe sent by Router 2 and adds the | P address of Router 2 to itsinternal list
of DVMRP neighbors on thisinterface. At the next Probe interval, Router 1 sends a Probe with
the IP address of Router 2 in the Neighbor List.
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When aDVMRP router receives a Probe with its own | P address listed in the Neighbor List, the router
knows that a two-way adjacency has been successfully formed between itself and the neighbor that sent
the Probe.

DVMRP Route Table

In DVMRP, source network routing information is exchanged in the same basic manner asitisin RIP.
That isto say, periodic (every 60 seconds) Route Report messages are sent between DVMRP neighbors.
These Route Reports contain entries that advertise a source network (with a mask) and a hop-count that
Is used as the routing metric.

The routing information stored in the DVMRP routing table is separate from the unicast routing table
and is used to

. Build source distribution trees
. Perform multicast forwarding (that is, Reverse Path Forwarding [RPF] checks)

These tasks are discussed in the sections "DV MRP Source Distribution Trees' and "DV MRP Multicast
Forwarding" later in this chapter.

shows a DVMRP route table in a Cisco router.

Example 5-1: DVMRP Route Table

DVMRP Routing Table - 8 entries

130.1.0.0/16 [0/3] uptime 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel 0, [version nrouted 3.8] [fl ags:
GPM

135.1.0.0/16 [0/3] uptime 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel 0, [version nrouted 3.8] [fl ags:
GPM
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135.1.22.0/24 [0/2] uptinme 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

171.69.0.0/16 [0/ 3] uptinme 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

172.21.27.0/24 [0/ 3] uptinme 00:19: 04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

172.21.32.0/24 [0/ 2] uptinme 00:19: 04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [flags:
GPM

172.21.33.0/24 [0/ 3] uptinme 00:19: 04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [flags:
GPM

172.21.120.0/24 [0/ 3] uptime 00:19:04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

Here's an explanation of the first entry:

. 130.1.0.0/16 indicates that there isa DVMRP route for source network 130.1.0.0 with a 16-bit
mask.

. [0/3] indicates that the administrative distance is 0 and the DVMRP metric is 3 hops.
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« uptime 00:19:03 indicates that this route has been active for 19 hours and 3 seconds.

. expires00:02:13 indicates that the route will expire in 2 minutes and 13 seconds unless another
Route Report is received to refresh this route.

. Vvia 135.1.22.98, TunnelO indicates the I P address of the next hop and the interface in the
direction of the source network.

. [version mrouted 3.8] [flags: GPM] provides information about the DVMRP neighbor that sent
this route information.

Exchanging DVMRP Route Reports

As stated previously, DVMRP Route Reports are periodically exchanged in a manner similar to the way
RIP unicast routing protocol information is exchanged. The key differenceisthat DVMRP routes are
advertised with a subnet mask, making the protocol effectively a classless protocol. This section takes a
closer ook at the DVMRP Route Report exchange mechanism.

Figure 5-2 shows a portion of a multicast network consisting of two DVMRP routers (in this case, two
UNIX workstations running the mrouted DV MRP routing process) connected via a common Ethernet.

Figure 5-2: DVMRP Route Exchange---Initial State
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The contents of their DVMRP route tables reflect DVMRP routes that have been learned viatheir Serial
links and are shown before any Route Reports have been exchanged over the Ethernet. Notice that both
routers have an entry for the 151.10.0.0/16 network.

Assume that Router 2 sends its route report first as shown by Step 1 in Figure 5-3.
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Figure 5-3: DVMRP Route Exchange---Steps 1 and 2
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This Route Report, containing two route advertisements, is received by Router 1 (Step 2), which
responds by adding a new entry for network 204.1.16.0/24 to its DVMRP route table. Additionally,
because Router 2 has a better metric to network 151.10.0.0, Router 1 also updates its existing entry for
network 151.10.0.0 with the new metric (4) and next hop interface (EO).

Note Notice that just asin RIP, the metrics of incoming route advertisements are incremented by the
cost, typically 1 hop, of the incoming interface.

Now, Router 1 responds by sending its own Route Report (Step 3) to Router 2 as shown in Figure 5-4.

Figure 5-4: DVMRP Route Exchange---Step 3
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Notice that Router 1 Poison Reverses the two routes that it has received viainterface EO by adding
infinity (32) to the current metric. This change informs Router 2 that Router 1 isachild (that is, Router 1
Is downstream of Router 2) and that Router 1 expects to receive multicast traffic from these source
networks from Router 2.

Note Poison Reverse is used differently in DVMRP than in most unicast distance vector routing
protocols that use Poison Reverse to advertise the unreachability of a particular route. In unicast routing
protocols such as RIP, a Poison Reverse route is indicated by advertising the route with a metric of
infinity (for instance, infinity = 16 in RIP). When a neighboring router receives this advertisement, the
router can mark this route as unreachable via this neighbor. In DVMRP, however, Poison Reverse
signals to arouter's upstream DV MRP neighbor that this router is downstream in the multicast
distribution tree.

Router 2 receives this Route Report and updates its own DVMRP route table by adding a new entry for
network 198.14.32.0/24 as shown by Step 4 in Figure 5-5.

Figure 5-5: DVMRP Route Exchange---Steps 4 and 5

Saurnce Nekwork S
A | B
" X
rnn:u.nanctg 1 - mrotitad - S uﬂﬁ.
11 o H’!ff,yf {1 4
Yy i1 a5
;’j1 o A PEEE
roed ; minauted ﬂ{ mirdited ﬁ_
c . pl|o e -
A - | ; L i} W
[ . B LI, - mnouted f

Foson Havarss (manc + mhnify) sam (3 upsiream parant nouier

— [oule for sounca network of metric n
m
-

Raouter dapends on parant o recaive raffic for this sowca

In Step 5 (also shown in Figure 5-5), Router 2 sends another route report and Poison Reverses the

198.14.32.0/24 route that it received from Router 1 by adding infinity (32) to the current metric. This
change informs Router 1 that Router 2 is a child (downstream) and expects to receive multicast traffic
from source network 198.14.32.0/24 from Router 1.

DVMRP Truncated Broadcast Trees
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DVMRP is a dense mode protocol that uses source distribution trees, a'so known as shortest path trees
(SPTs), to forward multicast traffic. DVMRP source distribution trees are built by the DVMRP routers
from truncated broadcast trees, which are based on the metricsin the routers DVMRP route tables. To
build a truncated broadcast tree, routers signal their upstream router (the neighbor advertising the best
metric to a source network) that they are downstream by advertising a special Poison Reverse route
metric for the source network back to the upstream router.

When sending a Route Report to the upstream DVMRP router for source network X, Poison Reverse the
route by adding infinity (32) to the current metric for Network X and advertising it back to the upstream
neighbor.

These Poison Reverse route advertisements tell the upstream (parent) router to forward any multicast
traffic from the source network out this interface so that the downstream child router can receive it.
Basically, the downstream router is telling the upstream router to "put me on the truncated broadcast tree
for this source network."

The following should help to clarify the situation. Figure 5-6 shows a sample DVMRP truncated
broadcast tree being built for Network S.

Figure5-6: DVMRP Truncated Broadcast Tree
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In this example, both Routers A and B advertise aroute to Network S (shown by the solid arrows) with a
metric (hop-count) of 1 to Routers C and D. Because Router D is downstream of Router B for Network
S, Router D adds infinity (32) to the received metric to Poison Reverse the route advertisement (shown
by the dashed arrows) to Network S and returns the route advertisement to Router B. Thisinforms
Router B that Router D isachild router and that the link to D should be placed in the outgoing interface
list (that is, on the truncated broadcast tree) for Network S.
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Likewise, Router C recelves advertisements with ametric of 1 from both Routers A and B. Using the
lowest | P address as the tiebreaker, Router C selects Router B as its parent (that is, upstream) router
toward Network S and sends a Poison Reverse (shown by the dashed arrow) to Router B. As aresult,
Router B places the link to Router C in the outgoing interface list that describes the truncated broadcast
tree for Network S.

Routers C and D now both advertise aroute to Network S out their common Ethernet. To avoid the
delivery of duplicate packets, the router with the best metric to Network Sis elected as the designated
forwarder that is responsible for forwarding multicast packets from Network Sto hosts on the Ethernet.
In this case, the metrics are equal, so again, the lowest | P address is used as the tiebreaker, which results
in Router D being the designated forwarder.

Route advertisements (solid arrows) continue to propagate away from Network S through Routers D and
E on down to Routers X and Y as shown in Figure 5-6. At each point, the upstream router is sent a
Poison Reverse advertisement (dashed arrows) to tell it to put the interface in the outgoing interface list
for Network S. In the end, atruncated broadcast tree for Source Network S has been built as depicted by
the solid arrows in Figure 5-7.

Figure 5-7: Resulting Truncated Broadcast Treefor Network S
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Truncated broadcast trees (such as the one shown in Figure 5-7) describe the distribution tree that is used

to deliver multicast traffic from a specific source network to al other locations in the network regardless
of whether there are any group members in the network. \When a source begins to transmit, the multicast
datais flooded down the truncated broadcast tree to all points in the network. DVMRP routers then
prune this flow where the traffic is unwanted. (Pruning is described in more detail in the "DVMRP
Pruning" section later in this chapter.)

The preceding example kept things simple by showing only the advertisements and the resulting
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truncated broadcast tree for Network S. In fact, each source network is associated with atruncated
broadcast tree. Figure 5-8 shows the truncated broadcast tree that is built for Source Network S1.

Figure 5-8: Truncated Broadcast Treefor Network S1

1. ¥ A 1| B
------- mitited mraited 1 x
e 1 - mesiitad H
1 o
1
o -
----- rrscuted ? mingLilad 5% rreaLdesd ;{_
[ [ E v
’ B L
Pl o Q

Mote; IF Addreesof D= C=B< A * |
i

------------- * Mabtwork 51 Source Traa - : .
Source Metwork =1

Because each source network has its own truncated broadcast tree, the example in Figure 5-8 shows a
completely different tree that is rooted at Source Network S1 than the tree shown in Figure 5-7.

The key point hereis that every subnet has a unique truncated broadcast tree that is defined by the
DVMRP route metrics and the Poison Reverse mechanism. Multicast dataisinitially flooded over these
truncated broadcast trees to reach al routersin the network.

Note To avoid getting flamed by readers who have experience with DVMRP, let me point out that |
have taken alittle liberty here with my description of how distribution trees are built in DVMRP. In
reality, until some multicast source in Network S begins transmitting traffic, no forwarding data
structures (other than the DVMRP route table) are created for Network Sin the router. However, as soon
asthefirst packet is received from some multicast source, say Si, an (Si, G) entry is created in the
multicast forwarding table (assuming that the RPF check succeeds). At this point, the outgoing interface
list inthe (Si, G) entry is popul ated based on the Poison Reverse information for Network Sin the
DVMREP route table, thereby creating the distribution tree. This on-demand state creation mechanism
saves considerable memory in the routers.

DVMRP Multicast Forwarding

Because multicast routing is upside-down routing (that is, you are interested in where the packet came
from versus where it is going), the information in the DVMRP routing table is used to determine
whether an incoming multicast packet was received on the correct interface. If not, the packet is
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discarded to prevent multicast loops. Again, forwarding based on the incoming interface is referred to as
Rever se Path Forwarding (RPF), and the test to ensure a packet arrived on the correct interface is called
the RPF check.

An example of an RPF check where a multicast packet arrives on the wrong interface is shown in Figure
5-9.

Figure 5-9: DVMRP RPF Check Failure
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In this example, a multicast packet has arrived from source 151.10.3.21 viainterface SO. However,
based on the 151.10.0.0/16 entry in the DVMRP route table, multicast traffic from this source should be
arriving viainterface E1(not SO). The RPF check, therefore, fails, and the multicast packet is quietly
discarded.

Note Under normal, stable DV MRP operation, packets would not arrive on the wrong interface because
the upstream router would not have forwarded the packet unless the downstream router Poison Reversed
the route in the first place. However, there are cases such asimmediately after a network topology
change when DVMRP routing has not yet converged across all routers (remember, this is distance vector
based routing) where this can occur.

Figure 5-10, on the other hand, shows a successful RPF check. Here, a packet is received from multicast
source 198.14.32.10 viainterface SO.

Figure 5-10: DVMRP RPF Check Succeeds
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Thistime the DVMRP route table entry 198.14.32.0/24 indicates that SO is the correct interface for
traffic arriving from this source network. Therefore, the RPF check succeeds, and the packet is
forwarded out all outgoing interfaces for this source.

DVMRP Pruning

The section "DVMRP Truncated Broadcast Trees" describes how theinitial truncated broadcast trees are
built using DVMRP Route Reports. This process occurs even if there are no active receivers on the
distribution tree. Like most dense mode protocols, DV MRP uses a Flood-and-Prune mechanism to
initially deliver multicast traffic to all routersin the network. In the case of DVMRP, the traffic is
flooded down atruncated broadcast tree to any possible receivers.

However, to conserve precious network resources, you need to shut off (or prune) the traffic flow down
branches of the truncated broadcast tree where there are no receivers. Therefore, leaf routers without any
directly connected receivers send DV MRP Prune messages up the truncated broadcast tree to stop the
flow of unwanted multicast traffic and prune the unwanted branches of the truncated broadcast tree.
What remains after DVMRP Pruning is a source distribution tree or SPT for this specific source.

Unfortunately, because DVMRP is a Flood-and-Prune protocol, the source distribution tree that results
from DVMRP Pruning reverts to a truncated broadcast tree as soon as the Prunes time out. (Typically,
DVMRP Prunes are good for only 2 minutes, after which they expire and traffic is again flooded.) Like
PIM-DM, this Flood-and-Prune behavior can also result in the (S, G) state being created in the DVMRP
routersin the network, even when there are few receivers.

Note The truncated broadcast tree itself is not pruned as aresult of the DVMRP Prunes becauseit is
described by the contents of the DVMRP route table entries across all the routers in the network. These
DVMRP route table entries are not modified by DVMRP Prune messages. Instead, the information
received in a DVMRP Prune message (which is normally a Prune for a specific (S, G) traffic flow) is
stored in a separate data structure in the router. Thisinformation is used to modify the flow of (S, G)
traffic down the truncated broadcast tree.
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Figure 5-11 shows the network with an active Source Si, sending to multicast Group G.

Figure 5-11: DVMRP Pruning---Initial Flooding
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Receiver 1 hasjoined Group G to receive traffic from Si. The solid arrows in the diagram show the
initial flow of (Si, G) traffic down the truncated broadcast tree (dashed arrows) before any pruning
ocCCurs.

In Figure 5-12, Router C is not the designated forwarder for the Ethernet where Receiver 1 is attached
and istherefore aleaf node that has no other directly connected receivers.

Figure5-12: DVMRP Pruning---Step 1
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Router C, therefore, sends a Prune message to Router B to stop the flow of unnecessary (Si, G) traffic.
Router B then responds by pruning the link to C as shown in Figure 5-13.

Figure 5-13: DVMRP Pruning---Step 2
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At this point, both Routers X and Y are also

leaf nodes without any directly connected receivers and also

send Prune messages up the truncated broadcast tree to Router E. Router E is aware (viaDVMRP
Probes) that it has only two DVMRP neighbors (Routers X and Y) on this interface. Because both
neighbor routers on this interface have sent Router E a Prune message for (S, G) traffic, Router E
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knows it can now prune thisinterface. In Figure 5-14, the removal of the solid arrow from Router E
toward Routers X and Y indicates this condition.

Figure 5-14: DVMRP Pruning---Step 3
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Finally, Router E has pruned all (Si, G) traffic from its downstream interfaces, and it too sends a Prune
message up the distribution tree to Router D (see Figure 5-14). Router D responds by pruning the link to
Router E, which resultsin the final pruned state in the network, as seenin Figure 5-15 .

Figure 5-15: DVMRP Pruning---Final Pruned State
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DVMRP Grafting

DVMRP supports areliable Graft mechanism that grafts back previously pruned branches of atree.
Without this mechanism, the join latency for new hosts in the group might be severely affected because
the pruned state in the upstream routers would have to time out before multicast traffic could begin to
flow. Depending on the number of routers along the pruned branch and the timeout valuesin use, several
minutes might elapse before the host begins to receive the multicast traffic. By using a Graft mechanism,
DVMRP reduces thisjoin latency to afew milliseconds.

Unlike the Prune mechanism, which is unreliable, the Graft mechanism is made reliable by the use of
Graft-Ack messages. These messages are returned by the upstream router in response to received Graft
messages. This step prevents the loss of a Graft message because of congestion, which would cause the
Graft processto fail.

Continuing with the sample network from the earlier section on pruning, take alook at an example of the
Graft mechanism in action. Figure 5-16 shows the network immediately after Receiver 2 on Router Y

joins the multicast group. Because Router Y still has state for (Si, G), which indicates that the router was
pruned, it knows that it must send a Graft message (indicated by the small solid arrow in Figure 5-16)

upstream to Router E to reestablish the flow of traffic.

Figure 5-16: DVMRP Grafting---Initial State
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When Router E receives the Graft message, Router E changes the interface state from pruned to
forwarding and acknowledges the Graft from Router Y by sending back a Graft-Ack message (refer to

Figure 5-17).

Figure5-17: DVMRP Grafting---Step 1
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However, because Router E also has previously pruned the (Si, G) source, it must also send a Graft
message upstream to Router D to restart the flow of multicast traffic.
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Finally, when Router D receives the Graft from Router E, it returns a Graft-Ack message and changes
the interface state from pruned to forwarding. This completes the grafting of the previously pruned
branch and starts the flow of multicast traffic down to Receiver 2 as shown in Figure 5-18 .

Figure 5-18: DVMRP Grafting---Step 2
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DVMRP Scalability

Although DV MRP has been deployed in the MBone and in other intra-domain multicast networks, some
rather severe scalability issues prevent it from being used in large-scale multicast environments.

Because DVMRP uses hop-count as a metric with an infinity (unreachable) value of 32 hops, it clearly
cannot be used in a network with a diameter larger than 31 hops without extensive tunneling. For this
reason (as well as several others), DVMRP cannot be used as the multicast protocol that interconnects
the entire Internet. (Anyone out there believe that the Internet has a diameter less than 32 hops? No, of
course you don't!)

Historically, as new areas of the Internet have desired to connect to the MBone, tunneling through large
non-multicast portions of the Internet has been necessary. Thus, an extensively tunneled MBone has
grown somewhat haphazardly through the use of---despite heroic attempts to the contrary---a rather
arbitrary collection of tunnels that interconnect only a small portion of the overal Internet.

In addition to the issue of the diameter of the Internet, DVMRP has al the limitations of a distance
vector protocol, including slow convergence and a periodic route update mechanism that cannot handle
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the nearly 50,000 prefixes active in the Internet. (Can you imagine DVMRP trying to send out 50,000
route updates every 60 seconds?) Clearly, if IP multicast is to become ubiquitous throughout the
Internet, a multicast routing protocol other than DVMRP is necessary for use in the backbone.

Summary

Today's multicast network engineers should consider using DVMRP in their networks in much the same
way as RIPisused for unicast networks. Virtually all 1P networks of any size have been designed

around other, more efficient unicast routing protocols such as Open Shortest Path First (OSPF),
Enhanced Interior Gateway Routing Protocol (EIGRP), Intermediate System-to-Intermediate System (IS
1S), and Border Gateway Protocol (BGP).

Without avery compelling reason, such as to provide backward compatibility, most network engineers
wouldn't even think about deploying a unicast network based on RIP. Multicast networks should be no
different. DVMRP should be employed in new network designs only when necessary to interface with

existing DVMRP infrastructures---and then only until the network can be migrated to some other more
efficient multicast protocol.
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Summary

PIM Dense Mode

Protocol Independent Multicast (PIM) gets its name from the fact that it is IP routing protocol
independent. That is, regardless of which unicast routing protocol(s) is (are) used to populate the unicast
routing table (including static routes), PIM uses this information to perform multicast forwarding; hence,
it is protocol independent. Although we tend to refer to PIM as a multicast routing protocol, it actually
uses the existing unicast routing table to perform the Reverse Path Forwarding (RPF) check function
instead of maintaining a separate multicast route table. Because PIM doesn't have to maintain its own
routing table, it doesn't send and/or receive multicast route updates like other protocols, such as
Multicast Open Shortest Path First (MOSPF) or Distance Vector Multicast Routing Protocol (DVMRP).
By not having to send multicast route updates, PIM's overhead is significantly reduced in comparison to
other multicast protocols.

Note Cisco Systems PIM implementation also permits the RPF check function to use other sources of
routing information, such as a DVMRP route table, static multicast routes called mroutes, and most
recently, special multicast Border Gateway Protocol (BGP) routes. These capabilities are discussed in
more detail in later chapters.
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PIM Dense Mode

Some key characteristics of PIM dense mode (PIM-DM) are
. Protocol independent (uses unicast route table for RPF check)
. No separate multicast routing protocol (ala DVMRP)
« Flood-and-prune behavior (3-minute cycle)
. Clasdess (aslong as classless unicast routing isin use)

Although PIM can be configured to operate in either sparse or dense mode, this chapter provides a brief
overview of PIM-DM operation including information on neighbor discovery, source trees, multicast
forwarding, pruning, asserts, grafting, and scalability. A more detailed discussion of PIM-DM
configuration appears in Chapter 10, "Using PIM Dense Mode." (A brief overview of PIM sparse mode
Isgiven in Chapter 7, "PIM Sparse Mode," with amore detailed discussion on its configuration in
Chapter 11, "Using PIM Sparse Mode.")

PIM Neighbor Discovery

Like DVMRP, PIM uses a Neighbor Discovery mechanism to establish PIM neighbor adjacencies. To
establish these adjacencies, every Hello-Period (default: 30 seconds) a PIM multicast router multicasts a
PIM Hello message to the All-PIM-Router s (224.0.0.13) multicast address on each of its multicast-
enabled interfaces.

Note In PIMv1, these PIM Hello messages were sometimes called PIM Query messages. Like all PIMv1
packets, these packets are multicast to the 224.0.0.2 All Routers multicast group address and ride inside

of Internet Group Membership Protocol (IGMP) packets that have special type codes. On the other hand,
PIMv2 has its own assigned protocol number (103) and, therefore, does not ride inside of IGMP packets.

PIM Hello Messages

PIM Hello messages contain a Hol dtime value, which tells the receiver when to expire the neighbor
adjacency associated with the sender if no further PIM Hello messages are received. The value that is
sent in the Holdtime field is typically three times the sender's PIM Hello-Period, or 90 seconds if the
default interval of 30 seconds is used.

Keeping track of adjacent PIM-DM routersis very important to building and maintaining PIM-DM
source distribution trees as explained in the section "PIM-DM Source Distribution Trees' later in this
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chapter.
PIM-DM Designated Router

In addition to establishing PIM Neighbor adjacencies, PIM Hello messages are also used to elect the
Designated Router (DR) for a multi-access network. PIM routers make note (via PIM Hello messages)
of the router on the network with the highest 1P address. This PIM router becomes the DR for the
network.

Note The DR is primarily used in sparse mode networks and has little meaning in dense mode networks.
The only exception to thisruleiswhen IGMPv1isin use on an interface. In this case, the PIM-DR also
functions as the IGMP Query Router since IGMPv1 does not have a Query Router election mechanism.

When more than one router exists on a LAN segment, the network engineer often has a need to force the
DR election so that a specific router on the segment is elected as DR. Unfortunately, sometimesit is
either inconvenient or impossible to renumber the IP address of the routers to accomplish thisgoal. A
recently proposed enhancement to the PIM protocol will add a new DR-Priority option to PIMv2 Hello
messages that will be used in the PIM DR election process. The DR-Priority option will allow the
network engineer to specify the DR priority of each router on the LAN segment (default priority = 1) so
that the router with the highest priority will be elected asthe DR. If al routers on the LAN segment have
the same priority, then the highest |P address is again used as the tiebreaker.

Note Routers indicate that they support the new DR-Priority feature by the inclusion of the DR-Priority
option in the PIMv2 Hello message that they transmit. Routers that do not support this option will not
send Hello messages with this option (duh!). When PIMv2 routers receive a Hello message without the
DR-Priority option (or when the message has priority of zero), the receiver knows that the sender of the
Hello does not support DR-Priority and that DR election on the LAN segment should be based on IP
address alone.

On Cisco routers, PIM neighbor adjacencies as well as the elected DRs can be displayed using the show
ip pim neighbor 10S command. Example 6-1 shows some sample output of ashow ip pim neighbor
command on a Cisco router.

Example 6-1: show ip pim neighbor Command Output

wan- gw8>show i p pi m nei ghbor
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Pl M Nei ghbor Tabl e

Nei ghbor Address Interface Uptine Expires Mde

153.68.0. 70 Fast Et hernet 0 2wld 00: 01: 24 Dense

153.68.0. 91 FastEthernet0 2wed 00: 01: 01 Dense
(DR)

153.68. 0. 82 FastEt hernet0 7w0d 00: 01: 14 Dense

153.68. 0. 86 FastEt hernet0 7w0d 00: 01: 13 Dense

153.68. 0. 80 FastEthernet0 7w0d 00: 01: 02 Dense

153.68.28. 70 Serial 2. 31 22:47:11 00:01: 16 Dense

153. 68. 28. 50 Serial 2. 33 22:47:22 00: 01: 08 Dense

153.68.27.74 Serial 2.36 22:47:07 00: 01: 21 Dense

153. 68. 28.170 Serial 0. 70 1d04h 00: 01: 06 Dense

153.68.27.2 Seriall.51 1w4d 00: 01: 25 Dense

153.68.28. 110 Seri al 3.56 1d04h 00: 01: 20 Dense

153. 68. 28.58 Serial 3.102 12:53: 25 00: 01: 03 Dense

In Example 6-1, router wan-gw8 has several neighbors on interface FastEther netO. Notice that
neighbor 153.68.0.91 is the DR on this FastEthernet segment and has been up for 2 weeks and 6 days (as
indicated by 2w6d in the Uptime column). Furthermore, the adjacency with this neighbor expiresin 1
minute and 1 second if router wan-gw8 doesn't receive any further PIM Hellos from this neighbor (for
example, if the neighbor router went down or connectivity to it was lost). In this case, anew DR would
be elected for the FastEthernet segment.
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PIM-DM Source Distribution Trees

Because PIM-DM is a dense-mode protocol, source distribution or shortest path trees (SPTs) are used as
the sole means of distributing multicast traffic to receiversin the network. These source distribution
trees are built on the fly, using the flood-and-prune mechanism as soon as a multicast source begins
transmitting.

Unlike DVMRP, which uses its own multicast routing table and a special Poison Reverse mechanism to
initially construct aminimal spanning distribution tree, PIM-DM uses its PIM neighbor information to
construct asimilar source distribution tree. In PIM-DM, neighbors are initially considered to be on the
SPT, with the incoming interface being the interface in the direction of the source (based on the unicast
routing table) and all other PIM-DM neighbors being downstream for this source. Thisinitial form of
SPT isreferred to as a Broadcast Tree because a router sends the multicast traffic to al neighborsin a
broadcastlike fashion. (In contrast, DVMRP routers use Truncated Broadcast Trees to initially flood
multicast traffic to all downstream routers.)

Note Thisisasdlight modification of atechnique called Reverse Path Flooding where incoming traffic
that passes the RPF check is flooded out all other interfaces. The difference hereis that the flooding
occurs only out interfaces where at least one PIM-DM neighbor has been detected or that have a directly
connected receiver(s).

Figure 6-1 shows an example of theinitia flooding of multicast traffic in aPIM-DM network down a
Broadcast Tree.

Figure6-1: PIM-DM Distribution Tree (Initial Flooding)
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Redaivar 1

Receivar 2

Here, you see a multicast source transmitting data that is picked up by Routers A and B and flooded to
their downstream PIM-DM neighbors Routers C and D. Keep in mind that you are looking at the initial
flow of traffic before any pruning takes place because of redundant paths (such as the two incoming
paths to Router C) or duplicate forwarders (such as Routers C and D on their common Ethernet).

Thistreeistrimmed back to aminimal spanning tree of all PIM-DM routers after al pruning has
occurred.

PIM-DM Multicast Forwarding

When a PIM-DM router initially receives a multicast packet, the packet undergoes an RPF check to
ensure that it arrived on the correct interface in the direction of the source. In PIM, this RPF check is
performed by using the information in the unicast routing table. The PIM-DM router searches the
unicast routing table for the longest match of the source | P address in the packet and uses this
information to determine the incoming interface for multicast traffic from this source. If multiple entries
for the source network exist in the unicast routing table (which would occur if there are equal cost paths
to a network), the router chooses only one interface. Thisimplies the following important rule regarding
not only PIM but also IP multicast in general.

A router can have only ONE incoming interface for any entry in its multicast routing table.

In PIM (either dense mode or sparse mode), when multiple entries exist in the unicast routing table, the
entry with the highest next-hop IP address is used for the RPF check and hence the incoming interface.
For example, consider Router R4 in the network shown in Figure 6-2.
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Figure 6-2: Sample Networ k

Souirca
182 18E.1.10

192.168.1.0%4

(Ed) .1
S
I 1 {50
(E1).1| A
17216.2.0024 172.16,3.0024
|.2 {EQ) 2150
R 3.1 (EDN
172164, 054 172.16.9.0/24
 [EQp
ﬁmﬂfﬂf%
Rd 1 (E1)
1TE 65,0004

The routing information in Router R4 for the 192.168.1.0 source network is shown in the routing table in
Example 6-2.

Example 6-2: Routing Tablefor R4

RA>sh ip route

Gateway of |ast resort is not set

172.16.0.0/ 24 i s subnetted, 10 subnets

D 172.16.8.0 [90/2195456] via 172.16.4.1, 20:02:31, Seriall

C 172.16.9.0 is directly connected, EthernetO
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D 172.16.10.0 [90/2195456] via 172.16.9.1, 20:02:31, EthernetO

C 172.16.4.0 is directly connected, Seriall

C 172.16.5.0 is directly connected, Ethernetl

D 172.16.6.0 [90/2707456] via 172.16.4.1, 20:02:31, Seriall

D 172.16.7.0 [90/2195456] via 172.16.4.1, 20:02:31, Seriall

D 172.16.1.0 [90/2707456] via 172.16.9.1, 00:00:13, EthernetO

D 172.16.2.0 [90/2221056] via 172.16.9.1, 00:00:13, EthernetO

D 172.16.3.0 [90/2195456] via 172.16.9.1, 00:00:18, EthernetO

D 192.168. 1.0/ 24 [90/2733056] via 172.16.4.1, 00:00:14, Seriall

[ 90/ 2733056] via 172.16.9.1, 00:00: 14, EthernetO

D 192. 168. 100. 0/ 24 [ 90/ 2835456] via 172.16.4.1, 00:00: 14,
Seriall

[ 90/ 2835456] via 172.16.9.1, 00:00: 14, EthernetO

Notice that there are two equal cost paths in the unicast routing table for source network 192.168.1.0.
However, using the rule regarding only having one incoming interface for multicast, the path via
172.16.9.1, 00:00: 14, EthernetO is used as the RPF or incoming interface. Y ou can confirm this
outcome by using the show ip rpf command, which produces the output shown in Example 6-3.

Example 6-3: RPF Information for Source 192.168.1.10

Ra>sh ip rpf 192.168.1. 10
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RPF i nformation for ? (192.168.1.10)

RPF i nterface: EthernetO

RPF nei ghbor: R3 (172.16.9.1)

RPF r out e/ nask:
192. 168. 1. 0/ 255. 255. 255. 0

RPF type: uni cast

Here, the RPF information for multicast source 192.168.1.10 is viainterface EthernetO through the RPF
neighbor R3 (172.16.9.1).

PIM-DM Pruning

PIM-DM sends Prune messages under the following conditions:
. Traffic arriving on non-RPF point-to-point interfaces
. Leaf router and no directly connected receivers
. Non-Leaf router on a point-to-point link that has received a Prune from its neighbor

. Non-Leaf router on aLAN segment (with no directly connected receivers) that has received a
Prune from a neighbor on the LAN segment and another neighbor on the LAN segment does not
override the Prune

Figure 6-3 continues the PIM-DM network example that was introduced in Figure 6-1. In Figure 6-3,
Router C is sending a Prune message to Router B as aresult of traffic arriving on the non-RPF interface
for the source. In this example, assume that the metric to the source network is better viathe link
between Router A and C than it is between Router B and C.

Figure 6-3: PIM-DM Pruning of Non-RPF Interface
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Hecedsar 2

In the next step, shown in Figure 6-4, Router B has responded to the Prune by pruning itslink to C.
Additionally, Router | isaLeaf router without any directly connected receivers, so it now sends a Prune
to Router E.

Figure 6-4: PIM-DM Pruning---Step 1
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Router E now responds by pruning its link to Router | (see Figure 6-5), and because Router E has no
directly connected receivers and al downstream links are pruned, it too sends a Prune message to
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Routers C and D.

Figure 6-5: PIM-DM Pruning---Step 2

Hecedsar 2

However, because Receiver 1 isdirectly connected to the same interface, Routers C and D ignore this
Prune. (Aslong as the source continues sending, Router E continues to send Prune messages. However,
it rate-limits these Prune messages to roughly every 3 minutes because the interface is a multi-access
network. This action avoids an explosion of Prune messages that would consume bandwidth on this
network segment.)

Prune Override

The Prune mechanism on multi-access networks operates differently in PIM than it doesin DVMRP.
Whereas DVMRP keeps track of its neighbors on an interface and records the fact that a neighbor has
sent a Prune, PIM-DM does not. Instead, PIM expects to receive overriding Joins from downstream
neighbors that wish to continue receiving traffic in response to Prunes by other neighbors on the same
interface.

Using alegidative analogy, you could say that a PIM router letsits downstream neighbors al vote on a
proposed "Prune bill" that will prune a multicast source from the subnet.

Each router has the ability to veto the bill by using a Join message. However, PIM doesn't bother to
count the votes; it just listens for afew seconds to see whether there is a veto to the proposed Prune bill
on the subnet floor. Hearing none, PIM "passes’ the bill and prunes the interface.
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DVMRP, on the other hand, operates by counting al Prune votes on the subnet floor. Thereis no time
limit on voting, and routers can change their vote (like most wishy-washy politicians) at any time by
using a DVMRP Graft message. Only when the vote to prune becomes unanimous with no abstentions
does DVMRP pass the bill and prune the source.

Finally, because DVMRP and PIM-DM are both flood-and-prune protocols, any Prune legislation that is
passed has alimited life and must be brought back to the senate (subnet) floor to be voted on again every
2 to 3 minutes.

Routers G and H, shown in Figure 6-6, are good examples of this mechanism at work.

Figure6-6: PIM Prune Override

Recedvar 2

Router G is aleaf node without any directly connected receivers, so it sends a Prune message on the
Ethernet to Router F. However, because Prune messages are multicast to the All-PIM-Router
(224.0.0.13) group address, Router H overhears the Prune message sent to Router E. Because H does
have a directly connected receiver, H sends a PIM Join message to override the Prune sent by Router G.

Prune Delay Accumulation

To make pruning work properly, a 3-second Prune-delay timer is started when a PIM router receives a
Prune message on a multi-access network. If no overriding Join message is received to cancel thistimer,
the Prune takes place when the timer expires. Y ou need to be mindful of this multi-access prune delay
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when designing PIM networks. In some situations, this delay can accumulate when unwanted multicast
traffic is flowing across multiple multi-access networks.

Figure 6-7 shows an example of thistype of delay and how it can affect Prune latency.

Figure6-7: PIM Prune-Delay Accumulation
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This example shows a string of routers connected to each other via multi-access (for instance, Ethernet)
networks. Now a multicast source begins transmitting traffic that is flooded all the way down to Router
E. However, Router E is aleaf node without any directly connected receivers, so it sends a Prune
message back upstream to Router D. Router D must wait the normal 3-second multi-access network
Prune-delay time to see whether an overriding Join comes from another PIM router on the network. At
the end of this delay period, Router D prunes the interface and (because it has no directly connected
receivers and all downstream interfaces are pruned) sends its own Prune message upstream to Router C.
This process continues until Router A receives the Prune and has waited the 3-second Prune-delay
period for atotal Prune delay of 12 seconds. Because PIM Prunes have alifetime of 3 minutes, this
process occurs again when the Prune at Router A times out.

PIM-DM Asserts

Going back to the network example (shown in Figure 6-6), source traffic is now flowing only to points
in the network where receivers are present. That leaves one final issue: the duplicate traffic being
delivered by Routers C and D onto the Ethernet where Receiver 1 is connected.

To address thisissue and shut off all but one flow of multicast to this network, PIM uses an Assert
mechanism to elect a "forwarder” for a particular multicast source. The Assert mechanism istriggered
by the following rule.

If arouter receives amulticast packet via an interface in the outgoing interface list associated with a
multicast source, send a PIM Assert message out the interface to resolve which router will continue
forwarding this traffic.
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PIM Dense Mode

When the Assert mechanism istriggered on an interface, a PIM router sends a PIM Assert message
containing its metric to the source. All PIM routers on the network examine the metric in the PIM Assert
message to determine which router has the best metric back to the multicast source. The router with the
best metric continues to forward traffic from this source onto the network while all other PIM routers

prune their interface. If thereis atie in the metrics, the router addresses are used as the tiebreaker and
the highest | P address wins.

Figure 6-8 shows the PIM Assert mechanism in action.

Figure6-8: PIM Assert Mechanism
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Here's a description of the two-step PIM Assert mechanism in Figure 6-8:

Step 1 Both routers begin receiving traffic from the same source through their serial interface and
forward it onto the common Ethernet network. As aresult, each router receives a packet from the
multicast source via an interface (in this case, EthernetO) that is on its outgoing interface list. This action
triggers both routers to send PIM Assert messages to resolve who should be the forwarder.

Step 2 The routers send and receive PIM Assert messages that contain the administrative distance (used
as the high-order portion of the compared value) and the routing protocol metric for the source (used as
the low-order portion of the compared value). The valuesin the PIM Assert messages are compared and
the lowest value (that is, has the best metric to the source when both administrative distance and route
metric are considered) wins the Assert battle. The loser(s) stop sending the source traffic onto the
network by pruning their interface(s) for this source traffic.

Returning to the sample network (see Figure 6-9), Routers C and D are sending PIM Assert messages in

response to receiving a multicast packet from the source viatheir outgoing interface (the Ethernet
network).

Figure6-9: PIM Assert Example
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Assuming that Routers C and D have the same metrics and that C has a higher I1P address, C wins the
Assert battle and continues to forward traffic onto the Ethernet while Router D prunes itsinterface, as
shown in Figure 6-10.

Figure 6-10: PIM Networ k---After Assert
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PIM-DM Grafting
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PIM-DM aso has a capability to graft back previously pruned branches of a distribution tree so that
restarting the flow of multicast traffic can be accomplished with minimum delay. Figure 6-11 shows the
network example with athird receiver now joined to the multicast group off Router |.

Figure 6-11: PIM-DM Grafting---Step 1
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When Router | receives the IGMP Membership Report from Receiver 3, Router | knows that it must
send a Graft message to Router E to restart the flow of multicast traffic. (It knows this because it still has
multicast state, albeit pruned, for the source.) When Router E receives the Graft message from Router |,
it responds by sending back a Graft-Ack message.

Because Router E had previously sent a Prune for this source (although it was ignored because Receiver
1 isdirectly connected to this network), it too sends a Graft message to Router D, which immediately
responds by sending a Graft-Ack message, as shown in Figure 6-12. At this point, multicast traffic
beginsto flow through Router E and Router | to Receiver 3.

Figure 6-12: PIM-DM Gr afting---Step 2
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Future PIM-DM Enhancement---State-Refresh

As this book was going to press, the Internet Engineering Task Force (IETF) was completing work on an
extension to the PIM-DM protocol specification that would al but eliminate the periodic flood-and-
prune behavior of PIM-DM. This extension is called Sate-Refresh and basically does what the name
implies: It refreshes downstream state so that the pruned branches of the Broadcast Tree do not time out.

State-Refresh is accomplished by first-hop routers periodically sending an (S, G) State-Refresh message
down the original Broadcast Tree aslong as Source Sis still sending traffic to Group G.

Figure 6-13 shows an example of (S, G) State-Refresh messages being sent hop by hop in a network
whose (S, G) Broadcast Tree has been pruned back by the PIM-DM Prune and Assert mechanisms
described in the previous sections.

Figure 6-13: State Refresh
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In this example, only Receiver 1 is an active member of Group G and is receiving traffic from Source S
along the path shown by the solid arrows. To refresh the state of this tree and prevent the pruned
interfaces from timing out, the first-hop routers, Routers A and B, are both periodicaly sending (S, G)
State-Refresh messages, as shown by the dashed arrows in the drawing. When these messages reach the
routers along the origina (S, G) Broadcast Tree, they reset the prune timersin their (S, G) outgoing
interface list. This prevents the pruned interfaces (indicated in the drawing by the solid arrows) from
timing out and causing (S, G) traffic to again be flooded everywhere in the network.

The new State-Refresh mechanism provides an additional benefit that may not be immediately obvious.
It also refreshes interfaces that were pruned as aresult of the Assert process. Thisis accomplished by
including the same basic route metric information in the State-Refresh message that is passed in Assert
messages. This further reduces PIM-DM overhead because it eliminates the need to periodically rerun
the Assert mechanism to prune off redundant paths.

PIM-DM Scalability

If the unicast network iswell designed and makes good use of hierarchical |P Address assignment and
route aggregation, PIM-DM has the potential to scale much better than DVMRP scales. Thereason is
that PIM uses the underlying unicast routing table in the routers to perform its RPF checks and, unlike
DVMRP, does not send separate multicast routing updates. However, PIM-DM has the same basic flood-
and-prune behavior as DVMRP and, therefore, can suffer from the periodic flooding of unwanted traffic
through the dense mode domain. The proposed State-Refresh extension to the PIM specification
(although still not implemented when this book went to press) will prevent prune state from timing out
and avoid the periodic flooding of unwanted traffic.

Summary
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PIM-DM is best used in high-speed networks where the bandwidth consumed by periodic flooding is not
an issue. Using PIM-DM for general -purpose multicast on networks that employ medium- to low-speed
WAN linksis generally not desirable. Even when the State-Refresh extension becomes aredlity, PIM-
DM will still create (S, G) state in every router in the network. In networks that have large numbers of
active sources and groups, the amount of multicast routing state that must be maintained in the routersin
the network can become an issue. Furthermore, networks that have large numbers of sources, such as
financial networks, or in which RTP-based multimedia applications are used, tend to suffer from bursty
source problems.

Note Most of the sourcesin these networks tend to send a single multicast packet every few minutes.
The State-Refresh enhancement will not help in these scenarios because the (S, G) state in the first-hop
routers will time out if the time interval between packets sent by the source is greater than 3 minutes.
Because of these factors, most PIM multicast network engineers are opting for PIM sparse mode, which
requires less state in the routers and does not suffer from a flood-and-prune behavior.
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PIM Sparse Mode

Protocol Independent Multicast sparse mode (PIM-SM), like PIM dense mode (PIM-DM), uses the
unicast routing table to perform the Reverse Path Forwarding (RPF) check function instead of

mai ntaining a separate multicast route table. Therefore, regardless of which unicast routing protocol(s) is
(are) used to populate the unicast routing table (including static routes), PIM-SM uses this information
to perform multicast forwarding; hence, it too is protocol independent.

Some key characteristics of PIM-SM are
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PIM Sparse Mode

. Protocol independent (uses unicast route table for RPF check)

« No separate multicast routing protocol (ala Distance Vector Multicast Routing Protocol
[DVMRP])

. Explicit Join behavior

. Classless (aslong as classless unicast routing isin use)
This chapter provides an overview of the basic mechanisms used by PIM-SM, which include

. Explicit Join model

. Shared trees

. Shortest path trees (SPT)

« Sourceregistration

. Designated Router (DR)

. SPT switchover

. State-Refresh

. Rendezvous point (RP) discovery

In addition, some of the mechanisms that are used in PIM-DM (covered in Chapter 6, "PIM Dense
Mode") are also used by PIM-SM. These include

« PIM Neighbor Discovery
. PIM Asserts

This chapter does not repeat these topics. However, the reader is encouraged to review these topics
before proceeding with this chapter. Finaly, it'simportant to keep in mind that this chapter is strictly an
overview of PIM-SM and covers only the basics. The details of the mechanisms, state rules, and so forth
are covered in Chapter 11, "Using PIM Sparse Mode."
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Explicit Join Model

Just as its name implies, PIM-SM conforms to the sparse mode model where multicast traffic is only
sent to locations of the network that specifically request it. In PIM-SM, thisis accomplished via PIM
Joins, which are sent hop by hop toward the root node of tree. (The root node of atreein PIM-SM isthe
RP in the case of a shared tree or the first-hop router that is directly connected to the multicast sourcein
the case of a SPT.) Asthis Join travels up the tree, routers along the path set up multicast forwarding
state so that the requested multicast traffic will be forwarded back down the tree.

Likewise, when multicast traffic is no longer needed, arouter sends a PIM Prune up the tree toward the
root node to prune off the unnecessary traffic. Asthis PIM Prune travels hop by hop up the tree, each
router updates its forwarding state appropriately. This update often results in the deletion of the
forwarding state associated with a multicast group or source.

The key point hereisthat in the Explicit Join model, forwarding state in the routersis set up as a result
of these Joins. Thisis a substantial departure from flood-and-prune protocols such as PIM-DM where
router forwarding state is set up by the arrival of multicast data.

PIM-SM Shared Trees

PIM-SM operation centers around a single, unidirectional shared tree whose root nodeis called the
rendezvous point (RP). These shared trees are sometimes called RP trees because they are rooted at the
RP. (Shared trees or RP trees are frequently known as RPTs so as to avoid confusion with source trees,
which are also known as shortest path trees; hence, the acronym SPTs.)

L ast-hop routers (routers that have a directly connected receiver for the multicast group) that need to
receive the traffic from a specific multicast group, join this shared tree. When the last-hop router no
longer needs the traffic of a specific multicast group (that is, when there are no longer any directly
connected receivers for the multicast group), the router prunesitself from the shared tree.

Because PIM-SM uses a unidirectional shared tree where traffic can only flow down the tree, sources
must register with the RP to get their multicast traffic to flow down the shared tree (viathe RP). This
registration process actually triggers an SPT Join by the RP toward the Source when there are active
receivers for the group in the network. (SPT Joins are described in more detail in the section, "PIM-SM
Shortest Path Trees," and registers are described in more detail in the "Source Registration” section.)

Shared Tree Joins

Figure 7-1 shows the first step of a Shared Tree Join in asample PIM-SM. In this step, asingle host
(Receiver 1) hasjust joined multicast Group G via an Internet Group Membership Protocol (IGMP)
Membership Report.
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Figure7-1: PIM Shared Tree Joins--Step 1
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Because Receiver 1 isthefirst host to join the multicast group in the example, Router C had to create a
(*, G) state entry in its multicast routing table for this multicast group. Router C then places the Ethernet
interface in the outgoing interface list of the (*, G) entry as shown by the solid arrow in Figure 7-2.
Because Router C had to create anew (*, G) state entry, it must also send aPIM (*, G) Join (indicated
by the dashed arrow in Figure 7-2) toward the RP to join the shared tree. (Router C uses its unicast
routing table to determine the interface toward the RP.)

Figure7-2: PIM Shared Tree Join---Step 2
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The RP receivesthe (*, G) Join, and because it too had no previous state for multicast Group G, creates
a(*, G) state entry in its multicast routing table and adds the link to Router C to the outgoing interface
list. At this point, a shared tree for multicast Group G has been constructed from the RP to Router C and
Receiver 1, as shown by the solid arrows in Figure 7-3. Now, any traffic for multicast Group G that
reaches the RP can flow down the shared tree to Receiver 1.
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Figure7-3: Shared Tree Joins---Step 3

3 B RP ¥

1Group &)
L et's continue the example and assume that another host (Receiver 2) joins the multicast group as shown

in Figure 7-4. Again, the host has signaled its desire to join multicast Group G by using an IGMP
Membership Report that was received by Router E.

Figure 7-4: Shared Tree Joins---Step 4
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Because Router E didn't have any state for multicast Group G, it creates a (*, G) state entry in its
multicast routing table and adds the Ethernet interface to its outgoing interface list (shown by the solid
arrow in Figure 7-5). Because Router E had to create anew (*, G) entry, it sendsa (*, G) Join (indicated
by the dashed arrow in Figure 7-5) toward the RP to join the shared tree for Group G.

Figure 7-5: Shared Tree Joins---Step 5
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When Router C receivesthe (*, G) Join from Router E, it findsthat it already has (*, G) state for
Group G (that is, it's already on the shared tree for this group). As aresult, Router C simply adds the link
to Router E to the outgoing interfacelist inits (*, G) entry.

Figure 7-6 shows the resulting shared tree (indicated by the solid arrows) that includes Routers C and E
along with their directly connected hosts (Receiver 1 and Receiver 2).

Figure 7-6: Shared Tree Joins---Step 6
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Shared Tree Prunes

Because PIM-SM uses the Explicit Join model to build distribution trees as needed, it also uses Prunes
to tear down the trees when they are no longer needed. (We could just stop sending periodic Joinsto
refresh the tree and allow the tree branches to time out. However, that isn't avery efficient usage of
network resources.)

As an example, assume that Receiver 2 leaves multicast Group G by sending an IGMP Leave message
(shown in Figure 7-7).
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Figure7-7: Shared Tree Prunes--Step 1
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Because Receiver 2 was the only host joined to the group on Router E's Ethernet interface, this interface
isremoved from the outgoing interface list inits (*, G) entry. (Thisis represented by the removal of the
arrow on Router E's Ethernet in Figure 7-8.) When the interface is removed, the outgoing interface list
for this (*, G) entry isnull (empty), which indicates that Router E no longer needs the traffic for this
group. Router E responds to the fact that its outgoing interface list is now null by sending a (*, G) Prune
(shown in Figure 7-8) toward the RP to pruneitself off the shared tree.

Figure 7-8: Shared Tree Prunes---Step 2
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When Router C receives this Prune, it removesthe link to Router E from the outgoing interface list of
the (*, G) entry (asindicated by the removal of the arrow between Router C and Router E in Figure 7-9).
However, because Router C still has a directly connected host for the group (Receiver 1), the outgoing
interface list for the (*, G) entry is not null (empty). Therefore, Router C must remain on the shared tree,
and a Prune is not sent up the shared tree toward the RP.
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Figure 7-9: Shared Tree Prunes---Step 3

Note The prune examples in this section did not cover the situation in which a (*, G) pruneis being sent
on a multi-access network (such as an Ethernet segment) with several other PIM-SM routers still joined
to the same shared tree. However, the same Prune Override mechanism that was described in Chapter 6
on PIM-DM isalso used in PIM-SM by the other routers on the network to prevent the shared tree from
being pruned prematurely.

PIM-SM Shortest Path Trees

One of the primary advantages of PIM-SM is that, unlike other sparse mode protocols (such as core-
based trees), it doesn't limit us to receiving multicast traffic only viathe shared tree. Just asit is possible
to use the Explicit Join mechanism to join the shared tree, whose root is the RP, this mechanism can be
used to join the SPT whose root is a particular source. The advantage should be obvious. By joining the
SPT, multicast traffic is routed directly to the receivers without having to go through the RP, thereby
reducing network latency and possible congestion at the RP. On the other hand, the disadvantage is that
routers must create and maintain (S, G) state entriesin their multicast routing tables along the (S, G)
SPT. This action, of course, consumes more router resources.

Still, the overall amount of (S, G) information maintained by the routersin a PIM-SM network that uses
SPTsis generally much less than is necessary for dense mode protocols. The reason is that the Flood-
and-Prune mechanism used by dense mode protocols resultsin all routersin the network maintaining

(S, G) state entriesin their multicast routing tables for all active sources. Thisistrue even if there are no
active receivers for the groups to which the sources are transmitting. By joining SPTsin PIM-SM, we
gain the advantage of an optimal distribution tree without suffering from the overhead and inefficiencies
associated with other dense mode protocols such as PIM-DM, DVMRP, and Multicast Open Shortest
Path First (MOSPF). (By now, you are probably beginning to understand why PIM-SM is generally
recommended over other dense mode protocols.)
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This leads to an obvious question: If using SPTsin PIM-SM is so desirable, why join the shared treein
the first place? The problem is that without the shared tree to deliver the first few multicast packets from
asource, routers have no way of knowing that a source is active.

Note Several methods (including the use of dynamic Domain Name System [DNS] entries) have been
proposed to tell routers which sources are currently active for which groups. Using thisinformation, a
router could immediately and directly join the SPT of al active sourcesin the group. Thiswould
eliminate the need for a shared tree and its associated Core or RP. Unfortunately, none of the methods
proposed to date have met with much acceptance in the Internet community.

The sections that follow present the basic concepts of building SPTs using (S, G) Joins and Prunes. Keep
in mind that the goal here is to understand the basic concepts of joining the SPT. The details as to why
and when PIM-SM routers actually join the SPT are discussed later.

Shortest Path Tree Joins

Asyou recall from the section "Shared Tree Joins," routers send a (*, G) Join toward the RP to join the
shared tree and receive multicast traffic for Group G. However, by sending an (S, G) Join toward Source
S, arouter can just as easily join the SPT for Source S and receive multicast traffic being sent by Sto
Group G.

Figure 7-10 shows an example of an (S, G) Join being sent toward an active source to join the SPT. (The
solid arrows in the drawing indicate the path of the SPT down which traffic from Source S1 flows.) In
this example, Receiver 1 has already joined Group G (indicated by the solid arrow from Router E).

Figure 7-10: SPT Join---Step 1
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For the sake of this example, assume that Router E somehow magically knows that Source Sl is active
for Group G.

Note In reality, Router E would have learned that Source Sl is active because it would have received a
packet from the source viathe shared tree. However, to make the point that PIM SPTs are independent
from shared trees (and to simplify this example), we are going to ignore this minor detail and
concentrate on the fact that a router can explicitly join a SPT just as arouter can join the shared tree.

Because Router E wants to join the SPT for Source S1, it sends an (S1, G) Join toward the source.
Router E determines the correct interface to send this Join out by calculating the RPF interface toward
Source S1. (The RPF interface calculation uses the unicast routing table, which in turn indicates that
Router C isthe next-hop router to Source S1.)

When Router C receivesthe (S1, G) Join, it creates an (S1, G) entry in its multicast forwarding table and
adds the interface on which the Join was received to the entry's outgoing interface list (indicated by the

solid arrow from Router C to Router E in Figure 7-11). Because Router C had to create state for (S1, G),
it al'so sends an (S1, G) Join (as shown by the dashed arrow in Figure 7-11) toward the source.

Figure7-11: SPT Join---Step 2
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Finally, when Router A receives the (S1, G) Join, it adds the link to Router C to the outgoing interface
list of its existing (S1, G) entry as shown by the solid arrow in Figure 7-12. (Router A isreferred to as
the first hop router for Source S1 and would have already created an (S1, G) entry as soon as it received

the first packet from the source.)

Figure7-12: SPT Join---Step 3
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Shortest Path Tree Prunes

SPTs can be pruned by using (S1, G) Prunes in the same manner that shared trees were pruned by using
(*, G) Prunes.

Note Again, the prune examples in this section do not cover the situation where an (S, G) pruneis being
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sent on a multi-access network (such as an Ethernet segment) with several other PIM-SM routers still
joined to the same SPT. However, the same Prune Override mechanism that was described in Chapter 6

on PIM-DM is also used in PIM-SM by the other routers on the network to prevent the SPT from being
pruned prematurely.

Continuing with the SPT example, assume that Router E no longer has a directly connected receiver for
Group G and therefore has no further need for (S1, G) traffic. Therefore, Router E sends an (S1, G)
Prune toward Source S1 (as shown by the dashed arrow in Figure 7-13).

Figure 7-13: SPT Prunes---Step 1
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When Router C receivesthe (S1, G) Prune from Router E, it removes the interface on which the
message was received from the outgoing interface list of its (S1, G) entry (indicated by the absence of
the solid arrow between Routers C and E in Figure 7-14). Thisresultsin Router C's (S1, G) entry having
an empty outgoing interface list. Because the outgoing interface list is now empty, Router C has to send
an (S1, G) Prune toward the source S1 (as shown by the dashed arrow in Figure 7-14).

Figure 7-14: SPT Prunes---Step 2
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When Router A receivesthe (S1, G) Prune from Router C, it removes the interface on which it received
the Prune from the outgoing interface list of its (S1, G) entry (indicated by the absence of the solid arrow
between Routers A and C in Figure 7-15). However, because Router A isthe first-hop router for Source
S1 (in other words, it is directly connected to the source), no further action is taken. (Router A simply
continues to drop any packets from Source S1 because the outgoing interface list in Router A's (S1, G)
entry is empty.)

Figure 7-15: SPT Prunes---Step 3

Note To avoid being flamed by readers who are experienced PIM-SM users, | should point out that the
previous SPT examples have been radically simplified to make the concepts of SPTsin PIM-SM easier
to understand. Again, the key point here is that the PIM-SM explicit Join/Prune mechanism can be used
to Join/Prune SPTs as well as shared trees. This capability becomes important in later sections on source
registering and SPT switchover.

PIM Join/Prune Messages
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Although we have been referring to PIM Prunes and Joins as if they were two individual message types,
the redlity isthat thereis only asingle PIM Join/Prune message type. (See Appendix A, "PIM Packet
Formats," for a detailed description of the format of PIM Join/Prune messages.) Each PIM Join/Prune
message contains both a Join list and a Prune list, either one of which may be empty, depending on the
information being conveyed up the distribution tree. By including multiple entries in the Join and/or
Prune lists, arouter may Join/Prune multiple sources and/or groups with asingle PIM Join/Prune
message. This greatly improves the efficiency of the periodic refresh mechanism because typically only
asingle message is necessary to refresh an upstream router's state.

The entriesin the Join and Prune lists of PIM Join/Prune messages share a common format, containing
(among other things) the following information:

« Multicast source address---1P address of the multicast source to Join/Prune. (If the Wildcard
flag is set, thisis the address of the RP.)

. Multicast group address---Class D multicast group address to Join/Prune.
« WC bit (Wildcard flag)---This entry is a shared tree (*, G) Join/Prune message.

. RP bit (RP Treeflag)---This Join/Prune information is applicable to and should be forwarded up
the shared tree.

By manipulating the preceding information in each Join/Prune list entry, various requests may be
signaled to an upstream router.

For example, a PIM Join/Prune message with an entry in the Join list of
Source address = 192.16.10.1

Group address=224.1.1.1

Flags=WC, RP

indicates that thisitem isa (*, G) (denoted by the WC and RP flags being set) Join for Group 224.1.1.1
whose RPis192.16.10.1.

A PIM Join/Prune message with an entry in the Prune list of
Source address = 191.1.2.1

Group address = 239.255.1.1
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Flags = none

indicates that thisis an (S, G) (denoted by the WC and RP flags being clear) Prune for source 191.1.2.1,
Group 239.255.1.1.

Note The reason that this information on the Join/Prune message contents is presented hereis that it
(particularly the part about the RP flag) will be important when we discuss pruning specific source
traffic flows from the shared tree in the " Shortest Path Tree Switchover” section.

PIM-SM State-Refresh

To prevent astale PIM-SM forwarding state from getting stuck in the routers, it is given afinite lifetime
(3 minutes), after which it is deleted. (For example, if an upstream router loses a Prune because of
congestion, the associated forwarding state could remain in the router for along time.) Thelifetimeis
established by associating a 3-minute expiration timer with each (*, G) and (S, G) state entry in the
multicast routing table. When these timers expire, the state entry is deleted. As aresult, downstream
routers must periodically refresh this forwarding state to prevent it from timing out and being del eted.
To do so, routers send PIM Join/Prune messages to the appropriate upstream neighbor once a minute.
When the upstream neighbor receives the PIM Join/Prune message, it refreshes its existing multicast
forwarding state and resets the 3-minute expiration timers.

Routers refresh shared trees by periodically (once a minute) sending (*, G) Joins to the upstream
neighbor in the direction of the RP. Additionally, routers refresh SPTs by periodically (once a minute)
sending (S, G) Joins to the upstream neighbor in the direction of the source.

These periodic (*, G) and (S, G) Joins are sent by routers as long as they have a nonempty outgoing
interface list in thelr associated (*, G) and (S, G) entries (or adirectly connected host for multicast
Group G). If these periodic Joins were not sent, multicast state for G would eventually time out (after 3
minutes) and the distribution tree associated with the (*, G) and/or (S, G) multicast routing entry would
be torn down.

Note | find that this periodic refresh mechanism is one of the most frequently overlooked aspects of
PIM-SM when students are initially learning PIM-SM fundamentals. This results in confusion regarding
the maintenance of certain timersin the multicast forwarding table as well as confusion when this
periodic Join message traffic is observed during debugging sessions.

Source Registration
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In the section "PIM-SM Shared Trees," you learned how routers use (*, G) Joinsto join the shared tree
for multicast Group G. However, because PIM-SM uses a unidirectional shared tree, multicast traffic
can only flow down this tree. Therefore, multicast sources must somehow get their traffic to the RP so
that the traffic can flow down the shared tree. PIM-SM accomplishes this by having the RP join the SPT
back to the source so it can receive the source's traffic. First, however, the RP must somehow be notified
that the source exists. PIM-SM makes use of PIM Register and Register-Stop messages to implement a
source registration process to accomplish this task.

Note A common misconception is that a source must register before any receivers can join the shared
tree. However, receivers can join the shared tree, even though there are currently no active sources. But
when a source does become active, the RP then joins the SPT to the source and begins forwarding this
traffic down the shared tree. By the same token, sources can register first even if there are no active
receiversin the network. Later, when areceiver does join the group, the RP Joins the SPT toward all
sources in the group and begins forwarding the group traffic down the shared tree. These scenarios are
covered in more detail in Chapter 11.

The following sections discuss the mechanics of the source registration process that makes use of PIM
Register and PIM Register-Stop messages. This process notifies an RP of an active source in the network
and deliversthe initial multicast packets to the RP to be forwarded down the shared tree. At the end of
this section, a detailed, step-by-step example shows this process in action.

PIM Register Messages

PIM Register messages are sent by first-hop DRs (that is, a DR that is directly connected to a multicast
source) to the RP. The purpose of the PIM Register message is twofold:

1. Notify the RP that Source Sl is actively sending to Group G.

2. Deliver theinitial multicast packet(s) sent by Source S1 (each encapsulated inside of asingle
PIM Register message) to the RP for delivery down the shared tree.

Therefore, when a multicast source begins to transmit, the DR (to which the source is directly
connected) receives the multicast packets sent by the source and creates an (S, G) state entry in its
multicast routing table. In addition, because the source is directly connected (to the DR), the DR
encapsulates each multicast packet in a separate PIM Register message and unicasts it to the RP. (How
the DR learns the | P address of the RP is discussed in the "RP Discovery" section.)

Note Unlike the other PIM messages that are multicast on alocal segment and travel hop by hop through
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the network, PIM Register messages and their close cousins, PIM Register-Stop messages (discussed in
the next subsection) are unicast between the first-hop router and the RP.

When an RP receives a PIM Register message, it first de-encapsul ates the message so it can examine the
multicast packet inside. If the packet is for an active multicast group (that is, shared tree Joins for the
group have been received), the RP forwards the packet down the shared tree. The RP then joins the SPT
for Source S1 so that it can receive (S1, G) traffic natively instead of it being sent encapsulated inside of
PIM Register messages. If, on the other hand, there is no active shared tree for the group, the RP simply
discards the multicast packets and does not send a Join toward the source.

Does Anyone Know a Multicast Source?

Every time | describe the PIM Register process to students learning PIM-SM, | can't help but use an
analogy of an elementary school class. Remember back when you were in elementary school, and afew
kids in class aways seemed to have the answer to the teacher's question and were dying to be called on?
Their response to these questions would be to throw their hand high into the air while blurting out, "Oh,
oh, me, me, ME!" (Thiswas generally accompanied by painful facial expressions that were a result of
attempts to raise their hand higher than anyone else in class, sometimes nearly to the point of dislocating
ashoulder.) Now imagine that the teacher has just asked, "Who has multicast traffic for me?' | liketo
think of PIM Register messages as the "Oh, oh, me, me, ME!" message sent by first-hop DRs that are
trying to notify the teacher (the RP) that they have multicast traffic. Of course, in PIM-SM first-hop DRs
(just like many elementary students) don't wait to be called on before blurting out their "Oh, oh, me, me,
ME!" Register messages.

PIM Register-Stop Messages

The RP unicasts PIM Register-Stop messages to the first-hop DR, instructing it to stop sending (S1, G)
Register messages under any of the following conditions:

. When the RP begins recelving multicast traffic from Source S1 viathe (S1, G) SPT between the
source and the RP.

. If the RP has no need for the traffic because there is no active shared tree for the group.

When afirst-hop DR receives a Register-Stop message, the router knows that the RP has received the
Register message and one of the two conditions above has been met. In either case, the first-hop DR
terminates the Register process and stops encapsulating (S1, G) packetsin PIM Register messages.

Source Registration Example

Refer back to the point in the network example (see Figure 7-6) where two receivers have joined
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multicast Group G (as aresult of receiving IGMP Membership Reports from directly connected hosts).
At this point, Routers C and E have successfully joined the shared tree back to the RP. Let's now assume
that multicast Source S1 begins sending multicast traffic to Group G, as shown in Figure 7-16.

Figure 7-16: Sour ce Registration---Step 1
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Because Router A isthefirst-hop DR, it responds to the incoming multicast traffic from Source S1 by
encapsulating the multicast packetsin a PIM Register message and unicasting them (as shown by the
dashed arrow in Figure 7-17) to the RP. (Note that Register messages are not sent hop by hop like other
PIM messages, but are sent directly to the RP as a normal unicast packet.)

Figure 7-17: Sour ce Registration---Step 2
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When the RP receives the Register message, the RP de-encapsulates the message and sees that the
packet is addressed to multicast Group G. The RP also sees that an active shared tree with a nonempty
outgoing interface list exists and therefore sends the de-encapsulated packet down the shared tree
(depicted by the solid arrows in Figure 7-17). Furthermore, because an active shared tree exists for this
group (with a nonempty outgoing interface list), the RP sends an (S1, G) Join back toward Source S1 to
join the SPT and to pull the (S1, G) traffic down to the RP. The (S1, G) Join travels hop by hop back to
the first-hop DR, Router A (see Figure 7-18).

Figure 7-18: Sour ce Registration---Step 3
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When the (S1, G) Join reaches Router A, an (S1, G) SPT has been built from Router A to the RP

(indicated by the solid arrows from Router A to the RP in Figure 7-18). Now the (S1, G) traffic beginsto
flow to the RP viathis newly created (S1, G) SPT.

At this point, the RP no longer needs to continue to receive the (S1, G) traffic encapsulated in Register

messages, so the RP unicasts a Register-Stop message back to the first-hop DR (Router A), as shown in
Figure 7-19.

Figure 7-19: Sour ce Registration---Step 4
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L et's continue with the example and assume another multicast source, S2, connected to Router D begins
sending to Group G. The same registration process would occur and would result in the RP joining the
(S2, G) SPT to pull the (S1, G) traffic down to the RP so that it could be forwarded on down the shared
tree for Group G.

At this point, the RP has joined both the (S1, G) and (S2, G) SPTs, (as seen in Figure 7-20) for the two
active sources for Group G. Thistraffic is being forwarded down the (*, G) shared treeto Receivers 1
and 2. Now, the paths are complete between the sources and the receivers, and multicast traffic is
flowing properly.

Figure 7-20: Sour ce Registration---Step 5

Srurce 5,
(Grown 1)

Aessisyar 1 Resseivar 2
[Group G) [Group G)

Shortest Path Tree Switchover
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PIM-SM enables alast hop DR (that is, a DR with directly connected hosts that have joined a multicast
group) to switch from the shared tree to the SPT for a specific source. This step is usually accomplished
by specifying an SPT-Threshold in terms of bandwidth. If this threshold is exceeded, the last-hop DR
joinsthe SPT. (Cisco routers have this threshold set to zero by default, which means that the SPT is
joined as soon the first multicast packet from a source has been received viathe shared tree.)

SPT Switchover Example

Let's return to the network example at the point where there are two receivers and two active sources
(refer to Figure 7-20). Because Router C is alast-hop DR, it has the option of switching to the SPT's for
Source S1 and Source S2. (For now, we are concentrating on Source S1 because it is the more
interesting case.) To accomplish this, Router C would send an (S1, G) Join toward Source S1, as shown
by the dashed arrow in Figure 7-21.

Figure 7-21: SPT Switchover---Step 1
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When Router A receives this Join, it adds the interface over which the Join was received to the outgoing
interface list of the (S1, G) entry in its multicast forwarding table. This effectively adds the link from
Router A to Router C to the (S1, G) SPT, asindicated in Figure 7-22. At this point, (S1, G) multicast
traffic can flow directly to Router C viathe (S1, G) SPT.

Note Normally, Group SPT-Thresholds are configured consistently on all routers in the network. If this
situation occurred in our example, Router E would also initiate a switch to the SPT by sending an (S, G)
Join to the upstream router toward the source that, in this case, would be Router C. However, to keep the
example ssimple, we only examined the case where Router C initiated the switch. Finally, remember that
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the routers, not the receivers, initiate the switchover to the SPT.

Figure 7-22: SPT Switchover---Step 2
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Y ou have probably noticed that there are now two paths over which (S1, G) multicast traffic can flow to
reach Router C: the shared tree and the SPT. This would result in duplicate packets being delivered to
Router C and is awaste of network bandwidth. So, we need to tell the RP to prune the (S1, G) multicast
traffic from the shared tree, which is precisely the topic of our next section.

Pruning Sources from the Shared Tree

When encountering the situation shown in Figure 7-22, in which source traffic is flowing down the
shared tree that is also receiving viathe SPT, a special type of Pruneis used to tell the RP to prune this
source's traffic from the shared tree. This special pruneisreferred to asan (S G) RP-bit Prune because it
has the RP flag set in the Prune list entry. Asyou recall from the section "PIM Join/Prune M essages,"
the RP flag (also referred to as the RP-bit) indicates that this message is applicable to the shared tree and
should be forwarded up the shared tree toward the RP. Setting this flag/bit in an (S1, G) Prune and
sending it up the shared tree tells the routers along the shared tree to prune Source S1 multicast traffic
from the shared tree.

Referring to Figure 7-23, Router C sends an (S1, G) RP-bit Prune up the shared tree toward the RP to
prune S1 multicast traffic from the shared tree. After receiving this special prune, the RP updatesits
multicast forwarding state so that (S1, G) traffic is not forwarded down the link to Router C. However,
because this link was the only interface on the shared tree that had (S1, G) traffic flowing down it, the
RP no longer has any need for the (S1, G) traffic either.
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Figure 7-23: Pruning Sources from the Shared Tree---Step 1
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To shut off the now unneeded flow of (S1, G) traffic, the RP sends an (S1, G) Prune back toward Source
S1. This Prune (shown by the dashed arrows in Figure 7-24) travels hop by hop through Router B until it
reaches the first-hop router, Router A.

Figure 7-24: Pruning Sour ces from the Shared Tree---Step 2
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Figure 7-25 shows the result. Now, the (S1, G) SPT has been pruned, leaving only the link between
Router A and Router C. Note that Router E is till receiving (S1, G) traffic from Router C (indicated by
the solid arrow from C to E), although Router E is not aware that its upstream neighbor (Router C) has
switched over to the SPT for Source S1.
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Figure 7-25: Pruning Sources from the Shared Tree---Step 3
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Also notein Figure 7-25 that (S2, G) traffic is still flowing to the RP and down the shared tree to reach
Receiver 1 and Receiver 2.

PIM-SM Designated Router

Asdiscussed in Chapter 6, PIM elects a DR on each multi-access network (for example an Ethernet
segment) using PIM Hello messages. In PIM-DM, the DR had meaning only if IGMPv1 wasin useon
the multi-access network because IGMPv1 does not have an IGMP Querier Election mechanism. In that
case, the elected DR also functions as the IGMP Querier. However, in PIM-SM, the role of the DR is
much more important, as you will see shortly.

The Role of the Designated Router

Consider the network example shown in Figure 7-26, in which two PIM-SM routers are connected to a
common multi-access network with an active receiver for Group G. Because the Explicit Join model is
used, only the DR (in this case, Router A) should send Joins to the RP to construct the shared tree for
Group G. If both routers are permitted to send (*, G) Joinsto the RP, parallel paths would be created and
Host A would receive duplicate multicast traffic.

Figure 7-26: PIM-SM Designated Router
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By the same token, if Host A begins to source multicast traffic to the group, the DR (Router A) isthe
router responsible for sending Register messages to the RP. Again, if both routers were permitted to
send Register messages, the RP would receive duplicate multicast packets.

Designated Router Failover

When more than one router is connected to a LAN segment, PIM-SM provides not only a method to
elect the DR but also away to detect the failure of the current DR. If the current DR (Router A) shown
in Figure 7-26 wereto fail, Router B would detect this situation when its neighbor adjacency with
Router A timed out. Now, a new DR election takes place, and Router B becomes the active DR for the
network.

In this case, Router B is already aware that an active receiver (Host A) exists on the network because it
has been hearing IGMP Membership Reports from the host. As aresult, Router B already has IGMP
state for Group G on thisinterface, which would cause B to send a Join to the RP as soon as it was
elected the new DR. This step re-establishes traffic flow down a new branch of the shared tree via
Router B. Additionally, if Host A were sourcing traffic, Router B would initiate a new Register process
immediately after receiving the next multicast packet from Host A. This action would trigger the RP to
join the SPT to Host A viaanew branch through Router B.

RP Discovery

For PIM-SM to work properly, al routers within the PIM-SM domain must know the address of the RP.
In small networks that use asingle RP for all multicast groups, manually specifying the | P address of the
RP in the configuration of each router might be possible. However, if the size of the network grows or if
the RP changes frequently, manual configuration of every router becomes an administration nightmare.
This problem is further compounded by the fact that different multicast groups use different RPs in other
locations in the domain to either optimize the shared tree or spread the RP workload across multiple
routers.

PIMv2 defines a Bootstrap mechanism that permits all PIM-SM routers within a domain to dynamically
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learn al Group-to-RP mappings and avoid the manual RP configuration problem. In addition, Cisco's
PIM implementation has another mechanism, Auto-RP, which can accomplish the same thing. (Cisco's
Auto-RP was devel oped before the PIMv2 specification was written so that existing Cisco PIM-SM
networks could dynamically learn Group-to-RP mappings.) Both of these mechanisms are discussed in
Chapter 12, "PIM Rendezvous Points."

PIM-SM Suitability/Scalability

Because PIM-SM uses the Explicit Join model, multicast traffic is better constrained to only those
portions of the network where it is actually desired. Therefore, PIM-SM does not suffer from the
inefficiencies found in flood-and-prune protocols such as DVMRP and PIM-DM. As aresult, PIM-SM
is better suited to multicast networks that have potential members at the end of WAN links,

In addition to the obvious advantages of the Explicit Join model, PIM-SM enables network engineersto
use SPTsto reduce the network latency commonly associated with the use of shared trees. The decision
to use or not use SPT's can be made on a group-by-group basis. For example, alow-rate, many-to-many
multicast application (such as SDR) running over a star-topology network may not warrant the use of
SPTs. In this case, the use of Infinity asthe group's SPT-Threshold could force al group traffic to
remain on the shared tree. This ability to control the use of SPTs gives network engineers greater control
over the amount of state created in the routers in the network. Ultimately, the amount of statein the
routers in the network is one of the primary factors that affects the scalability of any multicast routing
protocol.

PIM-SM is arguably the best choice for an intra-domain multicast routing protocol for most general-
purpose multicast networks. The possible exceptions are dedicated, special purpose networks that are
designed to run very specific network applications under the complete control of the network
administrators. (In these cases, PIM-SM may still be the best choice, although other protocols could
possibly be made to work adequately given the tight controls that the network administrators have over
the network and its applications.)

Summary

This chapter has presented an overview of the fundamentals of PIM-SM. The key points of PIM-SM are
the use of an Explicit Join model to build shared trees and SPTs. In addition, because traffic only flows
down the shared tree in traditional PIM-SM, there must be some way to get traffic from a source to the
RP. Thistask is accomplished by the RP joining the SPT toward the source. However, first the RP must
be made aware that the source exists, which requires the PIM Register mechanism. The final point, and
possibly the most overlooked aspect of PIM-SM, isthat routers with directly connected receivers usually
immediately join the SPT to a newly detected source and bypass the RP.
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Core-Based Trees

The Core-Based Tree (CBT) multicast routing protocol istruly a work-in-progress and has been so for
severa years. The original version, CBTv1, was superseded by CBTv2 (defined in RFC 2189) whichiis,
unfortunately, not backward compatible with CBTv1. However, because CBTv1 was never really
implemented in any production networks to speak of, backward compatibility is not an issue. CBTv2 has
also not really seen any significant deployment to date, which is probably good, because a new draft
specification for CBTv3 is aready out that supersedes and is not backward compatible with CBTv2.

This chapter provides a brief discussion of the concepts and mechanisms used by version 2 of the CBT
multicast routing protocol. The coverage includes a brief overview followed by more details on the
following CBTv2 topics:
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Core-Based Trees
. Joining the CBT shared tree
« Pruning the CBT shared tree
. CBT state maintenance
. CBT Designated Router
. Core Discovery

Finally, avery short discussion of some of the changes proposed in version 3 of the CBT protocol is
followed by an examination of the scalability and suitability to the use of CBT in today's multicast
network.

CBT Overview

The original designers of CBT were concerned with the scalability of multicast as the number of active
groups in the network grows. Therefore, a primary goal of CBT is the reduction of multicast state in the
routers in the network to O(G) (pronounced "order G"). To accomplish thisgoal, CBT was designed as a
sparse mode protocol (similar in many ways to Protocol Independent Multicast Sparse Mode [PIM-SM])
that uses only bidirectional shared treesto deliver multicast group traffic to portions of the network that
have specifically joined the group. These bidirectional shared trees are rooted at a Core router, (hence
the name, Core-Based Trees) and permit multicast traffic to flow in both directions, up or down the tree.
The bidirectional nature of these trees means that routers already on the shared tree do not have to
perform any special tasksto forward locally sourced multicast traffic to the Core. Instead, the first-hop
CBT router can ssmply send the traffic up the tree. Each router on the tree ssmply forwards the traffic out
al interfaces on the tree other than the interface on which the packet was received.

Figure 8-1 is an example of a CBT that has several member hosts, M1 to M7, joined to the tree. In this
example, member M3 is also a source of multicast traffic to the group. Because it is both a member and
asource, M3 is called amember source.

Figure8-1: Traffic Flow on CBTs
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Notice that the traffic sent by M3 flows both up and down the shared tree as shown by the arrowsin
Figure 8-1. The bidirectional nature of CBT means that no special processing is necessary to get the
traffic to the Core so that it can flow down the other branches of the CBT to other members. The key
benefit here isthat there is also no need for additional forwarding state in the routers for member senders.

Note Note that CBT differsfrom PIM-SM in that source traffic cannot flow up the shared tree because it
isunidirectional. Instead, PIM-SM uses shortest path trees (SPTs) between the rendezvous point (RP)
and the source to get the traffic to the RP so it can be forwarded down the shared tree.

Unfortunately, routers that have nonmember sources attached (that is, routers that are not on the shared
tree) still must send any traffic sent by these locally attached nonmember sources to the Core viaan I P-
in-1P tunnel so that the traffic can flow down the tree to the receivers. Unlike PIM-SM, CBT does not
have away to eliminate the encapsulation of this traffic short of the nonmember source joining the group.

Finally, because CBT has the notion of a shared tree only to minimize state in the routers, it does not
support SPTs. Asaresult, CBT does not have the capability to cut over to SPTs. Although this approach
does achieve the goal of reducing the amount of multicast state in the routers (by maintaining only (*, G)
state entries in the multicast routing table) traffic can suffer from increased latency. Thisincrease can
occur because of suboptimal Core placement, which can cause multicast traffic to take aless than
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optimum path across the network.

Figure 8-2 shows how multicast traffic can take a suboptimal path to reach certain receiversin the
network.

Figure 8-2: Suboptimal Traffic Flow

In this example, member M8 has caused Router G to join the CBT viathe path through Router B. In
addition, M8 is also sourcing multicast traffic onto network N- which is being forwarded up the shared

tree to the Core. Member M3 is receiving this traffic flow viathe path through Routers G-B-A-F.
However, in this example, Router G has adirect link to Router F which would be a more optimal path
for the traffic flow from M8 to M3. Unfortunately, CBT does not provide a capability for Router F to
join the SPT for source M8 and, therefore, latency isincreased.

Now that the basic concepts of how traffic flowsin a CBT network have been presented, the next
sections provide a basic explanation of how the shared tree is constructed and maintained.

Joining the Shared Tree
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When a CBT router receives an Internet Group Membership Protocol (IGMP) Membership Report from
alocally connected host, the router initiates the CBT Join process by sending a CBT Join-Request
message to the next-hop router in the direction of the Core. (Much like PIM-SM, CBT calculates the
next-hop router in the direction of the Core by using the information in the unicast routing table.
Therefore, CBT is also considered to be protocol independent.)

Note CBT Join-Request, like most CBT messages, are multicast withaTime To Live (TTL) of 1 to the
All-CBT-Routers multicast group (224.0.0.15) whenever the link supports multicast. If the link does not
support multicast, the Join-Request is unicast to the next-hop router in the direction of the Core. In
addition, CBT has been assigned its own protocol number (7) and, therefore, all CBT packets are
transmitted using this protocol.

The CBT routers in the network forward the Join-Request message hop by hop toward the Core until the
message reaches either the Core or a CBT router that is already on the shared tree. At this point, the
Core (or the "on tree" router) sends back a Join-Ack message in response to the Join-Request to confirm
the join. Only when the Join-Ack is received is the branch of the shared tree successfully established and
multicast traffic permitted to flow up/down the branch.

The CBT router that originated the Join-Request is also responsible for retransmission of the Join-
Request if no corresponding Join-Ack is received within the Retransmit Interval (rtx-interval), whichis
typically 5 seconds. If the retransmission of several Join-Requests fails to produce a corresponding Join-
Ack within the 7.5 second (typical) join-timeout interval (which is aways 3.5 times the rtx-interval per
the CBT specification), the join process is aborted with an error condition and retriggered by the next
incoming |GMP Membership Report from the locally attached host.

Transient State

As a Join-Request threads its way through the network on the way to the Core (or an "on tree" router),
each router along the path sets up atransient Join state entry, which contains the following:

(group, incoming interface, {outgoing interface list})

These transient Join state entries permit routers to forward Join-Ack messages in the reverse path back
down the tree to the originator(s) of the Join-Request. When a CBT router receives a Join-Ack message,
the <group, arrival interface> of the message must match the <group, incoming interface> of a
transient Join state entry. If there is no match, the Join-Ack isignored. If there is a match, the matching
transient Join state router is converted to a Forwarding Cache entry and the Join-Ack forwarded out the
outgoing interface(s) indicated in the transient Join state entry. If a corresponding Join-Ack is not
received within the transient-timeout interval (which is specified in the CBT spec as 1.5 times the rtx-
interval, or roughly 7.5 seconds), the associated transient Join state entry is deleted.
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Forwarding Cache

After transient Join state is confirmed by the receipt of a corresponding Join-Ack message, the
information in the transient state is converted into a multicast forwarding cache entry and the original
transient Join state is deleted.

Multicast forwarding cache entries are indexed by group and contain alist of interfaces over which Joins
have been successfully confirmed. Although forwarding cache entries do not maintain the notion of an
"incoming" or "outgoing" interface, the upstream, or parent, interface in the direction of the Coreis
noted. The remaining interfacesin the list are considered to be child interfaces, which implies that
forwarding cache entries have the following format:

(group, parent interface, {child interfacelist})

Note It is also worth noting that the parent interface and the child interface list are mutually exclusive.
That isto say, the parent interface never appearsin the child interface list.

When transient Join state is converted to aforwarding cache entry, the forwarding cache is searched for
an existing entry for the group. If oneis not found, a new forwarding cache entry for the group is created
and the incoming interface in the transient Join state entry becomes the upstream or parent interface in
the forwarding cache entry. In either case, al outgoing interfacesin the transient Join state entry are
added to thelist of child interfaces in the forwarding cache entry. The resulting multicast forwarding
cache entry is then used to forward subsequent group multicast traffic up and down the tree.

Multicast Forwarding

When a multicast packet arrives, the destination group address in the packet's |P header is used as the
index into the forwarding cache. If a matching forwarding cache entry is found and the packet arrives on
one of the interfaces in the interface list, the packet is forwarded out all remaining interfacesin the
interface list. If amatch is not found or if the arriving interface is not listed in the forwarding entry's
interface list, the packet is ssimply discarded.

Notice that CBT does not use Reverse Path Forwarding (RPF) checks on arriving multicast packets.
Because traffic can flow both up and down the shared tree, RPF checks are not applicable. As aresult,
great care must be taken in the design of the CBT shared tree maintenance algorithms to ensure that no
multicast route loops are ever generated.

Nonmember Sending
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Up to now, our discussion of CBT has focused on the forwarding of multicast group traffic sent by
members of the group who by definition are on the shared tree. In general, thisis the norm because
many of the popular multicast applications (particularly multimedia conferencing applications that use
the Real-Time Protocol [RTP] model) fall into the category of "sender isreceiver." However, the basic
multicast host model described in RFC 1112 (our "IP Multicast Dead Sea Scrolls") does not require a
sender to be amember of the group to which it is sending.

CBT handles the case of nonmember senders by using an IP-in-1P tunnel to forward this traffic to the
Core. Figure 8-3 shows a nonmember (S1) sending to the group. Because Router G is nhot on thetree, it
must encapsulate the traffic and send it to the Core in the IP-in-IP tunnel shown. When the IP-in-1P
encapsulated traffic reaches the Core at the other end of the tunnel, it is de-encapsulated and forwarded
down the shared tree to all of the receivers as shown in Figure 8-3.

Figure 8-3: Nonmember Sending

51 [MNon=Maember)

In the current version of CBT (version 2) defined in RFC 2189, there was no way to convert this IP-in-
| P tunnel over to a branch of the shared tree. Furthermore, if there is no member of the group to which
the nonmember is sending, CBTv2 has no means to tell the router at the end of the tunnel to stop sending
this unwanted group traffic. Thisis obviously akey deficiency in CBTv2, particularly if the send-only
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source is physically many hops away from the core because unnecessary bandwidth is consumed on
each link along this path.

To overcome this deficiency, the newer CBTv3 draft specification permits the CBT router to send a
special, unidirectional Join to the Core to establish a one-way branch of the tree. When established, this
one-way branch permits native (nonencapsul ated) nonmember traffic to flow up the tree toward the Core
so that it can be forwarded to other members on the tree. However, because thisis a one-way branch,
unnecessary group traffic does not flow down branch in the direction of the nonmember sender.

CBT State Maintenance

Because CBT uses the Explicit Join model, the branches of the CBT must be refreshed periodically. The
periodic refresh mechanism used in CBT is based on sending keepalive messages on the upstream link to
the parent and listening for a corresponding response. These keegpalive messages allow a child router to
monitor the reachability of its parent and to take action to repair the tree should connectivity be lost. The
keepalive messages used to accomplish the above are the CBT Echo-Request and Echo-Response
messages, which are described in the next sections.

Echo-Request Messages

Aslong asa CBT router has aforwarding cache entry whose child interface list isnot NULL, it
periodically (every echo-interval, which is typically 60 seconds) sends an Echo-Request message on the
parent link. The Echo-Request message contains no group information itself. Instead, it is arequest for
the parent router to report back (via Echo-Response message) all active groups on this network.

CBT uses an Echo-Request suppression mechanism so that only one child router sends an Echo-Request
when multiple child routers exist on a broadcast-capable, multi-access network. When a CBT router
receives an Echo-Request on its parent interface, it restarts its echo-interval timer and suppresses the
sending of its own Echo-Request. This suppression mechanism hel ps to reduce Echo-Request traffic
because only one needs to be sent upstream every echo-interval period.

Echo-Response Messages

A router that receives an Echo-Request message over one of its child interfaces responds by sending
back an Echo-Response message that contains alist of all groups for which the interface is a child.
When this response is received, each child router scans this group information and refreshes its matching
forwarding entries. Forwarding cache entries that are not refreshed in this manner eventually (in group-
expire-time seconds, which, per the CBT spec, is 1.5 x echo-interval or roughly 90 seconds) time out
and are deleted. Following this deletion, the router sends a Quit-Notification message (detailed in the
section "Pruning the Shared Tree") for the group upstream and a Flush-Tree message (discussed in the
next section) for the group downstream to completely tear down this branch of the tree.

file://IV |/[[%20CI SCO%20PRESS%620]/Ciscopress-Devel oping.| p.Multicast.Networks/di 10ch08.htm (8 of 13)09/12/2003 01:11:51



Core-Based Trees
Flush-Tree Messages

Asthe name implies, Flush-Tree messages are used to tear down downstream branches of atree
whenever the integrity of a branch has been compromised because of loss of connectivity upstream. If a
router loses connectivity with its parent, Flush-Tree messages for the group are sent down all child
interfaces. When the routers downstream receive the Flush-Tree message for a group, the messageis
forwarded on al child interfaces and the associated forwarding cache entry is deleted. The net result is
to completely delete all branches of the tree from the originating router down. Any routers that were on
these deleted branches and that had directly attached members retrigger the Join process, which causes a
new branch to be constructed.

Pruning the Shared Tree

A CBT may be pruned in basically the same manner as PIM-SM shared trees (as described in Chapter 7,
"PIM Sparse Mode") and for basically the same reasons. When the last directly connected member
leaves the group on a Leaf router, the multicast group traffic no longer needs to continue to flow down
the tree. One option would be to just stop sending Echo-Requests to refresh the parent router's state for
the tree and allow the branch to time out. However, this step would take afinite period of time during
which network resources are being consumed to deliver unwanted multicast traffic. Therefore, the CBT
Leaf router sends aform of a Prune message up the tree to immediately stop the flow of the traffic.

The notion of pruning in CBT isimplemented by the use of Quit-Notification messages, which CBT
routers send upstream toward the Core. Routers send Quit-Notification messages whenever the child
interface list of aforwarding cache entry becomes null. Unlike Join-Request messages, Quit-Notification
messages are not acknowledged. Instead, they are ssimply repeated (the number of repeats is specified in
the CBT specification by the max-rtx parameter), spaced apart by holdtime seconds (typically 3 seconds)
to reduce the possibility of the message being lost by its parent.

When a CBT router receives a Quit-Notification message on a child interface that is a point-to-point
link, it ssmply deletes the child interface from the forwarding cache entry. On the other hand, if aCBT
router receives a Quit-Notification message on a child interface that is a broadcast capable, multi-access
network (such as an Ethernet segment), other child CBT routers may possibly exist on the interface. If
the parent just deletes the child interface from the forwarding cache entry, one of the other downstream
routers on the interface could be starved of group traffic that it still wishes to receive.

To avoid this situation, CBT uses a Prune Override mechanism similar to PIM. When a CBT router
receives a Quit-Notification message on a child interface that is a broadcast, multi-access network, it
starts a child-deletion-timer. This child-deletion-timer is specified in the CBT spec as 1.5 times holdtime
(which isageneric response interval defined in CBT to be 3 seconds) or roughly 4.5 seconds. This delay
gives other CBT routers on the subnet the opportunity to override the Quit-Notification by sending a
Join-Request.
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During this child-deletion delay, if the parent router receives a Join-Request, the child-deletion-timer is
canceled and the child interface is not deleted. However, if the child-deletion-timer expires, then no
other downstream, on-tree router is present and the child interface can be deleted from the forwarding
cache entry.

To avoid multiple sibling routers from all sending an overriding Join-Request at the same time, each
schedules the Join-Request to be sent between 0 and holdtime seconds. If, during this time, a Join-
Request from a sibling is heard, the scheduled Join-Request transmission is canceled.

In addition, the new draft CBTv3 specification changes this pruning procedure such that the other child
routers use group-specific Echo-Request messages to override the Quit-Notification message and
prevent the link from being pruned from the shared tree.

CBT Designated Router

CBT aso elects a Designated Router (DR) on multi-access, broadcast-capabl e subnets in a manner
similar to PIM-SM. This section covers some of the basic functions of the CBT DR. Like PIM DRs,
CBT DRs must be elected on multi-access networks, such as Ethernet segments. In addition, CBT DRs
perform afunction called Join brokering, which is unique to CBT. Both of these topics are discussed
next.

CBT Hello Protocol

CBT'sHello protocol is used solely to elect the CBT DR on a multi-access, broadcast-capabl e subnet.
This differs from the PIM Hello protocol that is used not only to elect the PIM DR but also to establish
and maintain PIM neighbor adjacencies. (PIM DRs and the PIM Hello protocol are covered in the "PIM
Neighbor Discovery" section in Chapter 6, "PIM Dense Mode.")

To elect the DR, CBT routers periodically (typically every 60 seconds) multicast Hello messages to the
All-CBT-Router group witha TTL of 1. These Hello messages contain a preference value of from 1 to
255 (the default is usually 255) where 1 is considered to be most eligible to be elected asthe CBT DR.
These preference values can be configured on a per interface basis by the network administrator so that
the election of the CBT DR can be controlled. If two or more CBT routers advertise the same preference
value in their Hello messages, the | P address of the advertising router is used as the tiebreaker and the
lowest |P addressed router wins.

Once arouter has been elected the DR, it continues to advertise itself as the elected DR by setting the
preference value to zero in the CBT Hello message. Furthermore, Hello messages have a suppressing
effect on other routers whose preference is worse (higher) than the preference being advertised. In other
words, arouter that receives a Hello message with a better preference does not send a Hello message of
itsown. The net effect isthat onceaCBT DR is elected, it continues to send CBT Hellos (with a
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preference of zero) while al other routers on the subnet suppress the sending of Hello messages. (For
this reason, CBT Hellos can not be used to maintain CBT neighbor information.)

Given that the elected CBT DR is sending Hellos with a preference value of zero (regardless of its
originally configured preference), one would expect that DR preemption would not be possible.
However, anew CBT-DR election processistriggered by the arrival of anew CBT router on the
network. (In the animal kingdom, this event is similar to ayounger male lion challenging the current
male leader for dominance of the lion pride.) When a CBT router comes up, it always immediately
transmits two CBT Hello messages with its configured preference value. This unsolicited transmission
of aCBT Hello message with a nonzero preference triggers a new DR election process. Routers with a
better preference (lower) respond by transmitting a Hello with their better preference value. Routers
configured with alower preference suppress sending their Hello messages. (The routers know they can't
win anyway, so why bother losing any fur trying to be king of the jungle.) In the end, if the preference
value of the new router is better (lower) than the configured value of the current CBT DR, the new
router assumes the role of the CBT DR.

DR Join Brokering

The CBT DR is considered the join broker for al Joins crossing the multi-access, broadcast-capable
subnet and determines how the Join-Request is to be routed off the subnet based on its routing
viewpoint. (All routers on the subnet don't necessarily share the same routing viewpoint. Without a
single CBT DR to make the join-routing decision, conflicts in routing information could result in tree
loops.) When a CBT DR receives a Join-Request message from a downstream router, the best path to the
Core may be through one of the other routers on the same subnet. In this case, the CBT DR unicasts the
Join-Request directly to this router, thereby making it the upstream router for the group. As aresult of
the Join brokering performed by the CBT DR, the upstream router for the group may be some other
router on the subnet than the CBT DR.

Finally, the CBT DR is aso the router responsible for initiating the Join process as a result of any
directly connected member hosts on the multi-access, broadcast-capable subnet. In this case, it would
originate the Join-Request message itself.

Core Router Discovery

For CBT to work properly, al routers within the CBT domain must know the address of the Core router.
In small networks that use asingle Core for all multicast groups, manually specifying the core in the
configuration of each router might be possible. However, if the size of the network grows or the core
changes frequently, manual configuration of every router becomes an administration nightmare. This
problem is further compounded by the fact that different multicast groups use different cores in other
locations in the domain to optimize the trees. CBT uses the same Bootstrap mechanism used in PIMv2
to permit all CBT routers within adomain to dynamically learn all <core, group> mappings and avoid
the manual core configuration problem. (This PIMv2 Bootstrap router mechanism is described in detail
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in Chapter 12, "PIM Rendezvous Points," in the section titled, oddly enough, "PIMv2 Bootstrap Router
Mechanism.")

CBT Version 3

When this book was being written, version 3 of CBT had been published in initial, Internet Engineering
Task Force (IETF) draft form. CBTv3 is primarily concerned with extensions that permit it to better
handle inter-domain multicast by the use of CBT border routers (BRS). Compared to its predecessors,
version 3 requires significantly more state information in the routers so that this BR function can be
implemented efficiently.

For example, CBTv2 needed to maintain (*, G) state information only in the form of its forwarding
cache entries. (Asyou recall, minimizing router state to O(G) is one of the stated advantages of CBT.)
However, CBTv3 defines new (*, Core) and (S, G) statesin order to support pruning of multicast traffic
flowing into, out of, or across the domain through the BRs. This, in turn, has resulted in afairly
substantial change and extension to the CBT packet formats that are not backward compatible with
CBTv2.

CBT Suitability/Scalability

Compared to protocols that support SPTs, CBT's biggest advantage is that it is more efficient in terms of
the amount of multicast state it creates in the routers. In networks with large numbers of sources and
groups, CBT's ability to minimize multicast state to O(G) is very appealing. However, this efficiency
resultsin alack of support for SPTs (which some may argue is a plus) when network latency is an issue.
Furthermore, the simple (*, G) state model that is maintained in CBTv2 does not handle nonmember
senders or inter-domain border routers particularly well. To remedy this, work on CBTv3 is (at the time
this book was written) underway. CBTv3 is a substantially more complex protocol that departs from the
simple bidirectiona (*, G)-state-only model and introduces new (*, Core) and (S, G) states as well asthe
concept of unidirectional branches of the CBT. It could be argued that these extensions can potentially
cause the amount of statein aCBT domain to approach the amount of state in asimilar PIM-SM domain.

Summary

This chapter has provided a brief overview of the mechanisms of version 2 of the CBT multicast routing
protocol, which is based on the use of a bidirectional, shared tree rooted at a Core router in the network.
Because CBTv2 supports only traffic forwarding along this shared tree and does not support the notion
of SPTs, the amount of state that must be maintained is considerably reduced. Although the overall idea
of minimizing router state is quite attractive, CBT continues as a work-in-progress with little or no
actual network implementations.
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Multicast Open Shortest Path First

OSPFv2 (currently defined in RFC 2328) is alink-state unicast routing protocol that uses a two-tier,
network hierarchy. At the top of the hierarchy is Area 0, sometimes called the backbone area, to which
al other areas in the second tier must connect, either physically or through a virtual link. Open Shortest
Path First (OSPF) is hierarchical because all interareatraffic must flow through the backbone area, Area
0. Inside each OSPF area, routers flood link-state information that describes the network topology within
the area, and each router maintains a copy of thisinformation in its area database. Each time the
topology changes, new link-state information is flooded throughout the area so that al routers get an
updated picture of the topology. Using the topology information in the area databases, each router (using
itself as the root) constructs alowest cost, spanning tree of the networks within the area via a special
Dijkstra algorithm. Thislowest cost, spanning treeis then used to build a unicast forwarding table.
Special area border routers (ABRS) connect second-tier areas to Area 0 and maintain separate area
databases for each area it connects (including Area 0) so that it can forward traffic across the area
boundaries.

Note |l realize that my "Tiny Guide to OSPF" in the preceding paragraph is an extremely high-level
description of OSPF. Therefore, if you are unfamiliar with OSPF, you may want to do some additional
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reading on OSPF basic concepts before proceeding. Another Cisco Press book, OSPF Network Design
Solutions, by Thomas M. Thomas, ISBN 1578700469, can provide you with additional information on
the OSPF protocol and OSPF network design. If you don't have at least alittle background on OSPF,
you may find the remainder of this chapter to be nothing more than an excellent cure for insomnia
because it assumes at |east some basic OSPF knowledge.

Multicast Open Shortest Path First (MOSPF), defined in RFC 1584, "Multicast Extensions to OSPF" is,
asthe RFC title implies, an extension to the OSPFv2 unicast routing protocol. MOSPF provides
additional OSPF data format definitions and operating specifications based, in part, on the "Link-State
Multicast Routing" section of Steve Deering's semina work published in 1991. These extensions to the
OSPF protocol permit multicast traffic to be forwarded within an OSPF unicast network using shortest
path trees (SPTs) by either apartial or full set of MOSPF routers. (An MOSPF router is one that
supports the multicast extensions to OSPF and has been configured to function as an MOSPF router. All
routers in the OSPF network need not be running MOSPF extensions for multicast traffic to be
forwarded. However, routers that are configured to function as MOSPF routers perform multicast
routing in addition to performing normal OSPF routing.)

This chapter provides abrief overview of the concepts and mechanisms of MOSPF including the
following topics:

« MOSPF intra-area multicast routing
. MOSPF interarea multicast routing
. MOSPF inter-AS multicast routing

Finally, abrief discussion of MOSPF's suitability and scalability is presented.

MOSPF Intra-Area Multicast Routing

The fundamental concept of MOSPF intra-area multicast routing is based on the following assumption
stated in the OSPF specification, RFC 2328: "If al routers within an area know which network segments
have multicast group members, they can use the Dijkstra algorithm to construct Shortest-Path Trees for
any (source-network, group) pair in the area." Using these SPTs, arouter can then perform a Reverse
Path Forwarding (RPF) check on incoming multicast packets and (if the check succeeds) determine
which of its remaining interfaces (if any) are on the tree and should therefore receive copies of the
multicast packet.

Group Membership Link-State Advertisements
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The biggest addition to the OSPF data formats needed to support multicast is the definition of anew link-
state advertisement (LSA) that is used to flood information about group membership throughout the
area. Each group membership LSA contains the following basic information:

« Multicast group address (link-state D)
. Advertising router ID
. List of therouter interfaces (identified by | P address) that have members for this group

Group membership LSAs are flooded throughout the OSPF area and are maintained in the MOSPF
router's local group database in the same fashion as router and network L SAs. Group membership LSAS
are also similar to network LSAs in that only the Designated Router (DR) originates group membership
L SAs on behalf of the multi-access network.

For example, assume that Router C (shown in Figure 9-1) isthe OSPF DR for network N,. Because
there is a member on network N4, Router C originates a group membership LSA for Group G that
contains the | P address of its interface on network N;. This LSA is flooded throughout the area and
informs all MOSPF routers that a member of Group G exists on Network Nj.

Figure 9-1: MOSPF Area Containing Sources and Membersfor Multicast Group G
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Because it is possible to mix OSPF and MOSPF routers in a network, an MOSPF router needs to be
elected as the DR on any multi-access network. This can be accomplished by setting the OSPF router
priority to zero on al non-MOSPF routers on the multi-access network. (If an OSPF-only router (that is,
anon-MOSPF router) were to be elected as DR for a multi-access network, group membership LSAs
would not be originated for this network and multicast traffic forwarding would not function correctly.)

Intra-Area Shortest Path Trees

After the databases in all area routers have synchronized, the combination of group membership LSAs
along with router and network L SAs provides each MOSPF router with the information necessary to
construct intra-area SPTs for any (source-network, group) pair within the area. To construct these trees,
an MOSPF router uses a Dijkstra algorithm to construct a single multicast SPT that is rooted at the
source-network. Note that the Dijkstra algorithm must be run for each (source-network, group) SPT to
be created.

Note This same computationally intensive Dijkstra algorithm is used to construct the unicast shortest
path first (SPF) tree used for intra-area unicast routing by OSPF. However, in this case the unicast SPF
treeisrooted at the local router.
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Figure 9-1 is an example of an OSPF area that has three multicast sources and severa active member
hosts for Group G located at various points in the network. After the area database has synchronized,
each router has the capability to construct the (S, G) SPTsfor Sources 1, 2, and 3. Note that these SPTs
are source-subnet specific and not individual source specific. Therefore, athough there are multiple
sources on Network N3 for Group G, only asingle (N3, G) source-network SPT needs to be constructed.

Note We will continue to use the shorthand (S, G) notation for these trees throughout this chapter, even
though the S refers to source-subnet instead of individual source. In real practice, we avoid this
ambiguity by extending this notation to (SY/m, G) where Sisthe source IP address, m is the network
mask length, and G is the group address. For example, (172.16.1.1/32, 224.1.1.1) denotes a specific
source (172.16.1.1) sending to group 224.1.1.1, whereas (172.16.0.0/16, 224.1.1.1) refersto any source
in the 172.16.0.0/16 network sending to group 224.1.1.1.

Part A of Figure 9-2 shows the resulting MOSPF (N4, G) SPT, which is rooted at source-network N, and
contains Sources 1 and 3. Part B of Figure 9-2 shows the resulting (N3, G) SPT, which isrooted at
source-network N3 where Source 2 resides.

Figure 9-2: Resulting M OSPF SPTsfor Networks N3 and Ny
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These SPTs are used as the basis for forwarding multicast traffic inside the area as long as the group
membership information remains static. If there are any changes to group membership or if the network
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topology changes (say because of aflapping link), the SPTs must be recalculated with the Dijkstra
algorithm.

MOSPF Forwarding Cache

The Dijkstra algorithm is very computationally intensive and would place the MOSPF router under too
much strain if it had to compute every source-network SPT in the network in advance of the receipt of
any multicast traffic. Therefore, to reduce the number of Dijkstra computations to O(S) (pronounced
"order S"), MOSPF uses an on-demand scheme where an MOSPF router does not compute the (S, G)
SPT until the first multicast packet from a source in network Sisreceived for group G. The MOSPF
router then uses the results of this (S, G) SPT calculation to populate its MOSPF forwarding cache for
use in forwarding (S, G) traffic.

Entries in the MOSPF forwarding cache are organized by group address and source-network address.
Each entry in the forwarding cache contains the following basic information:

« Upstream neighbor

. Incoming interface

. Outgoing interfaces
Table 9-1 shows the MOSPF forwarding cache in Router A for the network example shown in Figure 9-
1. These entries were populated using the information from the (Sy, G) SPTs (shown in Figure 9-2) that
were calculated by Router A as soon as the first packet was received from sources in networks N5 and

N4. (The upstream neighbor addressis not required for multicast forwarding. It is simply maintained as

part of the data structure. Future versions of MOSPF may use this information to accomplish other
functions.)

Table 9-1: MOSPF Forwarding Cachein Router A

Group Sour ce- Upstream Incoming Outgoing
Networ k Neighbor I nterfaces Interfaces
G N3 Router B Nl N2
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Although the use of on-demand SPT calculations and an MOSPF forwarding cache help to reduce the
demands on the MOSPF router under steady state network conditions, they don't provide much relief
when the topology of the area changes. Each time the topology changes, al MOSPF routers within the
areamust invalidate their entire MOSPF forwarding caches. Consequently, the Dijkstra algorithm must
be rerun to build new forwarding-cache entries for any incoming multicast packets. (Note that topology
changes outside the area do not cause the Dijkstra algorithm to run.)

Given the potential for aflapping WAN link in aremote part of an OSPF area to cause all MOSPF
routers to rerun the Dijkstra algorithm for all active (source-network, group) pairs, it is even more
crucia for network engineers to pay close attention to OSPF area design. As the number of source
networks and active groups within an areaincrease, a point may finally be reached at which the network
becomes unconditionally unstable and is unable to recover from a single topology change.

In addition, because topology changes invalidate the entire cache, all forwarding-cache entries
associated with agroup must be invalidated if there are any changes to the group membership LSAs
stored in the local group database. This, in turn, results in the Dijkstra algorithm having to be rerun for
all active sources in the group. Therefore, rapidly changing group membership can result in a substantial
increase in router CPU workload in networks where hosts frequently join and leave multicast groups.

Although flooding group membership information within the area, and then having to run the Dijkstra
algorithm, has its disadvantages, it does have one advantage that most multicast protocols don't have.
The advantage is that because M OSPF routers have a complete knowledge of all group membersinside
of the area, they therefore know the diameter of the group membership. This can be useful as routers can
simply discard a multicast packet if it has an insufficiently large enough Time To Live (TTL) to reach
the closest member in the area. Therefore, a multicast packet can be dropped early on in the path instead
of traveling multiple hops only to be dropped because of azero TTL before reaching a group member.

MOSPF Interarea Multicast Routing

Up to this point, we have been concerned with how MOSPF routes multicast traffic inside a single OSPF
area. This section, however, examines the mechanisms that MOSPF employs to forward multicast
packets between OSPF areas. This occurs when a multicast source isin one areawhile one or more
receiversreside in adifferent area(s).

The way that MOSPF handles interarea multicast routing isin many ways similar to OSPF's handling of
unicast. In OSPF, routers that connect a second-tier area to the backbone area are called area border
routers (ABRs) and are responsible for forwarding routing information (primarily in the form of OSPF

file://IV |/[[%20CI SCO%20PRESS%620]/Ciscopress-Devel oping.| p.Multicast.Networks/di10ch09.htm (7 of 17)09/12/2003 01:11:52



Multicast Open Shortest Path First

summary LSAS) and unicast traffic between the two areas. ABRs do not pass router or network LSAS
between the areas; therefore, the topology of one areais not seen by a bordering area. (Only OSPF
summary LSAs, which summarize the networks inside an area, and external-AS LSAS, which
summarize external network connections made inside the area, are exchanged across ABRs.)

Multicast Area Border Routers

To support interarea multicast, RFC 1584 defines interarea multicast forwarders, which are a subset of
the OSPF ABRs in the network and are configured to perform multicast-related tasks such as

« Summarizing group membership into Area 0
. Forwarding multicast packets between areas

Given these tasks and their similarity to the unicast-related tasks performed by ABRs, | prefer to call
these routers multicast area border routers (MABRS) and do so for the remainder of this chapter. (Why
the protocol authors didn't use thisterm isamystery to me, asit seems to be a more descriptive term
than interarea multicast forwarder.)

Interarea Group Membership Summary

For multicast traffic to flow down the OSPF hierarchy (that is, from the backbone areato the other
second-tier areas), backbone area routers must know which MABRS are connected to areas that have
active group members. To facilitate this, MABRs summarize the group membership information in their
non-backbone area and flood this information into the backbone area via group membership LSAS.
However, unlike unicast OSPF summary LSAs that are flooded symmetrically across area borders, the
group membership summary is asymmetric and flows from only non-backbone areas into the backbone
areaas shown in Figure 9-3.

Figure 9-3: Group Membership Summary into the Backbone
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In this example, Area 1 contains one member of group A (M ,) and two members of Group B (Mg). This

group membership is summarized by MABR1 and flooded into the backbone area (Area 0) via group
membership LSAs (indicated by the dashed arrow). Area 2 contains two members of Group A and this
information is summarized and flooded into the backbone area by MABR2. (Notice that group
membership information does not flow back out across the MABRs and therefore routers in the two non-
backbone areas are unaware of the other's group membership status.)

Figure 9-4 now shows two active sources, S; and S, that are sending to multicast Groups B and A,

respectively. The group membership information that was flooded into the backbone areaby MABRs 1
and 2 inform the routers in the backbone area to include the MABRs in any SPTs associated with these
groups. As aresult, the (S;, B) SPT (dashed arrows) and the (S,, A) SPT (dotted arrows) are constructed

in the backbone area and permit Group A and Group B traffic to be forwarded into Areas 1 and 2 as
appropriate.

Figure 9-4: Resulting SPTsin the Backbone Area
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At thispoint, intra-area SPTs in the two areas are built in the normal fashion with the MABRs as the
root of the tree. (In other words, the MABRS appear to be the source of the traffic to all the routersinside
the area.)

Wildcard Multicast Receivers

The preceding example works fine when multicast sources reside in the backbone area and we are trying
to get traffic into a non-backbone area. However, rarely do all sources of multicast traffic reside in the
backbone area. (The reason is that most Real-Time Protocol (RTP) based multicast applications---VIC
and VAT, for example---multicast RTP Control Protocol (RTCP) send control traffic to the group even
If they are not sending any audio/video content. Therefore, even areceive-only VAT client in a non-
backbone areais a constant source of multicast traffic.) Obvioudly, if a multicast source existsin anon-
backbone area and there are receivers outside of the area, some other method must be used to get the
traffic out of the area.

MOSPF handles this situation by defining a new wildcard multicast receiver flag (W-bit, meaning
wildcard) in the rtype field of router LSA packets. (Refer to the OSPF specification for more details on
the format of the fieldsin router LSA packets.) The W-bit indicates that the advertising router wishesto
receive all multicast traffic and therefore is awildcard multicast receiver. Therefore, when arouter must
calculate a new SPT for an incoming multicast packet, it searches through its local area database for
router LSAs that have the W-bit set and treats these routers as if they were members of the destination

group.
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All MABRs set the W-bit in router LSASs that they originate into non-backbone areas. This has the effect
of pulling all multicast traffic originated by sources inside the non-backbone areato the MABR. The
MABR can then forward this traffic into the backbone area as necessary.

Figure 9-5 depicts the same network used in the previous example, but with the sources (S;, B) and
(S,, A) now in the non-backbone areas.

Figure 9-5: Sourcesin Non-Backbone Areas
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Consider source (S, A) now in Area 2. The normal intra-area (S,, A) SPT (dotted arrows) is constructed

as usual. However, because MABR2 is awildcard multicast receiver (it setsthe W-bit in Router LSAS
originated into Area 2), the (S,, A) SPT is extended to include MABR2. Furthermore, because MABR1

IS originating summarized group membership LSAs for groups A and B into the backbone area, (see
Figure 9-3), al routersin the backbone (including MABR?2) construct an (S,, A) SPT that includes

MABR1. This backbone SPT permits (S,, A) traffic to flow across the backbone to MABR1 and into
Area 1 (as shown by the dotted arrows).

In the case of source (S;, B) in Area 1, anormal intra-area (S, B) SPT (dashed arrows) is constructed

and allows traffic to flow to membersinside Area 1. Like MABR2 in Area2, MABR1 isawildcard
multicast receiver in Area 1 that causesit to be included in the (S;, B) SPT. However, because thereis
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no members of Group B inside the backbone area (other than MABRL itself), MABR1 ssimply discards
any Group B multicast traffic that it receives.

Unfortunately, the wildcard receiver concept can result in unnecessary multicast traffic flow inside a
non-backbone area. Consider the situation shown in Figure 9-6 in which the previous sources are active,
but there are no receiversin the network.

Figure 9-6: Non-Backbone Source-Only Network
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In this situation, network resources are unnecessarily consumed by routing multicast traffic across the
areato the MABR. Therefore, network engineers should watch for sources that have the potential for
high-rate, low membership group traffic and try to move them close to the area borders. Unfortunately, it
Is not always possible to move or control the location of these sources. In such cases, the only solution is
to sufficiently overprovision the bandwidth in the MOSPF network to accommodate the worst-case

scenario.

MOSPF Inter-AS Multicast Routing

This section takes a brief look at the mechanisms that MOSPF provides for inter-AS multicast routing.
In the case of unicast traffic, OSPF uses autonomous system border routers (ASBR) to forward multicast
traffic into and out of the OSPF domain. Although common practice isto place ASBRs in the backbone
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area, it isnot arequirement. ASBRs may reside in non-backbone areas when network topology and
interconnectivity dictates.

In OSPF, an ASBR originates an external LSA for each external network for which it has aroute.
(Frequently, only the default route isinjected into the OSPF domain.) These external L SAs are flooded
throughout the OSPF domain (with the exception areas configured as stub areas) and permit routers
within the domain to compute the best exit for unicast traffic destined for these external networks.

Multicast Autonomous System Border Routers

The MOSPF specification, RFC 1584, also defines Inter-AS Multicast Forwarders that are responsible
for forwarding multicast traffic into and out of the MOSPF domain. It is assumed Inter-AS Multicast
Forwarders are also running some other multicast routing protocol that permits multicast distribution
trees to cross the border into and out of the external AS.

Note Historically, the other multicast routing protocol has typically been Distance Vector Multicast
Routing Protocol (DVMRP). However, thiswill change in the near future as other more scalable
protocols are developed that are better suited for use as an inter-domain multicast routing protocol.
(Refer to the section titled "Issues in Inter-Domain Multicast Routing” in Chapter 17, "Inter-Domain
Multicast Routing," for a brief overview.)

Although the term is not used in RFC 1584, it seems only natural to refer to these routers as Multicast
AS Border Routers (MASBRS) because that is what their functionality implies.

MASBRs are configured as wildcard multicast forwarders and signal thisto other routersin the area by
originating arouter LSA with the W-bit set in the rtype field. This causes al multicast traffic inside the
areato flow to the MASBR so that it can be forwarded out to the external AS as appropriate.

Figure 9-7 shows an example of two active multicast sources, (S;, B) and (S;, A), whose traffic is being

pulled into the backbone areas by MABRs 1 and 2. This traffic travels on across the backbone to the
MASBR for forwarding out to the external AS (shown by the dashed and dotted lines). Note that all
multicast traffic sourced inside the MOSPF domain is pulled to the MASBR regardless of whether the
external AS has any receivers for the traffic or not.

Figure 9-7: Multicast Traffic Flowing out of the M OSPF Domain
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Figure 9-8 shows an example of multicast traffic flowing into the MOSPF from sources (S,, B) and
(Sy, A) that are now in the external AS. Because the MABRs are forwarding summarized group
membership information into the backbone area, the routers in the backbone construct (S,, B) and
(S, A) SPTsthat forward this traffic to the MABRS as shown. (Note that as far as the routersin the

backbone are concerned, the roots of these SPTs appear to be the MASBR). When the traffic reaches the
MABRSs, it isforwarded into the non-backbone areas (as shown by the dashed and dotted arrows in
Figure 9-8).

Figure 9-8: Multicast Traffic Flowing into the M OSPF Domain
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Although it is possible to configure an MASBR in one of the non-backbone areas, placing it in the
backbone areaistypically better. Doing so allows incoming multicast traffic to be efficiently pruned
because an MASBR in the backbone is aware of the total group membership in the OSPF domain. The
MASBR placed in a non-backbone area would not have this information.

MOSPF Suitability/Scalability

The biggest advantage to MOSPF is that it shares OSPF's capability to respond rapidly to changesin
network topology because it uses link-state routing methods to compute multicast distribution trees. This
capability, however, comes at the huge expense of rapidly increasing router CPU resources as the
number of (source-network, group) pairsin the network increase. This, in turn, directly translates into an
increase in the number of Dijkstra computations in each router. Highly dynamic networks (where group
membership and/or the network topology changes frequently because of unstable WAN links) also
suffer from an increased number of Dijkstra computations required to reconstruct the (source-network,
group) SPTsin the area.

MOSPF is probably best suited for special-purpose multicast networks where the network administrators
have absolute rigid control over very crucia factors that affect the performance and scalability of
MOSPF, such as

. Location of sources
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« Number of sources
« Number of groups
« Group membership

Because most of these factors are often not under absolute rigid control of today's corporate IS networks,
the long-term suitability and scalability of MOSPF in these networks should be carefully questioned.
(Some network administrators may insist that they do have this sort of control in their corporate IS
network, but | would argue that they need to do areality check to make sure they are not suffering from
delusions of grandeur.)

Finally, the reason that these variables are generally not under absolute rigid control isthat it is usually
impossible to completely control the set of applications installed on every PC in the network. (For
example, thereislittle to stop users from installing freeware M Bone multimedia conferencing tools on
their laptops, PCs, and workstations. Attempting to control this with accesslistsin the routers can
guickly become a network administration nightmare.) Therefore, MOSPF is probably truly suited only
for asmall percentage of al general-purpose | P networks in use today.

Note Some may argue that a more significant number of MOSPF networks are already deployed, and
therefore they are more suitable for general-purpose | P networks than | have lead the reader to believe.
However, | would challenge those people. In my opinion, the MOSPF networks that are deployed today
are composed of very limited numbers of multicast sources. (I believe this assumption to be reasonable
because any compelling multicast applications are quite new.) Given this and in light of some of the
scalability issues raised in this chapter around Dijkstra computations in the routers, it is my opinion that
the general-purpose | P networks that have deployed MOSPF networks are potential accidents waiting to
happen. As more hosts in these networks begin to source multicast traffic, the computational demands of
the Dijkstra algorithm will very likely overwhelm the routers. Of course, two age-old caveats apply here:
"Y our mileage may vary" and "Y'all be careful now, yahear!"

Summary

This chapter has provided a very brief overview of the MOSPF extension to OSPFv2 that permits
multicast traffic to be routed in an OSPF unicast network. The basic concept employed by MOSPF for
intra-area multicast routing is the flooding of group membership information throughout the area, using
aspecia group membership LSA. When the MOSPF routers know where all members are in the area,
SPTs can be constructed for each source-subnet, using the same Dijkstra algorithm that is used for OSPF
unicast routing.

In the case of interarea multicast routing, the group membership in each areais summarized and injected
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into Area 0 by the MABRs. These MABRs also function as wildcard receivers, which automatically join
all active multicast groups so that all multicast traffic can be injected into Area O for forwarding to other
areas as well as other external autonomous systems.

Finally, the scalability of MOSPF in networks with large numbers of multicast source-subnets has been
atopic of many a heated debate. Although MOSPF is currently deployed in some production networks,
itisstill too early to tell whether these networks will continue to scale up as more multicast applications
come online.
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Using PIM Dense Mode

This chapter builds on the basic information about Protocol Independent Multicast (PIM) dense mode
(or PIM-DM) mechanisms covered in Chapter 6, "PIM Dense Mode," and explores these mechanismsin
considerable detail, using Cisco's implementation as an example. To accomplish this, the mechanisms of
PIM-DM mode are reviewed step by step, using sample networks under typical situations. Each step
examines the interim state that is created in a Cisco router and provides the tools necessary to interpret
the output of various show commands. Furthermore, some of the basic rules that Cisco routers use to
create and maintain multicast forwarding state will be covered. Use these rules to predict what the router
will do under various circumstances. This knowledge isimportant when trying to troubleshoot PIM-DM
networks.

Configuring PIM-DM

Configuring PIM-DM (or PIM sparse mode [PIM-SM] for that matter) is really quite straightforward.
On each router in the network, |P multicast routing must be enabled by using the following global
command (which wasfirst introduced in |OS version 10.1):
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Using PIM Dense Mode
ip multicast-routing

Then, it is best to enable PIM-DM on every interface in every router in the network, using the following
Interface command:

ip pim dense-mode

The reason for turning on multicast on every interface is that IP multicast routing is upside-down routing
that forwards (or does not forward) multicast packets based on where the packets came from (source IP
address) as opposed to where they are going (multicast group address). Consequently, the control
mechanism over multicast traffic pathsis not quite the same as the control mechanism over unicast
routing.

Note In actuality, the recommended method for enabling multicast on an interface is the use of theip
pim sparse-dense-mode command. This command allows the router to use either dense or sparse mode,
depending on the existence of rendezvous point (RP) information for each multicast group. This makes
it much easier to switch the entire network from dense mode to sparse mode (or vice versa) as needed.

Not turning on multicast routing on every interface is a common mistake when network administrators
are first enabling multicast routing. Failure to enable multicast on every interface often resultsin
Reverse Path Forwarding (RPF) failures. Asyou recall from Chapter 2, "Multicast Basics," and Chapter
6, the RPF interface for a particular source of multicast traffic is the interface that would be used if the
router were to send traffic to this particular source.

For example, Figure 10-1 shows two routers within a network with parallel but unequal cost links.

Figure 10-1: Failureto Enable Multicast on Every Interface
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Our friendly network engineer has decided to enable ip pim dense-mode only on the spare 56 K line so
that the multicast traffic doesn't affect the unicast traffic. Unfortunately, this resultsin an RPF failure for
the traffic arriving over the 56 K link. Why? Because the unicast routing table will show that the best
metric to the Sourceisviathe T1 link and, therefore, PIM will compute the T1 as the RPF interface
(also referred to as the incoming interface) for multicast traffic arriving from the Source. However,
because multicast was enabled only on the 56 K link, the multicast traffic is arriving only on the non-
RPF interface and is therefore dropped by Router B.

If this sort of network topology is necessary, it is possible to force Router B to perform an RPF to the 56
K link using static mroutes or Distance Vector Multicast Routing Protocol (DVMRP) routes. However,
this can quickly get out of hand and become an administration nightmare if used on alarge-scale basis
throughout the network. (We discuss the use of static mroutes and DVMRP routing for traffic
engineering purposes in Chapter 16.)

PIM-DM State Rules

Although configuring PIM-DM isrelatively easy, it is another thing completely to understand what the
router does in response to arriving multicast traffic, Prunes, grafts, and so on. Therefore, a good working
knowledge of some of the basic state rules that a Cisco router employs to create and maintain multicast
forwarding state is extremely valuable. Thisis particularly useful when trying to debug multicast
problems in your network.

In Cisco routers, multicast forwarding state takes the form of (*, G) and (S, G) entries in the multicast
routing table, or mroute table. This information can be displayed in a Cisco router by using the show ip
mroute command. (See Example 10-1, in the section titled "PIM-DM State Entries' for an example of
this information.)
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The following section explains some of the basic state maintenance rules used in PIM-DM. In some
cases, these rules are generic to both PIM-DM and PIM-SM (abeit sometimes for different reasons) and
are labeled as general rules. The rules that are only applicable to dense mode are labeled as such.

Note Let me point out that | am giving only the basic state rules (not a complete set of all the rules) so
you have a basic understanding of how a Cisco router creates and maintains state. The reason I'm not
giving you all the state rulesisthat, if | tried to explain them at one time, it would probably make your
brain explode and that is not my goal. (I have heard arumor, however, that the U.S. military once
explored using the complete set of state rules as an offensive weapon that would cause its enemy's brains
to explode. | believe that this plan was abandoned because a suitable delivery vehicle could not be
found.)

PIM-DM (*, G) State Rules

Although not specifically required by the PIM-DM specification, Cisco's implementation automatically
creates parent (*, G) state whenever (S, G) state is created. The primary reason isthat all (S, G) data
structures in Cisco's implementation of PIM are linked to a parent (*, G) data structure. The additional
memory consumed as aresult of maintaining these (*, G) entriesin PIM-DM is minimal and is offset by
gainsin variousinternal optimizationsin PIM. Thisleadsto the first PIM general rule.

Generad Rule 1

Whenever it is necessary to create an (S, G) entry and a corresponding parent (*, G) entry does not exist,
anew (*, G) entry isautomatically created first.

Dense mode (*, G) entries are not used for multicast forwarding. They mainly function to maintain
information pertaining to the group as awhole. For example, (*, G) entries denote the mode in which the
group is operating (in this case dense mode) and, in dense mode, also reflect the interfaces where other
PIM neighbors or directly connected members of the group exist. Thisinformation is used to initially
popul ate the outgoing interface list (OIL) of any newly created (S, G) entries for the group. Thisleadsto
the first dense mode rule.

Dense Mode Rule 1

The outgoing interface list of a dense mode (*, G) entry reflects the interfaces where (1) other PIM-DM
neighbors exist or (2) directly connected members of the group exist.

PIM-DM (S, G) State Rules

In PIM-DM, the arrival of multicast traffic creates (S, G) entries. (Again, if aparent (*, G) entry doesn't
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exist, it isfirst created and its outgoing interface list is populated as described in the previous section.)

The incoming interface for the (S, G) entry is computed by calculating the RPF interface for Source S.
The RPF interface is calculated by using the following rule.

Genera Rule 2

The RPF interface is computed as the interface with the lowest cost path (based on administrative
distance/metric) to the |P address of the source (or in the case of a sparse mode (*, G) entry, the RP). If
multiple interfaces have the same cost, the interface with the highest | P address is chosen as the
tiebreaker.

The default behavior isto take the lowest cost path to the source that is indicated in the unicast routing
table. However, it is possible to RPF to a different interface using other sources of information, such as
the Multicast Border Gateway Protocol (MBGP) table, DVMRP route table, or the static mroute table.
Each table has its own administrative distance that can effect the RPF calculation. (MBGP is discussed
briefly in Chapter 17, "Inter-Domain Multicast Routing." Additionally, the DVMRP route tableis
introduced in Chapter 13, "Connecting to DVMRP Networks," and static mroutes are described in
Chapter 16, "Multicast Traffic Engineering.")

Note Just asin the case of Cisco unicast routing, multicast RPF cal culations use administrative distances
when aroute is learned from more than one routing source. This would occur when multiple routing
protocols run in the router or when static routes are defined. The value of the administrative distance
(often times simply referred to as distance) of each route is used as the high-order portion of the cost
comparison when multiple routes for the same network are encountered. In this case, the route with the
lowest distance is selected.

Table 10-1 shows the default administrative distances for the various sources of RPF data.

Table 10-1: Administrative Distance

Table Default Distance

Unicast (Distance of route)
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iMBGPL 200
eMBGP2 20
DVMRP 0

Staticmroutes | O

IRoutes learned from internal MBGP peers
2Routes learned from external MBGP peers

It isimportant to note that static mroutes are preferred over other sources if the administrative distances
are equivalent. Also, if multiple matching routes are found within atable, the longest matching routeis
used. This does not occur across tables! For example, if thereisa151.10.0.0/16 route in the DVMRP
route table (assuming a default DVMRP distance of zero) and a matching 151.10.1.0/24 router in the
unicast route table, the DVMRP route is used, even though the unicast route has alonger match.
However, if the DVMRP route table has both a 151.10.0.0/16 and a151.10.1.0/24 route entry, then the
151.10.1.0/24 route is used because it is from the same table.

When the (S, G) entry is created, its outgoing interface list isinitially populated with a copy of the
outgoing interface list from its parent (*, G) entry. (Because the outgoing interface list of the parent,
dense mode (*, G) entry contains alist of all PIM neighbors or directly connected members, this copy
operation resultsin traffic initially being forwarded in aflood-and-prune manner viathe newly created
(S, G) entry.) Thisleadsto General Rule 3.

Genera Rule3

When anew (S, G) entry is created, its outgoing interface list isinitially populated with a copy of the
outgoing interface list from its parent (*, G) entry.

However, it is quite likely that the incoming interface of an (S, G) entry was also in the copy of the
outgoing interface list of the parent (*, G) entry. If you were to stop at this point, the incoming interface
would also appear in the outgoing interface list for this (S, G) entry. Thisisabig no-no asit would lead
to amulticast routing loop. Therefore, every time the RPF interface for an (S, G) entry is calculated, a
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check is made to determine whether the interface also exists in the outgoing interface list. If it does, the
interface is removed from the outgoing interface list. The next general rule summarized this process.

Genera Rule4

The incoming interface (RPF interface) of a multicast forwarding entry must never appear in its
outgoing interface list.

PIM-DM State Maintenance Rules

When amulticast packet arrives and an appropriate PIM-DM state is created, the state entries are
updated periodically as aresult of various events.

The most common maintenance event is the periodic recalculation of the RPF interface (incoming
interface) for al entries in the multicast forwarding table. The recalculation is done so that multicast
routing can converge after a change in the network topology.

Genera Rule5

The RPF interface (that is, the incoming interface) of every multicast state entry isrecalculated every 5
seconds and the outgoing interface list is adjusted appropriately based on General Rule 4 (to prevent the
incoming interface from appearing in the outgoing interface list).

Additionally, when a dense mode (S, G) entry is created, the status of each interface in the outgoing
interface list is marked Forwar d/Dense to initially flood traffic out all outgoing interfacesin dense
mode. Pruning one of these interfaces (as aresult of receiving a Prune from a downstream neighbor for
this (S, G) traffic) does not delete the interface from the outgoing interface list. Instead, it is marked
Prune/Dense, and a 3-minute Prune timer is started. When this 3-minute Prune timer expires, the
interface is returned to For war d/Dense state and traffic begins flooding out this interface again.

Dense Mode Rule 2

Outgoing interfaces in dense mode (S, G) entries are not removed as aresult of Prunes. Instead, they are
marked as Prune/Dense and |eft in the outgoing interface list.

Finally, the interfaces in the outgoing interface list of all (S, G) entries are kept synchronized (within the
constraints of General Rule 4) with the interfaces in the outgoing interface of the parent (*, G) entry.
This allows any additions or deletions of PIM neighbors or directly connected group members, which is
reflected by changes in the outgoing interface list of the dense mode (*, G) entry, to be reflected in the
corresponding (S, G) entries. General Rule 6 summarizes this process.
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Genera Rule 6

Additions or deletions to the outgoing interface list of a (*, G) entry are replicated (within the constraints
of General Rule 4) to all associated (S, G) entries for the group.

General Rule 6 typically comesinto play when anew PIM-DM neighbor is detected on another
interface. Thisinterface isfirst added to the outgoing interface list of the (*, G) entry according to Dense
Mode Rule 1. Next, the new interface is added to the outgoing interface lists of the associated (S, G)
entries according to General Rule 6 so that traffic will be flooded to this new neighbor.

By applying both the general and dense mode rules presented above, you can predict how a Cisco router
will behave under typical dense mode operating conditions. If the whys and hows of the above rules
seem abit unclear at the moment, don't worry. The sections beginning with "PIM-DM Flooding" step
through some typical dense mode scenarios and show how these rules result in changes in multicast
forwarding state in the router and how these changes accomplish the desired multicast forwarding
behavior. After reviewing these examples, what the rules accomplish will be much clearer.

PIM-DM State Entries

Before diving into some detailed examples of PIM-DM operation, it isimportant to have a good
understanding of the PIM-DM state information that is displayed by the show ip mroute command.
Thisinformation is frequently the source of much confusion for new multicast users and yet is one of the
most important bits of information gained from the router when debugging a multicast problem. This
section looks at some sample output from this command for dense mode state and examinesit line by
line. Defining the flags that are displayed with each entry and explaining what they mean will help you
understand these entries. Thisis the subject of the next section.

PIM-DM State Flags

Each entry in the mroute table displays one or more state flags in the Flag field at the end of thefirst line
of the entry. Table 10-2 explains the state flags that appear in the Flag field of dense mode entries.
Understanding when these state flags are set and cleared and what they mean is a big step toward
understanding mroute state.

Table 10-2: PIM-DM State Flags
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D

Dense mode flag

The meaning of thisflag should be pretty obvious. It
indicates that the multicast group is a dense mode group.
(Note: The D flag appears only on (*, G) entries.

Connected flag

The C flag appears on both (*, G) and (S, G) entries and
indicates that there is a directly connected member for this
multicast group (that is, areceiver).

Local flag

The L flag appears on both (* G) and (S, G) entries and
indicates that the router itself is a member of this group.
Hence, the router will process al multicast traffic sent to this
group at process level.

A good example of a group that the router itself would join
isthe PIM RP-Discovery (224.0.1.40) group that is used to
distribute Auto-RP information.

Pruned flag

The P flag indicates that the outgoing interface list is either
Null or al interfacesin the outgoing interface list are in the
Prune state. This flag resultsin a Prune being sent to the
upstream (RPF) neighbor for this (S, G) entry.

Shortest path tree (SPT) flag

The T flag (or SPT flag) appears only on (S, G) entries and
indicates that this traffic is being forwarded viathe (S, G)
entry (that is, the SPT). Thisflag is set whenever the first
(S, G) packet isreceived corresponding to this mroute table
entry (therefore, in dense modethe T flag is always set on
(S, G) entries).
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Join SPT flag For dense mode groups, the Jflag appears only on the (*, G)
entry and issimply used internaly to tell PIM that an (S, G)
state should be automatically created for any arriving (S, G)
traffic. (Thisflag can be ignored for dense mode groups.)

PIM-DM State Example

Now that the various flags that can be encountered in a dense mode entry have been defined, consider

Example 10-1, which shows the sample output of a show ip mroute command.

Example 10-1: Sample Output of show ip mroute Command

(*, 224.2.127.254), 00:00:10/00:00:00, RP 0.0.0.0, flags: D

Incomng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Dense, 00: 00: 10/ 00: 00: 00

Seriall, Forward/ Dense, 00:00:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 00: 10/ 00: 00: 00

(128.9.160. 43/ 32, 224.2.127.254), 00:00: 10/ 00: 02: 50, fl ags:
T

Incoming interface: SerialO, RPF nbr 198.92.1.129

Qutgoing interface |ist:

Seriall, Forward/ Dense, 00:00:10/00: 00: 00
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Serial 3, Prune/ Dense, 00:00:10/00:02:50

Thefirst line of the (*, G) entry shown in Example 10-1
(*, 224.2.127.254), 00:00:10/00:00:00, RP 0.0.0.0, flags: D

provides general information about the (*, G) entry in the multicast forwarding table (also referred to as
the mroute table) and is broken down in Table 10-3.

Table 10-3: General Information on (*, G) Entry in Example 10-1

(*, 224.2.127.254) Indicates that thisisthe (*, G) entry for multicast group 224.2.127.254.

00:00:10/00:00:00 | Uptime/expire timer counters. The uptime timer shows that this entry has
been up for 10 seconds, but that the expire timer is not running. (This
situation is normal for (*, G) dense mode entries that have associated (S, G)
entries. When al the (S, G) entries are deleted, this timer will start. At that
point, if the timer expires, the (*, G) will be deleted.) Expire timers usually
count down from 3 minutes. When the expiration time is reached, the state
entry is deleted.

RP0.0.0.0 Indicates the IP address of the RP. Because this is a dense mode group, there
isno RP and, therefore, 0.0.0.0 is displayed.

flags. D Indicates that this group is a dense mode group. (Note: The S (Sparse) and D
flags are shown only on the (*, G) entries.)

The second line of the (*, G) entry in Example 10-1 reads as follows:
Incoming interface: Null, RPF nbr 0.0.0.0

Thisline, which gives RPF information about the entry, including the incoming interface and the
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upstream RPF neighbor, is broken down in Table 10-4.

Table 10-4: RPF Information on (*,G) Entry in Example 10-1

Incoming interface: Null Indicates the incoming interface. However, because thisentry isa
dense mode (*, G) entry, thisinformation is not used. Dense mode
forwards using (S, G) entriesinstead of (*, G) entries. Therefore, the
incoming interface is shown as Null.

RPF nbr 0.0.0.0 Indicates the IP address of the upstream (RPF) neighbor for this
multicast traffic. Again, because you don't forward on dense mode
(*, G) entries, thisinformation is always 0.0.0.0.

The next few lines of the (*, G) entry in Example 10-1 are repeated here:

Outgoing interface list:
Serial0, Forwar d/Dense, 00:00:10/00:00:00
Seriall, Forward/Dense, 00:00:10/00:00:00

Serial3, Forward/Dense, 00:00:10/00:00:00

These lines display the outgoing interface list for the entry. The outgoing interface list of dense mode
(*, G) entries reflects any interfaces having a PIM neighbor or a directly connected member of the
group. Thisinformation is used to initially populate the outgoing interface list of any (S, G) entriesfor
Group G. The entriesin thislist are broken down in Table 10-5.

Table 10-5: Outgoing Interface List for (*, G) Entry in Example 10-1

Serial0 Indicates the outgoing interface.
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Forward/dense Indicates the forwarding state and mode of the interface. Because this entry
Isin the outgoing interface list of a dense mode (*, G) entry, it always
reflects forward and dense mode.

00:00:10/00:00:00 | Uptime/expire timer for this interface. The uptime indicates how long this
interface has been in its current state (forward or Prune). The expire timer in
this example is not running because forwarding dense mode interfaces never
time out. (It's also not running because it's in the outgoing interface list of a
dense mode (*, G) entry and is not used for forwarding.)

Here's the next line of Example 10-1 output:

(128.9.160.43/32, 224.2.127.254), 00:00:10/00:02:50, flags: T

This line provides general information about an (S, G) entry in the multicast forwarding table (also
referred to as the mroute table) and is broken down in Table 10-6.

Table 10-6: General Mroute Information for (S, G) Entry in Example 10-1

(128.9.160.43/32, 224.2.127.254)

Indicates that thisisthe (S, G) entry for |P multicast source
128.9.160.43 (the /32 is a mask) sending to multicast group
224.2.127.254.

00:00:10/00:02:49

Uptime/expire timer counters. The uptime shows that this
entry has been up for 10 seconds. The expire timer is running
and is counting down from 3 minutes. Because thisis an

(S, G) entry, the timer will be reset back to 3 minutes every
time the router forwards an (S, G) packet. If the expiration
timer reaches zero, the router assumes that the source has
stopped sending to the group and the state entry is deleted.
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flags. T (SPT) Indicates that multicast traffic for this source/group is being
forwarded using this entry. (In other words, the (S, G) traffic
Is being forwarded on the shortest path tree.)

The second line of the (S, G) entry is
Incoming interface: Serial0, RPF nbr 198.92.1.129

This line gives RPF information about the entry including the incoming interface and the upstream RPF
neighbor. Thisinformation is broken down in Table 10-7.

Table 10-7: RPF Information on (S, G) Entry in Example 10-1

Incoming interface: Serial0 | Indicatesthat SerialO isthe incoming (RPF) interface for this (S, G)
traffic.

RPF nbr 198.92.1.239 Indicates the | P address of the upstream (RPF) neighbor in the
direction of the source is 198.92.1.239.

Theremaining linesin the (S, G) entry in Example 10-1 are as follows:

Outgoing interface list:
Seriall, Forward/Dense, 00:00:10/00:00:00

Serial3, Prune/Dense, 00:00:10/00:02:50

These lines display the outgoing interface list for the (S, G) entry. The entriesin thislist are broken
down in Table 10-8.

Table 10-8: Outgoing Interface List for (S, G) Entry in Example 10-1
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Serial3 Indicates the outgoing interface.

Prune/Dense Indicates the forwarding state and mode of the interface. Dense mode (S, G)
outgoing interface list entries reflect either Forwar d/Dense or Prune/Dense
depending on whether the interface has been pruned or not.

00:00:10/00:02:50 | Uptime/expire timer for thisinterface. The uptime indicates how long this
interface has been inits current state (forward or Prune).

If the current state of the interface is Forwar d/Dense, the expire timer will
not be running because forwarding dense mode interfaces never time out
(that is, they continue to forward until they are pruned).

If the current state of the interface is Prune/Dense, the expire timer reflects
how long before the Prune expires and this dense mode interface will begin
to flood traffic out the interface again. This Prune expiration timer isa
countdown timer that begins counting down from 3 minutes whenever the
interface is pruned.

PIM Forwarding

When the appropriate mroute table entries have been set up in the router, multicast traffic can be
forwarded. Thisis accomplished as follows:

. Whenever amulticast packet is received, a search for the longest match of the mroute tableis
performed using the source address (S) and group address (G) of the incoming packet. This
longest match search will first try to match an (S, G) entry in the table and use it. If no matching
(S, G) entry exists, it will try to find a matching (*, G) entry and useit.

Note Note that dense mode uses only source trees that correspond to (S, G) entries in the mroute table,
and, therefore, dense mode multicast traffic is only forwarded using the (S, G) entries. Therefore, if a
matching (S, G) entry doesn't exist when a multicast packet for a dense mode group arrives, an (S, G)
entry is created based on the rules given in the section "PIM-DM State Rules' earlier in the chapter.
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. When amatching entry isfound (or created), an RPF check is performed on the incoming packet.
Thisis accomplished by comparing the incoming interface in the matching mroute table entry
with the packet's actual incoming interface. If the packet didn't arrive via the incoming interface,
the packet is dropped.

Note Maintaining incoming interface information in the mroute table entries reduces processing
overhead considerably because all that is necessary is a simple check to see whether the arrival
Interface matches the incoming interface. If thisinformation was not maintained, the router
would have to scan the unicast routing table each time a multicast packet arrived to perform the
RPF check function. This process would have a significant impact on performance. Instead, the
incoming interface information in each mroute entry is recalculated once every 5 seconds to
account for any topology changes in the network.

. If the packet arrived viathe correct interface (that is, the RPF check succeeded), the packet is
forwarded out all unpruned interfaces in the outgoing interface list.

PIM-DM Flooding

This section examinesin detail theinitial PIM-DM flooding process and the multicast forwarding state
that is set up in the router.

Figure 10-2 depicts a portion of a sample PIM-DM network. In this example, assume that no multicast
traffic has been flowing up to this point. Now, let's assume that Router A begins receiving multicast
packets from a new multicast source (128.9.160.43) for group 224.2.127.254 via Serial 0.

Figure 10-2: PIM-DM Initial Flooding
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Because you are using PIM-DM, these packets are initially flooded to al PIM neighbors. To make this
happen, Router A responds to the arrival of the first of these multicast packets by creating anew (S, G)
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entry and its parent (*, G) entry (based on General Rule 1). Thisinformation is derived by issuing the
show ip mroute command 10 seconds after the initial packet arrives (see Example 10-2). Notice the
uptime timer values on the entries.

Example 10-2: Initial Statein Router A

rtr-a>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.2.127.254), 00:00:10/00:00:00, RP 0.0.0.0, flags: D

Incomng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Dense, 00: 00: 10/ 00: 00: 00

Seriall, Forward/ Dense, 00:00:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 00: 10/ 00: 00: 00

(128.9.160.43/32, 224.2.127.254), 00:00: 10/ 00: 02: 49, flags: T

Incomng interface: SerialO, RPF nbr 198.92.1.129
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Qutgoing interface |ist:

Serial 1, Forward/ Dense, 00:00: 10/ 00: 00: 00

Seri al 3, Forward/ Dense, 00: 00: 10/ 00: 00: 00

Notice that Router A has automatically created the parent (*, G) entry, (*, 224.2.127.254), and popul ated
its outgoing interface list with interfaces Serial 0, Serial 1, and Seria 3 (based on Dense Mode Rule 1).
These are the interfaces on Router A that have PIM neighbors. Note that the PIM neighbor connected to
Router A's SerialO interface is not shown.

The (S, G) entry, (128.9.160.43/32, 224.2.127.254), shown in Example 10-2 hasitsincoming interface
computed as Serial 0, with an RPF neighbor set to 198.92.1.129 (this neighbor is not shown in Figure 10-
2), using the RPF calculation stated in General Rule 2. The (S, G) entry has aso had its outgoing
interface list initially populated from a copy of the interfaces in the (*, G) outgoing interface list (based
on Dense Mode Rule 1). Finaly, SerialO (the incoming interface) was removed from the outgoing
interface list (based on General Rule 4) so that the incoming interface does not appear in the outgoing
interface list and cause aroute loop.

Notice that all interfacesin the (S, G) outgoing interface list are in Forwar d/Dense state and their
expiration timers are not running in order to flood traffic out all interfaces until a Pruneis received.

PIM-DM Pruning

Continuing with the example shown in Figure 10-2, notice that Router B is aleaf node (that is, it has no
downstream neighbors) for this (S, G) multicast traffic and also has no directly connected members for
group G. Thisisreflected in the output of the show ip mroute command shown in Example 10-3.

Example 10-3: Initial Statein Router B

rtr-b>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned
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R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.2.127.254), 00:00:12/00:00:00, RP 0.0.0.0, flags: D

Incomng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Dense, 00: 00:12/00: 00: 00

(128.9.160. 43/ 32, 224.2.127.254), 00:00:12/00:02:48, flags: PT

I ncomng interface: Serial0, RPF nbr 198.92.2.1

Qutgoing interface list: Null

Once again, the arrival of thefirst (S, G) multicast packet caused Router B to create the (S, G) and (* G)
entries (based on General Rule 1). Notice that the Flags field of the (*, G) entry indicates that thisisa
dense mode group, and because the (*, G) entry is not used to forward multicast traffic in dense mode,
the entry reflects a Null incoming interface. In addition, the outgoing interface list of the (*, G) contains
asingle entry, Serial0, which isthe interface that connectsto its PIM neighbor, Router A.

The incoming interface of the (S, G) entry has been computed as SerialO (based on General Rule 2) with
an RPF neighbor of 198.92.2.1, which isthe | P address of Serial3 on Router A. The outgoing interface
list was initially populated with interfaces from the (* G) outgoing interface list, that is, SerialO.
However, applying General Rule 4 and removing the incoming interface from the outgoing interface list
leaves a Null outgoing interface list in the (S, G) entry as shown in the output of theinitial statein
Router B above.

Because the outgoing interface list is Null, Router B setsthe P flag in the (S, G) entry and sends an
(S, G) Prune (shown in Figure 10-3) upstream to Router A to shut off the flow of unnecessary (S, G)
multicast traffic.
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Figure 10-3: PIM-DM Pruning
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When Router A receives the Prune, the router responds by pruning interface Serial 3. (Remember that
there is no Prune delay on point-to-point links. Therefore, Serial3 was immediately pruned by Router
A.) Thisresultsin the mroute state shown in Example 10-4.

Example 10-4: Statein Router A After Pruning

rtr-a>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT
Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.2.127.254), 00:04:10/00:00:00, RP 0.0.0.0, flags: D

I ncom ng interface: Null,

RPF nbr 0.0.0.0
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Qutgoing interface |ist:

Seri al 0, Forward/ Dense, 00:04: 10/ 00: 00: 00

Serial1l, Forward/ Dense, 00:04: 10/ 00: 00: 00

Seri al 3, Forward/ Dense, 00:04: 10/ 00: 00: 00

(128.9.160. 43/ 32, 224.2.127.254), 00:04:10/00:02:39, flags: T

Incom ng interface: SerialO, RPF nbr 198.92.1.129

Qutgoing interface |ist:

Seriall, Forward/ Dense, 00:04:10/00: 00: 00

Serial 3, Prune/ Dense, 00:01:29/00:01: 31

Notice that interface Serial 3 in the outgoing interface list of the (S, G) entry (shown in boldface) is now
in Prune/Dense state and that the interface timers are now reflecting Prune information. The Prune
timeout information of 00:01:29/00:01:31 indicates that interface Serial 3 was pruned 1 minute and 29
seconds ago and that the prune will expirein 1 minute and 31 seconds. When the expiration timer counts
down to zero, the interface will be placed in Forwar d/Dense state, which will result in (S, G) traffic
again being flooded out Serial3 to Router B. This cycle will continually repeat itself every 3 minutes
while source Sis still sending Group G traffic, thereby causing Router B to send a Prune to Router A

again.

Normally, when a packet is received on a non-RPF interface, the router will send a Prune in an attempt
to try to get the upstream router to prune its interface and stop sending the traffic. If, for some reason,
the upstream router ignores this prune and keeps sending, you don't want to send a prune for every
packet received on this non-RPF interface. To avoid this, the sending of Prunesis rate limited.

For example, suppose for the moment that a configuration error or some other routing anomaly causes

Router A to begin receiving (S, G) traffic via a point-to-point, non-RPF interface, say, Serial1, as shown
in Figure 10-4.
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Figure 10-4: Rate-Limited Prunes
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This could be caused by Router C being configured with theip igmp static-group <group> command
on interface Serial O that forces the router to forward group traffic out thisinterface as if there were a
directly connected member on the interface. (I don't know why you would intentionally do this other
than to demonstrate rate-limited Prunes, but stranger things have been known to happen.)

If this occurs, Router A will respond to the arrival of packets over the non-RPF interface by sending rate-
limited Prunes back out the interface in an attempt to shut off the flow of (S, G) traffic. Note that if there
was not a (S, G) state before, Router A would automatically create the state with a Null outgoing
interface list and continue to send back rate-limited Prunes.

Note Rate-limited pruning of packets arriving on non-RPF interfaces occurs only on point-to-point
interfaces. In the case of multi-access networks such as Ethernet, Prunes are not sent in response to
packets arriving on non-RPF interfaces. Instead, the packets are simply discarded.

Dense Mode Grafting

Let's assume that Router B has a directly connected host Join Group G as shown in Figure 10-5. Now,
Router B needsto get the flow of (S, G) traffic started as quickly as possible to deliver it to Router B's
directly connected member. If Router B just simply waits until the upstream Prune state on Router A
times out, the result could be a worst-case delay of 3 minutes before traffic is received. Fortunately,
because Router B still has (S, G) state, it is aware that this source is active and can respond by sending a
Graft message to its upstream neighbor to quickly restart the flow of multicast traffic. (The upstream
neighbor isindicated in the RPF nbr field of the (S, G) entry.)

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch10.htm (22 of 30)09/12/2003 01:11:54



Using PIM Dense Mode

Figure 10-5: PIM-DM Grafting
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The router output in Example 10-5 shows the updated state in Router B after the directly connected
member has joined the group.

Example 10-5: Statein Router B After the Graft

rtr-b>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.2.127.254), 00:04:10/00:00:00, RP 0.0.0.0, flags: D
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Incom ng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Et hernet 0, Forwar d/ Dense, 00:04:10/00: 00: 00

(128.9.160. 43/ 32, 224.2.127.254), 00:04:10/00:02:39, flags: CT

Incom ng interface: SerialO, RPF nbr 198.92.2.1

Qutgoing interface |ist:

Et her net 0, Forwar d/ Dense, 00: 00: 26/ 00: 00: 00

Notice that the C flag has been set in the (S, G) entry, which indicates that Router B has adirectly
connected member for thistraffic. Also, the (S, G) outgoing interface is no longer Null as it now
includes Ether net0. This interface was added to the outgoing interface list as aresult of adirectly

connected member joining the group roughly 26 seconds ago. (The uptime counter value of 00:00:26 in
the EthernetO entry of the (S, G) outgoing interface list reflects this situation.) Example 10-6 displays the

state in Router A after it has received and processed the Graft from Router B.

Example 10-6: Statein Router A After the Graft

rtr-a>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch10.htm (24 of 30)09/12/2003 01:11:54




Using PIM Dense Mode

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.2.127.254), 00:04:10/00:00:00, RP 0.0.0.0, flags: D

Incomng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Dense, 00: 04:10/00: 00: 00

Seriall, Forward/ Dense, 00:04:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 04:10/00: 00: 00

(128.9.160.43/32, 224.2.127.254), 00:04:10/00:02:39, flags: T

I ncomng interface: Serial0, RPF nbr 198.92.1.129

Qutgoing interface |ist:

Seriall, Forward/ Dense, 00:04:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 00: 26/ 00: 00: 00

Notice that the state of interface Serial3 in the (S, G) outgoing interface list was updated to Forwar d/
Dense as aresult of the Graft that was received approximately 26 seconds ago. The uptime counter
value of 00:00:26 in the Serial 3 entry in the (S, G) outgoing interface list reflects this situation.

At this point, the flow of traffic to Router B has been restored as shown in Figure 10-6 as aresult of
Serial 3 being grafted back onto the SPT.

Figure 10-6: PIM-DM Network After Graft
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New PIM Neighbor Adjacencies

If multicast traffic is already flowing when anew PIM neighbor adjacency is established, it may be
necessary to modify the dense mode forwarding state so that this new neighbor isimmediately included
in the flooding of the currently active multicast stream.

If the new neighbor is on a newly activated point-to-point link, the router will add this interface to the
outgoing interface list of all dense mode (*, G) entries and synchronize the outgoing interface lists of all
(S, G) entriesto match their parent (*, G). For example, let's assume that multicast traffic is already
flowing as indicated by the arrows in the dense mode network shown in Figure 10-7 and that the link

from Router A to Router D is not yet up.

Figure 10-7: New PIM Neighbor on a Point-to-Point Link
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At this point, the state in Router A would be as shown in Example 10-7

Example 10-7: Statein Router A Before New Link IsActivated

rtr-a>show i p nroute

I P Multicast Routing Table
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Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.2.127.254), 00:04:10/00:00:00, RP 0.0.0.0, flags: D

Incomng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Dense, 00: 04:10/00: 00: 00

Seriall, Forward/ Dense, 00:04:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 04:10/00: 00: 00

(128.9.160.43/32, 224.2.127.254), 00:04:10/00:02:39, flags: T

I ncomng interface: Serial0, RPF nbr 198.92.1.129

Qutgoing interface |ist:

Seriall, Forward/ Dense, 00:04:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 04: 10/ 00: 00: 00

However, as soon as the new link has come up and an adjacency with dense mode Router D is
established, the state in Router A is updated so that flooding to Router D begins to occur immediately
(see Example 10-8).
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Example 10-8: Statein Router A After New Link

rtr-a>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.2.127.254), 00:04:10/00:00:00, RP 0.0.0.0, flags: D

Incom ng interface: Null, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Dense, 00: 04:10/00: 00: 00

Seriall, Forward/ Dense, 00:04:10/00: 00: 00

Serial 3, Forward/ Dense, 00: 04: 10/ 00: 00: 00

Serial 2, Forward/ Dense, 00: 00: 05/ 00: 00: 00

(128.9.160.43/32, 224.2.127.254), 00:04:10/00:02:39, flags: T

Incomng interface: SerialO, RPF nbr 198.92.1.129
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Qutgoing interface |ist:

Serial 1, Forward/ Dense, 00:04: 10/ 00: 00: 00

Seri al 3, Forward/ Dense, 00:04: 10/ 00: 00: 00

Seri al 2, Forward/ Dense, 00: 00: 05/ 00: 00: 00

Notice in Example 10-8 that interface Serial2 was added to the outgoing interface list of the (*, G). This
isadirect result of Dense Mode Rule 1, which causes the outgoing interface list of a dense mode (*, G)
entry to always list those interfaces having directly connected members or PIM-DM neighbors. In
addition, note that Serial2 has been added to the outgoing interface list of the (S, G) entry. Thisresults
in traffic being forwarded to Router D out interface Serial2. The addition of Serial2 to the (S, G)
outgoing interface list is aresult of General Rule 6, which keeps the outgoing interface list of (S, G)
entries in sync with any additions or deletions to the outgoing interface list of their parent (*, G) entry.

Figure 10-8 shows a dlightly different situation where the new adjacency (Router C) is being established
on a multi-access network (Ethernet) with other existing dense mode neighbors (Router A and Router B).

Figure 10-8: New PIM Neighbor on a Multi-access Networ k
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In this case, interface EthernetO on Router A will already bein al the appropriate outgoing interface lists
and the new neighbor, Router C, will ssmply begin receiving the traffic that is already being flooded to
the other neighbors on the network. Wait a minute! What if all of the existing neighbors (in this case
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Router B) on the network had already pruned this traffic flow? The new neighbor would not begin
receiving the multicast traffic until the prune times out as much as 3 minutes later! Worse, Router C
doesn't even know to send a Graft message upstream to restart the traffic flow because it is unaware that
this multicast traffic stream even exists! (Remember that in dense mode, state is not created until traffic
arrives.)

These new neighbor situations cause the addition of another rule for dense mode.
Dense Mode Rule 3

When anew PIM neighbor is added to the list of PIM neighbors on an interface, the interface isreset to
Forward/Dense statein all PIM-DM (S, G) outgoing interface lists.

By applying this rule to dense mode groups whenever anew PIM neighbor is detected, the flooding of
multicast traffic to the new neighbor can be initiated with a minimum delay. This allows the new
neighbor to immediately create state for this multicast traffic flow and pruneit if it is unwanted.

Summary

This chapter presented a set of dense mode rules that govern PIM-DM multicast state maintenance in
Cisco routers, aswell as a set of general rules that apply not only to PIM-DM but also to PIM-SM state
maintenance. In addition to these rules, the format of the mroute table entries that contain this multicast
state information in Cisco routers was presented along with the necessary information on how to
interpret them. Finally, the examples on PIM-DM flooding, forwarding, pruning, and grafting presented
In this chapter demonstrate how the state maintenance rules are applied under common PIM-DM
circumstances and how the mroute table entries are effected.

A working knowledge of these rules and how they come into play and an understanding of the output
from a show ip mroute command are essential tools for multicast network engineers faced with
designing, implementing, or debugging aPIM-DM network.
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Using PIM Sparse Mode

This chapter continues building on the knowledge base of Protocol Independent Multicast (PIM) sparse
mode (or PIM-SM) mechanisms introduced in Chapter 7, "PIM Sparse Mode." The use of numerous
network examples and an examination of the state that is created in a Cisco router using PIM-SM
supplement the detailed exploration of these mechanisms. This state is analyzed and explained in a step-
by-step fashion, using the output of show ip mroute commands taken from the Cisco routersin the
sample networks. Furthermore, the chapter covers the basic rules that Cisco routers use to create and
maintain sparse mode multicast forwarding state. These rules enable you to predict what a Cisco router
will do under various circumstancesin PIM-SM networks. This knowledge is critical when trying to
troubleshoot PIM-SM networks.

Note Several of the concepts that were presented in Chapter 10, "Using PIM Dense Mode," such asthe
PIM forwarding rules, are also applicableto PIM-SM. Therefore, it would be a good ideato read
Chapter 10 if you haven't done so already.

Configuring PIM-SM

PIM-SM is only dlightly more complicated to configure than PIM-DM. All you need is knowledge of
three configuration commands, and you can have sparse mode up and running. Asin PIM-DM, you need
to enable PIM on each router in the network by using the following global command:

file:/IIV[[%20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.l p.Multicast. Networks/di10ch11.htm (2 of 96)09/12/2003 01:12:00



Using PIM Sparse Mode
Ip multicast-routing

Next, enable PIM-SM on every interface in every router in the network by using the following interface
command:

Ip pim spar se-mode

The final step isto configure each of the routersin the network with the IP address of the rendezvous
point (RP), using this global command:

ip pim rp-address <addr ess>

This command tells the router where to send the (*, G) joins when it needs to join the shared treein
sparse mode. The use of Cisco's Auto-RP and PIMv2's Bootstrap mechanism are discussed in Chapter
12, "PIM Rendezvous Points." These are two features that enable Cisco routers in the network to
dynamically learn the address of the RP without having to manually configure thisinformation on every
router in the network.

Note The recommended method for enabling multicast on an interface is the use of the ip pim sparse-
dense-mode command. This allows the router to use either dense or sparse mode, depending on the
existence of RP information for each multicast group, and makes it much easier to switch the entire
network from dense mode to sparse mode (or vice versa) as needed. Sparse-dense mode also allows the
use of Auto-RP without having to configure every router in the network with Bootstrap RP information
to get Auto-RP datato flow through the network via multicast. (We discuss Auto-RP in more detail in
Chapter 12.)

PIM-SM State Rules

The preceding section established that configuring PIM-SM is only marginally more complex than
configuring PIM-DM. That isto say, it issimple. If, on the other hand, you need to understand what a
PIM-SM router in the network will do in response to directly connected hosts joining a group or the
arriving multicast traffic, Joins, or Prunes, then thisis where you, as a network administrator, are going
to earn your pay. Having a solid working knowledge of basic PIM-SM state rules employed by a Cisco
router is going to be crucial, particularly when trying to debug PIM-SM problemsin your network.

The following section explains the key PIM-SM state maintenance rules just as Chapter 10 did for PIM-
DM. Asyou recall, several of the general rules that were presented in that chapter also apply to PIM-
SM. Just so you don't have to keep flipping back and forth between this chapter and the previous chapter
to locate a specific rule, hereisalist of the general rules that were presented in Chapter 10.

file:/IIV)[[%20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.| p.Multicast. Networks/di10ch11.htm (3 of 96)09/12/2003 01:12:00



Using PIM Sparse Mode

. General Rule 1---Whenever it is hecessary to create an (S, G) entry and a corresponding parent
(*, G) entry does not exist, anew (*, G) entry isautomatically created first.

. General Rule 2---The Reverse Path Forwarding (RPF) interface is computed as the interface
with the lowest cost path (based on administrative distance/metric) to the IP address of the source
(or in the case of a sparse mode (*, G) entry, the RP). If multiple interfaces have the same cost,
the interface with the highest |P address is chosen as the tiebreaker.

. General Rule 3---When anew (S, G) entry is created, it's outgoing interface list (OIL) isinitialy
populated with a copy of the outgoing interface list from it's parent (*, G) entry.

. General Rule 4---The incoming interface of a multicast forwarding entry must never appear in
its outgoing interface list.

. General Rule 5---The RPF interface (that is, incoming interface or |1F) of every multicast state
entry isrecalculated every 5 seconds, and the outgoing interface list is adjusted appropriately
based on General Rule 4 (to prevent the incoming interface from appearing in the outgoing
interface list).

. General Rule 6---Additions or deletions to the outgoing interface list of a (*, G) entry are
replicated (within the constraints of General Rule 4) to all associated (S, G) entries for the group.

Note Let me reiterate that | am giving you only the key state rules and not a complete set of all rules and
their exceptions so you have a basic understanding of how a Cisco router creates and maintains sparse
mode state.

PIM-SM (*, G) State Rules

Unlike dense mode, sparse mode (*, G) entries are used for forwarding multicast traffic. Each PIM-SM
(*, G) entry in the mroute table defines the incoming and outgoing interfaces that the router uses to
forward Group G traffic down the shared tree. In PIM-SM, (*, G) stateistypically (athough there are
some exceptions) created only on demand, either as aresult of directly connected host joining the group
or in response to the receipt of a (*, G) Join from a downstream router.

This situation leads to the first PIM-SM state rule.
PIM-SM Rule 1

A sparse mode (*, G) entry is created as a result of an Explicit Join operation.
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The initial creation of sparse mode (*, G) state can be caused by the receipt of either a(*, G) Join from a
downstream PIM neighbor or an Internet Group Membership Protocol (IGMP) Membership Report from
adirectly connected host desiring to join Group G.

Because traffic flows down a shared tree from the RP, the incoming interface for a sparse mode (*, G)
entry is computed differently than an incoming interface for an (S, G) entry. In the case of a sparse mode
(*, G) entry, the IP address of the RP is used to calculate the RPF interface. This establishes a second
PIM-SM rule.

PIM-SM Rule 2

The incoming interface of a sparse mode (*, G) entry always points up the shared tree toward the RP.
PIM-SM (S, G) State Rules

In PIM-SM, (S, G) entries are typically created on demand by the receipt of an Explicit (S, G) Join.
(They can also be created as aresult of an (S, G) Prune, but we will save this discussion for later.) An
(S, G) Join is sent when arouter wants to receive (S, G) traffic via the shortest path tree (SPT). (S, G)
state may also be created when alast-hop router switches over to the SPT. Thiswould occur on a router

that has a directly connected member of the group and the traffic rate flowing down the shared tree
exceeds the SPT-Threshold for the group.

This leads to the next PIM-SM state rule:

PIM-SM Rule 3

A sparse mode (S, G) entry is created under the following conditions:
« Receipt of an (S, G) Join/Prune message
. Onalast-hop router when it switches to the SPT
. Unexpected arrival of (S, G) traffic when no (*, G) state exists
. At the RP when a Register message is received

Notice that the first item in PIM-SM Rule 3 isvirtually identical to PIM-SM Rule 1 for (*, G) state
entries. | could have generalized PIM-SM Rule 1 to cover both cases; however, | find that people tend to
forget that the PIM-SM SPTs are also created (and hence (S, G) state created) by using the same basic
Explicit Join mechanism as the shared tree. Therefore, | have stated this rule separately to emphasis the
point.
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PIM-SM Outgoing Interface Rules

The outgoing interface lists of (*, G) and (S, G) entries are handled alittle differently in sparse mode
than they were in dense mode. In sparse mode, an interface is added or removed from the outgoing
interface list as aresult of Explicit Joins or Prunes.

Thisleads to the following rule governing outgoing interfaces:

PIM-SM Rule 4

Aninterface is added to the outgoing interface list of a sparse mode (*, G) or (S, G) entry in either of the
following conditions:

« When an appropriate (*, G) or (S, G) Joinisreceived viathisinterface
. When adirectly connected member of the group exists on the interface

Asan example, if a(*, G) Join isreceived from a downstream neighbor over an interface, that interface
Is added to the outgoing interface of the (*, G) entry. (Note: This event may also result in the addition of
this interface to the outgoing interface lists of al child (S, G) entries for the group, based on General
Rule 6 which keeps the (S, G) outgoing interfaces in sync with the parent (*, G) entry.)

Let'stake alook at an example for an (S, G) Join. Assume that a router receives an (S, G) Join from a
downstream neighbor Shortest-Path Tree (SPT) via some interface. In this case, the interface is added to
the outgoing interface list of the (S, G) entry only---the (S, G) Join is specific to SPT for Source S and
Group G and is not applicable to the shared tree that the (*, G) entry controls.

The removal of interfaces from the outgoing interface list of sparse mode (*, G) and (S, G) entries are
governed by PIM-SM Rule 5.

PIM-SM Rule 5

Aninterface is removed from the outgoing interface list of a sparse mode (*, G) or (S, G) entry in either
of the following situations:

« When an appropriate (*, G) or (S, G) Prune (that is not overridden) is received viathis interface
(and where there is no directly connected member)

. When the interface's expiration timer counts down to zero
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Notice that this situation is different from dense mode where you leave the pruned interface in the
outgoing interface list and change its state to Prune/Dense. Therefore, you should never see an interface
In a sparse mode outgoing interface list whose state is marked as Prune/Spar se. (If you do, it'sabug!)

PIM-SM Rule 4 and PIM-SM Rule 5 basically mean that the outgoing interface list of a sparse mode
(*, G) or (S, G) entry aways reflects the interfaces in which (1) a downstream PIM-SM neighbor has
joined the tree or (2) adirectly connected member of the group exists.

PIM-SM Outgoing Interface Timers

Interface expiration timers of interfaces in sparse mode outgoing interface lists are also handled
differently than similar elements are handled in dense mode. Whenever an interface is added to an
outgoing interface list of a sparse mode (*, G) or (S, G) entry, the expiration timer isinitialized to 3
minutes and begins to start counting down to zero. Thus, if nothing else happens to reset this count (back
to 3 minutes), the interface would be removed from the outgoing interface list according to the first item
in PIM-SM Rule 5.

PIM-SM State Maintenance Rules

After al sparse mode state has been created through Explicit Joins and/or Prunes, the state entries are
updated periodically as aresult of various events. The most important event is the periodic recalculation
of the RPF interface (incoming interface) for all entries in the multicast forwarding table. This topic was
discussed in Chapter 10 and is described by General Rule 5. The recalculation of RPF interface
information is necessary so that multicast routing can converge after a change in the network topology.

To prevent interfaces from being removed prematurely from the outgoing interface list, the reset of
interface expiration timers are governed by PIM-SM Rule 6.

PIM-SM Rule 6

The expiration timer of an interface is reset to 3 minutes as aresult of either of the following conditions:
. Anappropriate (*, G) or (S, G) Joinisreceived viathisinterface.
« AnIGMP Membership Report is received from a directly connected member on this interface.

Because downstream neighbors periodically (once a minute) refresh state by sending (*, G) and (S, G)
Joins, the first part of PIM-SM Rule 6 will keep the interface's expiration timer from reaching zero. This
behavior can best be observed by periodically issuing a show ip mroute command and watching the
interface expiration timers. The expiration timers will continuously count down from 3 minutesto 2
minutes (roughly) and then be reset back up to 3 minutes.
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Special PIM-SM (S, G)RP-Bit State Rules

Chapter 7 discussed the capability of PIM-SM last-hop routers to switch from the shared treeto a
source's SPT to cut through the network and reduce latency. When the last-hop router has switched to
the (S, G) SPT for (S, G) traffic, that router no longer needs to receive the same (S, G) traffic down the
shared tree.

To stop the flow of this redundant (S, G) traffic down the shared tree, arouter with (S, G) state will send
aspecia (S, G) Prune with the RP-bit set up the shared tree. Because the RP-bit is set in this (S, G)
Prune, this message as an (S, G)RP-hbit Prune.

Setting the RP-bit in an (S, G) Prune indicates to the receiving router that the prune is applicable to the
shared tree (otherwise known as the RP Tree, hence the name RP-bit). The receiving router therefore
interprets this message as a request to prune the specified (S, G) traffic from this branch of the shared
tree.

Sending (S, G)RP-Bit Prunes

Asyou recall from the overview of PIM-SM presented in Chapter 7, there are times when a router
wishes to prune a specific source's traffic from the shared tree. This would occur when arouter has
joined the SPT for the source and no longer wants to receive the source's traffic viathe shared tree. This
prune is accomplished by sending an (S, G)RP-bit Prune up the shared tree. However, to avoid sending
conflicting (S, G) Join and (S, G)RP-bit Prunes out the same interface, the following rule, PIM-SM Rule
7, i1sapplied.

PIM-SM Rule 7

Routers will send an (S, G)RP-bit Prune up the shared tree when the RPF neighbor for the (S, G) entry is
different from the RPF neighbor of the (*, G) entry.

The preceding rule basically means that the (S, G)RP-bit Prune will originate at the point where the
shared tree and the SPT diverge. In many cases, the origination of the (S, G)RP-bit Prune will occur at
the last-hop router that joined the (S, G) SPT. (The example in Figure 11-1 shows this situation.)
However, thisis not true when the shared tree and the SPT are congruent at the last-hop router. (An
example is shown later in SPT-Switchover.)

Receiving (S, G)RP-Bit Prunes

When arouter receives an (S, G)RP-bit Prune from a downstream neighbor, it does the following:

1. Creates an (S, G) state entry (if it doesn't already exist).
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2. Setsthe RP-bit in the (S, G) entry (denoted by the R flag).

3. Populates the outgoing interface list of the (S, G) entry with a copy of the interfaces from the
parent (*, G) entry based on General Rule 3.

4. Removes (that is, prunes) the interface from which the (S, G)RP-bit Prune was received from
the outgoing interface list.

5. (Re)computes the RPF information (incoming interface and RPF neighbor) of the (S, G) entry
based on the RP address instead of the source address.

The reason that the last step is performed may not be immediately obvious and deserves additional
discussion. Because the RP-bit signifies that this (S, G) forwarding state is applicable to the shared tree,
the incoming interface of the (S, G) entry must point up the shared tree toward the RP instead of toward
Source S. Thisleadsto the PIM-SM Rule 8 that controls the calculation of the RPF interface for sparse
mode (S, G) entries.

PIM-SM Rule 8

The RPF interface (that is, the incoming interface) of a sparse mode (S, G) entry is calculated by using
the IP address of the source except when the RP-bit is set, in which case the |P address of the RP is used.

After thisrule (along with General Rule 4, which prevents the incoming interface from appearing in the
outgoing interface list) has been applied, the resulting (S, G)RP-bit entry will control the forwarding/
pruning of (S, G) traffic flowing down the shared tree.

The reason that the (S, G)RP-bit entry will control the flow of (S, G) traffic down the shared tree is that
the incoming interface of the (S, G) entry isnow pointing up the shared tree as aresult of the RP-bit
being set and PIM-SM Rule 8 being applied. Additionally, the interface that the (S, G)RP-bit Prune was
received on is removed from the outgoing interface list of the (S, G) entry because this was, after al, a
Prune.

Figure 11-1 shows an example of two routers, Router B and Router C, both receiving (S, G) traffic down
the shared tree.

Figure 11-1: Traffic Flow Before (S, G)RP-Bit Prune
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(101, 224.9.0.9)
Traffic

Example 11-1 showsthe initial state in Router A.

Example 11-1: Initial Statein Router A Before (S, G)RP-Bit Prune

rtr-a>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:00:12/00:00:00, RP 10.1.5.1, flags: S

Incom ng interface: SerialO, RPF nbr 198.92.2.1

Qutgoing interface |ist:

Serial l, Forward/ Sparse, 00:00:12/00:02:48
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Serial 2, Forward/ Sparse, 00:04:28/00:02: 32

Assume that Router B joins the SPT to Source S via Router D and sends an (S, G)RP-bit Prune to Router
A, which stops the redundant flow of (S, G) traffic down the shared tree as shown in Figure 11-2.

Figure 11-2: Traffic Flow After (S, G) RP-Bit Prune
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When Router A receivesthe (S, G)RP-bit Prune, it creates an (S, G) entry based on the rules presented
earlier in this section. The state in Router A is shown in Example 11-2.

Example 11-2: Statein Router A After the (S, G)RP-Bit Prune

rtr-a>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde
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(*, 224.1.1.1), 00:04:35/00:00:00, RP 10.1.5.1, flags: S

Incomng interface: SerialO, RPF nbr 198.92.2.1

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:00:19/00:02:41

Serial 2, Forward/ Sparse, 00:04:35/00:02: 25

(10.1.1.1/32, 224.1.1.1), 00:00:07/00:02:43, flags: RT

I ncomng interface: Serial0, RPF nbr 198.92.2.1

Qutgoing interface |ist:

Serial 2, Forward/ Sparse, 00:00:07/00:02: 53

Now, when a(10.1.1.1, 224.1.1.1) packet arrives at Router A viathe shared tree, Router A will search its
mroute table for a matching entry. Finding the matching (S, G) entry, Router A will use it (because an
existing (S, G) entry is aways used) to forward the packet. Router A then checks the incoming interface
information in the (10.1.1.1, 224.1.1.1) entry to see whether the arriving packet passes the RPF check.
Because the RP-bit (denoted by the R flag in the (S, G) entry) is set, the incoming interface (Serial0)
points up the shared tree toward the RP instead of toward the source (via Serial1) as aresult of the
application of PIM-SM Rule 8. Because the packet is flowing down the shared tree and, therefore,
arrives via Serial0, the RPF check succeeds and Router A will then forward the packet out all interfaces
in the outgoing interface list.

Hopefully, you noticed that interface Serial1 is not in the outgoing interface list of the (10.1.1.1,
224.1.1.1) entry. The interface is missing because it was removed by the (S, G)RP-bit Prune. The result
isthat the (S, G) traffic is pruned from the leg of the shared tree that runs from Router A to Router B.

Note If the preceding (S, G)RP-bit Prune mechanism is perfectly clear to you at this point, give yourself
amajor pat on the back, as you have just learned one of the more difficult concepts of PIM-SM.
However, if it isnot clear, don't despair. We will return to this process in the section on SPT-Switchover
later in this chapter.
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PIM-SM State Entries

Having a solid understanding of the PIM state information that is displayed by the show ip mroute
command is even more important in sparse mode than in dense mode. This section looks at a sample
output from this command for a sparse mode group and examinesit line by line.

Consider the sample output of ashow ip mroute command shown in Example 11-3.

Example 11-3: Sample Output for show ip mroute Command

(*, 224.2.127.254), 00:03:10/00:00: 00, RP 10.1.5.1, flags: S

Incoming interface: SerialO, RPF nbr 198.92.1.129

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:03:10/00:02:50

Serial 3, Forward/ Sparse, 00:03:10/00:02:50

(128.9.160. 43/ 32, 224.2.127.254), 00:00: 40/ 00: 02: 20, fl ags:
T

Incomng interface: Seriall, RPF nbr 198.92.2.1

Qutgoing interface |ist:

Serial 3, Forward/ Sparse, 00:00:40/00:02: 20

Thefirst line in Example 11-3 contains general information about the (*, G) entry in the multicast
forwarding table (also referred to as the mroute table) and is broken down in Table 11-1.

Table 11-1: General Information on (*, G) Entry for Example 11-3
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(*, 224.2.127.254) | Indicatesthat thisisthe (*, G) entry for multicast group 224.2.127.254.

00:03:10/00:00:00 | Uptime/expire timer counters. The uptime shows that this entry has been up
for 3 minutes and 10 seconds, whereas the expire timer is not running. (This
condition isnormal for (*, G) sparse mode entries when achild (S, G) entry
exists.) Expire timers usually count down from 3 minutes. When the
expiration time is reached, the state entry is deleted.

RP10.1.5.1 Indicates the | P address of the RP.

flags. S Indicates that this group is a sparse mode group. (Note: The S (Sparse) and
D flags are shown only on (*, G) entries.)

The second line in Example 11-3 provides RPF information about the entry including the incoming
interface (also referred to as the RPF interface) and the upstream RPF neighbor and is broken down in

Table 11-2.

Table 11-2: RPFI Information on (*, G) Entry for Example 11-3

Incoming interface: Serial0

Indicates that the incoming interface for traffic flowing down the
shared tree is Serial 0. (Note: Because the RP is the root of the
shared tree, the incoming interface is always the Null interface
when this command is executed on the RP.)

RPF nbr 198.92.1.129

Indicates the | P address of the upstream (RPF) neighbor for this
multicast traffic.

The next few lines of the (*, G) entry in Example 11-3 are shown here:
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Outgoing interface list:
Seriall, Forward/Spar se, 00:03:10/00:02:50

Serial3, Forwar d/Spar se, 00:03:10/00:02:50

These lines display the outgoing interface list for the entry. The outgoing interface list of sparse mode
(*, G) entries reflects downstream interfaces on the shared tree. Thisinformation isused to initialy
popul ate the outgoing interface list of any (S, G) entriesfor Group G. The entriesin thislist are broken
down in Table 11-3.

Table 11-3: Outgoing Interface List Information on (*, G) Entry for Example 11-3

Seriall Indicates the outgoing interface.

Forward/Sparse Indicates the forwarding state and mode of the interface. Because this entry
Isin the outgoing interface list of a dense mode (*, G) entry, it always
reflects forward and dense mode.

00:03:10/00:02:50 | Uptime/expire timer for this interface. The uptime indicates how long this
interface has been in forward state. The expire timer indicates that this
interface will expire in 2 minutes and 50 seconds at which time it will be
removed from the outgoing interface list.

Here's the next line of Example 11-3:
(128.9.160.43/32, 224.2.127.254), 00:00:40/00:02: 20, flags. T

Thisline gives you general information about an (S, G) entry in the multicast forwarding table (also
referred to as the mroute table) and is broken down in Table 11-4.

Table 11-4: General Mroute Information for (S, G) Entry in Example 11-3
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(128.9.160.43/32, 224.2.127.254) | The (S, G) entry for P multicast source 128.9.160.43 (the /32
Isamask) sending to multicast group 224.2.127.254.

00:00:40/00:02:53 Uptime/expire timer counters. The uptime shows that this
entry has been up for 40 seconds. The expire timer is running
and is counting down from 3 minutes. Because thisis an

(S, G) entry, thistimer will be reset back to 3 minutes every
time the router forwards an (S, G) packet. (In this case, a
packet was received roughly 7 seconds ago.) If the expiration
timer reaches zero, the router assumes that the source has
stopped sending to the group and the state entry is del eted.

flags: T Indicates that multicast traffic for this source/group is being
forwarded using this entry. (In other words, the (S, G) traffic
Is being forwarded on the SPT.)

The second line of the (S, G) entry is
Incoming interface: Seriall, RPF nbr 198.92.2.1

Thisline gives you RPF information about the entry including the incoming interface (also referred to as
the RPF interface) and the upstream RPF neighbor and is broken down in Table 11-5.

Table 11-5: RPF Information on (S, G) Entry in Example 11-3

Incoming interface: Seriall | Indicatesthat Seriall isthe incoming (RPF) interface for the (S, G)
traffic flowing down the SPT.

RPF nbr 198.92.2.1 Indicates the | P address of the upstream (RPF) neighbor for this
multicast traffic is 198.92.2.1.
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Theremaining linesin the (S, G) entry in Example 11-3 are as follows:

Outgoing interfacelist:

Serial 3, Forwar d/Spar se, 00:00:40/00:02:20

These lines display the outgoing interface list for the (S, G) entry. The entriesin thislist are broken
downin Table 11-6.

Table 11-6: Outgoing Interface List for (S, G) Entry in Example 11-3

Serial3 Indicates the outgoing interface.

Forward/Sparse Indicates the forwarding state and mode of the interface.

00:00:40/00:02:20 | Uptime/expire timer counters. The uptime shows that this entry has been up
for 40 seconds. The expire timer is running and is counting down from 3
minutes. The expire timer will be reset back to 3 minutes every time an

(S, G) Join isreceived from a downstream neighbor viathisinterface. (In
this case, an (S, G) Join was received roughly 40 seconds ago.) The expire
timer can aso be reset by the existence of directly connected members on
thisinterface.

PIM-SM State Flags

In the PIM-SM state entriesin Example 11-3, you saw the Flag field on each entry and encountered just
afew of the possible sparse mode flags. Table 11-7 explains the State flags that can be found in the Flag
field of sparse mode entries. After you have a good under- standing of when these State flags are set and
cleared and what they mean, you will have come along way toward understanding mroute state.

Table 11-7: PIM-SM State Flags
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S

Sparse mode flag

The meaning of thisflag should be pretty obvious. The Sflag
indicates that the multicast group is a sparse mode group.
(Note: The Sflag appears only on (*, G) entries.

Connected flag

The C flag appears on both (*, G) and (S, G) entries and indicates
that there is a directly connected member for this multicast group.

Local flag

The L flag appears on both (* G) and (S, G) entries and indicates
that the router itself isamember of this group. Therefore, the
router will process al multicast traffic sent to this group at process
level.

A good example of a group that the router itself would join isthe
PIM RP-Discovery (224.0.1.40) group that distributes Auto-RP
information.

Pruned flag

The P flag indicates that the outgoing interface list isNull. This
condition causes a Prune to be sent to the upstream (RPF)
neighbor for this (*, G) or (S, G) entry.

SPT flag

The T flag (or SPT flag) appears only on (S, G) entries and
indicates that this traffic is being forwarded viathe (S, G) entry
(that is, the SPT). Thisflag is set whenever thefirst (S, G) packet
Is received corresponding to this mroute table entry.

Proxy-Join timer flag

The X flag appears only on (S, G) entries and indicates that the
Proxy-Join timer is running. (This flag was introduced in |OS 12.0
and is discussed in the section titled "Proxy-Join Timer" later in
the chapter.)

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch11.htm (18 of 96)09/12/2003 01:12:00




Using PIM Sparse Mode

J | JoinSPT flag (*, G)

For sparse mode (*, G) entries, the Jflag is set whenever the rate
of traffic flowing down the shared tree exceeds the SPT-
Threshold. (This calculation is done once a second.) When the J
flag has been set on the (*, G) entry, the next (S, G) packet
received down the shared tree will cause source Sto be cut over to
the SPT. (This switchover occursonly if the C flag is also set.)

J Join SPT flag (S, G)

The Jflag is set on sparse mode (S, G) entriesto indicate that this
source was previously cut over to the SPT. Thisflag tells PIM to
check the traffic rate flowing down the SPT against the SPT-
Threshold to see whether this source should be switched back to
the shared tree. (This calculation is only done once a minute to
prevent aflip-flop condition.)

F Register flag

The F flag isused on (S, G) entriesto indicate that we must send
Register messages for this traffic. (How we got F out of "Register"
ISamystery to me.)

The Fflag istypically set on an (S, G) entry when a multicast
source Sisdirectly connected to the router sending traffic to
Group G.

(Note: The F flag is set on the parent (*, G) entry if any child
(S, G) entries have the F flag set.)

R | RP-bitflag (S, G) only

The R flag isthe RP-bit flag and indicates that the information in
the (S, G) entry is applicable to the shared tree. (The shared treeis
sometimes called the RP Tree, hence the name, "RP-bit".) (S, G)
RP-bit entries are used to prune redundant (S, G) traffic from the
shared tree after a downstream router has joined the SPT for
Source S.

(Note: When the RP-bit is set, the (S, G) incoming interfaceis
switched to point toward the RP instead of the source, S. Thisis
done so that the RPF check will succeed for (S, G) traffic flowing
down the shared tree.)
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Joining the Shared Tree

Now that you have a good understanding of the basic sparse mode state rules and also how to interpret
the sparse mode mroute state information, let's now take a closer ook at the various mechanisms used
by PIM-SM, beginning with joining the shared tree.

The example in Figure 11-3 depicts the sequence of events that take place when a host (Revr A) joinsa
multicast group, thereby triggering the local Designated Router (DR) (in this case, Router B) to join the
shared tree for the group.

Figure 11-3: Joining the Shared Tree
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Host Revr A signalsits desire to join multicast group 224.1.1.1 by multicasting an IGMP Membership
Report to 224.1.1.1 (step 1). We frequently refer to this action as sending an "IGMP Join" although,
technical speaking, we are actually sending an IGMP Membership Report. It'sjust easier to say "IGMP
Join," and everyone knows what we mean.

When the DR, Router B, receives this IGMP Join for group 224.1.1.1, the DR scans its mroute table for
a(*, G) entry for this group. Because there has been no previous activity for this group, Router B does
not find a (*, 224.1.1.1) entry and therefore must create anew (*, G) entry. The result is that the state
shown in Example 11-4 is created in Router B.

Example 11-4: Statein Router B After Recelving the I GMP Join from Rcvr A

rtr-b>show i p nroute

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch11.htm (20 of 96)09/12/2003 01:12:00



Using PIM Sparse Mode

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:00:05/00:02:59, RP 10.1.5.1, flags: SC

Incom ng interface: EthernetO, RPF nbr 10.1.2.1

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00: 00: 05/ 00: 02: 55

The output of the show ip mroute command in Example 11-4 showsasingle (*, G) entry for group
224.1.1.1. Thefirst line of this entry indicates that it was created (based on PIM-SM Rule 1) roughly 5
seconds ago. In this case, the entry was created as a result of the receipt of the IGMP Join from Rcvr A.
The entry will expire in roughly 3 minutes and the RP for this group is 10.1.5.1 (Router C). Finally,
because there is adirectly connected member (Rcvr A) for this group, the C flag has been set on this
(*, G) entry.

The second line shows the incoming (RPF) interface for this (*, G) entry to be EthernetO. This RPF
information was computed using PIM-SM Rule 2 and General Rule 2, which dictate the address to use
(source or RP) in the RPF calculation and how to calculate the RPF information. In this case, the RPF
information in the second line points up the shared tree toward the RP through RPF neighbor 10.1.2.1,
which is Router A.

The remaining lines of the entry show the outgoing interface list, and it contains a single entry for
Ethernetl, which was added as aresult of PIM-SM Rule 4, which controls the popul ation of outgoing
interfaces. In this case, Ethernetl was added to the outgoing interface list as the indirect result of the
receipt of an IGMP Join from Rcvr A via Ethernetl.
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Technically speaking, Ethernetl was added to the outgoing interface list because the IGMP Membership
Cache contains an entry indicating that there is at least one directly connected member of this group on
thisinterface. Y ou can verify this by using the show ip igmp group command to show the contents of
the IGMP Membership Cache, as shown in Example 11-5.

Example 11-5: Results of the show ip igmp group Command

rtr-b>show ip ignp group

| GWP Connected Group Menbership

G oup Address Interface Uptine Expires Last
Reporter

224.1.1.1 Ethernetl 00: 0010 00:01:39 171.70.144.21

Notice that the output of this command shows only the L ast Reporter for this group on thisinterface.
The router does not need to keep track of al members of the group on the interface; in fact, al the router
needs to know is whether at least one member of the group is still active on thisinterface. (This example
only has a single member active on the interface, so presumably it is the address of Rcvr A.)

Finally, successive show ip mroute commands would show that the interface expire timer for Ethernetl
in the outgoing interface list was periodically being reset back to 3 minutes. In this case, thetimer is
being reset because an entry for this group exists on this interface in the IGMP Membership Cache.

Let's continue with the next step of the "joining the shared tree" example shown in Figure 11-3. Because
Router B created anew (*, G) entry, it sends atriggered (*, G) Join up the shared tree to its RPF
neighbor, Router A (step 2). The Join is actually multicast on EthernetO and is heard by all PIM
neighbors on the network. However, the address of the RPF neighbor, in this case 10.1.2.1, is contained
in the Join, which informs Router A that the Join is addressed to it.

When Router A receivesthis (*, G) Join, A too must create anew (*, G) entry for group 224.1.1.1 in the
same fashion (and by applying the same rules) as did Router B. Thisresults in the following state in
Router A (see Example 11-6), which was obtained using the show ip mroute command.

Example 11-6: Statein Router A After Processing (*, G) Join from Router B
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rtr-a>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:01:10/00:02:59, RP 10.1.5.1, flags: S

Incomng interface: Serial 0, RPF nbr 10.1.4.1

Qutgoing interface |ist:

Et hernet O, Forward/ Sparse, 00:01:10/00: 02: 50

In this case, Serial0 isthe incoming interface and EthernetO was added to the outgoing interface list as a
result of the receipt of the (*, G) Join from downstream neighbor, Router B.

Pay particular attention to the fact that the C flag is not set in the (*, 224.1.1.1) entry in Router A. Why?
Because in this example, Router A does not have any directly connected members of group 224.1.1.1.
However, if ahost on EthernetO, for example, were to join the group at some point, then the C flag
would also be set in the (*, 224.1.1.1) entry on Router A. (We can use the show ip igmp group
command to verify that thereis or isn't adirectly connected member for this group.)

Once again, if you do successive show ip mroute commands, you will see that the interface expire timer
on EthernetO in the outgoing interface list is periodically being reset back to 3 minutes. Thistime,
however, the interface expire timer is being reset by the receipt of (*, G) Joins sent periodically (once a
minute) by Router B to refresh this branch of shared tree.

Refer back to Figure 11-3 for the final step of the example. Because Router A also had to create a new
(*, G) entry, A sends atriggered (*, G) Join up the shared tree to its RPF neighbor, Router C (step 3). In
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this case, the RPF neighbor isthe RP.

When the RP receives the (*, G) Join from Router A, it responds by creating a (*, G) entry in its mroute
table, as shown by the output of a show ip mroute command listed in Example 11-7.

Example 11-7: Statein the RP After Processing the (*, G) Join from Router A

rtr-c>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:14/00:02:59, RP 10.1.5.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Serial 0, Forward/ Sparse, 00:03:14/00:02: 45

Here again, Router C applied the same rules to the creation of the (*, G) state as did Router B and
Router A. This process caused SerialO (the interface by which the (*, G) Join was received) to be placed
in the entry's outgoing interface list. If you again do successive show ip mroute commands, you will see
that the interface expire timer on SerialO is also being reset by the receipt the periodic (*, G) Joins from
Router A that are arriving roughly once a minute.

Notice that the incoming interface in the (*, G) entry on the RP is a bit different from the other routers.
The incoming interface is Null, and the RPF neighbor is 0.0.0.0 (that is, thereis no RPF neighbor). This
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occurs simply because the RP isthe "root" of the shared tree, and, therefore, both the incoming interface
and the RPF neighbor are meaningless. A good analogy to this situation would be to stand at the North
Pole. Now take 10 steps to the north. You can't! Just as you can't travel any further up the shared tree
than the RP.

At this point, you have successfully set up state in al the routers shown in Figure 11-3, which
effectively builds a branch of the shared tree for group 224.1.1.1. This branch starts at the RP (Router C)
and extends through Router A on down to Router B where the directly connected member, "Rcvr A",
resides. Any multicast traffic arriving at the RP (the next section explains how traffic gets to the RP) is
forwarded down this branch and received by Rcvr A.

PIM Register Process

Now that you have examined the details of how mroute state is set up to build the shared tree from the
RP down to the receivers, you need to understand how multicast traffic gets to the RP in the first place.

Recall from Chapter 7 that PIM-SM uses a unidirectional shared tree where multicast traffic can only
flow down the branches from the RP. To get multicast traffic to the RP, first-hop routers (routers with
directly connected sources) use a Register process to basically notify the RP of the existence of a source
of multicast traffic. The RP processes the Register messages sent by the first-hop router and then joins
the SPT to the sourceto "pull” the multicast traffic flow to the RP. Thistraffic is then delivered down
the shared tree to the receivers.

Naturally, the preceding description is a simplified version of the PIM Register process. The next few
sections |ook at this process in considerable detail, again using several sample networks and the output
of show ip mroute commands to explain the process.

We will break the PIM Register process into three scenarios and examine each in detail. These scenarios
are

. Receiversjoin the shared tree first

. Sourcesregister first

. Recelversaong the SPT between source and RP join the group
Receivers Join First

Figure 11-3 showed how mroute state is built all the way up the shared tree to and including the RP
when areceiver joins the multicast group. Let's assume that process has aready taken place and two
branches of the shared tree have been built before any sources begin sending.
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Figure 11-4 shows a portion of the network that includes the RP with two branches of the shared tree
aready built on Serial0 and Serial 1.

Figure 11-4: Initial Network with Two Branches of the Shared Tree
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If we look at the state in the RP before any source begins sending, we would see the state shown in
Example 11-8.

Example 11-8: Statein the RP with Two Branches of the Shared Tree

rtr-c>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:14/00:02:59, RP 10.1.5.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:
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Serial 0, Forward/ Sparse, 00:01:36/00:02: 24

Serial 1, Forward/ Sparse, 00:03:14/00:02:45

The other two routers in the example, Router A and Router B, initially do not have any state because
they have not had any directly connected hosts either join the group or begin sending to the group. If you
do a show ip mroute command for the sample group 224.1.1.1 on these routers at this point, you would
see the output shown in Example 11-9.

Example 11-9: Initial Statein Router A and Router B

rtr-a>show i p nroute
224.1.1.1

G oup 224.1.1.1 not found.

rtr-b>show ip nroute
224.1.1.1

G oup 224.1.1.1 not found.

Now that the stage is set, |et's activate a multicast source for group 224.1.1.1 and see what happens.
Figures 11-5 through 11-8 reflect the following eight steps that are involved in the Register process
when the receiver joins first:

Step 1 Source begins sending Group G traffic.

Step 2 Router A encapsul ates packets in Register messages; unicasts to RP.
Step 3 Router C (RP) de-encapsul ates packets; forwards down shared tree.
Step 4 RP sends (S, G) Join toward source; builds SPT.

Step 5 RP begins recelving (S, G) traffic down SPT.
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Step 6 RP sends Register Stop to Router A.

Step 7 Router A stops encapsulating traffic in Register messages.
Step 8 (S, G) traffic is flowing down asingle path (SPT) to RP.
These eight steps are detailed in the following sections.
Receivers Join First: Registering Steps 1-3

Figure 11-5 shows the first three steps of the Register processin action. Let's examine what happens at
each step.

Figure 11-5: Registering Steps 1-3 (Receivers Join First)
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A multicast source (171.68.37.121) begins sending to group 224.1.1.1. Notice that the source did not
bother to join the multicast group first. This would have caused Router A to join the shared tree and
would complicate the example. Therefore, assume that the source is a send-only multicast source so that
you can focus on the state created by the Register process.

When Router A receives the first multicast packet from the source, it searches for amatch in its mroute
table. In this case, it has neither amatching (S, G) entry nor amatching (*, G) entry. Therefore, to
process the incoming multicast packet, Router A must create an (S, G) entry. This step automatically
causes a(*, G) entry to also get created based on General Rule 1 that requires a parent (*, G) to exist for
any (S, G) entries.

Router A now checks the IP address of the source and sees that it is an address within the subnet defined
on EthernetO (Step 1). In other words, the source is directly connected to Router A. Therefore, Router A
begins encapsulating the packets from the source in Register messages and unicasting them to the RP.

When the RP receives these Register messages, it de-encapsul ates them and examines the destination
address of the multicast packet inside (Step 2). In this case, the RP finds that the destination is multicast
group 224.1.1.1 for which it has a (*, G) entry. The RP then forwards the multicast packet out all
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interfaces in the outgoing interface list. This action resultsin the packet being sent down the shared tree
viainterfaces Serial0 and Seriall.

If you type quick enough, you can catch this transitory state in Router A with an show ip mroute
command. The output is shown in Example 11-10.

Example 11-10: Statein Router A While Registering

rtr-a>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:00:03/00:02:56, RP 10.1.5.1, flags: SP

Incomng interface: SerialO, RPF nbr 171.68.28.191,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:00:03/00:02:57, flags: FPT

Incom ng interface: EthernetO, RPF nbr 0.0.0.0, Registering

Qutgoing interface list: Null

L et's stop here and take the above output apart line by line and make sure what is happening is clear.
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Thefirst entry is, of course, the (*, G) entry for group 224.1.1.1. Thefirst line of this entry shows that
the RPis 10.1.5.1 (Router C), the group is a sparse mode group (S flag), and the entry is pruned (P flag)
because the outgoing interface list is Null. The second line shows that the incoming interface is pointing
toward the RP via Serial0 and that the RPF neighbor (upstream in the direction of the RP) is
171.68.28.191 (Router B). The fact that this (*, G) entry is"pruned” (that is, the outgoing interfacelist is
Null) frequently confuses Cisco multicast neophytes. Let me explain.

The (*, G) entry controls the forwarding of group multicast traffic down the shared tree, where there are
directly connected members of the group or other downstream routers that have joined the group.
Because there are neither at this point (remember, the source did not join the multicast group), the
outgoing interface list of the (*, G) entry is Null and therefore the P flag is set. Thiswould not be the
case if the source had also joined the multicast group before it began sending. However, because | want
to focus just on the Register process, | specifically used an example of a send-only host here.

The second entry in the output of the show ip mroute command isthe (S, G) entry for the source,
171.68.37.121, which is sending to group 224.1.1.1. Thefirst line of this entry shows that the source sent
the first packet roughly 3 seconds ago and that this entry will expire and be deleted in roughly 2 minutes
in 57 seconds. (Note: (S, G) entry expire timers are reset back to 3 minutes each time a multicast packet
Is forwarded using the entry.) The Flags field indicates that Register messages must be sent(F flag) for
this (S, G) traffic (that is, because Sisadirectly connected source). The flags also indicate that at |east
one packet has been forwarded using thisentry (T flag) and that the entry is pruned (P flag) because the
outgoing interface list is Null.

The second line of the entry shows the incoming interface for this traffic is EthernetO and, because thisis
adirectly connected source (that is, it is on the subnet connected to Ethernet0), the RPF neighbor is
0.0.0.0. In other words, no RPF neighbor exists for this source because it is directly connected to Router
A.

Again, the fact that the outgoing interface list is Null (hence, the P flag being set) might seem to be an
error. However, this condition is currently correct because the outgoing interface list of an (S, G) entry
reflects interfaces where there are directly connected members of the group or downstream neighbors
that have joined the SPT for this source. Once more, neither of these two conditions has been met, and
therefore the outgoing interface list of the (S, G) entry is Null.

Receivers Join First: Registering Step 4

Figure 11-6 shows Step 4 in the receiver-joins-first example of the Register process.

Figure 11-6: Registering Step 4 (ReceiversJoin First)
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Because the RP has (*, 224.1.1.1) state whose outgoing interface list is not Null, the RP sends an (S, G)
Join toward the first-hop router (Router A) so that Router A can join the SPT and "pull" multicast traffic

from source 171.68.37.121 sending to group 224.1.1.1 via native multicast. The (S, G) Join travels hop
by hop through Router B and on to Router A, setting up an SPT between the source and the RP.

If we could freeze time at this moment and type the show ip mroute command on all the routers, we
would see the output shown in Examples 11-11, 11-12, and 11-13.

Example 11-11: Statein RP (Router C) Immediately After (S, G) Join

rtr-c>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:09:21/00:02:38, RP 10.1.5.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:
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Serial 0, Forward/ Sparse, 00:09:21/00:02: 38

Seriall, Forward/ Sparse, 00:03:14/00:02: 46

(171.68.37.121, 224.1.1.1, 00:00:01/00:02:59, flags: T

Incomng interface: Serial3, RPF nbr 171.68.28. 139,

Qutgoing interface |ist:

Serial 0, Forward/ Sparse, 00:00:01/00:02:59

Serial 1, Forward/ Sparse, 00:00:01/00:02:59

Example 11-12: Statein Router B Immediately After (S, G) Join

rtr-b>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:00:01/00:02:59, RP 10.1.5.1, flags: SP

Incom ng interface: Seriall, RPF nbr 171.68.28. 140,
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Qutgoing interface |ist: Nul

(171.68.37.121/32, 224.1.1.1), 00:00:01/00:02:59, flags: T

Incom ng interface: SerialO, RPF nbr 171.68.28.190

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:00:01/00:02:59

Example 11-13: Statein Router A Immediately After (S, G) Join

rtr-a>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:00:02/00:02:59, RP 10.1.5.1, flags: SP

I ncomng interface: Serial0, RPF nbr 171.68.28. 191,

Qutgoing interface |ist: Nul

(171.68.37.121/32, 224.1.1.1), 00:00:2/00:02:58, flags: FT
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Incom ng interface: EthernetO, RPF nbr 0.0.0.0, Registering

Qutgoing interface |ist:

Serial 0, Forward/ Sparse, 00:00:01/00:02:59

Working backwards from the RP toward Router A, Example 11-11 shows that the RP has created a new
(S, G) entry as aresult of sending the (S, G) join. Pay particular attention to the fact that the outgoing
interface list of the (S, G) was populated with a copy of the outgoing interface list from the parent (*, G)
entry according to General Rule 3. The incoming interface points toward the source through RPF
neighbor 171.68.28.139 (Router B) viainterface Serial3, based on PIM-SM Rule 8 and General Rule 2.

Example 11-13 shows that Router A has received the (S, G) Join (via Router B) and has added SerialO to
the outgoing interface list of the (S, G) entry. This step caused the P flag to be reset because the
outgoing interface list is no longer Null.

Example 11-12 shows that Router B has created (*, G) and (S, G) state asaresult of the (S, G) Join
received from the RP. Notice that the (*, G) entry on Router B is also pruned (P flag is set) because the
outgoing interface list is Null. This state is normal given the current conditions for the same reason seen
on Router A earlier. That is, Router B has no directly connected members or downstream neighbors that
have joined the shared tree. Therefore, the (*, G) entry is pruned.

The (S, G) entry, on the other hand, has an incoming interface that points toward the source via RPF
neighbor 171.68.28.190 (Router A) via Serial 0. The outgoing interface list contains Serial1, which isthe
interface by which the (S, G) Join from the RP was received. The combination of the incoming interface
and outgoing interface list on the (S, G) entry in Router B allows traffic from the source to flow down
the SPT, through Router B on its way to the RP.

Finally, Example 11-13 shows that Router A has added interface Serial O to the outgoing interface list of
its (S, G) entry as aresult of the (S, G) Join received from Router B via Serial0. Now that the outgoing
interface list isno longer Null, the P flag isreset in the (S, G) entry.

Because we were somehow able to type the show ip mroute command at this frozen instant in time, we
were able to catch Router A still indicating Registering on the (S, G) entry. However, in actual practice,
this event usually happens so fast that you can't catch the router in this state.

Receivers Join First: Registering Steps 5 and 6

Figure 11-7 shows Steps 5 and 6 in the receivers-join-first registering example.
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Figure 11-7: Registering Steps 5 and 6 (Receivers Join First)
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The RP now beginsreceiving (S, G) traffic natively viathe newly created SPT (Step 5).

The next time the RP receives an (S, G) Register message, the RP seesthat it is now receiving (S, G)
traffic successfully viathe SPT (indicated by the T flag being set in the (S, G) entry) and responds by
sending back an (S, G) Register-Stop message (Step 6).

Receivers Join First: Registering Steps 7 and 8

Figure 11-8 depicts the final two stepsin the receivers-join-first registering example.

Figure 11-8: Registering Steps 7 and 8 (Receivers Join First)
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When Router A receives the (S, G) Register-Stop message from the RP, it stops sending multicast

packets from the source encapsulated in Register messages and updatesits (S, G) state entry by clearing
the Registering indicator (Step 7).

The Register process is now complete, and (S, G) traffic is flowing to the RP only viathe SPT (Step 8).
From the RP, this traffic is then forwarded down the branches of the shared tree to the receivers.

Now that the entire process has completed, the state in Routers C and B will be the same as the output
shown in Examples 11-11 and 11-12, respectively. The exception is the output of Router A, whichis
shown in Example 11-14.
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Example 11-14: Statein Router A After Register

rtr-a>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:00:03/00:02:59, RP 10.1.5.1, flags: SP

I ncomng interface: Serial 0, RPF nbr 171.68.28. 191,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:00:3/00:02:58, flags: FT

Incom ng interface: EthernetO, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Sparse, 00:00:03/00:02: 57

The difference between Examples 11-14 and 11-13 may not be obvious. However, if you look closely,

you'll notice that the Registering indicator on the second line of the (S, G) entry is now gone. This

change indicates that Router A isno longer sending Register messages to the RP for this (S, G) traffic.
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Note Occasionally, afirst-hop router can appear to get stuck in the Registering state where the word
Registering continuously appearsin the (S, G) entry. Thisis an indication of a problem in the network.
This problem most often occurs when not all interfaces in the network (between the first-hop router and
the RP) have been enabled for multicast. At other times, some sort of reachability problem in the
network can cause this problem. Finally, this condition can sometimes occur if the first-hop router has
been configured with a static RP address viathe ip pim rp-address command and another router
between it and the RP is configured with an ip pim accept-r p command that denies this RP address as a
valid RP. (Theip pim accept-rp command is discussed in more detail in Chapter 12.)

Source Registers First

In the previous sections, it was assumed that receivers would join the multicast group (hence create
branches of the shared tree) first. Frequently, however, the multicast source may begin sending traffic
before any receiversjoin the group.

In this case, the Register process works pretty much the same way, except the RP doesn't bother to join
the SPT to the source until areceiver has joined the group and caused a branch of the shared treeto be
created.

Using the same network example, but this time assuming that there are no receivers joined to the group
(and hence no branches of the shared tree have been created), would have the state in the routers shown
in Example 11-15.

Example 11-15: Statein Routers Before Register

rtr-a>show i p nroute
224.1.1.1

G oup 224.1.1.1 not found.

rtr-b>show i p nroute
224.1.1.1

G oup 224.1.1.1 not found.
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rtr-c>show i p nroute
224.1.1.1

G oup 224.1.1.1 not found.

Figures 11-9 through 11-13 shows the following nine steps of the Register process when a source
registers before any receivers join the group.

Step 1 Source begins sending Group G traffic.

Step 2 Router A encapsulates the packets in Registers; unicasts to RP.
Step 3 Router C (RP) has no receivers on shared tree; discards packet.
Step 4 RP sends Register-Stop to Router A.

Step 5 Router A stops encapsulating traffic in Register messages; drops further packets from source.
Step 6 Router C receives (*, G) Join from areceiver on shared tree.
Step 7 RP sends (S, G) Joins for all known sources in group.

Step 8 RP begins receiving (S, G) traffic down SPT.

Step 9 RP forwards (S, G) traffic down shared tree to receivers.
These steps are detailed in the following sections.

Source Registers First: Steps 1-3

Figure 11-9 shows the first three steps in the Register process when a source registers before any
receivers join the group.

Figure 11-9: Registering Steps 1-3 (Sour ce Registers Fir st)
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Our multicast source (171.68.37.121) begins sending to group 224.1.1.1 (Step 1).

Router A now checks the IP address of the source and sees that it is an address within the subnet defined
on EthernetO. In other words, the source is directly connected to Router A. This causes Router A to
begin encapsulating the packets from the source in Register messages and unicasting them to the RP
(Step 2).

When the RP receives these Register messages, it de-encapsul ates them and examines the destination
address of the multicast packet inside. In this case, the RP finds that the destination is multicast group
224.1.1.1 for which the RP does not have any state (because no one has joined the shared tree yet) and
creates an (S, G) entry according to the fourth item in PIM-SM Rule 3. However, according to General
Rule 1, an (S, G) entry cannot exist without a parent (*, G) entry and, therefore, the RP createsa (*, G)
entry for group 224.1.1.1 with a Null outgoing interface list first.

If we were again able to freeze time at this point and issue a show ip mroute command on the RP, its
mroute state would resemble Example 11-16.

Example 11-16: Statein RP (Router C) After Register

rtr-c>show i p nroute

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde
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(*, 224.1.1.1), 00:01:15/00:01:45, RP 10.1.5.1, flags: SP

Incom ng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1, 00:01:15/00:01:45, flags: PT

Incomng interface: Serial3, RPF nbr 171.68.28. 139,

Qutgoing interface list: Null

Because the (*, G) entry was initialy created in response to the receipt of a Register and not as a result
of the receipt of a (*, G) Join, the outgoing interface list is Null. Put another way, because no one has
joined the shared tree, the outgoing interface list of the (*, G) entry will not have any interfacesin it.
Likewise, the (S, G) entry isinitialy created with a Null outgoing interface list per General Rule 3,
which states that the outgoing interface list of a newly created (S, G) entry receives a copy of its parent
(* G) outgoing interface list.

When the RP has successfully created the preceding state, the RP attempts to forward the multicast
packet that was encapsulated in the Register message based on this newly created state. However, in this
instance the matching (S, G) entry has a Null outgoing interface list, and the RP therefore discards the
packet (Step 3).

Issuing a show ip mroute command on Router A (while time was still frozen), its mroute state would
resemble Example 11-17.

Example 11-17: Statein Router A While Registering

rtr-a>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned
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R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:00:03/00:02:56, RP 10.1.5.1, flags: SP

Incomng interface: SerialO, RPF nbr 171.68.28.191,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:00:03/00:02:57, flags: FPT

I ncomng interface: EthernetO, RPF nbr 0.0.0.0, Registering

Qutgoing interface list: Null

This state isidentical to what was seen at this point in time in the preceding example when receivers
joined the shared treefirst. That is, Router A has created an (S, G) entry as aresult of the multicast
packets being received from the directly connected source, and Router A is still sending Register
messages to the RP at this moment. The FPT flags are set, which indicates

. Source Sisdirectly connected and the Register process must be used to notify the RP of this
source (F flag).

. Theoutgoing interface list is Null (P flag) because no one has joined the SPT for this source at
thispoint in time,

. Trafficisbeing received (T flag) from this source.
Source Registers First: Step 4

Figure 11-10 shows the next step in the Register example.

Figure 11-10: Registering Step 4 (Sour ce RegistersFir st)
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Because the (S, G) entry inthe RP is pruned (that is, a Null outgoing interface list causes the P flag to be
set), it has no current need for any (S, G) traffic. The RP therefore sends an (S, G) Register-Stop
message to the first-hop router (Router A) to shut off the flow of encapsulated (S, G) packets (Step 4).

Notice that the RP did not send an (S, G) Join as it does when there are branches of the shared tree.
However, the RP did create state for this particular (S, G) source, which will become important |ater.

Source Registers First: Step 5

Figure 11-11 shows Step 5 in the source registers first example.

Figure 11-11: Registering Step 5 (Source RegistersFir st)
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When Router A receives the (S, G) Register-Stop message from the RP, it stops sending multicast
packets from the source encapsulated in Register messages and updatesits (S, G) state entry by clearing
the Registering indicator (Step 5). Furthermore, because the outgoing interface list is still Null, any
future packets received from the source will be discarded.

Example 11-18 shows the current state in Router A.

Example 11-18: Statein Router A After Register

rtr-a>show ip nroute 224.1.1.1
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I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:01:28/00:02:59, RP 10.1.5.1, flags: SP

Incom ng interface: SerialO, RPF nbr 171.68.28.191,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:01:28/00:01:32, flags: FPT

Incom ng interface: EthernetO, RPF nbr 0.0.0.0

Qutgoing interface list: Null

The important change is that the Registering indicator in the (S, G) entry has been cleared and that the
outgoing interface list is still Null. Thisiswhy Router A will now drop any further packets received
from the source, 171.68.37.121.

Note Y ou should also be aware that the (S, G) entry expire timer will continue to count down to zero at
which time the (S, G) entry will be deleted. If source 171.68.37.121 is still active and sending multicast
packetsto group 224.1.1.1, the (S, G) entry will get recreated when Router A receives the next packet
and the Register, Register-Stop sequence will be repeated. This process will continue to occur every 3
minutes until either the source stops sending or areceiver joins the shared tree.

Now let's continue with the example (refer to Figure 11-12) and see what happens when receiversjoin
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the group and cause branches of the shared tree to be created.

Figure 11-12: Registering Steps 6-7 (Sour ce Registers Fir st)
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Assume that areceiver somewhere else in the network joins the multicast group, which triggers its local
DR to send a (*, G) Join up the shared tree toward the RP (Step 6).

When the RP receives the (*, G) Join via Serial 1, the RP applies PIM-SM Rule 4, which causes the
interface by which the Join was received to be added to the outgoing interface list of the (*, G) entry.
Next, General Rule 6 is applied, which causes interface Serial 1 to be added to the outgoing interface list
of al (S, G) entries associated with the parent (*, G) entry. The resulting state in the RP isshown in
Example 11-19.

Example 11-19: Statein RP (Router C) After RecelversJoin the Shared Tree

rtr-c>show i p nroute

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:02:32/00:02:59, RP 10.1.5.1, flags: S
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Incom ng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Seriall, Forward/ Sparse, 00:00:03/00:02: 57

(171.68.37.121/32, 224.1.1.1, 00:02:32/00:02:57, flags: T

Incomng interface: Serial3, RPF nbr 171.68.28. 139,

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:00:03/00:02:57

The key changes are the addition of Seriall to both outgoing interface lists, which also result in the
clearing of the P flag on both entries. Now, the RP isready to forward any (171.68.37.121, 224.1.1.1)
traffic that it receives via Serial 3 down the shared tree. However, the router must first tell al first-hop
routers (in this case just Router A) to start sending traffic to the RP. Thisleadsto Step 7 (Figure 11-12).

When the (*, G) entry on the RP switches from pruned to not pruned (denoted by the clearing of the P
flag), it triggers a Batch-Join process that sends an (S, G) Join toward all sources that the RP knows are
active for group G (Step 9). The Batch-Join builds the SPTs from the sources to the RP and restarts the
flow of al (S, G) traffic to the RP so that the traffic can be forwarded down the shared tree. Now you
see why the RP keeps (S, G) state for all active sources when the shared tree had no branches. By
keeping this state in the RP, the Batch-Join process (that was triggered by the (*, G) Join) can send an
(S, G) Join for each child (S, G) entry under the parent (*, G) entry.

Asthe (S, G) Join is sent hop by hop toward the source to restart the flow of traffic to the RP, stateis
created on all intervening routers along the path (Router B in the example). When the (S, G) Join
reaches the first-hop router (Router A here), Router A adds the interface on which it received the (S, G)
Join to the outgoing interface list of its (S, G) entry. This step resultsin the final state on Router B and
Router A shown in Example 11-20 and Example 11-21, respectively.

Example 11-20: Statein Router B After Receiving the (S, G) Join
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rtr-b>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:00:03/00:02:59, RP 10.1.5.1, flags: SP

Incoming interface: Seriall, RPF nbr 171.68.28. 140,

Qutgoing interface |ist: Nul

(171.68.37.121/32, 224.1.1.1), 00:00:03/00:02:59, flags: T

Incom ng interface: Serial O, RPF nbr 171.68.28.190

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:00:03/00:02:57

Example 11-21: Statein Router A After Recelving the (S, G) Join

rtr-a>show i p nroute

| P Multicast Routing Table

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch11.htm (46 of 96)09/12/2003 01:12:00




Using PIM Sparse Mode

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:00:03/00:02:59, RP 10.1.5.1, flags: SP

Incoming interface: SerialO, RPF nbr 171.68.28.191,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:00:3/00:02:58, flags: FT

Incom ng interface: EthernetO, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Serial 0, Forward/ Sparse, 00:00:03/00:02:57

Source Registers First: Step 8and 9

Figure 11-13 depicts the final stepsin the source-registers-first example.

Figure 11-13: Registering Steps 8 and 9 (Sour ce Registers Fir st)
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Once the state in Examples 11-20 and 11-21 is set up, (171.68.37.121, 244.1.1.1) traffic beginsto flow
down the SPT to the RP (Step 8). When this traffic reaches the RP, it is forwarded down the shared tree
according to the interfaces in the outgoing interface list of the (S, G) entry (Step 9). Remember, routers
always forward based on amatching (S, G) entry if one exists. Thus, when adding an interface to the
(*, G) outgoing interface list, also add it to all the child (S, G) entries.

Receivers Along the SPT

Another common misconception of PIM-SM is that when arouter that is somewhere along the (S, G)
SPT between the source and the RP joins the group, (S, G) traffic must first flow to the RP and then turn
around and come back down. Thisis not the case.

Consider the network example that was shown in Figure 11-13. Traffic is flowing down the SPT from
Router A to the RP (Router C). Example 11-22 shows the current state in Router B.

Example 11-22: Statein Router B Before L ocal Host Joins

rtr-b>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:04:28/00:01:32, RP 10.1.5.1, flags: SP
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I ncomng interface: Seriall, RPF nbr 171.68. 28. 140,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:04:28/00:01:32, flags: T

Incomng interface: SerialO, RPF nbr 171.68.28.190

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:04:28/00:01: 32

Because there are no directly connected members of group 224.1.1.1 and because no downstream
neighbors have joined the shared tree, the (*, G) entry has aNull outgoing interface list and is therefore
pruned (indicated by the P flag).

The (S, G) entry, on the other hand, is not pruned and is being used to forward (S, G) traffic through
Router B and down the SPT to the RP.

Figure 11-14 shows what happens if a directly connected host on Router B joins the group, which, in
turn, causes Router B to join the shared tree.

Figure 11-14: Host Joins Along the SPT
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Host Revr A signalsits desire to join multicast group 224.1.1.1 by sending an IGMP Membership
Report (Step 1).

When Router B receives the IGMP Membership Report (or IGMP Join as we often call it), it adds an
entry to its IGMP Membership Cache to indicate that a member of this group exists on this interface.
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Since this member is the first member to join group 224.1.1.1, Router B updates its mroute entries for
the group and sends a (*, G) Join up the shared tree toward the RP (Step 2).

The state in Router B after Revr A joins the group is shown in Example 11-23.

Example 11-23: Statein Router B After Rcvr A Joinsthe Group

rtr-b>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:04:28/00:01:32, RP 10.1.5.1, flags: SC

Incomng interface: Seriall, RPF nbr 171.68.28. 140,

Qutgoing interface |ist:

Et hernet O, Forward/ Sparse, 00: 00: 30/ 00: 02: 30

(171.68.37.121/32, 224.1.1.1), 00:04:28/00:01:32, flags: CT

Incomng interface: SerialO, RPF nbr 171.68.28.190

Qutgoing interface |ist:
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Serial 1, Forward/ Sparse, 00:04:28/00:01: 32

Et hernet O, Forward/ Sparse, 00: 00: 30/ 00: 02: 30

Example 11-23 shows that Router B has added interface EthernetO (where it now has a directly
connected member of the group) to the outgoing interface list of the (*, G) entry based on PIM-SM Rule
4. Next, General Rule 6 was applied, which caused EthernetO to be added to al (S, G) entries under the
(*, G) entry.

Before moving on, let's apply the PIM forwarding rules to the (S, G) traffic that is flowing through
Router B on its way to the RP and see what happens. When Router B receives a multicast packet from
source 171.68.37.121 sent to group 224.1.1.1, Router B searches its mroute forwarding table, finds a
matching (S, G) entry, and uses that entry to forward the packet as follows:

« Using the matching (S, G) entry, Router B performs an RPF check to determine whether the
packet arrived on the correct interface. In this case, the RPF check succeeds because the packet
arrived on the incoming interface, SerialO. (If the packet had not arrived via SerialO, it would fail
the RPF check and be discarded.)

. Because the RPF check succeeded, Router B forwards the packet out all interfacesin the
outgoing interface list. Because Router B is using the matching (S, G) entry, the packet is
forwarded on toward the RP out interface Serial1 and out interface EthernetO to the directly
connected member, Revr A.

In other words, any (S, G) traffic flowing to the RP will be "picked off" asit passes through Router B
and forwarded out all interfacesin the (S, G) outgoing interface list. Or, look at this situation another
way: Router B was already on the (S, G) SPT and therefore receives this traffic viaamore direct path.
Hopefully, you are already beginning to wonder about the (*, G) Join that Router B sent to the RP.
Won't that cause duplicate (S, G) traffic to flow back down the shared tree to Router B? The simple
answer is no. Here's what happens.

The state in the RP that results from the receipt of the (*, G) Join is shown in Example 11-24.

Example 11-24: Statein RP (Router C) After Receiving (*, G) Join from Router B

rtr-c>show i p nroute
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I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:06:23/00:02:59, RP 10.1.5.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Serial 1, Forward/ Sparse, 00:06:23/00:02: 37

Serial 3, Forward/ Sparse, 00:00:03/00:02: 57

(171.68.37.121/32, 224.1.1.1, 00:06:23/00:02:57, flags: T

Incom ng interface: Serial3, RPF nbr 171.68.28. 139,

Qutgoing interface |ist:

Serial l, Forward/ Sparse, 00:06:23/00:02: 37

When the RP received the (*, G) Join from Router B, the RP added interface Serial 3 (on which the

(*, G) Join was received) to the outgoing interface list based on PIM-SM Rule 4. The RP then applied
General Rule 6 and added interface Serial 3 to the outgoing interface list of all associated (S, G) entries
under the (*, G) entry. Finally, General Rule 4, which states that the incoming interface cannot appear in
the outgoing interface, was applied to the (S, G) entries. This action resulted in the removal of interface
Serial 3 from the outgoing interface list of the (S, G) entry.
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Now when a multicast packet sent by source 171.68.37.121 to group 224.1.1.1 arrives at the RP, it
searches its mroute forwarding table and finds the matching (S, G) entry (171.68.37.121/32, 224.1.1.1)
and uses it to forward the packet. (Remember, routers always forward based on the (S, G) entry if one
exists.) The RP then performs an RPF check and finds that the packet arrived on the correct incoming
interface, Serial3. Still using the (S, G) entry, the RP forwards the packet out all interfacesin the (S, G)
outgoing interface list. In this case, only Seriall isin the outgoing interface list as aresult of the
application of General Rule 4.

The combination of the above rules results in state being built in the RP that preventsthe (S, G) traffic
from flowing back down the same path it came in on. This effectively prevents duplicate (S, G) traffic
from flowing back to Router B in the example.

SPT-Switchover

Chapter 7 introduced the capability of PIM-SM to switch from the shared tree to the SPT of a multicast
source when the traffic rate exceeds a predetermined threshold. Cisco's implementation of PIM-SM
refers to this predetermined threshold as the " SPT-Threshold" and defaults to zero kilobits per second. In
other words, the default action is for alast-hop router to immediately join the SPT when anew sourceis
detected.

Exceeding the SPT-Threshold

Just exactly how the Cisco PIM implementation detects when the SPT-Threshold has been exceeded and
by which source is often an element of confusion for newcomersto Cisco PIM-SM. The common
assumption isthat a last-hop router (that is, arouter that has the C flag set in the (*, G) entry) keeps
track of the individual traffic rates of all sources sending down the shared tree. This assumption is, in
fact, not true, asit would basically require the last-hop router to maintain (S, G) state for all sourcesin
the group. Thiswould defeat the purpose of shared trees, which isto minimize (S, G) state in the router.
Instead, Cisco routers use a clever optimization that effectively accomplishes the same goal, which isto
switch to the SPT for the high-rate sources in the group but without having to maintain traffic rate
statistics for each individual source. This optimization is accomplished by performing the two tasksin
Step 1:

Step 1
« Once each second, compute the total traffic rate flowing down shared tree.
. If thisrate exceeds the SPT-Threshold, then set the "Join SPT" (*J*) flag in the (*, G) entry.

Now, examining the Jflag in the (*, G) entry can show whether the traffic rate flowing down the shared
tree (that is, being forwarded viathe (*, G) entry) is exceeding the SPT-Threshold or not. This action
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leads to Step 2, which triggers a switch to the SPT that is executed the next time a packet is received via
the shared tree. When this packet arrives, its source address is the SPT tree that is joined.

Step 2 If theJflagissetin (*, G), then
. Join the SPT for (S, G)
. Mark (S, G) entry with Jflag
. Clear Jflag in (*,G)

The preceding optimization tends to result in the last-hop router switching over to the SPT for the high-
rate source that is sending down the shared tree. This change occurs because the next packet received
down the shared tree will probably be a high-rate source that is sending above the SPT-Threshold. Even
iIf the next packet is not a high-rate source, the switchback mechanism, which is discussed later in this
section, will result in this low-rate source being switched back to the shared tree.

SPT-Switchover Process

Let's now examine the process of switching to the SPT in more detail and also consider the state that is
built in the routers when this switch occurs.

Figure 11-15 depicts a sample network with (S, G) traffic flowing down the shared tree to Rcvr A prior
to the switchover to the SPT.

Figure 11-15: Traffic Flow Before SPT-Switchover
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Examples 11-25, 11-26, and 11-27 show the state in each of the three routers along the shared tree
before switching to the SPT.

Example 11-25: Statein Router C Before SPT-Switchover

rtr-c>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:21/00:02:59, RP 10.1.5.1, flags: S

Incom ng interface: SerialO, RPF nbr 10.1.5.1,

Qutgoing interface |ist:

Serial l, Forward/ Sparse, 00:01:43/00:02:11

Serial 2, Forward/ Sparse, 00:03:21/00:02: 39

Example 11-26: Statein Router A Before SPT-Switchover

rtr-a>show ip nroute 224.1.1.1
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I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:01:43/00:02:59, RP 10.1.5.1, flags: S

Incom ng interface: SerialO, RPF nbr 10.1.4.1,

Qutgoing interface |ist:

Et hernet O, Forward/ Sparse, 00:01:43/00:02: 11

Example 11-27: Statein Router B Before SPT-Switchover

rtr-b>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde
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(*, 224.1.1.1), 00:01:43/00:02:59, RP 10.1.5.1, flags: SCJ

Incom ng interface: EthernetO, RPF nbr 10.1.4.2,

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00:01:43/00:02: 11

Figure 11-16 through Figure 11-19 detail the nine stepsinvolved in SPT-Switchover:
Step 1 Group G rate exceeds SPT-Threshold at Router B.

Step 2 Set Jflag in (*, G) and wait for next (Si, G) packet.

Step 3 (S, G) packet arrives down shared tree.

Step 4 Clear Jflag in (*, G).

Step 5 Send (S, G) toward Si.

Step 6 SPT and RPT diverge; Router A forwards (Si, G) Join toward Si.
Step 7 Router A triggers an (Si, G)RP-bit Prune toward RP.

Step 8 (Si, G) traffic begins flowing down SPT tree.

Step 9 Unnecessary (Si, G) traffic is pruned from the shared tree.
SPT-Switchover: Steps 1 and 2

Continuing with the example, Figure 11-16 shows the first two steps of SPT-Switchover.

Figure 11-16: SPT-Switchover Steps1 and 2
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Let's assume that the total rate of traffic flowing down the shared tree exceeds the SPT-Threshold at
Router B (Step 1).

Asaresult of thistraffic rate, Router B sets the Join SPT (J) flag in the (*, G) entry for the group to
indicate that a switch to the SPT isin order (Step 2). Consequently, the next (S, G) packet received will
cause a switch to the SPT for this source.

SPT-Switchover: Steps 3, 4, and 5

Figure 11-17 depicts the next steps of the switchover example.

Figure 11-17: SPT-Switchover Steps 3, 4, and 5
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Let's now assume that we receive an (Si, G) packet down the shared tree (Step 3). Router B then checks
the (*, G) entry and sees that the Jflag is set, which indicates that a switch to the SPT-Threshold isin

order.

Router B then temporarily resets the J flag until the next measurement interval (Step 4). This action
prevents more than one source from being switched to the SPT until the 1-second measurement interval

IS run again after switching this source to the SPT.

Router B then creates (Si, G) state and sends an (Si, G) Join toward the source to join the SPT for this
source (Step 5). This Join travels hop by hop toward the source and builds an SPT.

SPT-Switchover: Steps 6 and 7

Figure 11-18 presents Step 6 and Step 7 of the switchover example.

Figure 11-18: SPT-Switchover Steps6 and 7

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch11.htm (59 of 96)09/12/2003 01:12:00



Using PIM Sparse Mode

Ta AP {10.1.5.1)

To Soweca 5;

5. 3] Tralfaz: Flow

———— Sharad (RPT} Tree
---- % SPT Trae

= B
Hovwr B Aowr A ——— B

Example 11-28 shows the resulting state in Router B at thistime.

Example 11-28: Statein Router B After the SPT-Switchover

rtr-b>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:01:49/00:02:59, RP 10.1.5.1, flags: SC

I ncomng interface: EthernetO, RPF nbr 10.1.2.1,

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00:01:49/00: 02: 05
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(171.68.37.121/32, 224.1.1.1), 00:00:05/00:02:56, flags: AT

I ncom ng interface: EthernetO, RPF nbr 10.1.2.1

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00:00: 05/00: 02: 55

Notice that the Jflag is currently reset in the (*, G) entry. Thisflag will again be set after the next 1-
second measurement interval has completed and the rate of traffic flowing down the shared treeis till
above the SPT-Threshold. (Note: If the default SPT-Threshold of 0 kbpsisin effect, the Jflag will
appear to always be set. The only time that this flag would be reset isif you just happen to catch the
(*, G) entry immediately after an SPT-Switchover but before the next 1-second measurement interval
has completed. In practice, this moment is very difficult to catch.)

Additionally, notice that an (Si, G) entry has been created in Router B and that the J flag has been set to
indicate that the state was created as a result of the SPT-Switchover mechanism. We will consider the
significance of this event shortly.

When Router A receivesthe (Si, G) Join, A aso joinsthe SPT and creates an (Si, G) entry in its mroute
table as shown in Example 11-29.

Example 11-29: Statein Router A After the SPT-Switchover

rtr-a>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Tinmers: Uptinme/ Expires
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Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:02:16/00:02:59, RP 10.1.5.1, flags: S

Incomng interface: SerialO, RPF nbr 10.1.4.1,

Qutgoing interface |ist:

Et hernet 0, Forward/ Sparse, 00:02:16/00:02: 11

(171.68.37.121/32, 224.1.1.1), 00:00:27/00:02:56, flags: T

I ncomng interface: Seriall, RPF nbr 10.1.9.2

Qutgoing interface |ist:

Et her net 0, Forward/ Sparse, 00:00:27/00: 02: 33

The newly created (Si, G) entry shown in Example 11-29 has its incoming interface pointing toward the
source, S, viainterface Serial 1 and has an outgoing interface of EthernetO. This entry alows (Si, G)
traffic flowing down the SPT to be forwarded to Router B. Again, refer to Figure 11-18.

Because Router A created the new (Si, G) entry, it triggers an (Si, G) Join in the direction of the Source
Si out interface Serial1 (Step 6). This continues the process of building the SPT back to the source.

Router A now detects that the paths of the shared tree and SPT diverge at this point and triggers an

(S, G)RP-bit Prune out SerialO up the shared tree toward the RP to Router C (Step 7). Thiswas adirect
result of PIM-SM Rule 7, which governs the sending of (S, G)RP-bit Prunes. Note that Router B did not
trigger an (S, G)RP-bit Prune as aresult of PIM-SM Rule 7 because the incoming interfaces of the

(S, G) and (*, G) entries did match.

SPT-Switchover: Steps 8 and 9

Figure 11-19 depicts the final stepsin the switchover process.

Figure 11-19: SPT-Switchover Steps8 and 9
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The (Si, G) Join travels hop by hop to the first-hop router for Source Si, building the SPT back down to
Router B via Router A. After thisisaccomplished, (Si, G) traffic begins flowing to Router B viathe SPT
(Step 8; shown by the dashed arrows in Figure 11-19.)

The (S, G)RP-bit Pruneis sent up the shared tree to Router C (Step 9).

When Router C receivesthe (Si, G)RP-bit Prune, it responds by creating an (Si, G) entry in its mroute
table and populates its outgoing interface list with a copy of the interfaces from the (*, G) entry (based
on General Rule 3). However, because the (Si, G)RP-bit Prune was received viainterface Serial 1, this
interface is pruned (removed) from the outgoing interface list, leaving only Serial2. Furthermore,
because the RP-bit was set in the Prune, Router C sets the RP-bit (denoted by the R flag) inthe (Si, G)
entry and applies PIM-SM Rule 8. This step causes the incoming interface of the (Si, G) entry to be
pointed toward the RP instead toward of the source. Thisfinally resultsin the state being instantiated in
Router C as shown in Example 11-30.

Example 11-30: Statein Router C After SPT-Switchover

rtr-c>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT
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Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:54/00:02:59, RP 10.1.5.1, flags: S

Incom ng interface: SerialO, RPF nbr 10.1.5.1,

Qutgoing interface |ist:

Serial 1l, Forward/ Sparse, 00:01:43/00:02:11

Serial 2, Forward/ Sparse, 00:03:54/00:02: 06

(171.68.37.121/32, 224.1.1.1), 00:00:25/00:02:53, flags: R

I ncomng interface: Serial0, RPF nbr 10.1.5.1

Qutgoing interface |ist:

Serial 2, Forward/ Sparse, 00:00:25/00:02: 35

Things now start to get a bit complicated. Notice that at Router C in Figure 11-19 (Si, G) traffic is still

flowing to Router D (indicated by the solid arrows), although it has been pruned from the link going to
Router A. Examining the state in Router C at this point and applying the forwarding rules can show what
has happened.

Astraffic from (Si, G) arrives at Router C, a scan of the mroute table is performed and an exact (Si, G)
match is found for (171.68.37.121/32, 224.1.1.1). Using the information in this entry, Router C first
performs an RPF check to make sure that the traffic is arriving on the correct interface.

The RPF check succeeds because the traffic is arriving via Serial 0 and the incoming interface
information in the (Si, G) entry is

Incoming interface: SerialO, RPF nbr 10.1.5.1
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Router C then forwards the multicast packet out all the non-pruned interfaces in the outgoing interface
list, which for the (Si, G) entry is

Outgoing interfacelist:

Serial2, Forwar d/Spar se, 00:00:25/00:02: 35
Thisresultsin (Si, G) traffic being forwarded only to Router D, as shown in Figure 11-19.

The purpose of (Si, G)RP-bit entries should now be quite clear. By applying the rulesin the manner
described above to create (Si, G)RP-bit entries, redundant (Si, G) traffic can be pruned from the shared
tree.

SPT-Switchback Process

Once an (S, G) entry has been created as aresult of the SPT-Switchover process (such as the
(171.68.37.121/32, 224.1.1.1) entry shown in Example 11-28), it is now possible for the router to begin
collecting actual traffic statistics on the (S, G) flow. (Thisis because Cisco routers keep traffic statistic
counters for each (S, G) flow in specia fieldsin the (S, G) mroute table data structure.) Asyou recall,
when an (S, G) entry is created as aresult of the SPT-Switchover process, the Jflag is set in the (S, G)
entry. When the Jflag is set on an (S, G) entry, the Cisco router will periodically (once per minute)
check the (S, G) traffic flow rate to seeif it has fallen below the SPT-Threshold. If the rate has dropped
below the SPT-Threshold, the router will switch the (S, G) flow back to the shared tree and prune off the
flow of traffic down the SPT.

Pruning

The Prune mechanism for PIM-SM networks is performed in the same basic manner asin PIM-DM
networks. That is, a Prune is sent up the distribution tree to stop the flow of unwanted multicast traffic.
However, unlike PIM-DM networks, which use only source trees, PIM-SM networks use both source
trees and shared trees.

The following sections provide detailed explanations of the PIM-SM Prune mechanisms for both the
shared tree case and the source tree case.

Pruning the Shared Tree

Pruning multicast traffic from the shared tree is a straightforward process. When multicast traffic
flowing down the shared tree is no longer wanted (that is, when the router is aleaf node and the last
directly connected member |eaves the group), the router smply sendsa (*, G) Prune to its upstream
neighbor on the shared tree. When the upstream neighbor receives the (*, G) Prune via one of its
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interfaces, it removes that interface from the outgoing interface list. If this results in the outgoing
interface list becoming Null, the (*, G) entry is marked as pruned (with the P flag) and another (*, G)
Pruneis sent on up the shared tree. This continues until the (*, G) Prune reaches the RP or some other
router up the shared tree that still has other interfacesin its outgoing interface list after performing the
Prune operation.

Figure 11-20 is an example of a portion of an active shared tree prior to pruning.

Figure 11-20: Shared Tree Before Pruning
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Notice that asingle receiver (Revr A) isamember of the group and that multicast traffic is flowing
down the shared tree (shown by the solid arrows) through Router A and Router B. This example
assumes that the routers have been configured with an SPT-Threshold of infinity, which prevents Router
B from joining the SPT of any active sources. Executing a show ip mroute command on these two
routers shows the state information for the active group 224.1.1.1 aslisted in Examples 11-31 and 11-32.

Example 11-31: Statein Router B Before Shared Tree Pruning

rtr-b>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT
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Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:01:43/00:02:59, RP 10.1.5.1, flags: SC

Incom ng interface: EthernetO, RPF nbr 10.1.2.1,

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00:01:43/00:02: 11

Example 11-32: Statein Router A Before Shared Tree Pruning

rtr-a>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:01:43/00:02:59, RP 10.1.5.1, flags: S

I ncomng interface: Serial0O, RPF nbr 10.1.4.1,

Qutgoing interface |ist:
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Et hernet O, Forward/ Sparse, 00:01:43/00:02: 11

Because the shared tree is being used exclusively to deliver traffic, only (*, G) entries exist in the two
routers.

The shared tree Prune process is depicted in Figures 11-21 and 11-22 with six steps:

Step 1 Router B isaleaf router; last host Revr A leaves group G.

Step 2 Router B removes E1 from (*, G) and any (Si, G) outgoing interface lists.

Step 3 Router B (*, G) outgoing interface list is now empty; sends (*, G) Prune toward RP.
Step 4 Router A receives Prune; removes EO from (*, G) outgoing interface list.

Step 5 Router A (*, G) outgoing interface list is now empty; send (*, G) Prune toward RP.
Step 6 Pruning continues back toward RP.

Pruning the Shared Tree: Steps 1-3

Figure 11-21 shows the first three steps of the Prune process that is initiated when the last member (Revr
A in this example) leaves the group.

Figure 11-21: Pruning the Shared Tree Steps 1-3
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Rcvr A sends an IGMP Leave Group message, signaling Router B that it is leaving the multicast group
(Step 1). Because Revr A isthe last member of group 224.1.1.1 on interface Ethernetl, Router B
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removes the 224.1.1.1 IGMP Group Membership Cache entry for Ethernetl. (Note: The normal IGMP
leave processing is not shown in this example.)

Asaresult of theremoval of the 224.1.1.1 IGMP group Membership Cache entry, Router B removes
interface Ethernetl from the (*, G) outgoing interface list (Step 2).

The state in Router B that results from Ethernet1 being removed from the outgoing interface list is
shown in Example 11-33.

Example 11-33: Statein Router B After Last Member (Rcvr A) Leaves Group

rtr-b>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Tinmers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:17/00:02:47, RP 10.1.5.1, flags: SCP

I ncom ng interface: EthernetO, RPF nbr 10.1.2.1,

Qutgoing interface list: Null

Notice that the (*, G) expiration timer (00:02:47) is now counting down (it had been stopped previously
as there were non-pruned interfaces in the outgoing interface list) and will expirein 2 minutes and 47
seconds. When the expiration timer reaches a count of zero, the (*, G) entry will be deleted.

Because the outgoing interface list on Router B isnow Null, the Pflagisset and a (*, G) Pruneis sent
up the shared tree to Router A (Step 3). (Note: Although not shown in Figure 11-21, Router B also stops
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sending periodic (*, G) Joinsto refresh the shared tree because the (*, G) entry is now pruned.)
Pruning the Shared Tree: Steps 4-6

Continuing with the example, Figure 11-22 shows the next three steps in the Prune process.

Figure 11-22: Pruning the Shared Tree Steps 4-6
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When Router A receivesthe (*, G) Prune from Router B via Ethernet0, it schedules the interface to be
pruned after a 3-second delay (Step 4). The 3-second delay isto wait and see whether another router on
the multi-access network wishes to override the Prune with a Join. At the end of this 3-second delay,
Router A removes interface EthernetO from the outgoing interface list of the (*, G) entry.

The removal of EthernetO from the outgoing interface list of the (*, G) entry in Router A resultsin the
state shown in Example 11-34.

Example 11-34: Statein Router A After Receiving the (*, G) Prune

rtr-a>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT
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Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:23/00:02:32, RP 10.1.5.1, flags: SP

Incom ng interface: SerialO, RPF nbr 10.1.4.1,

Qutgoing interface list: Null

Again, notice that the (*, G) expiration timer (00:02:32) on this entry is aso now counting down and
will expirein 2 minutes and 32 seconds, at which time the entry will be deleted. The expiration timer
had previously been stopped because the outgoing interface list contained non-pruned interfaces.

At this point, the outgoing interface list of the (*, G) entry in Router A isalso Null. Thistriggers Router
A to aso send a (*, G) Prune up the shared tree and to mark the entry as pruned with the P flag (Step 5).

Step 4 and Step 5 of the Prune process continue back up the shared tree until the RP isreached or a
router is reached whose outgoing interface list does not become Null as aresult of the Prune (Step 6). In
other words, arouter is reached that still has other active branches of the shared tree.

Pruning the Source Tree

Pruning is dightly more interesting when traffic is flowing down the SPT instead of the shared tree. The
method is basically the same as for shared tree pruning. That is, (*, G) Prunes are sent up the shared tree,
which removes the appropriate interfaces from the outgoing interface list of both the (*, G) and all its
(S, G) entries. Again, if the outgoing interface list of a(*, G) entry becomes Null, it is marked as pruned
(with the P flag), a (*, G) Pruneis sent on up the shared tree, and the entry is allowed to time out. The
same basic processis applied to any (S, G) entries whose outgoing interface list becomes Null.

However, no (S, G) Prunes are sent up the SPT. Instead, the (S, G) entries are allowed to time out.

Figure 11-23 is an example where the last-hop router (Router B in this case) has switched to the SPT to
receive traffic from some source, Si. In this example, Router B (which has a directly connected member
of group 224.1.1.1) has switched to the SPT (depicted by the solid arrows) to receive multicast traffic
from source 171.68.37.121. (This example assumes that the SPT-Threshold for the group was left at its
default value of zero.)
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Figure 11-23: SPT Before Pruning
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Executing a show ip mroute command on the two routers in this figure produces the state information
for the active group 224.1.1.1 aslisted in Examples 11-35 and 11-36.

Example 11-35: Statein Router B Before Source Tree Pruning

rtr-b>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:01:43/00:02:59, RP 10.1.5.1, flags: SCJ

Incom ng interface: EthernetO, RPF nbr 10.1.2.1,

Qutgoing interface |ist:
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Et hernet 1, Forward/ Sparse, 00:01:43/00:02: 11

(171.68.37.121/32, 224.1.1.1), 00:01:38/00:02:53, flags: AT

Incom ng interface: EthernetO, RPF nbr 10.1.2.1

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00:01: 38/00: 02: 22

Example 11-36: Statein Router A Before Source Tree Pruning

rtr-a>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:01:43/00:02:59, RP 10.1.5.1, flags: SJ

I ncomng interface: Serial0, RPF nbr 10.1.4.1,

Qutgoing interface |ist:

Et her net 0, Forward/ Sparse, 00:01:43/00:02: 11
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(171.68.37.121/32, 224.1.1.1), 00:01:32/00:02:53, flags: T

I ncomng interface: Seriall, RPF nbr 10.1.9.2

Qutgoing interface |ist:

Et hernet O, Forward/ Sparse, 00:01: 32/00: 02: 28

The state in Router B (Example 11-35) shows that a directly connected receiver (denoted by the C flag
inthe (*, G) entry) exists for the multicast group. In addition, because the SPT-Threshold is set to its
default value of zero, any traffic flowing down the shared tree resultsin the Jflag being set in the (*, G)
entry, which indicates that SPT-Threshold is being exceeded. The combination of these two conditions
caused Router B to create the (Si, G) entry shown in Example 11-35 and to join the SPT.

Also, notice that in the case of Router A, the shared tree and the SPT paths diverge. The incoming
interface for the shared tree (represented by the (*, G) entry) isinterface Serial O, whereas the incoming
interface for the SPT (represented by the (Si, G) entry) isinterface Serial 1.

Pruning the source tree requires eight steps. These are depicted in Figures 11-24 and 11-25 and are
summarized as follows:

Step 1 Router B isaleaf router; last host, Revr A, leaves group G.

Step 2 Router B removes E1 (*, G) and any (Si, G) outgoing interface lists.

Step 3 Router B (*, G) outgoing interface list is now empty; sends (*, G) Prune toward RP.
Step 4 Router B stops sending periodic (S, G) Joins.

Step 5 Router A receives Prune; removes EO from (*, G) outgoing interface list.

Step 6 Router A (*, G) outgoing interface list now empty; sends (*, G) Prune toward RP.
Step 7 (S, G) state times out; (Si, G) Prune sent toward Si.

Step 8 (S, G) traffic ceases flowing down SPT.

These steps are detailed in the following sections.
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Source Tree Pruning: Steps 1-3

Figure 11-24 shows the first three steps of the prune process when an SPT is active.

Figure 11-24: Source Tree Pruning Steps 1-3
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Rcvr A sends an IGMP Leave Group message, signaling Router B that it is leaving the multicast group
(step 1). Because Revr A isthe last member of group 224.1.1.1 on interface Ethernetl, Router B will
remove the 224.1.1.1 IGMP Group Membership Cache entry for Ethernetl. (Note: The normal IGMP
leave processing is not shown in this example.)

Asaresult of the removal of the 224.1.1.1 IGMP group Membership Cache entry, Router B removes
interface Ethernetl from the outgoing interface list of the (*, G) entry (Step 2). In addition, Ethernetl is
also removed from al (S, G) entries under the (*, G), based on General Rule 6 that keepsthe (S, G)
outgoing interface listsin sync with the (*, G) entry.

After Ethernetl has been removed from the outgoing interface lists of the (*, G) and al (S, G) entries,
the state in Router B is as shown in Example 11-37.

Example 11-37: Statein Router B After Last Member (Rcvr A) Leaves Group

rtr-b>show ip nroute 224.1.1.1

I P Multicast Routing Table
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Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:21/00:02:59, RP 10.1.5.1, flags: SJP

Incom ng interface: EthernetO, RPF nbr 10.1.2.1,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:03:18/00:02:32, flags: PJIT

I ncomng interface: EthernetO, RPF nbr 10.1.2.1

Qutgoing interface list: Null

Because the outgoing interface list on the (*, G) entry isnow Null, the Pflagisset and a (*, G) Pruneis
sent up the shared tree to Router A (Step 3).

Notice that because the outgoing interface list in the (S, G) entry isnow Null, the P flag is set, indicating
that the (S, G) entry is pruned and is therefore no longer being used to forward data. At this point, the
(S, G) entry's expiration timer (00:02:32) continues to count down and will not be reset by the arrival of
further data. Therefore, the entry will expire and be deleted in 2 minutes and 32 seconds.

Also, it isvery important to note that the expiration timer on the (*, G) entry (00:02:59) will not begin
counting down until al (S, G) entries under the (*, G) expire and are deleted. (In this example, the
expiration timer in the (*, G) entry will begin to count down after the single (Si, G) entry has expired
and is deleted. Subsequently, when the expiration timer of the (*, G) counts down to zero, it too will be
deleted.)

Source Tree Pruning: Step 4
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Continuing with the example, Figure 11-25 shows the next step in the Prune process.

Figure 11-25: Source Tree Pruning Step 4

T P {10.1.5.1) To Source 5,

|15, G Trathc Flow

— Sharad (RPT) Tres

--—-# 5FT Tree 1':'-"-5;_-2 X 4" Pariadic
-U - {5, &) Joins
B

Because the (Si, G) entry is now pruned, Router B stops sending periodic (Si, G) Joinsto refresh the
SPT (Step 4). Router B also stops sending periodic (*, G) Joinsto refresh the shared tree. The important
thing hereisthat an (Si, G) Pruneis not sent up the SPT as adirect result of the (Si, G) outgoing
interface transitioning to Null.

Source Tree Pruning: Steps 5and 6

Figure 11-26 shows the final stepsin the Prune process.

Figure 11-26: Source Tree Pruning Steps5 and 6
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When Router A receivesthe (*, G) Prune from Router B via Ethernet0, it schedules the interface to be
pruned after a 3-second delay. The 3-second delay isto wait and see whether another router on the multi-
access network wishes to override the Prune with a Join. At the end of this 3-second delay, Router A
removes interface EthernetO from the outgoing interface list of the (*, G) entry as well as from all
associated (S, G) entries.
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After EthernetO has been removed from the outgoing interface list of the (*, G) entry and from al (S, G)
entries under the (*, G), the state in Router A is shown in Example 11-38.

Example 11-38: Statein Router A After Receiving the (*, G) Prune

rtr-a>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:25/00:02:59, RP 10.1.5.1, flags: SJP

Incom ng interface: SerialO, RPF nbr 10.1.4.1,

Qutgoing interface list: Null

(171.68.37.121/32, 224.1.1.1), 00:03:20/00:02:21, flags: PT

I ncomng interface: Seriall, RPF nbr 10.1.9.2

Qutgoing interface list: Null

Again note that because the outgoing interface list in the (Si, G) entry isnow Null, the Pflag is
indicating that the entry is pruned. As aresult, the expiration timer in the (Si, G) entry continues to count
down and is no longer reset by the arrival of (Si, G) traffic. The expiration timer in the (*, G) entry will
begin counting down after the last (S, G) entry has been deleted (in this case, after 2 minutes and 21
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seconds have elapsed and the sole (Si, G) entry has expired and has been deleted).

The outgoing interface list of the (*, G) entry in Router A has now transitioned to Null, and the (*, G)
entry has been marked pruned. Thistriggers Router A to also send a (*, G) Prune up the shared tree (step
5). When this (*, G) Prune reaches the next router in the direction of the RP, the shared tree to Router A
is pruned (Step 6).

Step 5 and Step 6 of the Prune process continue back up the shared tree until the RP isreached or a
router is reached whose outgoing interface list does not become Null as aresult of the Prune. In other
words, arouter isreached that still has other active branches of the shared tree.

Source Tree Pruning: Steps 7 and 8

At this point, (*, G) Prunes have been sent to stop the flow of Group G traffic down the shared tree;
however, no (Si, G) Prunes were sent to stop the flow of traffic down the SPT. Instead of triggering an
(Si, G) Prune when the outgoing interface list transitioned to Null, (Si, G) Prunes are triggered by the
arrival of (S, G) data packets.

Figure 11-27: Source Tree Pruning Steps 7 and 8
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This situation is shown in Figure 11-27. Both Router A and Router B now have (Si, G) entries with the P
flag set (because their outgoing interface lists are both Null). However, because no (Si, G) Prunes have
been sent up the SPT, data from the source continues to arrive at Router A via Seriall. (We're assuming
the source is still sending.) Because the P flag is set on the (Si, G) entry, Router A respondsto the arrival
of an (S, G) data packet by sending an (Si, G) Prune toward the source (Step 7).

When the router upstream of Router A (toward the source) receivesthis (Si, G) Prune, the upstream
router responds by removing the interface on which it received the Prune from the outgoing interface list
of its (S, G) entry. This step prunesthe flow of (Si, G) traffic to Router A (Step 8).
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Note The reason that (S, G) Prunes are triggered only by the arrival of datais to optimize the amount of
control traffic sent in the network. Specifically, this means that bandwidth is not wasted sending (S, G)
Prunes for bursty or other low-rate sources in the network. If on the other hand, the source is still
sending, the next arriving packet will trigger an immediate (S, G) Prune to shut off the flow of traffic.

PIM-SM Special Cases

The previous sections have covered most of the basic scenarios of sparse mode operation. However,
some other interesting cases deserve special attention because they do occur more frequently than one
would initially expect. Specifically, unexpected data arrival and "RP on a stick” are the most common
special cases and are presented in the following sections.

Unexpected Data Arrival

In the previous sections on PIM-SM, the primary recurring theme is that state is created as aresult of an
explicit Join (or sometimes Prune) mechanism. However, one of the most overlooked scenarios is that
state also can be created in aPIM-SM network in response to the arrival of unexpected (S, G) traffic,
when no state for Group G existed previously. Figure 11-28 shows an example of this situation.

Figure 11-28: State Creation by the Arrival of Data in a Sparse M ode Networ k
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In this case, Router C has adirectly connected member of group 224.1.1.1 and has joined the shared tree
viaRouter A. This causes (*, G) state to be created in both Router A and Router C, as shown in Example
11-39.

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch11.htm (80 of 96)09/12/2003 01:12:00



Using PIM Sparse Mode

Example 11-39: Statein Router A and Router C After Unexpected Data Arrival

rtr-a>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:25/00:02:59, RP 10.1.5.1, flags: S

I ncomng interface: Serial0O, RPF nbr 10.1.4.1,

Qutgoing interface |ist:

Et her net 0, Forward/ Sparse, 00:03:25/00: 02: 35

rtr-c>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires
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Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:30/00:02:59, RP 10.1.5.1, flags: SC

Incom ng interface: Ethernetl, RPF nbr 10.1.2.1,

Qutgoing interface |ist:

Et hernet O, Forward/ Sparse, 00:03:30/00: 02: 31

Now, traffic from Source Sis flowing down the shared tree onto the common Ethernet segment.
However, Router B does not have a directly connected member and prior to the arrival of the unwanted
(S, G) traffic has no state whatsoever for group 224.1.1.1.

Therefore, when Router B receivesthefirst (S, G) packet, it automatically createsa (*, G) entry.
However, because there are neither downstream neighbors nor any directly connected members for
Group G, the outgoing interface lists of the (*, G) entry is Null.

The current state in Router B is shown in Example 11-40.

Example 11-40: Statein Router B After Unexpected Data Arrival

rtr-b>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde
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(*, 224.1.1.1), 00:00:05/00:02:59, RP 10.1.5.1, flags: SP

Incom ng interface: Ethernetl, RPF nbr 10.1.2.1,

Qutgoing interface list: Null

Because there is nothing going on to reset the expiration timers of these entries, this state will time out
after 3 minutes and be deleted. If (S, G) traffic is still being forwarded on the common Ethernet segment,
Router B will again recreate this state when it receives another (S, G) packet.

At first glance, for Router B to create state for this unwanted traffic may seem to be a waste of time.
However, the existence of this state actually improves the overall performance of Router B, albeit at the
slight expense of additional memory usage. The reason that performance isimproved is that the
preceding state tells the router that it can immediately drop thisincoming traffic. If multicast fast
switching is enabled on this incoming interface (viathe ip mroute-cache command), the packet can be
dropped in the fast-switching code path. (Note: This processisreferred to as the fast dropping of
packets. One can think of this as fast switching to the bit bucket.)

If, on the other hand, no state were created, the router would not know what to do with these unwanted
packets. Instead, each time an unwanted packet arrived, the router would have to switch to process level
to determine how to handle the packet. Because any work done at process level in the router is expensive
in terms of CPU horsepower, this change would severely degrade the router's performance. Therefore,

by creating this Null forwarding state when the first packet arrives, the router can quickly make a
forwarding decision and discard the packet with a minimum amount of processing.

RP on a Stick

The RP-on-a-stick scenario (sometimes referred to as the "one-legged RP") results when the incoming
interface of an (S, G) entry at the RP is aso the only outgoing interface on the shared tree for Group G.
General Rule 4, which prevents the incoming interface from appearing in the outgoing interface list,
often results in forwarding state in the RP that confuses the newcomer to PIM multicast networks.

The RP-on-a-stick scenario occurs more frequently than one might initialy think. Even if the RPisnot a
dedicated router with a single interface, changes in the location of sources and group membership in the
network can result in this phenomenon. For example, the potential for this scenario exists whenever the
RP is placed on a backbone, multi-access network with other PIM-SM routers. Figure 11-29 isa
simplified example of how RP on a stick can happen.

Figure 11-29: RP on a Stick
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In this example, Router A isthe RP connected to a common backbone Ethernet segment along with

Router B and Router C. A branch of the shared tree for group 224.1.1.1 (shown by the heavy solid arrow

in Figure 11-29) extends from the RP to Router C behind which areceiver for the group exists. The

source (192.1.1.1) behind Router B is transmitting multi-cast traffic to the RP viathe SPT shown by the

heavy dashed arrow. However, because the SPT and the shared tree share this common Ethernet
segment, the traffic flow is across the common backbone to Router C as shown by the thin dashed
arrow. The state in Router B and Router C in this example is shown in Example 11-41.

Example 11-41: Statefor Router B and Router C in RP on a Stick

rtr-c>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde
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(*, 224.1.1.1), 00:03:20/00:02:59, RP 10.1.4.1, flags: SCJ

Incom ng interface: Ethernetl, RPF nbr 10.1.4.1,

Qutgoing interface |ist:

Et her net 0, Forward/ Sparse, 00:03: 20/ 00: 02: 40

(192.1.1.1/32, 224.1.1.1), 00:01:25/00:02: 21, flags: C

Incom ng interface: Ethernetl, RPF nbr 10.1.4.2

Qutgoing interface |ist:

Et hernet O, Forward/ Sparse, 00:01:25/00: 02: 35

rtr-b>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:01:25/00:02:59, RP 10.1.4.1, flags: SP

I ncomng interface: Ethernetl, RPF nbr 10.1.4.1,

Qutgoing interface |ist: Nul
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(192.1.1.1/32, 224.1.1.1), 00:01:25/00:02:21, flags: FT

Incom ng interface: EthernetO, RPF nbr 0.0.0.0

Qutgoing interface |ist:

Et hernet 1, Forward/ Sparse, 00:01: 25/00: 02: 35

Thisis expected in any last-hop router (Router C in this example) and any first-hop router (Router B in
this example). Unfortunately, a common mistake when first encountering this topology is to assume that
the traffic isfirst flowing to the RP and then back out the same interface to Router C. However, if we
examine the state in the RP, we find the output shown in Example 11-42.

Example 11-42: Statefor RP in RP on a Stick

rtr-a>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:20/00:02:59, RP 10.1.4.1, flags: S

Incoming interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:
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Et hernet O, Forward/ Sparse, 00: 03:20/00: 02: 40

(192.1.1.1/32, 224.1.1.1), 00:01:25/00: 02: 35, flags: PT

Incom ng interface: EthernetO, RPF nbr 10.1.4.2

Qutgoing interface list: Null

Notice that the outgoing interface list of the (S, G) entry is Null, which means that the RP is actually
dropping this multicast traffic and not forwarding at all. (Assuming that multicast fast switching is
enabled on interface EthernetO, the RP will be fast dropping this traffic.) Instead, the multicast traffic is
flowing directly across the backbone Ethernet segment from Router B to Router C, which isthe desired
behavior in this case.

The state in the RP may seem counterintuitive at first but can be explained by applying the PIM-SM
state rules covered earlier in this chapter:

1. From the state shown in Example 11-2, you know that the receiver joined the shared tree first---
approximately 3 minutes and 20 seconds ago, based on the timer values in the Router A and
Router C state. This process caused the branch of the shared tree to be created, and the state in

the RP at that instant would have been as shown in Example 11-43.

Example 11-43: Statefor RP as Shared Tree s Created

rtr-a>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R - RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires
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Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:00:10/00:02:59, RP 10.1.4.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Et hernet 0O, Forward/ Sparse, 00:00: 10/ 00: 02: 50

2. When the source began sending afew minutes later, Router B would have performed the
normal Register operation with the RP and the RP would have responded by creating (S, G) state
and joining the SPT toward the source. The RP would have applied General Rule 3, which
initially populated the outgoing interface list of the (S, G) entry with a copy of the interfaces in
the outgoing interface list of the (*, G). If it were somehow possible to actually capture the state
in the RP at this precise instant, the state would be as shown in Example 11-44.

Example 11-44: State for RP

rtr-a>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:20/00:02:59, RP 10.1.4.1, flags: S
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Incom ng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Et her net 0, Forward/ Sparse, 00:03: 20/ 00: 02: 40

(192.1.1.1/32, 224.1.1.1), 00:00:00/00:02:59, flags: PT

Incom ng interface: EthernetO, RPF nbr 10.1.4.2

Qutgoing interface |ist:

Et hernet 0, Forward/ Sparse, 00: 00: 00/ 00: 02: 59

Note Don't bother trying to catch the router with the above state because it isn't possible to ever see this
sort of display. | have shown thisinternal intermediate step only to make the overall process clear. If you
do ever catch a Cisco router in this state, it's a bug!

3. Notice that the incoming interface in the (S, G) preceding entry also appears in the outgoing
interface list, which would have caused aroute loop. However, before proceeding further, the RP
also applies General Rule 4 (that is, the incoming interface cannot also appear in the outgoing
interface list) and removes EthernetO from the outgoing interface list. Thisresultsin the final
desired state of Example 11-45.

Example 11-45: Final Statefor RP

rtr-a>show ip nroute 224.1.1.1

I P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned
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R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptinme/ Expires

Interface state: Interface, Next-Hop or VCD, State/Mde

(*, 224.1.1.1), 00:03:20/00:02:59, RP 10.1.4.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Et hernet 0, Forward/ Sparse, 00:03:20/00: 02: 40

(192.1.1.1/32, 224.1.1.1), 00:01:25/00:02:35, flags: PT

I ncomng interface: EthernetO, RPF nbr 10.1.4.2

Qutgoing interface list: Null

Now comesthereally tricky part! (Y ou thought things were getting complex. Just wait.) Notice that the
expiration timer in the (S, G) entry above would normally count down to zero becauseit is pruned and
no longer being used to forward this traffic. This, in turn, would cause the entry to be deleted when the
timer reached zero. Additionally, because the (S, G) entry is marked pruned (denoted by the P flag), the
RP would normally stop sending periodic (S, G) Joinsto refresh the SPT from the first-hop router to the
RP. However, if Router B stops receiving these (S, G) Joins, its (S, G) entry expiration timer would
eventually time out and the (S, G) entry would be deleted. If this were allowed to happen, (S, G) traffic
would cease to flow to the backbone segment while the receiver behind Router Cis still active.

Turnaround Router

As it turns out, the RP-on-a-stick scenario is actually a degenerate case of the more general scenario
called the turnaround router. The turnaround-router scenario occurs when the path of the SPT and the
path of the shared tree merge at some point in the network. The router at which these two paths merge
(yet are flowing in opposite directions) is the turnaround router. Therefore, the turnaround router is
upstream of receivers on the shared tree and downstream of the source on the SPT.
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Figure 11-30 repeats the basic RP-on-a-stick example in Figure 11-29 but with the RP now moved one
hop farther away from the source and receiver by way of Router X. Notice that Router X isthe
turnaround router because the paths of the SPT and the shared tree first merge on the common Ethernet
backbone at Router X.

Figure 11-30: Unnecessary Traffic Flowing to the RP Prior to 10S12.0
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Note that the flow of traffic (indicated by the thin dashed arrows) is flowing not only across the common
backbone from Router B to Router C but also through Router X al the way to the RP where it isbeing
dropped. (It is dropped because in this scenario there are no other branches of the shared tree.) This
unnecessary flow of traffic back to the RP is clearly a waste of network bandwidth and is undesirable.
What is needed isaway to have the (S, G) traffic flow stop at the turnaround router and not continue on
up toward the RP where it is unneeded. To stop the traffic flow this way, the turnaround router must
assume the task of originating periodic proxy (S, G) Joins toward the source instead of the RP.

Proxy-Join Timer

With 1OS release 12.0, Cisco routers introduced Proxy-Join timers (on (S, G) entries) to implement the
turnaround router concept. When an (S, G) Proxy-Join timer isrunning (which isindicated by a new X
flag inthe (S, G) entry), the router is the turnaround router and it must periodically send proxy (S, G)
Joins toward source S on behalf of the RP. In addition, the router must not send (S, G) Prunes toward the
source (because doing so would conflict with the proxy (S, G) Joins), even though the outgoing interface
list in the (S, G) entry isNull. Thus, the (S, G) state that exists along the path between the first-hop
router and the turnaround router remains refreshed as long as the source is active and receivers exist.
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Note Remember, the normal procedure when the outgoing interface list in an (S, G) entry isNull isto
send (S, G) Prunes, not (S, G) Joins, toward the source. This procedure is reversed when the Proxy-Join
timer is running.

The trick isto have the routers detect the specia conditions that indicate that they have become the
turnaround router and to start the Proxy-Join timer. A few ssimple rules control the starting and stopping
of the Proxy-Join timer. However, before getting to these rules, let's do a quick review of PIM Join/
Prune messages and establish some additional terminology to describe (*, G) Joins.

Atomic and Nonatomic (*, G) Joins

Recall from the discussion of SPT-Switchover that (S, G)RP-bit Prunes are sent up the shared treeto
prune off sources whose traffic is being received directly viathe SPT along a different path. (Asyou
know by now, the RP-bit indicates that the information is applicable to the shared tree and, therefore,

(S, G)RP-hit Prunes are sent up the shared tree and not the SPT.) These (S, G)RP-bit Prunes must
continue to be sent periodically along with the associated (*, G) Join to refresh state along the shared
tree. When these periodic Joins are sent up the shared tree, both the (*, G) Join and any associated (S, G)
RP-bit Prunes are all sent inside of the same PIM Join/Prune message. This leads to the following two
new categories of (*, G) Joins.

. Atomic (*, G) Joins---These are Join/Prune messages that contain both the (*, G) Join along
with all associated (S, G)RP-bit Prunes for Group G.

« Nonatomic (*, G) Joins---These are Join/Prune messages that contain only the (*, G) Join
without any associated (S, G)RP-bit Prunes for Group G.

Now that you are armed with some better terminology to describe (*, G) Joins, you can state some
simple rules for starting and stopping the Proxy-Join timer.

Proxy-Join Timer Rules

A Proxy-Join timer is associated only with the (S, G) state entries in the Cisco mroute table. Three rules
govern the start and stop of thistimer.

Proxy-Join Timer Rule 1
The Proxy-Join timer for an (S, G) entry is (re)started under the following conditions:

. A nonatomic (*, G) Join isreceived on the incoming interface of the (S, G) entry from other than
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the RPF neighbor toward Source S.

. Inthe RPwhen an (S, G) entry is created as aresult of the receipt of a Register message and the
(*, G) entry has a non-Null outgoing interface list.

Proxy-Join Timer Rule 2

Proxy-Join timers are not stopped by any direct event. Instead, they are smply allowed to time out if not
restarted by the receipt of a nonatomic (*, G) Join.

Whenever a Proxy-Join timer for an (S, G) entry isrunning, the X flag is displayed in the Flags field of
the (S, G) entry in the mroute table, as shown in Example 11-46.

Example 11-46: Mroute Table

rtr-x>show ip nroute 224.1.1.1

| P Multicast Routing Table

Flags: D - Dense, S - Sparse, C - Connected, L - Local, P -
Pruned

R- RP-bit set, F - Register flag, T - SPT-bit set, J - Join SPT

Timers: Uptine/ Expires

Interface state: Interface, Next-Hop or VCD, State/ Mde

(*, 224.1.1.1), 00:03:20/00:02:59, RP 10.1.4.1, flags: S

Incomng interface: Null, RPF nbr 0.0.0.0,

Qutgoing interface |ist:

Et her net 0, Forward/ Sparse, 00:03: 20/ 00: 02: 40
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(192.1.1.1/32, 224.1.1.1), 00:01:25/00:02:35, flags: PXT

I ncom ng interface: EthernetO, RPF nbr 10.1.4.2

Qutgoing interface list: Null

In this example, the Proxy-Join timer isrunning on the (192.1.1.1/32, 224.1.1.1) entry in Router X. This
modifies the periodic Join/Prune behavior of Router X for this (S, G) entry as described in the following
rule:

Proxy-Join Timer Rule 3

While the Proxy-Join timer is running on an (S, G) entry, the router will perform the following steps:

. Send periodic (S, G) Joins toward Source S

. Suppress sending (S, G) Prunes toward Source S

Note As| did for the other general rules and PIM-SM rules, | have simplified the Proxy-Join timer rules
for clarity. There are minor exceptions to the preceding rules, such as the stopping of a Proxy timer
when the RP interface changes on an (S, G) entry. In general, the rules presented here are sufficient to
convey the function and use of Proxy-Join timers.

Proxy-Join Example

L et's step through a highly simplified example of the turnaround router scenario, using the sample
network shown in Figure 11-30.

1. The RP starts its Proxy-Join timer upon receiving the first (S, G) Register message (according
to the second part of Proxy-Join Timer Rule 1) from the first-hop router (Router B in this
example).

2. Because the (S, G) Proxy-Join timer is running, the RP begins sending periodic (S, G) Joins
toward the source according to Proxy-Join Timer Rule 3. This, in turn, builds the initia (S, G)
SPT from the source to the RP and creates (S, G) in al the routers along the path.

3. (S, G) traffic begins flowing to the RP. Notice that Proxy-Join Timer Rule 3 also prevents the
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RP from sending (S, G) Prunes toward the source, even though its (S, G) outgoing interfacelist is
Null.

4. When traffic is flowing, Router X receives anonatomic (*, G) Join from Router C on the
incoming interface of the (S, G) entry. Because Router C is not the RPF neighbor toward the
source, the first part of Proxy-Join Timer Rule 1 comesinto play and causes Router X to start its
(S, G) Proxy-Join timer.

5. Router X has now become the turnaround router (becauseits (S, G) Proxy-Join timer is
running) and begins sending periodic (S, G) Joins toward the source.

6. Router X begins sending periodic atomic (*, G) Joins toward the RP as aresult of PIM-SM
Rule 7, which states that (S, G)RP-bit Prunes will be sent when the (S, G) and (*, G) RPF
neighbors are different. (In other words, the periodic (*, G) Joins sent by Router X will contain
(S, G)RP-hit Prunes and therefore, by definition, be atomic.)

7. The RPisreceiving atomic (*, G) Joins (which do not restart its (S, G) Proxy-Join timer), and
the (S, G) Proxy-Join timer in the RP is allowed to expire.

8. When the (S, G) Proxy-Join timer expires, the RP stops sending (S, G) Joins toward the source.

9. Because Router X isno longer getting (S, G) Joins from the RP via SerialO, this interface
eventually times out and is removed from the (S, G) outgoing interface list on Router X. This
step stops the flow of unnecessary (S, G) traffic to the RP.

Make careful note of the fact that (other than when the turnaround router is the RP) the turnaround-
router function occurs only when SPT-Thresholds of infinity arein use, that is, when routers with
directly connected members are not joining the SPT to the source.

The reason that the function doesn't work when arouter joins the SPT isthat atomic (*, G) Joinsare
generated instead of nonatomic (*, G) Joins. Therefore, the upstream router does not start its Proxy-Join
timer and become the turnaround router.

For example, if Router C in Figure 11-30 had joined the SPT toward the source, it would begin sending
atomic (*, G) Joinsto Router X (based on PIM-SM Rule 7, which states that (S, G)RP-bit Prunes are to
be sent when the RPF neighbor of the (*, G) and (S, G) are different). Therefore, Router X would not
start its (S, G) Proxy-Join timer because Proxy-Join Timer Rule 1 (which governs the starting of the
Proxy-Join timer) would not have been met.

Summary

file:///IV |[/[[%20CI SCO%20PRESS%620]/Ciscopress-Devel oping.| p.Multicast. Networks/di 10ch11.htm (95 of 96)09/12/2003 01:12:00



Using PIM Sparse Mode

The configuration of PIM-SM requires only three simple commands on each router in the network. (The
next chapter addresses the use of Auto-RP, which eliminates the need to manually configure an RP
address on each router in the network. Auto-RP reduces the required number of commands on each
router in the network to only two.) Although turning on PIM-SM is quite straightforward and easy for a
network administrator, it is another thing entirely to understand how PIM-SM creates and maintains
forwarding state in the routers. This chapter defined several PIM-SM rulesin addition to the six general
rules that were introduced in the preceding chapter. Together, these rules define the basic behavior of
PIM-SM routers and can be used by network engineers to understand and troubleshoot the mroute state
information in Cisco routers.
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PIM Rendezvous Points

PIM Rendezvous Points

Newcomers to IP multicast often view the design, configuration, and placement of Protocol Independent
Multicast (PIM) rendezvous points (RPs) as a complex task that only persons possessing | P multicast
guru status can accomplish. As an IP multicast consultant, I'm constantly asked the question, "Where
should | place the RP?' Most of the time, | answer, "Wherever it's convenient." | don't give thisssmple
reply to be flippant but because (usually) the people who ask this question are building basic PIM sparse
mode (PIM-SM) networks that don't require any fancy RP engineering.

The goal of this chapter isto provide you with the information necessary to understand how the various
RP configuration methods work, as well as to provide guidance in the engineering of RPs to accomplish
various special tasks such as providing redundancy in the case of an RP failure. To accomplish this goal,
this chapter starts off by covering the two primary methods that Cisco routers can use to dynamically
discover the identity of the RP in the PIM-SM network. These two methods are

. Cisco's Auto-RP
. PIMv2 Bootstrap router

In both cases, details of the configuration, tuning, and underlying protocol mechanisms employed by
these two RP discovery methods are presented. Following these two topics is a section that covers the
placement and tuning of RPsin aPIM-SM network.

Auto-RP

Early versions of Cisco PIM-SM required each router in the network to be manually configured with the
address of the RP, using the following configuration command:

ip pim rp-address address [group-list acl]

Initially, this method was sufficient for smple PIM-SM networks that used a single, static RP for al
multicast groups. However, even in these initial networks, it was sometimes necessary to change the |P
address of the RP (for example to another interface on the same router) or to reassign the RP task to
another router in the network. This process required the network administrator to update the
configuration of each router in the network to reflect this change. During the update process, the RP
address would at some point be inconsistent across the routers in the network. This frequently caused
multicast outages that lasted until the network administrator was able to complete the update process.
Additionally, the manual update process was prone to human error as a result of mistyped commands or
even routers that where inadvertently not updated.

PIMv2's Bootstrap router feature, with the capability for al PIMv2 routers in the network to learn the IP
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address of the RP(s), promised to provide a solution to this problem. However, PIMv2 was still in draft
form at that time and was along way from being implemented. Obviously, some other method of
dynamically updating all the routers in the network was needed that could be implemented within the
framework of a PIMv1 network.

Overview of Auto-RP

Beginning with 10OS version 11.1(6), Cisco introduced support for a new feature, called Auto-RP, that
eliminated the need to manually configure RP information in every router in the network. The concept of
Auto-RP is both ssmple and elegant. Use | P multicast to distribute Group-to-RP information to all
routers in the network.

For thisto work, all Cisco PIM routersin the network learn about the active Group-to-RP mapping by
automatically joining the Cisco-RP-Discovery (224.0.1.40) well-known |P multicast group in order to
receive Group-to-RP mapping information. This RP mapping information is multicast to this well-
known group by a Cisco router configured as a Mapping Agent. (Note: Multiple Mapping Agents can be
configured to provide redundancy in the case of afailure.)

Mapping Agents also use |P multicast to learn which routers in the network are possible candidate RP's
by joining the well-known Cisco-RP-Announce (224.0.1.39) multicast group to receive candidate RP
announcements. Candidate RPs announce their intention to be the RP for a particular group or group
range by multicasting RP-Announce messages to the Cisco-RP-Announce multicast group.

Candidate RPs multicast these RP-Announce messages every RP._ ANNOUNCE_INTERVAL seconds
(the default is 60 seconds). Each RP-Announce message contains a holdtime in seconds that tells the
Mapping Agent(s) how long the candidate RP announcement is valid. This holdtimeis set to 3 timesthe
RP_ANNOUNCE_INTERVAL (the default is 180 seconds).

Mapping Agents listen to these candidate RP announcements and use the information contained in them
to create entries in their Group-to-RP mapping caches. Only one mapping cache entry is created for any
Group-to-RP range received even if multiple candidate RPs are sending RP announcements for the same
range. Asthe RP-Announce messages arrive, a Mapping Agent selects the RP for a given multicast
group address range(s) based on the candidate RPs' |P address. The highest candidate RP IP addressis
selected, and the Mapping Agent stores this RP address in the Group-to-RP mapping cache entry.

Mapping Agents multicast the contents of their Group-to-RP mapping cache in RP-Discovery messages
every RP_DISCOVERY _INTERVAL seconds (the default is 60 seconds). Like RP-Announce
messages, RP-Discovery messages contain a holdtime in seconds that tells the routers in the network
how long the Group-to-RP mapping is valid. This holdtime is set to three times the

RP_DISCOVERY _INTERVAL (the default is 180 seconds). If arouter failsto receive RP-Discovery
messages and the Group-to-RP mapping information expires, the router switches to a statically
configured RP that was defined with the ip pim rp-address command. If no statically configured RP
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exists, the router switches the group(s) to dense mode.

Figure 12-1 depicts the Auto-RP mechanism in action. In this example, routers B and C are both
candidate RPs and are multicasting their RP candidate announcements (shown by the dotted arrows) to
the Cisco-RP-Announce multicast group, 224.0.1.39.

Figure 12-1: Basic Auto-RP Mechanism
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Router A, the Mapping Agent, receives these candidate announcements and selects the router with the
highest |P address as the active RP. Router A then multicasts this selected Group-to-RP mapping
information to all routersin the network viathe Cisco-RP-Discovery multicast group, 224.0.1.40.
Finally, all routersin the network automatically join the Cisco-RP-Discovery multicast group when they
start up and therefore receive the Group-to-RP mapping information.

Configuring Auto-RP Candidate RPs

One or more routersin a PIM-SM network may be configured as candidate RPs by using the following
command:

ip pim send-r p-announce interface scopettl [group-list acl]

When this global configuration command is added to a router's configuration, the router begins to
multicast RP-Announce messages to the Cisco-RP-Announce multicast group (224.0.1.39) with aTime
To Live (TTL) of ttl. Each RP-Announce message contains the | P address of the specified interface
(often aloopback interface) along with the group range(s) (using an group/mask format) that were
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specified in the optiona group-list access control list. The group range specified in this group-list
clause indicates the groups for which the router iswilling to be RP.

Note If the optional group-list clause is omitted, the group range advertised is 224.0.0.0/4. Thisrange
corresponds to all IP multicast group addresses, which indicates that the router iswilling to serve as the
RP for all groups.

A router may be configured to serve as candidate RP for more than one group range by carefully crafting
the access list in the router configuration as shown in Example 12-1.

Example 12-1: AccessList Configuration for Candidate RP

I p pi msend-rp-announce | oopbackO scope 16 group-1i st
10

access-list 10 permt 239.254.0.0 0.0.255. 255

access-list 10 permt 239.255.0.0 0.0.255. 255

access-list 10 permt 224.0.0.0 7.255.255. 255

The router configuration in Example 12-1 configures the router to advertise itself as candidate RP for
group range 239.254.0.0-239.255.255.255 and 224.0.0.0-231.255.255.255.

Configuring Auto-RP Mapping Agents

The function of Mapping Agent can be assigned to one or more routers in the network using the
following global configuration command:

Ip pim send-r p-discovery scope ttl
This command directs the router to begin serving as RP Mapping Agent by

1. Joining the Cisco-RP-Announce multicast group (224.0.1.39).
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2. Caching the recelved RP-Announce messages from the candidate RPs in the network.

3. Selecting the RP(s) using the highest I P address in the RP-Announce messages for a given
group range(s). (Note: The interface specified in the ip pim send-r p-announce command on the
candidate RP router determines this address.)

4. Periodically (every 60 seconds) multicasting the selected RP information to all routersin the
network viathe Cisco-RP-Discovery multicast group (224.0.1.40), using the TTL that was
specified by the scope clause in theip pim send-r p-discovery configuration command.

Using Multiple Mapping Agents for Redundancy

It is not uncommon for network designers to configure more than one Mapping Agent in a network so
that, if one agent fails, a second continues to operate. However, network engineers often misunderstand
how multiple Mapping Agents interact and frequently attribute more complexity to this interaction than
actually exists.

In actual practice, each Mapping Agent functions independently, multicasting identical Group-to-RP
mapping information in RP-Discovery messages to all routers in the network. Therefore, if two Mapping
Agents are in the network, let's call them Mapping Agent A and Mapping Agent B, each router in the
network receives two RP-Discovery messages every RP_DISCOVERY _INTERVAL seconds: one from
Mapping Agent A and one from Mapping Agent B.

Receiving Group-to-RP mapping data from two Mapping Agentsis not a problem because both agents
transmit identical mapping information. (They hear the same set of RP announcements from candidate
RPs and apply the same selection algorithm of highest IP address to pick the active RP.) All routersin
the network create a single set of Group-to-RP mapping cache entries despite receiving redundant sets of
information from multiple Mapping Agents. The only noticeable effect is that the entries in the router's
Group-to-RP mapping cache indicate a different source (that is, different Mapping Agents) of the Group-
to-RP mapping information, depending on the exact instant that the cache is examined. This flip-
flopping of the source of the Group-to-RP mapping information in the routers isinsignificant and should
not concern network administrators.

The real advantage of having all Mapping Agents operate simultaneously isthat it eliminates the need to
maintain a master-slave relationship between the Mapping Agents and eliminates a complex failover
protocol that could go wrong. Instead, by having all Mapping Agents operating simultaneoudly, if one
Mapping Agent goes "off the air," the other(s) are still operating and providing identical Group-to-RP
mapping information to the network.

Auto-RP Discovery messages are transmitted unreliably because the protocol has no provision to detect
missed packets and no way to request retransmission. A side effect of using multiple Mapping Agents
for redundancy isadlight increase in the reliability of the delivery of Group-to-Mapping information
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because the Mapping Agents are transmitting redundant information.

Using Multiple RPs for Redundancy

Using Auto-RP, network administrators may configure more than one RP for any particular group range.
The most common example is when a secondary RP is configured in case the primary RP for the
network fails. This can be accomplished with the following configuration commands:

1. Router A configuration (primary RP):

I nter face loopback0
Ip address 192.168.100.2 255.255.255.255

ip pim send-r p-announce loopback0 scope 16
2. Router B configuration (secondary RP):

I nter face loopback0
Ip address 192.168.100.1 255.255.255.255

ip pim send-r p-announce loopback0 scope 16

In this example, both Routers A and B are candidate RPs for the entire range of group addresses. (Note
the absence of agroup-list clause.) Because Router A is configured with a higher RP address than
Router B, Router A will serve asthe primary RP. However, if Router A fails, Router B will take over the
function of RP for all groups.

The Birth of Sparse-Dense Mode

Using IP multicast as the basic method of distributing RP information to all routers in the network
introduces a classic chicken-and-egg problem. If the network is configured in sparse mode and all
routers are expected to learn the RP information via the RP-Discovery multicast group, 224.0.1.40, how
do they join the (*, 224.0.1.40) shared tree if they don't know the IP address of the RP? Furthermore,
how can they learn the IP address of the RP if they don't join the shared tree?

One solution to this problem is to configure every router in the network with a dedicated RP that serves
the (*, 224.0.1.40) shared tree. This could be accomplished by adding the following router configuration
commands to every router in the network:

ip pim rp-address x.x.x.x group-list 10
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access-list 10 permit 224.0.1.40

access-list 10 deny all

The preceding commands would cause all routersto use | P address x.x.x.x as the RP for the RP-
Discovery multicast group (224.0.1.40). As soon as a router boots up, it would join this group and begin
receiving dynamic Group-to-RP information from the Mapping Agent(s) viathis group.

The downsides to this approach should be obvious. What if router x.x.x.x fails? Furthermore, one of the
primary goals of Auto-RP isto avoid having to configure static RP information on every router in the
network. Therefore, this solution is suboptimal, and some other method is clearly desired. One
possibility isto assume that the RP-Discovery (224.0.1.40) and RP-Announce (224.0.1.39) multicast
groups are always operated as dense mode groups. This approach would allow the Auto-RP information
to flow throughout the network in dense mode while all the other groups could operate in sparse mode.

In the end, the solution was to define anew PIM interface mode called spar se-dense mode, using the
following router interface configuration command:

ip pim spar se-dense-mode

This command causes the router to make the decision to use sparse mode on an interface based on
whether the router has RP information for the group in question. If a particular group maps to an entry in
the router's Group-to-RP mapping cache, then that group is treated as a sparse mode group on that
interface. On the other hand, if the group doesn't map to an entry in the router's Group-to-RP mapping
cache, then the group is treated as a dense mode group on that interface.

Sparse-dense mode not only allows the Auto-RP mechanism to work (by assuming the two Auto-RP
groups are in dense mode by default) but also provides another significant advantage. If sparse-dense
mode is configured on all interfaces on all routers in the network, the network administrator can control
which groups are sparse and which are dense by modifying the configuration on a single router!

For example, refer to the following configuration on the router that is functioning as sole candidate RP
for the network:

ip pim send-r p-announce loopback0 scope 16 group-list 10

access-list 10 permit 224.1.1.1

This configuration resultsin this router serving as the RP for group 224.1.1.1 and no other! Because this
router is the sole candidate RP in the network, only group 224.1.1.1 will operate in sparse mode; all
other multicast groups will operate in dense mode. This might be very useful when you are transitioning

file://IV |/[[%20CI SCO%20PRESS%20]/Ciscopress-Devel oping.| p.Multicast. Networks/di10ch12.htm (8 of 40)09/12/2003 01:12:03



PIM Rendezvous Points

the network from dense mode to sparse mode and desire to verify proper sparse mode operation on a
single test multicast group or group range. When the test has been completed and the network
administrator is satisfied that sparse mode is operating correctly, the network can be completely
switched to sparse mode by simply modifying the configuration in the candidate RP(s) to reflect the
following:

ip pim send-r p-announce loopback0 scope 16

The absence of the group-list clause in the preceding command results in this router advertising itself as
acandidate RP for all multicast groups.

Note The use of sparse-dense mode is now the recommended method of enabling PIM on any interface
because the combination of sparse-dense mode and A uto-RP enables the network administrator to use
either dense mode or sparse mode in the network depending on how the candidate RPs (if any) are
configured. Using sparse-dense mode, a network administrator can start off with a dense mode network
and later switch to a sparse mode network without having to change PIM modes on every interface in
the network.

A Simple Auto-RP Configuration

Figure 12-2 shows a network that has been configured to run PIM-SM, using the Auto-RP feature to
distribute Group-to-Mapping information. In this example, Router C is configured as the RP for all
multicast groups in the network.

Figure 12-2: A Simple Auto-RP Configuration
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The commands shown in Table 12-1 are sufficient to enable PIM-SM on these routers and configure
Router C asthe RP.

file:/IIV)[[%20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.| p.Multicast.Networks/di10ch12.htm (9 of 40)09/12/2003 01:12:03



PIM Rendezvous Points

Table 12-1: Commandsfor Enabling PIM-SM and Assigning an RP

On each router

Ip multicast-routing

On each interface

Ip pim sparse-dense mode

On Router C (RP)

Ip pim send-rp-announce ethernetO scope 16 ip pim send-rp-discovery scope
16

Notice that Router C is configured as both a candidate RP and a Mapping Agent. This practiceisfairly

common.

Once this has been configured, you can confirm that everything is working correctly by examining the
Group-to-RP mapping cache on the routers in the network using the show ip pim rp mapping
command. Example 12-2 shows the expected Group-to-RP information on one of the routers obtained

with this command.

Example 12-2: Output for show ip pim rp mapping on Rtr-D

Rtr-D# show ip pimrp mapping

Pl M G oup-to-RP Mappi ngs

00: 02: 38

G oup(s) 224.0.0.0/4, uptinme: 00:01: 20, expires:

RP 172.16.2.1 (Rtr-C), PIM1

| nf o source:

172.16.2.1 (Rtr-C)

The output in Example 12-2 indicates that Rtr-C is the current RP for the multicast group range
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224.0.0.0-239.255.255.255 (that is, all multicast groups). The output also shows that this information
was learned via Auto-RP (indicated by the PIMv1 tag) and that the source of this information was Rtr-C.

Example 12-3 is the output of the same command issued on Rtr-C, which is the RP and the Mapping
Agent. Notice that the first two lines of the output indicate that this router is an RP and a Mapping Agent.

Example 12-3: Output for show ip pim rp mapping on Rtr-C

Rtr-C# sh ip pimrp mapping

Pl M G oup-to-RP Mappi ngs

This systemis an RP

This systemis an RP-mappi ng agent

G oup(s) 224.0.0.0/4, uptinme: 00:23:47, expires:
00: 02: 01

RP 172.16.2.1 (Rtr-C), PIM1

Info source: 172.16.2.1 (Rtr-Q

Note If multiple RPs and Mapping Agents were desired in this network, the two additional commands
that were added to Router C's configuration could be also added to another router in the network to
define a second candidate RP and Mapping Agent.

RP Failover in Auto-RP Networks

RP Mapping Agents store the information in the received RP-Announce messages in a Group-to-RP
mapping cache. Each entry in the Group-to-RP mapping cache has an expiration timer that isinitialized
to the holdtime values in the received RP-Announce message. Because the originating candidate RP sets
the holdtime to three times the RP_ANNOUNCE _INTERVAL, thisisthe period of time that must

el apse before the Mapping Agent deletes the current Group-to-RP Mapping. Then, the Mapping Agent
selects anew RP from its Group-to-RP mapping cache and sends out an RP-Discovery message with the
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updated Group-to-RP mapping.

Prior to 10S version 12.0(5), the RP_ANNOUNCE_INTERVAL was fixed at 60 seconds which, in turn,
resulted in RP-Announce holdtimes of 180 seconds, or 3 minutes. Therefore, RP Failover could take as
long as 3 minutes from the actual time that the RP router failed.

After IOS version 12.0(5), anew form of the ip pim send-r p-announce command was introduced that
allowed the RP_ANNOUNCE_INTERVAL to be specified from 1 second up to 65,535 seconds. This
new command has the following format:

Ip pim send-r p-announce inter face scope ttl [group-list acl] [interval secs]

Network administrators who want shorter RP Failover times can tune thisinterval to reduce RP Failover
times to roughly 3 seconds by specifying a 1-second interval in the preceding command. However,
tuning thisinterval down from the default of 60 seconds to achieve faster RP Failover times comes at the
expense of the added multicast traffic in the network due to more frequent RP announcements. In some
networks, this added traffic load is worth the shorter RP Failover times.

Note In most cases, the default behavior (that is, SPT-Threshold = 0) of a PIM-SM network isfor all
last-hop routers to immediately join the SPT and bypass the RP for any new source detected. The net
result of this behavior isthat the failure of an RP has little effect on the delivery of multicast traffic that
is already flowing in the network. Generally, only new sources that just happen to come active during
the RP Failover period are affected because the last-hop routers are not yet aware that these sources exist
and have not yet joined these sources SPTs. However, after the RP Failover process completes, the
multicast traffic from these new sources begins flowing down the shared tree, which is now rooted at the
new RP.

Constraining Auto-RP Messages

When configuring an Auto-RP candidate RP, care must be taken to ensure that the TTL scope specified
is sufficiently large so that the RP-Announce messages reach all Auto-RP Mapping Agentsin the
network.

Figure 12-3 shows an example of what can happen if careful attention is not paid to the ttl value
specified in the scope portion of the ip pim send-r p-announce command. In this example, Router Cis
an Auto-RP candidate RP that has been configured with a TTL scope of 16 hops. This scope is sufficient
for the RP-Announce messages to reach the closest Mapping Agent in the network, Router A.
Unfortunately, the TTL scope is not large enough to allow RP-Announce messages to travel to the far
side of the network (which has atotal diameter of 32 hops) and be received by the second Mapping
Agent, Router B. This resultsin inconsistencies in the RP mapping caches of Routers A and B. This
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inconsistency could cause the two Mapping Agents to select and advertise different RPs for the same
group range(s). Because both Mapping Agents are operating simultaneously, the routers in the network
could be receiving conflicting RP information, which could, in turn, cause serious problems.

Figure 12-3: Improper TTL Scope of RP-Announce M essages
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The same attention to TTL scope should also be applied to the RP-Discovery messages to ensure that all
routers in the network can receive the Group-to-RP mapping information.

Figure 12-4 shows what can happen if an improper ttl value is specified in the scope portion of the ip
pim send-r p-discovery command. In this example, the Mapping Agent (Router A) is configured with a
TTL scope that isinsufficient for the RP-Discovery messages to make it across the network to Router D.
Thus, Router D incorrectly assumes that all multicast groups are to operate in dense mode because D is
not in receipt of any Group-to-RP mapping information.

Figure 12-4: Improper TTL Scope of RP-Discovery M essages
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Figures 12-3 and 12-4 also illustrate another potential problem that can occur if steps are not taken to
prevent RP-Announce and/or RP-Discovery messages from leaking outside the PIM-SM network into an
adjacent network. In Figure 12-3, Router C isless than 16 hops away from the nearest boundary of the
PIM-SM network, which is resulting in RP-Announce messages being leaked into the adjacent network
on the left. Trying to solve this problem by further reducing the TTL scope only makes things worse
because it is quite possible that the RP-Announce messages won't even make it to Router A.

Likewise, in Figure 12-4, Router A islessthan 16 hops away from the nearest boundary of the PIM-SM
network. This results in RP-Discovery messages leaking into the adjacent network to the right. Again,
reducing TTL scope only makes things worse because then even fewer routers in the network (besides
Router D) will receive critical Group-to-RP mapping information.

One of the best ways to handle this situation isto configure the TTL scope to the maximum diameter (in
hops) of the network. This configuration ensures that the RP-Announce and RP-Discovery messages
will be multicast witha TTL sufficiently large to reach all pointsin the network.

Multicast boundaries are also used to prevent RP-Announce and RP-Discovery messages from traveling
beyond the boundaries of the network. For example, if interface SerialO is an external interfaces on a
boundary router, the commands shown in Example 12-4 would prevent RP-Announce and RP-Discovery
messages (which are multicast to groups 224.0.1.39 and 224.0.1.40) from crossing into or out of the
network.

Example 12-4: Commandsto Block RP-Announce and RP-Discovery M essages

Interface SerialO
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I p multicast boundary 10

access-list 10 deny 224.0.1. 39

access-list 10 deny 224.0.1.40

access-list 10 deny 239.0.0.0 0.255. 255. 255

access-list 10 permt 224.0.0.0
15. 255. 255. 255

Notice that the access list is also preventing administratively scoped multicast traffic (239.0.0.0-
239.255.255.255) from crossing into or out of the network.

Using a multicast boundary in this manner has the added benefit of preventing any RP-Announce or RP-
Discovery packets originated by routers outside the network from leaking into the network and causing
problems.

For example, consider what would happen if an RP-Announce message sent by a candidate RP from
outside of the network leaked into the network and reached one or more internal Mapping Agents. In
this situation, the Mapping Agents may select this bogus outside candidate RP if its IP addressis higher
than the | P address of the valid internal candidate RPs. The Mapping Agents would then advertise this
bogus RP to all routersin the network that would, in turn, attempt to use this bogus outside router as the
RP.

In addition, consider what would happen if bogus RP-Discovery packets were to leak into the internal
network. Unless for some strange coincidence the Group-to-RP mapping information in these bogus RP-
Discovery messages isidentical to the information advertised by the valid internal Mapping Agents, the
routers that receive these message would flip-flop between the valid internal RP and the bogus external
RP.

Preventing Candidate RP Spoofing

Keeping all routersin the network updated with the correct Group-to-RP mapping information is critical
to maintaining proper PIM-SM operation. Network administrators may wish to add router configuration
commands to the Mapping Agents to prevent amaliciously configured router from masquerading as a
candidate RP and causing problems. Thisis accomplished by the use of the following global
configuration command on each Mapping Agent in the network:
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ip pim rp-announce-filter rp-list acl [group-list acl]

This command configures an incoming filter for RP-Announce messages on a Mapping Agent. If this
command is not configured on a Mapping Agent, all incoming RP Announce messages are accepted by
default. The rp-list acl clause configures an access-list of candidate RP addresses that, if permitted, will
be accepted for the group ranges supplied in the optional group-list acl clause. If this clause is omitted,
the filter appliesto al multicast groups. If more than one Mapping Agent is to be used, the filters must
be consistent across all Mapping Agents so that no conflicts occur in the Group-to-RP mapping
information.

Example 12-5 is a sample router configuration on an Auto-RP Mapping Agent that is used to prevent
candidate RP announcements from being accepted from unauthorized candidate RP routers.

Example 12-5: Router Configuration on Auto-RP Mapping Agent

I p pimrp-announce-filter rp-list 10 group-1i st
20

access-list 10 permt host 172.16.5.1

access-list 10 permt host 172.16.2.1

access-list 20 deny 239.0.0.0 0.0. 255. 255

access-list 20 permt 224.0.0.0 15.255. 255. 255

In this example, the Mapping Agent will accept candidate RP announcements only from two routers,
172.16.5.1 and 172.16.2.1. Additionally, the Mapping Agent will accept candidate RP announcements
from these two routers only for multicast groups that fall in the group range of 224.0.0.0-
238.255.255.255. The Mapping Agent will not accept candidate RP announcements from any other
routers in the network. Furthermore, the Mapping Agent will not accept candidate RP announcements
from 172.16.5.1 and 172.16.2.1 if the announcements are for any groups in the 239.0.0.0-
239.255.255.255 range. (Note: Thisrange isthe administratively scoped address range.)

PIMv2 Bootstrap Router Mechanism

While Cisco charged ahead and devel oped the Auto-RP feature for its routers, the company continued to
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work with the multicast working groups within the Internet Engineering Task Force (IETF) to define
PIMv2, which was eventually published in RFC 2117 and recently updated by RFC 2362. PIMv2
provides yet another method to distribute Group-to-RP mapping information to all PIM routersin the
network. This method is frequently referred to as simply the Bootstrap router method because it relies
on arouter to flood Bootstrap messages containing Group-to-RP mapping information to all routersin
the network.

This section covers the basic mechanisms of the Bootstrap router method including an overview of the
protocol, candidate RPs (C-RPs), candidate Bootstrap routers (C-BSRs), and the BSR election
mechanism.

Overview of PIMv2 Bootstrap Router

Beginning with 10S version 11.3, Cisco introduced support for PIMv2 along with its associated
Bootstrap router (BSR) capability. Like Auto-RP, the PIMv2 Bootstrap router mechanism eliminates the
need to manually configure RP information in every router in the network. However, instead of using |P
multicast to distribute Group-to-RP mapping information, BSR uses hop-by-hop flooding of special
BSR messages (sent by the currently elected BSR) to distribute al Group-to-RP mapping information to
all routersin the network.

Just asin Auto-RP, more than one router may be configured to be a C-RP for a group to provide
redundancy. However, unlike Auto-RP, C-RPs send their C-RP advertisements directly to the currently
elected BSR via unicast. C-RPs send these C-RP advertisement messages every C-RP-ADV-PERIOD
seconds (the default is 60 seconds). Each C-RP advertisement contains an RP-holdtime in seconds that
tells the BSR how long the C-RP advertisement is valid. The advertising C-RP router sets this RP-
holdtime to 2.5 times the C-RP-ADV-PERIOD (the default is 150 seconds).

The combination of hop-by-hop flooding of BSR messages and unicasting C-RP advertisements to the
BSR completely eliminates the need for multicast in order for the BSR mechanism to function.
Eliminating this dependency on multicast avoids the chicken-and-egg problem that was encountered by
Auto-RP where the RP had to be known by all routersin the network before RP information could be
delivered to all routersin the network.

BSR messages are periodically flooded out all interfaces by the currently elected BSR every 60 seconds.
However, unlike Auto-RP, BSR messages contain the set of all known Group-to-RP C-RP
advertisements that have been received from the C-RPs in the network. This set of C-RP advertisements
isreferred to as the candidate RP-set, or RP-set for short. Every router in the network then runs the same
hashing algorithm on the RP-set to select the currently active RP for a given group or group range.
Because every router in the network receives an identical RP-set and runs an identical hashing
algorithm, al routers will select an identical RP. If for some reason the current RP fails, all routersin the
network can quickly and easily select a new RP from the RP-set and continue operation.
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To provide some measure of redundancy in the network against BSR failure, multiple C-BSRs may be
configured. The current BSR is elected as part of the normal operation of BSR message flooding
throughout the network in afashion similar to how the Root Bridge is elected by LAN Bridges. To force
certain C-BSRs to be preferred over othersin the election mechanism, some C-BSRs may be configured
with ahigher BSR priority than other C-BSRs. This approach allows the network administrator to
determine the primary BSR and backup BSRs should the primary fail. However, should all C-BSRsfail,
routers will cease to receive periodic BSR messages and their Group-to-RP mapping information will
eventually expire. In this case, a Cisco router will switch to a statically configured RP that was defined
with theip pim rp-address command. If no statically configured RP is available, the router will switch
the group(s) to dense mode.

A direct side effect of the hop-by-hop BSR election mechanism is that all routers in the network
automatically learn the IP address of the currently elected BSR. Thisis how C-RPslearn which router to
unicast their C-RP advertisements,

Figure 12-5 shows the PIMv2 BSR mechanism in action. In this example, Routers B and C are both
candidate RPs and are sending their PIMv2 C-RP advertisements (shown by the dashed arrows) directly
to the BSR router via unicast. Router A has previously been elected as the BSR and receives and stores
al the PIMv2 C-RP advertisementsin itslocal RP-set cache.

Figure 12-5: Basic PIMv2 BSR M echanism
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Router A periodically transmits the contents of its local RP-set cache in BSR messages (shown by the
solid arrows) out all interfaces. These BSR messages are flooded hop by hop throughout the network to
all routers. The routers in the network then store the RP-set information contained in the BSR messages
in their local RP-set cache and select the current RP(s) by the use of acommon RP hashing agorithm.
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Note Cisco network administrators who have migrated to PIMv2 are not required to use PIMv2 BSR.
Networks that comprise all Cisco routers running PIMv2 may optionally be configured to use Auto-RP
instead of the PIMv2 BSR mechanism. This alows network administrators to leverage some of the
features and functionality of Auto-RP in their PIMv2 network. However, for the network to function
properly, it should not contain any non-Cisco routers because they do not support Auto-RP and hence
will not operate properly in an Auto-RP environment.

Configuring PIMv2 Candidate RPs

One or more routersin a PIM-SM network may be configured as C-RPs by using the following
command:

ip pim rp-candidate interface [group-list acl]

When this global configuration command is added to a router's configuration, the router begins to
unicast PIMv2 C-RP advertisements to the currently elected BSR. Each C-RP advertisement contains
the IP address of the specified interface (often aloopback interface) along with the group range(s) (using
an group/mask format) that were specified in the optional group-list access-control list.

Note Like Auto-RP, if the optional group-list clause is omitted, the group range advertised is
224.0.0.0/4. This range corresponds to all |P multicast group addresses, which indicates that the router is
willing to serve as the RP for all groups.

A router may be configured to serve as candidate RP for more than one group range by carefully crafting
the access-list in the router configuration as shown in Example 12-6.

Example 12-6: Configuring a Router asa Candidate RP

I p pi mrp-candi date | oopbackO group-list 10

access-list 10 permt 239.254.0.0
0. 0. 255. 255

access-list 10 permt 239.255.0.0
0. 0. 255. 255
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access-list 10 permt 224.0.0.0
7. 255. 255. 255

The preceding PIMv2 router configuration causes the router to advertise itself as PIMv2 C-RP for group
ranges 239.254.0.0-239.255.255.255 and 224.0.0.0-231.255.255.255.

Configuring PIMv2 Candidate BSRs

The function of BSR can be assigned to one or more candidate BSR (C-BSR) routers in the network by
using the following global configuration command:

ip pim bsr-candidate inter face hash-mask-length [priority]

This command directs the router to begin serving as a candidate BSR and participate in the BSR election
process. (The BSR election processis covered in detail in the next section.) If the router is elected as the
BSR, it beginsto periodically (every 60 seconds) flood BSR messages out all interfaces that have
another PIMv2 neighbor. These BSR messages contain the following information:

1. A unicast RP address that corresponds to the | P address of the interface specified in the bsr -
candidate command.

2. The RP hash mask length specified in the hash-mask-length field of the bsr-candidate
command.

3. The BSR priority specified in the optional priority field of the bsr-candidate command. (If
thisfield is omitted, the BSR messages will contain a BSR priority of O by default.)

4. The complete candidate RP-set learned from all C-RPs via C-RP advertisement messages.
Using Multiple C-RPs for Redundancy & RP Load Balancing

Network administrators may configure a PIMv2 network with more than one C-RP for any particular
group range. Examples 12-7 and 12-8 show configurations for two routers configured as candidate RPs
for a specific group range.

Example 12-7: Candidate RP: Router A Configuration
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I nterface | oopbackO

| p address 192.168. 100. 1 255. 255. 255. 255

I p pimrp-candi date | oopbackO group-list 10

access-list 10 permt 239.254.0.0
0. 0. 255. 255

Example 12-8: Candidate RP: Router B Configuration

I nterface | oopbackO

| p address 192. 168. 100. 2 255. 255. 255. 255

I p pimrp-candi date | oopbackO group-1list 10

access-list 10 permt 239.254.0.0
0. 0. 255. 255

Both Routers A and B are C-RPs for the group range of 239.255.0.0-239.255.255.255. However, at this
point the Auto-RP and PIMv2 BSR mechanisms differ significantly. In Auto-RP either Router A or
Router B is selected as the RP for the entire group range. However, in PIMv2 BSR, Routers A and B
share the RP workload for multicast groupsin this range. For example, let's assume that the network
currently has N active multicast groups in this group range. Router A would be the active RP for half of
the groups while Router B would be the active RP for the other half. (Notice that only one router is
functioning as the active RP for a specific group at any moment.) The mechanism used to distribute the
RP workload across all C-RPsis the RP hashing algorithm and is described in the next section.

RP Selection---The RP Hash Algorithm

All PIMv2 routers use the same RP hashing algorithm to select an RP for a given group. The hashing
algorithm takes as input variables, a C-RP address Ci, a group address G, and a hash mask M, and then
returns a hash value. The router runs the hashing algorithm on all C-RP addresses in the RP-set whose
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advertised group range matches the target group. From this set of C-RPs, the one with the lowest hash
value is selected as the active RP for target group G. If for some reason two C-RPs result in the same
hash value, thetie is broken in favor of the C-RP with the highest | P address.

The hash mask M, that is used in the hash algorithm is taken from the Hash Mask Length field that
contains the BSR messages and that was specified in theip pim bsr-candidate router configuration
command. By modifying the mask, it is possible to control the number of consecutive group addresses
that hash to the same C-RP address. For example, if M=0xFFFFFFFC, four consecutive groups will hash
(that is, map) to asingle C-RP address. This may be important when separate multicast groups are
carrying related dataand it is desirable for al of these related groups to share a common router as RP.

Asasimple example, let's assume there are two candidate-RPs, Router A and Router B, for group range
239.0.0.0-239.255.255.255 (that is, the entire administratively scoped multicast group range).
Furthermore, let's assume that the BSR is advertising a hash mask length of 30, meaning that the mask is
OxFFFFFFFC. This mask will result in four consecutive groups hashing to the same router. Given that
there are two C-RPs and that the first address in the range (239.0.0.0) hashes to Router A, then Router A
will also be assigned as RP for the next three consecutive group addresses, 239.0.0.1, 239.0.0.2, and
239.0.0.3. Assuming that the hash algorithm is evenly distributed, Router A will be assigned as RP for
half of the groupsin the 239.0.0.0-239.255.255.255 range and Router B will be assigned as RP for the
other half.

Using Multiple C-BSRs for Redundancy

Network administrators who want to use PIMv2 BSR will typically want to configure more than one
router as C-BSR to provide some redundancy to the BSR function. The PIMv2 BSR mechanism differs
significantly from the operation of Mapping Agentsin Cisco's Auto-RP feature. In the case of PIMv2
BSR, only asingle BSR is active in the network at atime. The currently active BSR is elected from the
set of al C-BSR routers in the network, using the BSR election mechanism. In addition, all C-RP routers
in the network must be informed of the results of the BSR election so that they know how to send their
C-RP advertisements to the current BSR.

The following sections cover the BSR election mechanism and the BSR message-flooding mechanism
used in PIMv2 networks. Both of these mechanism are key to the automatic distribution of Group-to-RP
mapping information when PIMv2 BSR is used in the network.

BSR Election

The BSR is elected from the set of "candidate” routers in the domain that have been configured to
function as BSR. The election mechanism is similar to the Root Bridge el ection mechanism used in
bridged LANSs. BSR election is based on the router's BSR priority contained in the BSR messages that
are sent hop by hop through the network. This election mechanism allows another C-BSR to be elected
as BSR should the active BSR fail. A simplified version of the BSR election mechanism follows.
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1. Initially, a C-BSR sets its Bootstrap timer to the Bootstrap timeout value (150 seconds) and
enters the C-BSR state, waiting to receive BSR messages from the current BSR.

2. If the router receives a preferred BSR message (that is, the message contains either a higher
BSR priority than the router's BSR priority or the same BSR priority but with ahigher BSR IP
address), the message is accepted, the Bootstrap timer is reset to the Bootstrap timeout value. The
message is then forwarded out all other interfaces. If the message isnot a preferred BSR
message, it is simply discarded.

3. If the Bootstrap timer expires, the C-BSR enters the Elected-BSR state and assumesthat it is
now the BSR. While in the Elected-BSR state, the router periodically (every 60 seconds) sends
its own BSR message containing its priority and the RP-set out all interfaces.

4. If the router isin the Elected-BSR state and it receives a preferred BSR message, the router
transitions back to the C-BSR state. It then returns to Step 1 and starts the process again.

Note It'simportant to note that the election mechanism causes the current BSR to be preempted (after a
short delay) by a newly activated C-BSR that has a higher BSR priority than the current BSR. The delay
in this preemption is aresult of the new C-BSR waiting one Bootstrap timeout period (150 seconds)
before transitioning to the Elected-BSR state.

The BSR receives adl the PIMv2 C-RP advertisement messages that are sent by the C-RP routers and
stores thisinformation in itslocal C-RP-set cache. The BSR then periodically advertises the contents of
itslocal RP-set cache in BSR messages to all other routers in the PIM-SM domain. These BSR messages
travel hop by hop throughout the entire PIM-SM domain, using the BSR message-flooding algorithm
that is described in the next section.

BSR Message Flooding

BSR messages are multicast to the ALL-PIM-Routers (224.0.0.13) multicast group withaTTL of 1.
Neighboring PIMv2 routers receive the BSR message and remulticast it out all other interfaces (except
the one on which it was received), again witha TTL of 1. In thisway, BSR messages travel hop by hop
throughout the entire PIM-SM domain.

Because BSR messages contain the | P address of the current BSR, the flooding mechanism also permits
all C-RPsto automatically learn which router has been elected BSR. Thisis especially important if a
router is also functioning as a C-RP because it must know the IP address of the BSR to unicast its C-RP
advertisements to the BSR.
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The BSR message-flooding logic in non-candidate BSRs helpsin the election of the preferred C-BSR
(that is, the C-BSR with the highest priority) as the current BSR. A simplified version of the message-
flooding logic follows.

1. Initially, anon-candidate BSR router sets its Bootstrap timer to the Bootstrap timeout value
(150 seconds), enters the Accept-Any state, and waits to receive the first BSR message. (Receipt
of BSR messages causes the Bootstrap timer to be reset to the Bootstrap timeout value.)

2. If anon-candidate BSR router isin the Accept-Any state and a BSR message isreceived, the
router accepts and saves this information as the current BSR. It then forwards this BSR message
out all other interfaces and transitions to the Accept-Preferred state.

3. If anon-candidate BSR router isin the Accept-Preferred state and it receives a BSR message,
the router will accept (as new BSR) and forward the message only if the new BSR is preferred
(that is, has a higher priority) over the current. If it is not preferred, the received BSR messageis
discarded.

4. If anon-candidate BSR router's Bootstrap timer ever expires, the router transitions back to the
Accept-Any state and starts the process over, beginning with Step 1 above.

RP Failover in PIMv2 BSR Networks

The process of RP Failover in networks that are using the PIMv2 BSR mechanism to distribute Group-to-
RP information is somewhat simpler than is the process for Auto-RP. Thisis adirect result of the fact
that all routers in a network maintain the complete RP-set of PIMv2 C-RP advertisementsin their Group-
to-RP mapping cache. Furthermore, each entry also contains a holdtime that specifies how long the C-
RP advertisement is valid.

Each PIMv2 C-RP entry in the Group-to-RP mapping cache has an expiration timer that isinitialized to
the holdtime value that was contained in the associated C-RP entry of the received BSR message.
Because the originating PIMv2 C-RP sets the holdtime to 2.5 times the C-RP-ADV-PERIOD, this value
defaults to a holdtime of 150 seconds and is the period of time that must el apse before the router will
delete the PIMv2 C-RP entry from the Group-to-RP mapping cache. Deleting this entry triggers a new
computation of the hash values of RPs for any active groups. Therefore, if the deleted PIMv2 C-RP
entry had been the active RP for agroup, a new RP will have been selected by the router and new (*, G)
Join messages sent as appropriate.

In older versions of 10S, the C-RP_ADV-PERIOD was fixed at 60 seconds that, in turn, resulted in
fixed C-RP holdtimes of 150 seconds or 2.5 minutes. Thus RP Failover could take as long as 2.5 minutes
from the actual time that the RP router failed.

In more recent versions of 10S, anew form of theip pim rp-candidate command was introduced that
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allowed the C-RP_ADV-PERIOD to be specified from 1 second up to 65,535 seconds. This new
command has the following format:

ip pim rp-candidate interface [group-list acl] [interval secs]

Network administrators who want shorter RP Failover times can tune this interval to reduce RP Failover
times down to roughly 2.5 seconds by specifying a 1-second interval in the preceding command.
However, tuning this interval down from the default of 60 seconds to achieve faster RP Failover times
comes at the expense of the added traffic from the C-RP router to the BSR. In some networks, this added
traffic load is worth the shorter RP Failover times.

Constraining BSR Messages

As IP multicast becomes more widespread, the chances of one PIMv2 domain bordering on another
PIMv2 domain isincreasing. Because these two domains probably do not share the same set of RPs,
BSRs, C-RPs, and C-BSRs, some way is needed to constrain PIMv2 BSR messages from flowing into or
out of the domain. If these messages are allowed to leak across the domain borders, the normal BSR
election in the bordering domains would be adversely affected and a single BSR would be elected across
al bordering domains. Even worse, C-RP advertisements from the bordering domains would be co-
mingled in the BSR messages, which would result in the selection of RPs in the wrong domain.

In Cisco routers, constraint of BSR messages may be accomplished by the use of theip pim border
interface command. This command should be placed on all interfaces that connect to other bordering
PIM domains. This command instructs the router to neither send nor receive PIMv2 BSR messages on
this interface. The command effectively stops the flow of BSR messages across the domain border and
keeps the PIMv2 domains operating independently.

Figure 12-6 shows an example of a PIMv2 network that is using the BSR mechanism to distribute
Group-to-RP mapping information to routers inside the domain. In this example, the BSR router is
periodically sending BSR messages out all interfaces. The PIMv2 routers in the network flood these
messages hop by hop throughout the entire PIMv2 domain. However, border routers A and B have been
configured with the ip pim border interface command on their external interfaces, which prevents the
flow of BSR messages both into and out of the network.

Figure 12-6: Constraining PIMv2 BSR M essages
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Note Theip pim border command effects only the flow of PIMv2 BSR messages on the interface. It
does not affect the normal flow of other PIM messages (for example, Joins and Prunes), nor doesiit
block the flow of multicast traffic. It's not uncommon for network administrators to make the mistake of
thinking that they can use this command to provide a hard boundary that blocks all multicast traffic.

RP Placement and Tuning

Regardless of the method that one selects for RP configuration, at times a network administrator may
want to tune the distribution and usage of RPsin the network. For example, the administrator might
want to force certain groups to remain in either sparse mode or dense mode or provide some additional
bulletproofing of the network against attack from malicious users. These topics, as well as the subject of
RP placement, are discussed in the sections that follow.

Selecting RP Placement

"Wheredo | put my RP?" isaquestion that | am frequently asked by network administrators who are
putting sparse mode into production on their networks. My typical response is atried and true Cisco
answer: It depends. This answer is not really intended to be flippant (although | must personally admit to
deriving some pleasure when | use this answer). The problem is that many variables can effect the
decision to place an RP in one location as opposed to another. Most network administrators tend to be
concerned about the following factors:

. Thelocation of the multicast receivers

. Theamount of traffic that will flow through the RP

. Thelocation of the multicast senders

. The need to reduce traffic latency
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. RPredundancy and Failover requirements

The bad newsisthat thislist can go on and on. Thereally bad newsisthat it is beyond the scope of this
book to provide a comprehensive set of guidelines on RP placement. However, the good newsis that, for
most networks, most of these variables are nonissues as a result of the following often overlooked
default behavior of Cisco routersin PIM sparse mode networks: Last-hop routers immediately join the
SPT for any new sources!

The default SPT-Threshold on a Cisco router is zero, which forces it to immediately join the SPT toward
the source S upon receiving the first multicast packet from this source. Because of this default behavior,
the only function that the RP must perform in many networks is to serve as a meeting place for multicast
receivers and senders (almost like a multicast dating service for multicast routers). Once alast-hop
router has joined the SPT to the source, the (S, G) traffic is frequently no longer flowing through the RP.
This situation is particularly true where network administrators have installed a dedicated router to serve
this function.

Resource Demands on RPs

Just because all traffic is flowing through the network on SPTs and the RP is not having to replicate and
forward multicast traffic does not mean that there are no resource demands on the RP. RP routers must
still have sufficient memory to store all (*, G) and (S, G) mroute table entries for all groups for which it
Is serving as RP. Furthermore, the RP must have sufficient CPU horsepower to maintain these state
entries and send, receive, and process the periodic Joins and Prunes necessary to keep all of this state
aive.

Memory Demands
The primary memory resource demand on a multicast router isthe storage of (*, G) and (S, G) state

entries in the mroute table. Table 12-3 lists the memory requirements to store (*, G) and (S, G) entriesin
the Cisco mroute table.

Table 12-2: Mroute Table Memory Requirements

(*, G) entry 260 bytes + outgoing interface list overhead

(S, G) entry 212 bytes + outgoing interface list overhead
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Outgoing interface list overhead | 80 bytes per outgoing interface list entry

Assuming that you have the information regarding the average number of active multicast groups,
senders, and the average number of interfaces in each outgoing interface list, you can use this
information to calculate average memory demands in arouter.

For example, let's assume that you are designing a network for an enterprise that will be using multicast
for multimedia conferencing. Estimates are that an average of five multimedia sessions will be active at
any time, each using an average of two multicast groups (one for audio and one for video), for atotal of
10 active multicast groups each requiring a (*, G) entry. The average number of participants has been
estimated to be six participants per session. Thisinformation translates into six (S, G) entries per group
or atotal of 60 (S, G) entries (10 groups times 6 sources per group). Finaly, the typical fan out (that is,
the typical number of interfacesin any outgoing interface list) on each router is expected to be three.
Thistrandates in the following calculations:

Therefore, the total amount of memory needed to store the (*, G) entriesis

<# of (*, G)s> (260 + (<# of OIL entries> ¥ 80)) = 10 (260 + (3 ¥ 80)) = 5000 bytes
Therefore, the total amount of memory needed to store the (S, G) entriesis

<# of (S, G)s> (212 +(<# of OIL entries> ¥ 80)) = 60 (212 + (3 ¥ 80)) = 27,120 bytes

Thus, the average amount of memory used by the mroute table will be 32,120 bytes, which should be
well within the capabilities of most Cisco routers.

CPU Demands

Although giving specific values of the CPU loading associated with running PIM-SM isimpossible, the
primary CPU demands on any PIM-SM router may be summarized as follows:

. Packet replication---Packet replication is by far the biggest CPU demand on a PIM-SM router
and depends on the number of entries in the outgoing interface list. The more entriesin the list,
the more the CPU load on the router. However, because by default Cisco PIM-SM networks use
SPTs, the RP is generally bypassed and is not concerned with this load.

. RPF recalculation---RPF recalculation is typically the next biggest CPU demand on a PIM-SM
router and depends on the number of entries in the mroute table. To converge the multicast
network after any topology change, every 5 seconds a Cisco router recal cul ates the RPF
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information on every entry in the mroute table. The CPU impact of this recal culation depends, to
agreat extent, on the size and complexity of the unicast routing table asit is scanned to perform
each RPF calculation.

. State maintenance---State maintenance has the least CPU impact CPU of any of the PIM-SM
tasks performed on the router. This process consists of sending and receiving periodic PIM Join/
Prune and PIM Hello messages to/from the router's PIM neighbors to refresh mroute table state
aswell as PIM neighbor adjacency. The Join/Prune messages are sent roughly once per minute,
whereas PIM Hellos are typically sent every 30 seconds. The CPU load of thisistask on the
router is general very low.

In addition to the preceding tasks performed by every PIM router, RPs must also perform the following
tasks that result in additional CPU |oads:

. Register processing---Arriving PIM Register messages result in the RP's processing the Register
message at process level. Thisaction would result in afairly significant CPU load on the RP
except that it hasto process only afew of these Registers (generally only one) when a source first
starts transmitting. In this case, the RP immediately joins the SPT to the source to receive the
traffic natively and then sends a Register-Stop message to shut off further Register messages. As
aresult, the CPU load of Register processing on the RP is typically insignificant.

Summary of RP Load Factors

The memory and CPU demands on the RP presented in the previous sections may seem like alot.
However, except for extremely large multicast networks in which the RP must maintain thousands of
state entries, most midsize Cisco routers are quite capable of handling this load without any problems.
Even alow-end Cisco router can be used as an RP in some cases when the maximum number of state
entries in the mroute table is kept under 100 and careful attention is paid to memory usage.

The bottom line is that many network administrators do not need to be overly concerned about the
placement of the RP(s) in their network. Simply place it on amidsize router at a convenient location in
the network. Again, the bad news s that issues other than traffic flow that can be important to the RP
placement decision are too numerous to address here, particularly because no two networks are the
same. (In some cases, the same network isn't even the same from day to day as traffic flow and other
aspects of network operation change on adaily basis.) However, the good news is that once you have
read this book, you will understand the internal mechanisms of PIM multicast networks and can
intelligently address and consider those variables that are important to the placement of RPs in your
network.

Forcing Groups to Remain in Dense Mode
In some cases, the network administrator may wish to ensure that certain groups always operate in dense
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mode. The following global configuration command does the job:
ip pim accept-rp {rp-address| Auto-rp} [group-list acl]

This command is effectively used as an address filter to accept or reject a particular IP address as being a
valid RP address for a specific group. (The various forms of this configuration command are discussed

in more detail in the next section, "Using ip pim accept-rp Commands.") Depending on how it is used,
this command can be configured on all routers in the network or, in some special cases, in just the RP.

The router applies this RP validation process when making the following three decisions:

1. Determining group mode (sparse/dense) when a (*, G) entry is being created in the multicast
routing table as a direct result of alocal host joining the group.

2. Accepting or rejecting an incoming (*, G) Join that has been sent by a downstream router. (The
RP address to be validated is contained in the (*, G) Join message.)

3. Accepting or rejecting an incoming PIM Register message from a Designated Router.

In the first case, the router first searches the Group-to-RP mapping cache for a matching entry for the
group. If thereis a matching entry, the router appliesthe ip pim accept-rp filter(s) to the RP addressin
the matching entry. If the filter permits this address, it isavalid RP address and the new group is created
in sparse mode; otherwise, the new group is created in dense mode. The graphic in Figure 12-7
represents thisfirst case. In the upper portion of the figure, the router has just received an Internet Group
Membership Protocol (IGMP) Join for group G. Because the router does not have a (*, G) state entry in
its multicast routing table, it must create one. However, it needs to determine whether the (*, G) entry
should be created in sparse mode or dense mode.

Figure 12-7: Accept RP Filter Application---Case 1
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Figure 12-7 shows how the ip pim accept-rp filtersfit into this decision process. Initially, group address
G is used to search the Group-to-RP mapping cache. If amatching RP addressis found, the combination
of group address and RP addressis run through the ip pim accept-rp filter. If the filter permitsthis
Group/RP address combination, an RP address is passed to the multicast state creation engine, which
causes a(*, G) sparse mode entry to be created. If on the other hand, either no RP addressis found in the
Group-to-RP mapping cache or theip pim accept-rp filter denies the Group/RP address combination,
the (*, G) entry is created in dense mode.

In the second case, the router appliesthe ip pim accept-rp filter(s) to the RP address contained in the
incoming (*, G) Join message. If the filter permits this address, the (*, G) Join will be processed,;
otherwise, it isignored. This can be used to stop (*, G) Joins from being propagated, which, in turn,
prevents misconfigured downstream routers from generating sparse mode state in the network for groups
that should be operating in dense mode.

Figure 12-8 shows an example of this second case of ip pim accept-rp filters being applied.

Figure 12-8: Accept RP Filter Application---Case 2
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Router A hasjust received a (*, G) Join from a downstream PIM neighbor. However, before processing
the message, the group address G and the RP address (both of which are contained in the body of the (*,
G) Join message) are run through the ip pim accept-rp filter. If the filter permits this Group/RP
combination, then the incoming (*, G) Join message is processed; otherwise, it isignored.

Note This situation brings up an important point about RPs that is often missed. There is a common
misconception that if the router isn't somehow configured to be the RP of a group, that router will never
become the RP. What actually happens is that when arouter sends a (*, G) Join, it searches the Group-to-
RP mapping cache to find the address of the RP (subject to case 1 of the Accept RP filter application),
puts this addressin afield in the (*, G) Join, and sends the address toward the RP. The other routersin
the network forward the (*, G) Join hop by hop toward the router whose address is specified in thisfield.
When the router whose addressis in thisfield receives the (*, G) Join message, it seesits own addressin
thisfield and assumes that it must be the RP for the group. Therefore, arouter always assumes the duties
of RP for a group (subject to case 2 of the Accept RP filter application) any time it receives an incoming
(*, G) Join that contains the address of one of its multicast-enabled interfacesin thisfield.

In the third case, arouter will apply theip pim accept-rp filter(s) to incoming PIM Register messages.
(The router will use the destination | P address of the received Register message as the RP address.) If
theip pim accept-rp filter permits this address, (that is, the address is avalid RP address for the group),
then the router functions as the RP for this group and processes the Register message in the normal
fashion.

However, if the filter identifies this address as an invalid RP address for the group, the router
immediately sends back a Register-Stop message to the DR and does not process the Register message
further. This prevents misconfigured DRs from erroneously creating sparse mode state on an RP for
groups that are supposed to be operating in dense mode.

Figure 12-9 shows a graphic of this process. In the upper portion of the figure, Router A has just
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received a PIM-Register message (via unicast) from first-hop Router B who is directly connected to a
multicast source Sthat is sending to group G.

Figure 12-9: Accept RP Filter Application---Case 3
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When Router A receives the PIM Register message addressed to one of its interfaces (which is often a
loopback interface), it runs the Group address and the |P address of the interface through the ip pim
accept-rp filter. If the filter permits this group address and | P address, the router processes the Register
message as the RP for the group in the normal fashion. If the ip pim accept-rp filter denies this group
addresg/I P address combination, then the router immediately sends back a PIM Register-Stop message
and ignores the PIM Register. Subsequently, any network routers that believe this router to be the RP for
this group will be unable to register successfully with the RP. This condition, in turn, would effectively
prevent multicast traffic from sources connected to these routers from reaching the RP.

The primary use of the second and third cases of the Accept RP filter isto prevent routers in the network
from inadvertently assuming the duties of the RP. By configuring

ip pim accept-rp Auto-rp

on every router in the network, only the router that has been elected as RP for the group will receive and
process (*, G) Joins and PIM Register messages. Thisis an extrabit of network insurance against
configuration mistakes el sewhere in the network.

Using ip pim accept-rp Commands

Multiple ip pim accept-rp filters may be defined in arouter configuration to control which RPs are
valid for which groups. If aip pim accept-rp filter (more than one can be defined) matches the RP
address and the specified group-list acl permits this group, then the RP isvalid. However, if al ip pim
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accept-rp filters that match the RP address have a group-list that denies this group, then the RP address
isinvalid. If the optional group-list acl clauseis not specified, it is assumed to mean per mit any, which
matches all groups.

Theip pim accept-rp command has the following three basic forms:

ip pim accept-rp rp-address [group-list acl]
ip pim accept-rp Auto-rp [group-list acl]

ip pim accept-rp 0.0.0.0 [group-list acl]

Thefirst form may appear multiple timesin arouter configuration and specifies asingle RP address.
The second form specifies that the target RP address must be in the Group-to-RP mapping cache.
(Specifically, the target address must be listed in the Group-to-RP mapping cache as the current RP for
the group, and the group cannot be either of the two Cisco Auto-RP multicast groups 224.0.1.39 or
224.0.1.40.) The last form is a specia wildcard RP address form of the first command that matches any
RP address.

Note Both the Auto-rp and the 0.0.0.0 (wildcard) forms of theip pim accept-rp command may each
appear only once in arouter configuration. If you attempt to enter additional versions of these two
commands, the last version entered will supercede the previously entered version.

The router maintains the list of the ip pim accept-rp commands in the order in which they are given in
the previous section. When the router attempts to validate an RP address for a group, the router searches
the list from top to bottom looking for an RP address match on the first field. If amatch isfound and the
matching entry is not the Auto-RP entry, the search terminates and the specified group-list is applied to
the group address. If the specified group-list permits this group, the RP address is accepted as avalid RP
for the group. If the specified group-list denies this group, the RP addressis rejected asavalid RP for
the group.

If, on the other hand, the matching entry is an Auto-RP entry, and the specified group-list permitsthis
group, the search terminates and the RP address is accepted as avalid RP for the group. However, if the
group-list ACL on an Auto-RP entry denies the group, the wildcard RP entry istried (if one exists), its
group-list ACL is applied, and the RP is either accepted or rejected for the group, depending on the
whether the group is permitted or denied, respectively. Finaly, if the end of thelist is reached without
encountering a matching RP address that permits the group, the RP address is rejected as an invalid RP
for the group.

Note Notice that the " continue search on deny" behavior for Auto-RP entries is the opposite of most
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ACLs, which terminate the search whenever they encounter either a specific deny or permit condition.
This can be a source of confusion when an ip pim accept-rp Auto-rp command is used with aip pim
accept-rp 0.0.0.0 command because a specific deny condition in the Auto-RP group-list ACL does not
necessarily cause the search to terminate.

Example 12-9 isaset of ip pim accept-rp commands that demonstrate the interaction of the various
forms of the command.

Example 12-9: ip pim accept-rp Commands

I p pimaccept-rp 172.16.8.2

I p pimaccept-rp Auto-rp group-list 10

I p pimaccept-rp 0.0.0.0 group-list 12

access-list 10 deny 224.1.1.0
0.0.0. 255

access-list 10 permt any

access-list 12 deny 224.1.2.0
0. 0. 0. 255

access-list 12 permt any

Note The configuration in Example 12-9 is a horribly contrived example that should not serve asa

model on how to use this feature in real networks. For example, the normal practice for using the Auto-
rp form of this command is to not use a group-list, which implies the acceptance of any RP in the Group-
to-RP mapping cache.

Thefirst accept-rp command instructs the router to accept 172.16.8.2 asavalid RP address for any
group. (The missing group-list ACL implies apermit any.) The second command (Auto-rp) would
normally instruct the router that RPs defined in the Group-to-RP mapping cache (which are learned via
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Auto-RP or the PIMv2 Bootstrap router) are valid for any group except the group range 224.1.1.0-
224.1.1.255. However, in this case, the third command (wildcard RP) overrides the deny clause for this
group range in the Auto-RP group-list (access-list 10) because of the permit any in its group-list (access-
list 12). The wildcard RP entry also specifically denies group range 224.1.2.0-224.1.2.255.

Depending on the actual goals of the preceding configuration, it would probably be better to remove the
Auto-rp command altogether and use the configuration in Example 12-10 instead.

Example 12-10: Removing the Auto-rp Command

I p pimaccept-rp 172.16.8.2

I p pimaccept-rp 0.0.0.0 group-list 12

access-list 12 deny 224.1.1.0
0.0.0. 255

access-list 12 deny 224.1.2.0
0.0.0. 255

access-list 12 permt any

Inthiscase, 172.16.8.2 is till accepted as avalid RP address for all groups. All other RPs (whether they
are in the Group-to-RP mapping cache or not) will be accepted for all groups except for group ranges
224.1.1.0-224.1.1.255 and 224.1.2.0-224.1.2.255.

In the end, administrators who want to force a group range to always remain in dense mode throughout
the network will want to simplify the preceding example into a single wildcard RP accept-rp command
with an appropriate group-list ACL that is configured on all routers in the network. For example, the
configuration in Example 12-11 (when placed on all routers in the network) forces group range
224.1.0.0-224.1.255.255 to always operate in dense mode.

Example 12-11: Configuration for Dense M ode Oper ation

I p pimaccept-rp 0.0.0.0 group-list 10
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access-list 10 deny 224.1.0.0
0. 0. 255. 255

access-list 10 permt any

Note It is not necessary to configure adeny clause for the Cisco-Discovery (224.0.1.40) and Cisco-
Announce (224.0.1.39) multicast groups on access-lists used with the ip pim accept-rp Auto-rp
command. A deny is automatically assumed for these two multicast groups so as to not interfere with
normal dense mode flooding of Auto-RP information.

Using Negative Auto-RP Announcements

Beginning with 10S version 12.0(1.1), the Auto-RP function was extended to allow C-RPs to send
negative RP announcements to advertise group ranges that are to remain in dense mode.

Negative RP announcements may be specified viathe use of adeny clause in the access-list as shown in
Example 12-12.

Example 12-12: Using deny in the Access List

I p pi msend-rp-announce | oopbackO scope 16 group-1i st
10

access-list 10 permt 224.0.0.0 15.255. 255. 255

access-list 10 deny 225.1.1.0 0.0.0. 255

In this example, the C-RP router is sending a positive RP announcement for the multicast group range
224.0.0.0-2239.255.255.255 and a negative RP announcement for group range 225.1.1.0-225.1.1.255.
This forces multicast groups 225.1.1.x to remain in dense mode.

When a Mapping Agent receives a negative RP announcement, it overrides any positive announcements
that were received from other C-RPs for the same group range. Specifically, the Mapping Agent
forwards any negative RP announcements that it receives on to the routers in the network via RP-
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Discovery messages (along with the currently selected positive RP announcements). When the routersin
the network receive these negative RP announcements from the Mapping Agent(s), the routers respond
by treating multicast groups in this group range as dense mode groups.

Note Prior to 10S release 12.0(1.1), the deny clause was sometimes used to make the access-list more
readable by specifically noting which groups were not to be advertised in the C-RP announcements.
(Thiswas not really necessary because the ip pim send-r p-announce command assumed the deny all
othersclause.) These deny clauses should be removed so that an upgrade to IOS release 12.0 (1.1) or
later will not cause unexpected behavior.

Forcing Groups to Remain in Sparse Mode

The default behavior for PIM isto fall back into dense mode for any groups that no longer have avalid,
working RP. Theideaisthat when all C-RPsfor a group are down, the network will continue to deliver
multicast traffic, using dense mode's less efficient flood-and-prune behavior.

However, in some cases, network administrators may prefer that multicast traffic simply cease flowing if
all C-RPsfail, instead of using dense mode to flood the traffic throughout the network. Stopping the
flow of multicast traffic can be accomplished by defining a"last ditch" static RP addressin all routersin
the network by using theip pim rp-address command.

If, for some reason, all C-RPsfail, the Group-to-RP mapping cache will eventually time out and will not
contain an RP. Not finding an entry in the Group-to-RP mapping cache, the router will then fall back to
astatically configured last-ditch RP if one exists.

As an example, assume that the network administrator has configured the network to use Auto-RP and
has defined primary and secondary C-RPs (let'ssay 172.16.8.1 and 172.16.9.1, respectively) for
redundancy. In addition, the network administrator has added the commands shown in Example 12-13 to
all routersin the network to define alast-ditch RP.

Example 12-13: Defining a L ast-Ditch RP

ip pimrp-address 172.16.9.1
10

access-list 10 deny 224.0.1. 39
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access-list 10 deny 224.0.1.40

access-list 10 permt any

Notice that the RP address happens to be the address of the secondary C-RP and that an access-list has
been used to prevent the Cisco-Discovery (224.0.1.40) and the Cisco-Announce (224.0.1.39) groups
from accidentally operating in sparse mode, using 172.16.9.1 as the RP for these two Auto-RP groups.

After Example 12-13 has been configured on all routers in the network and the contents of the Group-to-
RP mapping cache are displayed during normal network operation, you would see the output shown in
Example 12-14.

Example 12-14: Output from Group-to-RP Mapping Cache

Rtr-X# show ip pimrp mapping

Pl M G oup-to-RP Mappi ngs

G oup(s) 224.0.0.0/4, uptinme: 2w4d, expires:
00: 02: 12

RP 172.16.8.1 (Rtr-A), PI M1

Info source: 172.16.8.1 (Rtr-A)

Acl: 10, Static

RP: 172.16.9.1 (Rtr-B)

Now, if both C-RPsfail, the information in the Group-to-RP mapping cache that was learned via Auto-
RP (denoted by the PIMv1 in the example), would time out, leaving the output shown in Example 12-15.

Example 12-15: Output After Timeout of Group-to-RP Mapping Cache
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Rtr-X# showip pimrp
mappi ng

PI M G oup-to- RP Mappi ngs

Acl: 10, Static

RP: 172.16.9.1 (Rtr-B)

Now, the only entry in the Group-to-RP mapping cache is the static last-ditch RP, which also happens to
be the address of the failed secondary RP. Even though the last RP has failed, the routers in the network
continue to use the statically defined RP address as a last-ditch RP, which prevents the network from
reverting to dense mode.

Summary

The primary focus of this chapter was to acquaint you with the details of Auto-RP and PIMv2 BSR
features, both of which are methods that can be employed to permit PIM routers to dynamically discover
the identity of the RP for a specific multicast group. Both methods have advantages and disadvantages.
To date, Cisco's Auto-RP feature seems to be the most widely deployed method primarily because it was
the first method available to PIM-SM engineers. Having said that, Chapter 16, "Multicast Traffic
Engineering,” will show that Auto-RP has a clear advantage when trying to configure administratively
scoped zones to control the flow of multicast traffic.

In addition to introducing the details of configuring, tuning, and engineering Auto-RP and BSR
networks, this chapter also covered the topics of RP placement and RP loading. The key points here are
that RP placement is often much less critical than most network engineersinitially think because the
default behavior of Cisco routersisto cut over to the SPT as soon as a new source of multicast trafficis
detected. Thistypically reduces the engineering requirements of the RP to one of multicast state
maintenance. In this case, the key issue is to determine whether the RP has sufficient memory and CPU
to maintain an mroute table that includes (S, G) entries for every source in every group for which the RP
Isresponsible.
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Connecting to DVMRP Networks

Up to this point in the book, it has been assumed that the network engineer has the luxury of designing
and implementing the multicast network using only Cisco routers running PIM. Although this situation
may occur in anew network or existing networks composed entirely of Cisco routers, the network
engineer must often deal with other legacy routing equipment that are unable to run Protocol
Independent Multicast (PIM).

Assuming that it is desirable to have multicast traffic flow into and out of these legacy, non-PIM
portions of the network, the network engineer must carefully design the network to accomplish this goal.
Although designing the network to allow unicast traffic to flow across dissimilar unicast routing

protocol boundariesisafairly ssmply matter, the upside-down nature of |P multicast routing complicates
this task. Furthermore, because most router vendors implement only a small subset of the total spectrum
of multicast routing protocols (Cisco is no exception), it is sometimes necessary to use a third multicast
routing protocol as the common boundary routing protocol. Typically, the common IP multicast routing
protocol that all router vendors have the capability to either run or interoperate with is Distance V ector
Multicast Routing Protocol (DVMRP).

This chapter explores the use of Cisco's DVMRP interoperability features to permit a Cisco router to
serve as a PIM-DVMRP gateway. The topics include DVMRP interoperability, controlling DVMRP
route exchanges, network connection examples, and debugging tips.

Cisco DVMRP Interoperability

Network administrators frequently have the mistaken ideathat Cisco routers can be configured to run
DVMRP instead of PIM. Although Cisco routers can't run DVMRP per se, they can be used as a PIM-
DVMRP gateways and interoperate with DVMRP routers. This subtle distinction is sometimes the
source of problems when a network administrator assumes that the Cisco router that is configured for
DVMRP interoperability is going to behave in the same fashion asa DVMRP router.

The two key areas (when this book was written) in which Cisco routers do not behave in the same
fashion asa DVMRP router are as follows:
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. Cisco routers do not maintain router state for each individual DVMRP router on a multi-access
network.

. Cisco routers do send triggered DVMRP route updates, which are sent at the next update period.

Thefirst of these two places some limitations on the operation of DV MRP interoperability across multi-
access links, such as Ethernet, and is explored in detail later in the chapter. The second item could
possibly effect the convergence time of DVMRP routing if the PIM network is used as atransient
network for DVMRP routing. However, unless you are an | SP, your PIM network probably will not be a
transient network and, therefore, thiswon't be an issue.

Note On the other hand, if you are an I SP with numerous DVMRP network connections, the best way to
handle this problem isto convert these DVMRP networks to stub networks and to simply inject the
default DVMRP route (0.0.0.0) into these stub networks.

The remainder of this section covers the details of Cisco's DVMRP interoperability and provides you
with the necessary information to understand the interactions between a Cisco router and a connected
DVMRP router. After you have a solid working knowledge of these interactions, it should be much
easier to understand what actually happens when you connect a Cisco router running PIM with a
DVMRP router.

Note The following sections assume a solid understanding of the details of the DVMRP protocol. If you
are unfamiliar with these details or feel that your level of understanding of DVMRP is alittle rusty, you
may wish to review Chapter 5, "Distance Vector Multicast Routing Protocol," before proceeding.

Enabling DVMRP Interoperability

If you have ever searched the Cisco Command Reference manual 1ooking for the command to enable
DVMRP interoperation on an interface, you already know that such a command doesn't exist. The
reason is quite smple: To provide for the unexpected introduction of aDVMRP router in the network,
DVMRP interoperability is activated automatically when a Cisco router hears a DV MRP Probe message
on amulticast enabled interface.

Figure 13-1 shows a Cisco router with multicast enabled on both of its interfaces. In this example, a
DVMRP router (in this case, a UNIX workstation running the mrouted DVMRP multicast routing
daemon) is active on Ethernet0. As soon as the DVMRP router sends a DV MRP Probe message on this
Ethernet segment, the Cisco router hearsit. This causes the Cisco router to mark EthernetO as having a
DVMRP neighbor active on the segment, which automatically enables DVMRP interoperability.
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Figure 13-1: Automatic Detection of DVMRP Routers
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It's important to note that the Cisco router does not respond to the DVMRP Probe from this DVMRP
neighbor with a DV MRP Probe message of its own. If it did, other Cisco routers on the network might
confuse Router A with another non-Cisco, DVMRP router that would alter the basic PIM-DVMRP
interaction. Y ou will see why this can be a problem later in this section.

PIM-DVMRP Interaction

Understanding the PIM-DVMRP interactions that occur across the boundary between a Cisco router and
aDVMRP router is the key to implementing PIM-DVMRP gateways in a Cisco network. Because the
idea was to ssimply provide a PIM-DVMRP gateway function in Cisco routers, theinitial types of
interactions that took place across this boundary were extremely simple. However, over the years, the
type of interactions across this boundary between a Cisco router and a DVMRP router have grown and
expanded in scope until today's Cisco routers perform nearly all the functions of a DVMRP router. (Note
that | said nearly all. Some notable exceptions still need to be kept in mind, particularly when you are
using an older version of Cisco 10S that doesn't have some of the newer, enhanced interactions.)

The next two sections, "Interaction over Point-to-Point Links" and "Interaction over Multi-Access
Links," describe the PIM-DVMRP interactions built in to the current release (which was version 12.0 at
the time that this book was written) of |OS. The interactions that were available in older versions of 10S
are described in alater section.

Interaction over Point-to-Point Links

DVMRP tunnels are the most common forms of point-to-point links in DVMRP networks. As you recall
from Chapter 5, DVMRP networks frequently use DV MRP tunnels to interconnect two multicast-
enabled networks across non-multicast networks. To provide this same functionality, Cisco 10S allows

DVMRP tunnel interfaces to be configured on Cisco routers.
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Example 13-1 is a sample configuration of a Cisco router that has been configured with aDVMRP
tunnel interface.

Example 13-1: DVMRP Tunnel Configuration

i nterface Tunnel O

I p unnunbered EthernetO

I p pi m sparse-dense- node

tunnel source EthernetO

tunnel destination 192.168.1.10

t unnel node DVVRP

i nterface EthernetO

| p address 172.16.2.1
255. 255. 255. 0

I p pi m sparse-dense- node

In this sample configuration, the actual IP address of the tunnel on the Cisco router is assigned by the
use of theip unnumbered Ether netO command, which causes the tunnel to appear to have the same IP
address as the Ethernet 0.

The tunnel mode DVM RP command forces the tunnel to use IP-in-IP encapsulation (which is standard
DVMRP tunnel encapsulation). Any packets sent through the tunnel will be encapsulated in an outer |P
header. The tunnel sour ce Ether netO command specifies the source address of this outer |P header
(which results in atunnel endpoint source address of 172.16.2.1), and the tunnel destination
192.168.1.10 command specifies the destination | P address of the outer |P header. This destination
address is the tunnel endpoint address of the remote DV MRP router to which the tunnel is connected.
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Figure 13-2 shows the PIM-DVMRP interactions that take place across the DVMRP tunnel that was
configured in Example 13-1.

Figure 13-2: PIM-DVMRP Interaction over Point-to-Point Links
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AsFigure 13-2 shows, the Cisco router is performing nearly all the interactions a normal DVMRP router
would over atunnel. The only major exception to normal DVMRP router interaction is that the Cisco
router does not send DV MRP Probes (which is important when the connection is a multi-access
network, as discussed in the next section); however, virtually all other interactions are implemented. In
most DVMRP router implementations, the failure to send DVMRP Probes has no impact on the proper
operation of the DVMRP router and is not an issue.

For example, both DVMRP Prunes and Grafts are supported and are exchanged across the boundary
when appropriate for normal DVMRP routing. Additionally, the Cisco router receives DVMRP routes
into alocal DVMRP routing table and Poison-Reverses source routes for multicast sources that it
expects to receive viathe DVMRP router.

The Cisco router also sends a subset of routes from its own unicast routing table to the DVMRP router.
This permits the DVMRP router to properly perform Reverse Path Forwarding (RPF) to the tunnel for
multicast sourcesin the PIM network. (Again, if this seems a bit confusing, you may wish to review the
details of the DVMRP protocol discussed in Chapter 5.)

Finally, the actual subset of unicast routes that the Cisco router sendsin DVMRP Reports depends on
severa factors. These details are covered in the section titled "DV MRP Route Exchanges' later in this
chapter. For now, it is sufficient to understand that the Cisco router advertises a portion of the routesin
the PIM network to the DVMRP router via DVMRP Route Reports.

The key point here is worth repeating. The set of DVMRP interactions between a Cisco router and a
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DVMRP router is at its fullest across a DVMRP tunnel. As aresult, the Cisco router appears to the
DVMRP router as another DVMRP router at the end of the tunnel. Therefore, the maximum level of
PIM-DVMRP interoperability is achieved viaDVMRP tunnels.

Although this maximum interoperability can be achieved over multi-access networks such as Ethernet
segments, several other factors must be carefully controlled (discussed in the next section) to achieve
thislevel of interoperability.

Although this section has concentrated on DV MRP tunnels, the same interaction rules apply to other
forms of point-to-point links, such as serial links when configured properly. For example, assuming that
acommon link encapsulation method were used (PPP, Frame Relay, and so on) that enabled a Cisco
router and a non-Cisco, DVMRP router to establish a point-to-point connection, the same interaction
rules would apply.

Interaction over Multi-Access Links

As discussed previously, multi-access interfaces (Ethernet, Fast Ethernet, FDDI, and so on) that are
multicast enabled will automatically activate DV MRP interoperability when aDVMRP Probe is
received from a DVMRP router viathe interface.

Example 13-2 is a sample configuration of a Cisco router that has been configured with Ethernet
interfaces. one (EthernetO) connected to the local PIM multicast network, and the other (Ethernetl)
connected to a LAN segment with an active DVMRP router.

Example 13-2: Ethernet Interfaces Configuration

i nterface EthernetO

I p address 172.16.2.1 255. 255.255.0

I p pi m sparse-dense- node

i nterface Ethernetl

| p address 192.168.10.1
255. 255. 255. 0
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I p pi msparse-dense- node

Notice that there is really nothing special about the way that these two interfaces are configured. They
each have multicast enabled viathe ip pim spar se-dense-mode command. No other special DVMRP
related commands are really required because the router automatically enables DVMRP interoperability
on Ethernetl immediately upon hearing a DVMRP Probe message from the DVMRP router on that LAN
segment.

Figure 13-3 shows DVMRP interactions that take place between a Cisco router and a DVMRP router

across a multi-access interface (such as an Ethernet LAN segment) similar to the one described in
Example 13-2.

Figure 13-3: PIM-DVMRP Interaction over Multi-AccessLinks
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If you do a quick comparison between this set of interactions and those shown in Figure 13-2, you will
see that they are nearly identical. Therefore, just asit did in the point-to-point link case, the Cisco router
closely approximates the operation of a DVMRP router. The one exception is that the Cisco router no
longer processes DVMRP Prunes that are received over a multi-access link. Consequently, if the
DVMRP router attempts to prune some (S, G) multicast stream that is flowing out of the PIM cloud
across to Ethernetl, the Cisco router will ignore it and continue to forward the unwanted multicast
stream. This leads to the following important note that is worth emphasizing.

Note Cisco routers do not process DVMRP Prunes received across multi-access links. (They will,
however, send DVMRP Prunes as depicted in Figure 13-2). If full support for DVMRP Pruning is
desired, aDVMRP tunnel (or some other point-to-point link) must be used.
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The reason that DVMRP Pruning is not supported across multi-access links is adirect result of the fact
that Cisco routers do not maintain state on each individual DVMRP router on a multi-access link.
However, as described in Chapter 5, DVMRP routers expect their upstream neighbor to maintain
pruning state on all DVMRP routers on the multi-access network and to prune the traffic only when all
child DVMRP routers on the network have sent prunes for the traffic. Thisisin stark contrast to the PIM
dense mode (PIM-DM) pruning operation. In the case of PIM-DM, the upstream PIM-DM router
expects a downstream router to override a PIM Prune, sent by a sibling PIM router, with aPIM Join.
This eliminates the need for upstream PIM routers to maintain pruning state on each downstream PIM
router.

Figure 13-4 shows what happens when a Cisco router receives a DVMRP Prune on a multi-access link.

Figure 13-4: Pruning Problem on Multi-Access Links
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In this example, an (S, G) DVMRP Prune was received from the DVMRP router on the left side of the
drawing. However, the Cisco router does not keep track of individual DV MRP routers on the multi-
access network and, therefore, can't maintain Prune state for each router on the multi-access network
DVMRP router. Asaresult, it can't be sure that another DVMRP router on the network has not pruned
this (S, G) traffic and continues to forward traffic to the multi-access network.

Note Cisco has received numerous requests to add support for DVMRP Pruning across multi-access
links. It is quite possible that by the time this book is published, this feature will have been added to a
later version of Cisco |OS. Readers are encouraged to check the status of thisviathe Cisco Systems
Web page at http://www.cisco.com/.

Solving Pruning Problems on Multi-Access Links
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The pruning problem described in the preceding section is usually not an issue when establishing an
inter-domain DVMRP multicast connection because DVMRP tunnels are typically used. However, this
is frequently not the case when a network administrator is enabling |P multicast in an existing network
consisting of both Cisco and non-Cisco, DVMRP-only routers. In this case, the configuration shown in
Figure 13-4 can be encountered. To handle this situation and provide DVMRP Pruning between the
DVMRP routers and the Cisco router(s), DVMRP tunnels must be used.

Figure 13-5 shows the use of DV MRP tunnels to solve the pruning problem. In the example, two
DVMRP tunnels have been configured between the Cisco router and the two DVMRP routers. Notice
also that multicast has been disabled on Ethernetl on the Cisco and the Ethernet interfaces on the two
DVMRP routers. Multicast traffic now flows via the two DVMRP tunnels and not directly over the
Ethernet segment.

Figure 13-5: Solving the Pruning Problem on Multi-Access Links
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Example 13-3 is the configuration that would be used in the Cisco router to avoid this pruning problem
on a multi-access network such as an Ethernet.

Example 13-3: DVMRP Tunnel Configuration (Bypass Ether net)

I nterface Tunnel 1

I p unnunbered Et hernetO

I p pi msparse-dense- node
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tunnel source EthernetO

tunnel destination 192.168.1.11

t unnel node DVMRP

i nterface Tunnel O

I p unnunbered EthernetO

I p pi m sparse-dense- node

tunnel source EthernetO

tunnel destination 192.168.1.12

tunnel node DVMRP

i nterface Ethernetl

| p address 192.168.10.1
255. 255. 255. 0

i nterface EthernetO

| p address 172.16.2.1 255. 255.255.0

I p pi m sparse-dense- node

Notice that the ip pim sparse-dense-mode command has been removed from the configuration of
Ethernetl to disable multicast on thisinterface. Although this solves the pruning problem, this
modification also increases the traffic across the Ethernet LAN by afactor equal to the number of
tunnels. In this case, two tunnels have been configured which means the same multicast packet must be
sent across the Ethernet segment twice, once for each tunnel configured.
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DVMRP Interaction in Older I0OS Versions

The Cisco DVMRP interoperability feature has seen quite abit of enhancement since it was first
introduced. Although the more recent releases of Cisco |OS provide DVMRP interoperability that
results in the Cisco router being able to aimost completely emulate operation of a DVMRP router, it's
still important to understand the DVMRP interoperability of older 10S releases. This knowledge is
particularly important because old Cisco routers in use today are running |OS releases as old as version
8.1. Therefore, it is not unthinkable for a network administrator to need to deal with a Cisco router
running, say, version 11.1 of Cisco 10S where the DVMRP interoperability feature set is considerably
less robust than it's current versions.

The initia attempts at DVMRP interoperability in Cisco 10S used a simple Internet Group Membership
Protocol (IGMP) hack that spoofed alocally attached DVMRP router into thinking that a host on the
network had joined a particular multicast group.

Figure 13-6 shows the PIM-DVMRP interactions that take place across non-tunnel interfacesin IOS
versions prior to 11.2(13). If you compare this diagram to the one shown in Figure 13-3, you will notice
some similarities in the interactions across this interface (that is, DVMRP Prunes are ignored) as well as
several major differences.

Figure 13-6: PIM-DVMRP Interaction over Non-TunnelsPrior to |10S 11.2(13)
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Probably the most noticeable difference is that the Cisco router does not Poison Reverse any incoming
DVMRP Route Reports and does not accept any DVMRP Route Reports for storage into aDVMRP
route table. The Cisco router does, however, advertise a portion of the routes in its unicast route table to
the DVMRP router via DV MRP Route Reports. This permits the DVMRP router to perform RPF
correctly for any incoming multicast traffic from sourcesin the PIM network. Secondly, and thisis akey
difference, instead of sending Poison Reverse routes to trigger the DVMRP router to forward multicast
traffic from sources in the DVMRP network, the Cisco router sends |GMP Membership Reports for any
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groups that appear in its multicast routing table.

This simple DVMRP interoperability mechanism worked pretty well in PIM-DM networks where every
multicast receiver was also a sender but had problems under other conditions.

For example, consider the situation shown Figure 13-7.

Figure 13-7: Problem with Old PIM-DVMRP Interaction Prior to 10S 11.2(13)
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Here, aPIM sparse mode (PIM-SM) network has a member of Group G attached to Router C. This
causes PIM Joinsto be sent to the rendezvous point (RP), Router B, and (*, G) entriesto be created in
the mroute tables of both Routers B and C. However, Router A (the Border Router) does not have any
entry for Group G in its mroute table and, therefore, does not send any IGMP Membership Reportsto
the DVMRP router. Because Router A is not sending IGMP Membership Reports for Group G (and is
not sending Poison Reverse routes for Network Sin the DVMRP network), the DVMRP router will not
forward any Si traffic across the Ethernet to Router A.

The DVMRP router doesn't forward this traffic for the following reasons:

. It doesn't see adownstream child DVMRP router, which would be indicated by the receipt of a
Poison Reverse route for Network S.

. It doesn't see any local members of Group G on the Ethernet, which would be indicated by the
receipt of an IGMP Membership Report for Group G.

Forcing DVMRP Route Exchanges

To overcome the problem with the IGMP hack in the older versions of Cisco |OS described earlier, itis
necessary to force the Cisco routers to exchange DVMRP routing information and to send Poison
Reverse routes back to the DVMRP router as necessary. This can be accomplished by the following
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Cisco interface configuration command:

ip dvmrp unicast-routing

Note In my opinion, the ip dvmrp unicast-routing command is one of the more misunderstood |0S
configuration commands. Upon seeing this command for the first time, many people think that it enables
the routing of unicast traffic using DVMRP routes and ask, "Why would | want to route my unicast
traffic ussng DVMRP routing information?' To avoid this confusion, | tell people that whenever they see
this command in a configuration, they should mentally trandlate it to ip dvmrp exchange-routes because
it is basicaly telling the Cisco router to send and receive DVMRP routes.

When the ip dvmrp unicast-routing command is configured on a non-tunnel interface (such as the one
shown previously in Figure 13-6), it modifies the PIM-DVMRP interactions.

Figure 13-8 shows the new modified set of interactions that result when this command is added.

Figure 13-8: Using ip dvmrp unicast-routing to Solve I nteraction Problems
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Thefirst thing to notice is that the addition of the ip dvmrp unicast-routing command prevents the
sending of IGMP Membership Reports (the IGMP hack). Instead, the Cisco router is now sending and
receiving DVMRP Route Reports with Poison Reverse as appropriate. (Notice also that the problem
with DVMRP Prunesis still there, which means that it would probably be better to just disable IP
multicast from the Ethernet and configure a DVMRP tunnel between the Cisco and DVMRP routers.)

Now that the Cisco router is sending DVMRP route information including Poison Reverse to the
DVMRP router (as shown in Figure 13-9), traffic from source Si will flow across the Ethernet to Border
Router A. Thisresultsin (S, G) state being created in Router A and a PIM Register message being sent
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to the RP asif the source was directly connected to Router A.

Figure 13-9: Resultsof Using ip dvmrp unicast-routing to Solve Interaction Problems
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Accepting/Rejecting DVMRP Neighbors

In some cases, the existence of a DVMRP router on a network interface may cause DVMRP

interoperability to be automatically enabled when it is not desired. Although there is no interface

configuration command to disable the automatic nature of DVMRP interoperability, it can be

accomplished by using aform of the ip dvmrp accept-filter command to effectively ignore any DVMRP

routers on the interface.

For example, assume that a network administrator wants to prevent DVMRP interoperability from being
automatically activated on an Ethernet interface where known DVMRP routers exist. The router

configuration in Example 13-4 accomplishes this goal.

Example 13-4: Non-DVM RP Interoper ability Configuration

Interface EthernetO

I p address 172.36.10.1 255.255.255.0

I p dvnrp accept-filter O nei ghbor-1i st
10

access-list 10 deny all
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Example 13-4 works because the ip dvmrp accept-filter is also applied to any incoming DVMRP Probe
messages before they are processed. Because the access list specified in the neighbor-list clause in the
preceding exampleis deny all, no DVMRP Probe messages (or DVMRP Route Reports, for that matter)
are accepted on thisinterface and hence DVMRP interoperability will not be automatically enabled.

Note The use of access-list O in the accept-filter clause in Example 13-4 is an implied accept any.
Because access-list 10 will reject all DV MRP messages, the use of access-list 0 has no effect and simply
avoids the need to define a separate access-list. (The ip dvmrp accept-filter command is discussed in
greater detail in the section "Controlling DVMRP Route Acceptance.")

Rejecting Non-Pruners

Believeit or not, early versions of DVMRP did not support the concept of pruning. This feature was
added in alater version but not until may sites had already implemented the non-pruning version. Asthe
MBone grew, the lack of DVMRP Pruning was causing a large amount of bandwidth to be wasted in the
MBone. To fix this problem, key Internet administrators made a collective effort to encourage al sitesto
migrate to the newer version of DVMRP that supported pruning. A deadline was proposed that would
require all DVMRP routers to be upgraded to support DVMRP Pruning. Routers that were not upgraded
would have their tunnels disconnected to stop the wasted bandwidth caused by the lack of DVMRP
Pruning support.

To assist with the automation of this task, Cisco implemented a special command to automatically reject
DVMRP routers that were non-Prune as DV MRP neighbor routers. The format of thiscommand is

ip dvmrp reect-non-pruners

This command instructs the Cisco router not to peer with a DVMRP neighbor on thisinterface if the
neighbor doesn't support DVMRP Pruning/Grafting. If a DVMRP Probe or Report message is received
without the Prune-Capabl e flag set, a syslog message is logged and the DVMRP message is discarded.
This command is off by default, and therefore all DVMRP neighbors are accepted, regardless of
capability (or lack thereof).

DVMRP Route Exchanges

Most of the figures in the previous sections on PIM-DVMRP interaction indicate that the actual unicast
routes advertised by the Cisco router to the DVMRP router depend on several factors. This section
covers the various special Cisco configuration commands (frequently referred to as nerd knobs by
network engineers) that allow the network administrator to tune the advertisement of DVMRP routes by
the Cisco router. These nerd knobs are discussed in the sections that follow and cover the following:
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. Advertising connect routes (default behavior)
. Classful route summarization
« Controlling DVMRP route advertisements

A sample router is used throughout this section to make these topics easier to understand. As each
modification is made to the configuration of the Cisco router in the example, refer back to this example
and see how the modification affects the DVMRP routes being advertised by the Cisco router.

Figure 13-10 shows this sample network consisting of a Cisco router that has been configured with a
DVMRP tunnel to aDVMRP router. This Cisco router is connected to a large enterprise network (not
shown) viathe two interfaces, EthernetO and Ethernetl. Notice also that the DVMRP tunnel has been
configured with ip unnumbered EthernetO, which causes the tunnel to share the | P address of EthernetO
asif the 176.32.10.1 address were its own | P address. This configuration will become important |ater.

Figure 13-10: Example DVM RP Route Exchange Networ k
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Asyou can see from the diagram, the design of this rather large enterprise network hasresulted in a
unicast routing table of 10,000 entries. Of these 10,000 route entries, 200 are unsummarized routes in
the 176.32.0.0/16 Class B network.

Note | realize that an enterprise network that results in aroute table with 10,000 entriesis probably an
indication of apoor design that is suffering from alack of any significant route summarization. | hope
that you haven't had to assume responsibility for the administration of such a network because it can be a
real headache to manage. However, this example allows us to focus on the effects of various
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configuration changes on the advertisement of routes to the DVMRP router.

Continuing with the example, it is clear that the DVMRP router is advertising the following three routes
in the DVMRP network (not shown) to the Cisco router:

. 151.16.0.0/16 Metric: 6 hops
. 172.34.15.0/24 Metric: 9 hops
. 202.13.3.0/24 Metric: 7 hops

The Cisco router stores these DVMRP routes in a separate DVMRP route table for use by the router's
multicast forwarding mechanism to RPF check multicast packets arriving over the DVMRP tunnel. In
addition, the metrics of the DVMRP routes received by the Cisco router are automatically incremented
by ametric offset of 1 hop to reflect the cost of the link. (This automatic metric offset can also be
controlled by using other Cisco configuration commandsiif it is desirable to increment incoming
DVMRP route metrics by some value other than 1 hop.)

Advertising Connected Routes (Default Behavior)

By default, a Cisco router advertises only connected unicast routes (that is, only routes to subnets that
are directly connected to the router) from its unicast routing table in DV MRP Route Reports.
Furthermore, these routes undergo normal DVMRP classful route summarization. This process depends
on whether the route being advertised falls into the same classful network as the interface over which it
Is being advertised. Thistopic is discussed in more detail shortly.

Figure 13-11 shows an example of this default behavior. First, observe that the DV MRP Report sent by
the Cisco router contains the three original routes received from the DVMRP router that have been
Poison Reversed by adding 32 (infinity) to the DVMRP metric. Following these Poison Reverse routes
are the two other routes (shown in shaded text) that are advertisements for the two directly connected
networks, 176.32.10.0/24 and 176.32.15.0/24, that were taken from the unicast routing table. These two
routes are advertised with a DVMRP metric of 1 hop by default. This value can be also be modified by
the use of special Cisco configuration commands.

Figure 13-11: Only Connected Unicast Routes Are Advertised by Default
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Again, the important thing to remember is that the default behavior of a Cisco router isto advertise only
connected unicast routes in DVMRP Route Reports. In this case, only the two Ethernet segments fall
into this category and, therefore, only these two entries in the unicast route table are advertised. Asa
result, the DVMRP router will be able to Poison Reverse only these two routes and hence will be able to
RPF properly only for multicast traffic sent by sources on these two Ethernet segments. Any other
multicast sources in the network behind the Cisco router not on these two Ethernet segments will not
RPF check properly on the DVMRP router and will be discarded. (The next few sections describe how
the Cisco router can be configured to advertise something other than just the connected routes.)

Classful Summarization of DVMRP Routes

As mentioned in the preceding section, Cisco routers perform normal classful summarization of
DVMRP routes. In the example shown in Figure 13-11, the two directly connected subnets,
176.32.10.0/24 and 176.32.15.0/24, fell into the same Class B network (176.32.0.0/16) as the tunnel
interface. In this case, the DVMRP tunnel shares the same I P address as EthernetO, specifically
176.32.10.1. As aresult, classful summarization of these routes was not performed.

Figure 13-12 depicts a new configuration where the | P address of the DVMRP tunnel does not fall into
the same Class B network as the two directly connected subnets: 176.32.10.0/24 and 176.32.15.0/24.

Figure 13-12: Classful Summarization of Unicast Routes
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In this example, the configuration of TunnelO has been modified and given its own | P address of
204.10.10.1 by the use of the ip address 204.10.10.1 255.255.255.0 command. As aresult, notice that the
DVMRP Report now contains only the Class B, summarized route (shown in shaded text) of the two
directly connected networks. This configuration, in turn, not only allows the DVMRP router to Poison
Reverse the entire Class B network but also allows any incoming multicast traffic from sourcesin the
176.32.0.0/16 network to RPF correctly.

This configuration allows the DVMRP router to receive al multicast sourcesin the 176.32.0.0 network
but also uses up additional |P addressesin the 204.10.10.0 range. In some cases, the use of additional IP
address space to address the DVMRP tunnel is not an option. Obviously, what is needed is some way to
force classful summarization to occur without having to waste additional |P addresses.

Beginning with Cisco 10S version 11.2(5), the following interface command was added:
ip dvmrp summary-addr ess <addr ess> <mask>

This command instructs the Cisco router to advertise the summary address (indicated by the address/
mask pair specified in the command) to be advertised in place of any route that fallsin this address
range. In other words, the summary addressis sent in a DVMRP Route Report if the unicast routing
table contains at least one route in this range. If the unicast route table does not contain any routes within
this range, the summary address is not advertised in a DVMRP Report.

By using this new command, the DVMRP tunnel in the example can still be configured to share the IP
address of Ethernet 0 using the ip unnumbered EthernetO command and still perform route
summarization.

Figure 13-13 shows the sample network reconfigured with the ip dvmrp summary-address command.
The diagram clearly shows that (besides the Poison Reverse routes) the Cisco router is sending only a
single summarized Class B advertisement for network 176.32.0.0/16 from the unicast routing table.
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Figure 13-13: Forcing DVM RP Route Summarization (11.2(5))

CVMRF Repor ritarlace Tunnel G

P — . p urmumbered Elhermet 0
159060006, M=3b DWVMRP ’ . ) o 4 o0 IER
17254 160/, M=d2 p dvmrp swmmary-address 17652000 255 355.0.0

221330024, NM=dd
L TE AT A e

- Tumnnist _.-""" |

- oy Unicas Haute Tabla (100000 Houtas)
i LIV Foute | bl ¥ etwork It Metric Dt
Sic Metwork Wbl Metric Dt e : :
— = _ She | (7R3 10004 E0 10514432 GO
3116006 ED 7 0 =\ 1 iremasome E1 10812012 @0
boa 1 ,,;{:];_‘4 EE:; s E0 £1 | 1TEEZ20.024 E1 45106272 G0
. - : . AIncludas 200-176.32 Aoutes)

17532 10,024 176.32.15.0524
Controlling DVMRP Route Advertisement

The examples in the two preceding sections have focused on the advertisement and summarization of the
176.32.10.0/24 and 176.32.15.0/24 connected routes. However, the network in the example has
considerably more than these two routes (or their Class B summarization of 176.32.0.0/16).

To get the Cisco router to go beyond its default behavior of advertising connected routes only requires
the ip dvmrp metric interface configuration command. This command specifies which routesin the
unicast routing table the router isto advertise in DVMRP Route Reports on this interface.

The most basic form of the ip dvmrp metric command is
ip dvmrp metric <metric> [list <access-list>]

This command instructs the Cisco router to advertise routes from the unicast route table that match the
qualifying <access-list> as DVMRP routes with a metric of <metric>. It isimportant to remember that if
the option list <access-list> clause is omitted, all routes in the unicast routing table are advertised. In
some cases, advertising the entire unicast routing table to the neighboring DVMRP router may be very
undesirable, especially when the unicast routing table contains many routes and no summarization is
used to cut down the number of routes advertised. In some cases, this process not only is undesirable but
also can prove to be deadly to neighboring DVMRP routers.

Figure 13-14 depicts what can happen if the list <access-list> clause is accidentally omitted from the ip
dvmrp metric command. In this example, al 10,000 routes from the unicast routing table are being
advertised in DVMRP Route Reports to the DVMRP router.
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Figure 13-14: The Deadly ip dvmrp metric n Command
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Note As the use of multicast in audio and video multimedia sessions grew in popularity, more and more
administrators connected their networks to the MBone. Unfortunately, failure to supply an access control
list (ACL) on the ip dvmrp metric command was a common mistake. This error resulted in a huge jump
in the total number of DVMRP routes being advertised into the MBone and was often made worse by a
lack of any summarization. In addition, this configuration error often caused other DVMRP route
instabilities because DV MRP route |oops were often formed as a result of incorrect route redistribution.

For most network administrators, the basic form of the ip dvmrp metric command presented in the
previous example (along with an ip dvmrp summary-address command) is often all that is necessary.
Frequently, however, afiner granularity of control over the DVMRP routes being advertised is
necessary. In this case, the ip dvmrp metric command may be used multiple times on an interface;
additional qualifying clauses may also be used. The complete format of this command is

ip dvmrp metric <metric> [list <access-list>]

{[<protocol> <process-id> | [dvmrp]}

The acceptable <metric> value is between 0 and 32. If a<metric> value of 32 is specified, the routes
(specified by the other clauses) are advertised as having a metric of DVMRP infinity, which indicates
that the route is unreachable. If a<metric> value of 0 is specified, the routes (specified by the other
clauses) are not advertised at all. A value of O is particularly useful when the network administrator
wants to block the advertisement of certain routes that should never be advertised under any condition.
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Again, if thelist <access-list> clause is specified, only the destinations that match the access-list will be
selected and reported according to the configured metric. The access-list can be either asmple or an
extended access-list. When extended access-lists are used, both address and netmask granularity may be
specified. Any destinations that are not advertised because of a split horizon do not use the configured
metric.

If the <protocol> <process-id> clause is configured, only routes in the unicast routing table that were
learned by the specified routing protocol will be selected and reported according to the configured
metric. This parameter can be used with the list <access-list> clause so a selective list of destinations
learned from a given routing protocol may be selected.

Finally, if the dvmrp keyword is specified, only routes from the DVMRP routing table will be selected
and reported according to the configured metric.

Example 13-5 is a sample of the ip dvmrp metric command being used multiple times and with various
options.

Example 13-5: ip dvmrp metric Command Options

ip dvnrp netric 1 list 10

ip dvnrp netric 2 ospf 1

ip dvnrp netric O dvnrp

access-list 10 permt 172.36.0.0
0. 0. 255. 255

In this example, the first command specifies that any routes that fall in the range of 172.36.0.0-
172.36.255.255 should be advertised with a DVMRP metric of 1. The second command specifies that
any route in the unicast routing table learned by the Open Shortest Path First (OSPF) routing protocol
(with aprocess ID of 1) should be advertised witha DVMRP metric of 2. Finally, the third command
specifies that any routes that are learned via DVMRP (and hence reside in the DVMRP routing table)
should not be advertised.

Theip dvmrp metric O dvmrp form of this command can also be used to prevent a PIM network from
inadvertently becoming atransient network when it is multihomed to a DV MRP network.
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Figure 13-15 shows an example of a PIM network that is multihomed to a DVMRP network. By
configuring the ip dvmrp metric O dvmrp command on both DVMRP tunnels, DVMRP routes learned
from one DVMRP router will not be advertised again to the other DVMRP router. This prevents
multicast traffic sent by sourcesin the DVMRP cloud from flowing through the Cisco router and back
into the DVMRP cloud.

Figure 13-15: Avoiding Becoming a DVMRP Transient Networ k
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Disabling Automatic Classful Summarization

Earlier in the chapter, it wasimplied that classful summarization of DVMRP routing information is
always the desired behavior; in fact, classful summarization may not always be the desired behavior. In
some special cases providing the neighboring DVMRP router with all subnet information enables the
network administrator to better control the flow of multicast traffic in the DVMRP network. One such
case might occur if the PIM network is connected to the DVMRP cloud at several points and more
specific (that is, unsummarized) routes are being injected into the DVMRP network to advertise better
pathsto individual subnetsinside the PIM cloud.

Prior to IOS release 11.2(5), the network administrator had no control over the automatic classful
summarization mechanism in cases such as the example shown in Figure 13-12 and could not disable
this feature. However, beginning with |OS release 11.2(5), the following interface configuration
command provides control over this mechanism:

[no] ip dvmrp auto-summary

By default, this command is in effect and is not displayed in the Cisco interface configuration. Only if
the no ip dvmrp auto-summary form is configured does the command appear in the configuration on the

interface.

As an example, assume the network administrator wishes to advertise all 200 of the 176.32.0.0 subnets
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from the unicast routing table to the DVMRP router using the configuration shown in Figure 13-16.
Notice that instead of advertising all 200 of the 176.32.0.0 subnets, the automatic classful summarization
mechanism has resulted in only a single summarized route being advertised.

Figure 13-16: Unwanted Classful Summarization
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Figure 13-17 shows the effects of the use of the no ip dvmrp auto-summary command (shown in
boldface on the figure). Now, all two hundred 176.32.0.0 subnets are being advertised to the DVMRP
router as the network administrator had desired.

Figure 13-17: Disabling DVMRP Auto-Summarization
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Note Disabling summarization is normally not desirable, particularly if thereis only a single connect
between the DVMRP and PIM networks as shown in Figure 13-17. However, if the PIM network is
connected to the DVMRP network at multiple points (separated by some distance), injecting more
specific routes into the DVMRP network at each connection point might be desirable. Thiswould
provide for more efficient routing of multicast traffic flowing from the PIM network to the DVMRP
network.

Pacing DVMRP Route Reports

When it came time to send the periodic DV MRP Route Reports, early versions of 10S would ssmply
send the DVMRP Report packets al at once. If the number of DVMRP routes being advertised was
quite large (as might be the case at a core router in the MBone), the number of DVMRP Report packets
needed to send all the routes could be rather large. This would result in a huge burst of DVMRP Report
packets being sent at the start of the DVMRP Report interval. Unfortunately, many DVMRP routers
(especially those consisting of asmall UNIX workstation running the mrouted process) could not buffer
this huge burst of incoming packets, and some DVMRP Reports were dropped. Route instabilitiesin the
DVMRP network could occur as routes timed out and went into holddown.

To avoid this problem (and better comply with the DVMRP specification, which says these packets
should be spread out over the entire DVMRP Report period), the following configuration command was
added to Cisco I0Sin version 11.2(5):

ip dvmrp output-report-delay <delay-time> [<bur st>]
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This command configures an interpacket delay between DV MRP Route Reports. The <delay-time>
value (specified in milliseconds) is the amount of time that the router waits between the transmission a
set of <burst> number of report packets. For example, assume that <delay-time> is specified as 200 with
a<burst> of 2. At the periodic DVMRP Report interval, if six packets must be built to send all reports,
two packets are sent, adelay of 200 milliseconds occurs, and then two more packets are sent. This
process continues until all report packets have been sent. If the ip dvmrp output-report-delay command
is not configured (on 10S versions after 11.2(5)), adefault <burst> size of 2 and a <delay-time> of 100
milliseconds is assumed.

Advertising the DVMRP Default Route

Occasionally, a network administrator may wish to have the Cisco router advertise the DVMRP default
route (network 0.0.0.0) to the DVMRP neighbors on an interface. The DVMRP default route functions
in the same way as a unicast default route. That is, it isawildcard route that matches any network not
matched by a more specific route. However, in this case, the DV MRP default route computes the RPF
information for any multicast sources that don't match a more specific route.

Advertising the DVMRP default route may be accomplished by the use of the ip dvmrp default-
information interface command, which has the following format:

ip dvmrp default-information {originate | only}

This command causes the DVMRP default route (network 0.0.0.0) to be advertised to DVMRP
neighbors on this interface. When the keyword only is used, only the DVMRP default route is advertised
on the interface. All other DVMRP routes are suppressed and are not advertised on the interface. When
the keyword originate is used, other more specific DVMRP routes will be advertised (depending on the
norma DVMRP advertisement rules) in addition to the DVMRP default route.

Controlling DVMRP Route Acceptance

Up to this point, the discussion of DVMRP Route Report control has considered the sending of DVMRP
Route Reports. Cisco |OS also provides control over the receiving of DVMRP Route Reports through
the use of the ip dvmrp accept-filter command, which has the following format:

ip dvmr p accept-filter <access-list> [neighbor-list <neighbor-acl>]

[<distance>]

This command configures an acceptance filter for incoming DV MRP Route Reports on the interface.
Any routes received in DVMRP Reports from neighbors that match the optional <neighbor-acl> and that
also match the <access-list> are stored in the DVMRP routing table. If the <distance> value is specified
In the command, the routes are stored in the DVMRP route table with their Administrative Distance
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(which is often just referred to smply as distance) set to <distance>.

If the optional neighbor-list clause is not specified, the <access-list> is applied to routes received from
any DVMRP neighbor. In addition, if the <distance> value is not specified, the accepted routes are
stored with their distance set to the default DVMRP distance (which is normally 0 unless modified by
the ip dvmrp distance global command).

The ip dvmrp accept-filter command is often used to avoid DVMRP route loops that can be introduced
when more than one connection exists between the PIM network and the DVMRP network. In some
cases, unicast routes from the PIM network can be injected into the DVMRP cloud as DVMRP routes.
These routes may reenter the PIM network at the other PIM-DVMRP connection as DVMRP routes,
which have a better distance than the original unicast routes. This could cause the PIM border routers to
RPF incorrectly to the DVMRP networks for sources that actually reside inside the PIM network.

Note The Administrative Distance of aroute in the DVMRP routing table is compared to the
Administrative Distance of the same route in the unicast routing table. The route with the lower
Administrative Distance (taken either from the unicast routing table or from the DVMRP routing table)
takes precedence when computing the RPF interface for a source of a multicast packet. If both
Administrative Distances are equal, the DVMRP route is preferred.

Adjusting the Default DVMRP Distance

As discussed in the preceding section, Cisco routers assign a default distance of O to all routesin the
DVMRP route table. However, the ip dvmrp accept-filter command can be used to override the default
distance of O when it is desirable to use some other distance value as the default for DVMRP routes.
DVMRP routes that match the access-list specified in the ip dvmrp accept-filter command are assigned
the distance value specified by the optional <distance> value.

The 11.2 version of 10S introduced a command that modifies the default DV MRP distance to some
value other than 0. The format of this global configuration command is

ip dvmrp distance <admin-distance>

This command instructs the Cisco router to set the default Administrative Distance for all received
DVMRP routes to <admin-distance> instead of 0. (The ip dvmrp accept-filter command may override
this value when specified on an interface.)

Tuning the Administrative Distance of DVMRP routes affects not only the RPF calculation on incoming
multicast traffic but also the advertisement of DVMRP routes to other DVMRP routers. For example,
setting the Administrative Distance of the DVMRP routes higher than the Administrative Distance of the
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unicast routes causes the original unicast routes to continue to be advertised using their appropriate
DVMRP metric. On the other hand, if the Administrative Distance of the DVMRP routesis left at 0 and
hence those routes are preferred over the unicast routes, the DVMRP routes and their received DVMRP
metrics (suitably incremented) will be reflected back to other DVMRP neighbors.

Offsetting DVMRP Metrics

In networks where DVMRP routes are used extensively, it is sometimes desirable to artificially
manipulate DVMRP routing metrics to achieve the desired flow of traffic. On Cisco routers, this may be
accomplished viathe use of the ip dvmrp metric-offset interface command. The full format of this
command is as follows:

ip dvmrp metric-offset [in | out] <increment>

This command instructs the Cisco router to add the value of <increment> to the metric of an incoming or
outgoing DV MRP route advertisement. When the in (or no keyword) is supplied), the <increment> is
added to incoming DVMRP Reports. (Thisvalue is also reported in replies to mrinfo requests.) When
the out keyword is supplied, the <increment> is added to outgoing DV MRP Reports for routes from the
DVMRP routing table. Thisis similar to the metric keyword in mrouted configuration files used on
UNIX workstations that are functioning as DVMRP routers. If the ip dvmrp metric-offset command is
not configured on an interface, the default increment value for incoming routesis 1 and the default
increment value for outgoing routesis 0.

Special MBone Features

Asthe size of the MBone grew, the number of DVMRP routes being advertised began to grow
exponentially. Because DVMRP is a periodic update, distance vector protocol, this exponential growth
began to affect the overal performance of the MBone. In some cases, misconfiguration of key routers
resulted in enormous spikes in the number of DV MRP routes being advertised, which often precipitated
serious throughput problems.

In an attempt to provide some extra bulletproofing against sudden spikes of bogus routes being injected
into the MBone, Cisco added two new features that are automatically configured whenever ip multicast-
routing is configured on arouter. These two features are

. DVMRP route limits
. DVMRP route-hog Notification

DVMRP Route Limits
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As more and more network administrators connected their networks to the MBone, the frequency of
Cisco routers being misconfigured with ip dvmrp metric commands with-out an access-list to limit the
routes injected into the MBone rose dramatically. This configuration error was sometimes compounded
by the fact the Cisco routersinjecting their entire unicast route table were running External Border
Gateway Protocol (BGP) and had a unicast routing table that consisted of every route prefix in the
Internet, which was about 45,000 route prefixes. Of course, normal DVMRP classful summarization
would reduce this number somewhat, but the end result was still the same: MBone meltdown. (MBone
meltdown was a vivid reminder that DV MRP would have to be phased out at some point and a new
method found to distribute multicast routing information into the Internet. Fortunately, BGP4+---
sometimes called Multicast BGP (MBGP)---appears to be capable of taking over thistask.)

Asaresult of an increasing number of misconfiguration incidents, the ip dvmrp route-limit command
was added by Ciscoin 10Srelease 11.0. As of thisrelease, all Cisco routers automatically configure this
command whenever ip multicast-routing is enabled.

The format of this global configuration command is

ip dvmrp route-limit <route-count>

This command instructs the Cisco router to limit the number of DVMRP routes advertised over an
interface to <route-count> and effectively limits the number of routes that can be injected into a
DVMRP cloud. The default <route-count> value, 7000, is entered when the router auto-configures this

command. However, this value can be modified as desired. The no version of this command removes the
route limit and allows any number of DV MRP routes to be advertised.

DVMRP Route-Hog Notification

Although the use of automatic DVMRP route limits prevents network administrators from accidentally
injecting too many routes into a DVMRP network, it would also be nice if administrators could receive
proactive notification when some other network was injecting too many routes.

A command introduced in |OS release 10.2 provides this proactive notification. Beginning with this
release, the ip routehog-notification command is automatically configured on the router whenever ip
multicast-routing is enabled.

The format of this global configuration command is
ip dvmrp routehog-notification <route-count>

This command configures a threshold value of <route-count> number of routes that the Cisco router can
receive on an interface within an approximate 1-minute interval. If this threshold is exceeded, a sysiog
message warns that a route surge may be occurring within the MBone. This syslog message is typically
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used to quickly detect when someone has misconfigured a router to inject alarge number of routesinto
the MBone. The Cisco router automatically configures the default value of 10,000 routes whenever ip
multicast-routing is enabled. However, this value may be adjusted by specifically configuring a different
value. (This feature may also be disabled by specifically configuring the no form of this command.)

Note A running count of the number of DVMRP routes received on an interface during a 1-minute
interval may be displayed by using the show ip igmp interface command. When the route-hog
notification threshold is being exceeded, an "*** ALERT ***" string is appended to the line.

PIM-DVMRP Boundary Issues

So far, this chapter has primarily been concerned with the details of the interactions and route exchanges
that take place between a DVMRP network and a PIM network at the border router. However, more than
just configuring the border router to interoperate and exchange DVMRP routes with its DVMRP
neighbor must be considered when interconnecting PIM and DV MRP networks.

Frequently, the mere act of creating a DVMRP tunnel into the PIM network can create RPF problemsin
the routers inside the PIM network for multicast traffic that originated in the DVMRP cloud. By defauilt,
PIM routers make use of their unicast routing table to perform RPF calculations. As aresult, the arrival
of multicast traffic from outside the network viaa DVMRP tunnel at some arbitrary point in the PIM
network introduces a unicast-multicast congruency issue.

In addition, the basic nature of the tree-building mechanismsin PIM-SM and DVMRP are diametrically
opposed. Specifically, the dense mode behavior of DVMRP uses a push methodology in which trafficis
pushed out to all pointsin the network and then pruned back where it is not wanted. On the other hand,
PIM-SM uses a pull methodology in which traffic is pulled down to only those points in the network
where the traffic has been expressly requested. (This problem between PIM-SM and DVMRP isnot a
unigue situation. In fact, it exists any time two networks, one using a sparse mode protocol and the other
a dense mode protocol, are interconnected. Thisincludes PIM-SM to PIM-DM network interconnections
aswell.)

In the sections that follow, the unicast-multicast congruency and the PIM-SM boundary problems are
explored in detail. In both cases, several examples along with possible solutions and their side effects are
presented.

Unicast-Multicast Congruency

The introduction of a separate DVMRP routing table in the Cisco router opens another source of RPF
check data to the multicast forwarding algorithm in addition to the normal source, which is the unicast
routing table. This can result in incongruent multicast and unicast network topologies. (This Ph.D. talk

file://IV [/[[%20CI SCO%20PRESS%620]/Ciscopress-Devel oping.| p.Multicast. Networks/di 10ch13.htm (31 of 55)09/12/2003 01:12:06



Connecting to DVMRP Networks

simply means that unicast and multicast traffic flows via different paths through the network.) Although
this incongruency is sometimes intentional, quite often it is not and can cause RPF failures at other
points in the network.

Consider for a moment the network hierarchy shown in Figure 13-18.

Figure 13-18: DVMRP Tunnel Problem
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In this example, atunnel has been run to a DVMRP router somewhere in the | SP's network to obtain
multicast traffic from sourcesin the Internet. However, instead of terminating the DVMRP tunnel on the
Internet access router (Router A), the tunnel has been terminated on aless critical router further down
the hierarchy (Router C). This happens quite often because network administrators are typically loath to
introduce configuration changes to the crucial Internet access router that is providing the network's
Internet connectivity.

Notice that traffic from multicast Source Sis flowing down the DVMRP tunnel to Router C. Because
Router Cisrecelving DVMRP routes from the DVMRP router viathe tunnel, it uses this information to
compute its RPF direction (shown by the thin solid arrow) for Source S. Because the RPF information
correctly points up the tunnel, Router C forwards the multicast traffic to the other routers in the network.
However, these routers do not have any DVMRP routing information and therefore default to using their
unicast routing table to compute their RPF direction (shown by the dashed, thin arrows) for Source S.
Unfortunately, multicast traffic from Source Sis arriving on the wrong interface at these routersand is
therefore dropped because of the RPF check failure.

Thisisaclassic example of incongruent multicast and unicast networks. Only hosts directly attached to
Router C in this example are able to receive multicast traffic from Source S. All other hostsin the
network are unable to receive this traffic.

Solution 1: Making the Networks Congruent
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The best solution to this problem is to make the unicast and multicast networks congruent by moving the
endpoint of the tunnel to Router A, as shown in Figure 13-19.

Figure 13-19: Solution 1: Terminate Tunnel at Top of Hierarchy
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Terminating the tunnel at the very top of the hierarchy (where the network connects to the Internet or
other outside network) forces the topologies to be physically congruent. Observe that Routers B, C, and
D still compute their RPF information by using the unicast routing information (shown by the dashed
arrows) for multicast traffic from sources outside the network. However, now that the multicast traffic is
flowing along the same path as unicast traffic (shown by the solid arrows), the RPF checks succeed and
traffic is forwarded farther down the hierarchy.

Solution 2: Using DVMRP Routes

The obvious down side to solution 1 isthat it was necessary to modify the configuration of Router A. If
one of the goalsisto (at least initially) avoid making changes to Router A's configuration and to keep it
out of the multicast forwarding business, then this solution is not acceptable (even though it is often the
best solution in the long run). Therefore, another solution must be found that avoids the RPF problem of
physically incongruent networks.

One way to avoid physically incongruent networks is to provide Routers B, C, and D with DVMRP
routing information so that they can compute their RPF interfaces (for multicast traffic from sources
outside of the network) using DVMRP routes instead of unicast routes. This can be accomplished by
enabling ip dvmrp unicast-routing on all interconnecting links between Routers A, B, C, and D.

Adding the ip dvmrp unicast-routing command to the on the interfaces on Router C instructs the router

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch13.htm (33 of 55)09/12/2003 01:12:06



Connecting to DVMRP Networks

to begin exchanging DV MRP Route Reports on these interfaces. This step, in turn, causes the DVMRP
routes that were learned viathe DVMRP tunnel to be advertised to Routers A, B, and D. If theip dvmrp
unicast-routing command is a so added to the same set of interfaces on these routers, they will begin

accepting the DVMRP routes and using those routes to compute RPF information for multicast sources
outside the network.

Figure 13-20 shows what happens when ip dvmrp unicast-routing is enabled on all the links between
Routers A, B, C, and D. Notice that Routers A, B, and D are now computing their RPF information

using DVMRP routes (shown by the thin solid arrows) and will now accept and forward this traffic to
other parts of the network.

Figure 13-20: Solution 2: Useip dvmrp unicast-routing
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The one potential problem with smply adding ip dvmrp unicast-routing to the interfaces between these
routersis that, according to the DVMRP interaction rules described earlier, each router will also
advertise a subset of its unicast routing table in DVMRP Route Reports. This causes Routers A, B, C,
and D to have routes for networks not only outside the local domain in the DVMRP route table but also
inside the local domain. Because DVMRP routes are preferred over unicast routes for multicast RPF

checking, this condition islikely to cause RPF failures on these routers for multicast traffic from sources
inside the network.

Figure 13-21 shows what can happen if unicast-to-DVMRP redistribution occurs inside the network.

Figure 13-21: DVMRP Route Redistribution Problem
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In this example, Routers C and D are exchanging DVMRP routes with each other, using the rules
described earlier in this chapter. Thisincludes sending a DV MRP Route Report with an advertisement
for subnet X with a default DVMRP metric of 1. Now, both Routers C and D have entriesin their
DVMRP and unicast routing tables for subnet X, which results in RPF information as shown in the thin
arrows. However, because the DVMRP routes have a smaller administrative distance than the unicast
routes have, the DVMRP routes are preferred and Routers C and D will RPF in the direction shown by
the thin solid arrows in Figure 13-21. This causes any multicast traffic from sources in subnet X to RPF
fail at Routers C and D.

The solution to this problem is to prevent the routers from redistributing any routes from their unicast
routing table to each other. This type of route redistribution can be prevented by using the appropriate
ACLson ip dvmrp metric commands. For example, if the routing protocol used inside the network is
OSPF, the configuration in Example 13-6 can be used on Routers C and D to prevent unicast-to-
DVRMP redistribution.

Example 13-6: Preventing Unicast-to-DVM RP Redistribution

interface Seriall

I p address X.X.X.X Yy.Vy.V.
y

I p pi m sparse-dense- node

I p dvnrp unicast-routing

Ip dvnrp netric O ospf 1
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In the preceding configuration excerpt, the ip dvmrp metric 0 ospf 1 command instructs the router to not
advertise in the unicast routing table any route learned by OSPF in DVMRP Route Reports. However,
any routes that are in the DVMRP routing table are advertised. The result isthat only those routes
|earned from outside the network viathe DVMRP tunnel will be in the DVMRP route table in Routers C
and D.

PIM Sparse Mode Issues

Specia problems occur any time a network that uses a sparse mode protocol is connected with a network
that uses a dense mode protocol. The reason is that sparse mode protocols (for example, PIM-SM and
CBT) rely on apull type of mechanism to get the multicast traffic to members, whereas dense mode
protocols (for example PIM-DM and DVMRP) use a push type of mechanism.

Figure 13-22 shows a PIM-SM network that is connected to a DV MRP network through Border Router
A and aDVMRP tunnel. In this example, the PIM-SM has an active source for Group G, whereas the
DVMRP network has areceive-only member for Group G.

Figure 13-22: Problem: Receive-Only Hostsin DVMRP Cloud
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Assuming that the Border Router is not the RP for the group and that it has no directly connected
members for Group G, it will not have joined the shared tree. Therefore, traffic from Source S will not
make it to the Border Router A, will not be flooded over the tunnel to the DVMRP router, and will not
be received by the receive-only host in the DV MRP network.

Solution 1: Terminate Tunnel on RP

Again, the simplest solution to this problem isto move the tunnel endpoint so that the Border Router and
the RP are one in the same.
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Figure 13-23 shows an example of this solution. Moving the tunnel to the RP guarantees that any traffic
from any source in the PIM network will reach the RP and be flooded over the tunnel to the DVMRP
router by defaullt.

Figure 13-23: Solution 1: Terminate Tunnel on RP
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Unfortunately, this solution is not aways possible, asis the case when the PIM network is multihomed
to the DVMRP network or when abackup RPisin use.

Solution 2: Receiver-ls-Sender Hack

The next solution to this problem is commonly used by networks that tunnel to the older, DVMRP-based
MBone network and is based on the assumption that all receivers are senders and vice versa.

Figure 13-24 shows this solution in operation. Because the host in the DVMRP cloud is also a sender,
multicast state is created in the Border Router, which (because it isa PIM-DVMRP Border Router)
causes the router to join the shared tree for the group.

Figure 13-24: Solution 2: Receiver-Is-Sender Hack
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This solution has been used successfully in the past when the lion's share of multicast traffic was based
on multimedia conferencing application where every participant in the multicast session transmitted
Real-Time Transport Control Protocol (RTCP) packets to the group. However, as more multicast
applications are developed, this assumption is not always valid because not all receivers are senders.

Solution 3: Use of Dense Mode Border Network

The last solution to this problem isto extend the dense mode behavior of the DVMRP network all the
way to the RP (or RPs) by configuring PIM-DM on all interfaces along all paths between the RP and the
Border Router.

Figure 13-25 shows an example of this solution. Notice that the configurations of Router A and the RP
have been modified from theinitial network so that ip pim dense-mode is configured on the link
between them. This causes multicast traffic that reaches the RP to be flooded (using PIM-DM operation)
over thislink to Router A, which, in turn, floods the traffic to the DVMRP router.

Figure 13-25: Solution 3: Use Dense M ode Between Border and RP
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The problem with this solution should be obvious. If the Border Router and the RP are several hops
away, the size of the PIM-DM cloud will be large and network efficiency may suffer. Obviously, careful
network design should keep this distance small, but sometimes maintaining such a distance is difficult,
for example, when a backup RP is utilized in case of afailure of the primary RP, Router B. For the
network to continue forwarding multicast traffic to the DVMRP network, this backup RP must also be
connected to the Border Router via PIM-DM interfaces. If the backup RP is adjacent to the primary RP
(Router B), then this connection can be accomplished easily. However, if the backup RPis
geographically quite far away from the primary RP, it may be necessary to use a generic routing
encapsulation (GRE) tunnel to logically reduce the number of hops between the Border Router and the
backup RP.

DVMRP Network Connection Examples

This section presents some detailed examples of PIM-DVMRP interconnections under a variety of
conditions that include single and multihomed DV MRP connections for both PIM-DM and PIM-SM
networks. Although the examples are based on connectionsto the Internet's old DVMRP-based MBone,
they can be applied to general PIM-DVMRP network interconnections.

Note When this book was written, several large first-tier Internet service providers (1SPs) had already
switched their core multicast networks from a DV MRP-based network to a new, native, multicast
network based on PIM-SM, MBGP, and a new protocol, Multicast Source Discovery Protocol (MSDP).
As more | SPs make this switch, the dependence on DVMRP to route multicast in the Internet will
disappear. Therefore, network administrators who want to obtain multicast connectivity to the Internet
should begin making plans to use these newer protocolsin lieu of DVMRP tunnels.

Physically Congruent Networks

The issues of unicast and multicast networks that are not physically congruent (there's that fancy word
again) were addressed at some length. However, in an attempt to provide a complete coverage of the
various forms of PIM-DVMRP interconnectivity, afew examples are also provided here.

Figure 13-26 shows a single-homed, physically congruent network (that is, unicast and multicast traffic
flow the same path in and out of the network). This configuration has the DVMRP tunnel terminating on
the | SP Customer Premise Equipment (CPE) router (the router that connects the customer's network to
the | SP's network) thereby making the network congruent.

Figure 13-26: Physically Congruent---Single Homed
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This exampleisthe ssmplest form of connectivity and can be used for either PIM-DM or PIM-SM
networks. (In the case of PIM-SM, the RP, the CPE router, and the router terminating the DVMRP
tunnel must be the same router.)

Unfortunately, this configuration does not provide any redundancy should the CPE router fail and is
often unacceptable when unicast and multicast Internet connectivity must be maintained.

Figure 13-27 shows a dlightly more complex example of a physically congruent, PIM-DM network that
is multihomed to the Internet. In this drawing, two separate | SP CPE routers (A and B) are used (often
connected to different ISPs for better redundancy), each with aDVMRP tunnel to a DVMRP router
somewhere in the | SP's network.

Figure 13-27: Dense Mode: Multihomed
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Notice that a separate network connects CPE Routers A and B and that ip dvmrp unicast-routing has
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been enabled on this network so that the two routers will exchange DVMRP routes |earned through their
separate | SPs. Thisis necessary because the Internet's unicast and multicast networks are frequently not

congruent. Consequently, multicast traffic from a source in the Internet can arrive at one CPE router via
the other CPE router by way of the DVMRP tunnel.

For example, assume the normal flow of multicast traffic from a particular source in the Internet into the
customer network isvia CPE Router B. Thistraffic isthen flooded to CPE Router A viathe
interconnecting link. Without the exchange of DVMRP information (learned viatheir respectively
DVMRP tunnels), Router A would most likely compute the RPF interface to the source asits own
DVMRP tunnel and would therefore drop this multicast traffic because of an RPF failure. Furthermore,
without the exchange of DV MRP routing information between the CPE routers, both CPE routers would
Poison Reverse every DVMRP route they received from their DVMRP neighbor at the other end of the
tunnel. This behavior would very likely result in duplicate streams of multicast traffic entering the
network from every source in the Internet.

Figure 13-28 shows the same network, but this time, instead of PIM-DM, PIM-SM with primary and
secondary RPsisin use. The configuration for this network variation is basically identical to the PIM-
DM example shown in Figure 13-27 with one minor exception: The interconnecting network between
the CPE routers must be configured with ip pim dense-mode. The reason was outlined in solution 3 of
the section "PIM Sparse Mode," which discussed the use of dense mode between the active RP and the
Border Router.

Figure 13-28: Sparse M ode: Multihomed

Just exactly why this situation is applicable may not be readily apparent at first glance. Consider the
situation where multicast traffic from some source in the Internet is arriving at CPE Router B, which is
the backup RP and is therefore not currently acting as the RP for the network. This resultsin the sparse
mode boundary situation described previously and requires the use of dense mode to flood the arriving
traffic to CPE Router A so the traffic can be forwarded down the shared tree to any active members for
the group.

Note Note that the previous two network examples used an Ethernet segment as the inter- connecting
network between the two CPE routers. In reality, these two routers are often geographically very far
apart, say, in Los Angles and New Y ork, and not on alocal Ethernet segment. In this case, it may be
necessary to configure a GRE tunnel running in dense mode between these two routersto logically
construct the preceding topology.

Separate MBone Router
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Keeping the unicast and multicast networks congruent when connecting to the Internet may not always
be possible for a number of reasons. The most common isthat, at least initially, many network
administrators do not wish to make significant changes to the CPE routers responsible for their Internet
connection. Instead, it is often preferable to use a separate router to make the connection to the MBone.
Therefore, the remainder of this section presents some sample network configurations that use a separate
router for the DVMRP tunnel connection(s).

Figure 13-29 shows an example of a single, separate router being used to connect a PIM-DM network to
the MBone viaa DVMRP tunnel. The network configuration also shows how optional, multihomed
connectivity may be achieved to provide additional redundancy by terminating a second DVMRP tunnel
to adifferent DVMRP router (potentially located in a different |SP's network).

Figure 13-29: Dense Mode: Single MBone Router
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In this network configuration, the MBone router, Router C, is connected to the CPE Routers A and B.
Although the diagram shows an Ethernet segment to make the connections from Router C to Routers A
and B, these connections could aso be accomplished via two point-to-point links. Again, ip dvmrp
unicast-routing must be used on these links to redistribute the DVMRP routes received viathe DVMRP
tunnel(s) by Router C in order for Routers A and B to RPF correctly for multicast traffic from sourcesin
the Internet. If this DVMRP routing information is not redistributed to Routers A and B, they would use
their unicast routing table and select the interface that connects them to their ISP as the RPF interface for
multicast sourcesin the Internet. This behavior would result in RPF failures and traffic from these
sources would not be forwarded into the customer's network.

Figure 13-30 shows the same network configuration but using PIM-SM, instead of PIM-DM. This
configuration is basically identical to the example shown in Figure 13-29 except that the link(s) from
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Router C to Routers A and B must also have ip pim dense-mode enabled so that traffic is flooded to both
the primary and backup RPs, Routers A and B, respectively.

Figure 13-30: Sparse Mode: Single M Bone Router

e I A inicAsk-routing ———
ip pim denga-nods RP1 = Primary RP
RF2 = Backup RF

Although the preceding two examples provide a certain amount of redundancy for the delivery of
multicast traffic from the Internet, a single point of failure still exists. If Router C were to fail, all
multicast traffic would cease to flow into or out of the network.

To provide even more redundancy, two MBone routers (Routers C and D) can be used, each with its
own DVMRP tunnel as shown in Figure 13-31. The PIM-DM configuration in this example functions
identically to the configuration in Figure 13-29. The only difference is that two separate routers are used
for added redundancy.

Figure 13-31: Dense Mode: Dual Redundant M Bone Routers
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The same approach can be used for aPIM-SM network as shown in the configuration depicted in Figure
13-32. This configuration is also identical to its single router configuration shown in Figure 13-30 and
must also have ip pim dense-mode enabled on the links between Routers A, B, C, and D.

Figure 13-32: Sparse Mode: Dual Redundant M Bone Routers
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e ip dvmirg unicasi-rouling ———"
ip pim danse-rmods RP1 = Prmary AP
RP2 = Backup AP

Note In some cases, it may not be possible to use a multi-access network, such as an Ethernet, to
interconnect routers A, B, C, and D in the previous two examples (say, if Routers A and C are connected
to an ISP in Dallas while Routers B and D, located in Chicago, are connected to a different ISP). In this
case, the following set of individual point-to-point links would have to be used: link C-A, link C-B, link
D-A, link D-B, and link C-D.
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Debugging Tips

This section provides some very basic debugging tips are provided that can be helpful when PIM-
DVMRP interoperability isin use. These tips will cover the following areas:

. Verifying DVMRP tunnel status
. Verifying DVMRP route exchange

Obvioudly, thislist of DVMRP debugging topicsis not exhaustive, but it catches a large number of the
problems.

Note Most PIM-DVMRP problems tend to occur when the network administrator fails to have a good
understanding of Cisco PIM-DVMRP interoperability and has misconfigured the router. Most other
DVMRP problems are usually solved by applying a solid knowledge of the DVMRP protocol and Cisco
DVMRP interactions to the analysis of debug ip dvmrp command output.

The sample network shown in Figure 13-33 isthe basis for al sample debug output shown in the
following sections. In this example, a Cisco router is connected to a DVMRP router viaa DVMRP
tunnel and istypical of many connections into the DVMRP-based MBone.

Figure 13-33: Sample Network for Debug Tips
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The Cisco router configuration for this tunnel is shown in Example 13-7.
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Example 13-7: VMRP Tunnel Configuration for Figure 13-33

pi m dvnr p- gw.

i nterface tunnel O

I p unnunbered et hernetO

I p pi mdense- node

tunnel node dvnrp

tunnel source ethernetO

tunnel destination 135.1.22.98

i nterface ethernetO

| p address 135.1.3.102
255. 255. 255. 0

I p pi mdense- node

i nterface ethernetl

| p address 135.1.2.102
255. 255. 255. 0

I p pi mdense- node

Y ou may wish to refer to Example 13-7 and the diagram shown in Figure 13-33 while reading the
following sections.

Verifying DVMRP Tunnel Status
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Thefirst thing to check for is proper connectivity between the Cisco router and the DVMRP router.
Because atunnel is being used, severa hops may exist between the routers, which makes checking
connectivity alittle more difficult.

The most obvious step in checking connectivity would be to use a show interface command to check the
status of the DVMRP tunnel. The output of this command is shown in Example 13-8.

Example 13-8: Output for show interface of DVMRP Tunnel

pi m dvnr p-gw> show i nterface tunnel O

Tunnel O is up, line protocol is up

Hardware i s Tunnel

Interface i s unnunbered. Using address of EthernetO (135.1.3.102)

MIU 1500 bytes, BW9 Kbit, DLY 500000 usec, rely 255/255, |oad
1/ 255

Encapsul ati on TUNNEL, | oopback not set, keepalive set (10 sec)

Tunnel source 135.1.3.102 (Ethernet0), destination 135.1.22.98

Tunnel protocol/transport |IP/IP (DVVMRP), key disabl ed, sequencing
di sabl ed

Checksumm ng of packets disabled, fast tunneling enabl ed

Last input 00:00: 05, output 00:00:08, output hang never

Last clearing of "show interface" counters never

| nput queue: 0/75/0 (size/max/drops); Total output drops: O
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Notice that the tunnel interface is up and the line protocol is also up. If the output of this command did
not show both elements in the up status, then further investigation would be necessary. For example, a
unicast routing problem might exist between the Cisco and the DVMRP router. Otherwise, the physical
interface over which the tunnel flows might have a problem that must be corrected.

Typically, the output of a show interface command on the tunnel resultsin an up status on both the
interface and the protocol. However, up does not necessarily mean that bidirectional DVMRP control
traffic flow over the tunnel has been established. The best way to check is by issuing the mrinfo
command on both the Cisco and the DVMRP routers to determine whether each side sees the other
through the tunnel.

Example 13-9 shows the output of an mrinfo command issued on the Cisco router.

Example 13-9: Output for mrinfo

pi m dvnr p-gw>nrinfo

135.1.3.102 [version cisco 11.2] [flags: PMA:

135.1.3.102 -> 0.0.0.0 [1/0/ pi m querier/|eaf]

135.1.2.102 -> 135.1.2.2 [1/0/ pi ml queri er]

135.1.2.102 -> 135.1.2.3 [1/0/ pi ml queri er]

135.1.3.102 -> 135.1.22.98 [1/0/tunnel/
queri er]

The last line of this output shows the tunnel status aslisted in Table 13-1.

Table 13-1: Description of mrinfo Output Line
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135.1.3.102 -> 135.1.22.98 | Thetunnel from the Cisco router (135.1.3.102) to the DVMRP
router (135.1.22.98)

[1/0/tunnel/querier] Interface status information as follows:
1---Tunnel metric (1 hop).

0---TTL Threshold (none).
tunnel---Indicates atunnel interface.

guerier---Therouter isthe IGMP querier.

The important thing to notice is the absence of the keyword down from the interface status field. (If the
tunnel where down, it would be indicated by a down keyword in thisfield.) Thisfield shows that the
tunnel is operational from the Cisco end.

Next, you need to perform the same operation from the DVMRP router end. However, it is not necessary
to actually log on to the DVMRP router to obtain mrinfo output. Instead, the Cisco router can be
instructed to obtain this information from the DVMRP router by specifying the IP address of the
DVMRRP router in the mrinfo command as shown in Example 13-10.

Example 13-10: Output for mrinfo with DVMRP Router Address

pi mdvnr p-gw>nrinfo 135.1.22.98

135.1.22.98 [version nrouted 3.8] [fl ags:
GPM :

172.21.32.98 -> 172.21.32.191 [1/1]

172.21.32.98 -> 172.21.32.1 [1/1]
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135.1.22.98 -> 135.1.22.102 [1/ 1/ queri er]

135.1.22.98 -> 135.1.3.102 [1/1/tunnel]

Notice that the last line of this output shows the status of the tunnel but this time from the DVMRP
router's perspective. Because the down keyword is not shown, the tunnel isup in this direction as well.
Therefore, thereisfull tunnel connectivity.

Verifying DVMRP Route Exchanges

When full tunnel connectivity has been established, it isimportant to check whether the correct DVMRP
routes are being exchanged between the Cisco and the DVMRP routers. The quickest way to determine
whether DVMRP routes are being received from the DVMRP router is to use the show ip dvmrp route
command, as shown in Example 13-11.

Example 13-11: Output for show ip dvmrp route

pi mdvnr p-gw# show i p dvnrp route

DVMRP Routing Table - 8 entries

130.1.0.0/16 [0/3] uptime 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

135.1.0.0/16 [0/ 3] wuptine 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

135.1.22.0/24 [0/2] uptinme 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM
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171.69.0.0/16 [0/ 3] uptinme 00:19:03, expires 00:02:13

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

172.21.27.0/24 [0/ 3] uptinme 00:19: 04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

172.21.32.0/24 [0/ 2] uptinme 00:19: 04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [fl ags:
GPM

172.21.33.0/24 [0/ 3] uptinme 00:19: 04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [flags:
GPM

172.21.120.0/24 [0/ 3] uptime 00:19:04, expires 00:02:12

via 135.1.22.98, Tunnel O, [version nrouted 3.8] [flags:
GPM

This output shows that the Cisco router is receiving eight DVMRP routes from the DVMRP router. This
list of routes should be compared to what the network administrator expects to be receiving from the
DVMRP network.

Taking things a step further, the network administrator can watch the exchange of DVMRP routes
between the Cisco and the DVMRP routers by using the debug ip dvmrp command as shown in
Example 13-12.

Example 13-12: Output for debug ip dvmrp
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pi m dvnr p- gw# debug ip dvnrp

DVMRP debugging is on

pi m dvnr p- gw#

DVMRP: Aging routes, O entries expired

DVMRP: Recei ved Probe on Tunnel O from 135.1.22. 98

DVMRP: Bui l ding Report for Tunnel 0 224.0.0.4

DVMRP: Send Report on Tunnel O to 135.1.22.98

DVMRP: 2 unicast, 8 DVMRP routes advertised

DVMRP: Aging routes, O entries expired

DVMRP: Recei ved Probe on Tunnel O from 135.1.22. 98

DVMRP: Recei ved Report on Tunnel O from
135.1.22.98

This debug output is extremely useful not only for verifying DVMRP route exchange but also for
normal DVMRP protocol operation. Notice that the debug output also includes information on DVMRP
Probes received and route aging.

In this case, the important information about the route exchange is highlighted and shows a DVMRP
Route Report being built and sent on Tunnel0 and that 2 unicast and 8 DVM RP routes were advertised.
Thus, the network administrator knows that two routes were taken from the Cisco's unicast route table
and advertised and that eight routes were taken from the DVMRP route table and advertised in the

DV MRP Route Report.

Unfortunately, exactly which routes were advertised in the route report cannot be identified. To see this
information in the debug output, it is necessary to use the debug ip dvmrp detail command.
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The use of the debug ip dmvrp route detail command can result in so much output that it can effect the
Cisco router's performance. Care should be taken when this command is used, particularly if the network
administrator suspects that alarge number of routes are being exchanged.

Example 13-13 is a sample of the debug output obtained from the sample network with the debug ip
dvmrp detail command.

Example 13-13: Output for debug ip dvmrp detail

pi m dvnr p- gw# debug ip dvnrp detail

DVMRP debugging is on

DVMRP: Bui l ding Report for Tunnel 0 224.0.0.4

DVMRP: Report 130.1.0.0/16, netric 35, from DVMRP table

DVMRP: Report 135.1.0.0/16, netric 35, from DVMRP table

DVMRP: Report 135.1.22.0/24, metric 34, from DVMRP tabl e

DVMRP: Report 171.69.0.0/16, nmetric 35, from DVMRP table

DVMRP: Report 172.21.27.0/24, metric 35, from DVVMRP table

DVMRP: Report 172.21.32.0/24, metric 34, from DVMRP table

DVMRP: Report 172.21.33.0/24, metric 35, from DVMRP table

DVMRP: Report 172.21.120.0/24, netric 35, from DVMRP
tabl e

DVMRP: Report 135.1.2.0/24, netric 1

DVMRP: Report 135.1.3.0/24, netric 1
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DVMRP: Send Report on Tunnel O to 135.1.22.98

DVMRP: 2 unicast, 8 DVMRP routes adverti sed

In this example, the debug output shows every route being advertised in the DVMRP Route Report by
the Cisco router. Notice that the first eight routes were taken from the DVMRP route table and al have a
metric greater than 32. These routes are the Poison Reverse routes being sent back to the DVMRP router
toinform it that the Cisco router is achild router for sources in these networks in the DVMRP cloud.
This causes the DVMRP router to forward any multicast traffic from these sources over the tunnel to the
Cisco router.

The last two routes in the DVMRP Route Report are the two directly connected networks (135.1.2.0/24
and 135.1.3.0/24) on the Cisco router that are being advertised to the DVMRP router with a metric of 1.

Continuing with the capture of debug output resultsin the output shown in Example 13-14.

Example 13-14: Debug Output

DVVRP: Recei ved Report on Tunnel O from 135. 1. 22. 98

DVVRP: Origin 130.1.0.0/16, netric 2, metric-offset 1, distance O

DVVRP: Origin 135.1.0.0/16, netric 2, metric-offset 1, distance O

DVVRP: Origin 171.69.0.0/16, netric 2, netric-offset 1, distance O

DVVRP: Origin 135.1.2.0/24, metric 34, netric-offset 1, infinity

DVVRP: Origin 135.1.3.0/24, nmetric 34, netric-offset 1, infinity

DVVRP: Origin 135.1.22.0/24, netric 1, netric-offset 1, distance O

DVVRP: Origin 172.21.27.0/24, netric 2, nmetric-offset 1, distance
0
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DVMRP: Origin 172.21.32.0/24, nmetric 1, netric-offset 1, distance
0

DVMRP: Origin 172.21.33.0/24, netric 2, netric-offset 1, distance
0

DVMRP: Origin 172.21.120.0/24, netric 2, metric-offset 1, distance
0

This output shows the incoming DV MRP Route Report that the Cisco router is receiving from the
DVMREP router. Notice the two advertisements near the middle of the output with a metric of 34. These
two advertisements are Poison Reversed routes being sent back by the DVMRP router for the two
directly connected networks that were previously advertised by the Cisco router.

The remaining routes in the preceding debug output are being advertised by the DVMRP router. The last
field on these lines indicates the administrative distance that the Cisco router has assigned to the
DVMRP router. (Notice that the Poison Reverse routes are given an infinity distance so that they are not
used by the multicast forwarding RPF check mechanism.)

At this point, it should be clear that routes are being properly exchanged between the two routers and
that multicast traffic should be able to flow across the tunnel.

Summary

Interconnecting independent multicast domainsis generally a complex task, particularly when dissimilar
multicast routing mechanisms, such as sparse and dense mode protocols, are used. Interfacing PIM
networks to DVMRP networks is no exception to this rule and requires the network administrator to
have a solid understanding of both protocols and how they will interact.

This chapter supplies all the basic information that a network administrator needs to understand the
details of Cisco's DVMRP interoperability features and where they depart from normal DVMRP
functionality. Furthermore, the examples given in this chapter (albeit focused primarily on connecting to
the old DVMRP-based MBone) should prove helpful astemplates for trouble-free PIM-DVMRP
network interconnectivity.
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Over the last few years, Layer 2 LAN switching equipment has gone from an expensive, leading-edge
technology that was deployed only in the backbone of the network to arelatively mature, cost-effective
technology that is now often seen in even the smallest wiring closets. This has led to some rather large
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LAN switching topologies being built where a number of LAN switches are interconnected via high-
speed trunksto form asingle, large, switched subnet.

This chapter explores some of the issues with IP multicasting in these LAN switching topologies and
takes alook at some of the current and proposed methods for dealing with them.

The Flat Earth Society

The success of LAN switching technology has been so great that some vendors have gone so far asto
adopt what is known as the "flat earth" approach to building networks. Members of the Flat Earth
Society tend to preach the sermon of "switches good, routers bad" and encourage moving al routing
functions to the farthest edges of the network while "flattening” the network address space (hence the
name Flat Earth Society). This approach results in a network with hundreds and, in some extreme cases,
thousands of nodesin a single subnet. The rational behind this approach was that by moving to high-
speed, switched LANS, Ethernet collisions were al but eliminated and there was now little or no need
for routing.

Note The "switching good, routing bad" argument has always been a source of amusement to me. Most
of the people who preach this gospel apply the term switching to either Layer 2 or Layer 3 and will
extend this argument by saying, "Layer 3 switching good, routing bad.” This statement seems silly
because routing is simply switching packets in one port and out another based on the Layer 3 destination
address.

Although switched L ANs have made the Ethernet collision problem virtually athing of the past, the flat
earth prophets have failed to consider the effects of broadcast/multicast on these enormoudly flat
networks. Some work has been done to address the scaling of multicasting in the switched-LAN
environment; however, most of this problem is still best solved by the router.

Characteristics of LAN Switches

Asyou are probably aready aware, the differences between a bridge and a switch are basically speed
and number of ports. Like a bridge, a switch forwards an incoming Media Access Control (MAC) frame
by looking up the destination MAC address in aMAC address forwarding table to determine out which
port the frame should be forwarded. For a switch to populate its forwarding table, the switch must learn
the Layer 2 MAC addresses of the stations and the ports to which the stations are connected. The switch
learns by examining the source MAC address of frames sent between stations on the LAN and by noting
on which port this frame arrived. After a station's MAC address and port have been learned, the MAC
address and the port number are stored in the forwarding table.
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When LAN switches first began to appear on the market, the main CPU in the switch performed all
switching tasks. When the CPU received a frame on one port, it would look up the destination MAC
address in the forwarding table and then copy the frame to the specified output port. To speed up the
lookup process, most of these early switches stored the forwarding table in some form of content-
addressable memory (CAM), which allows the MAC address to be used as the pointer to the desired
entry. (Thisforwarding table is generally referred to as the CAM table.)

Asthe demand for better performance in these switches grew, the actual switching-decision logic was
off-loaded from the main CPU and built into a special Switching Engine that could access the CAM
table and switch the frames from input to output port at wire-rate speeds.

Figure 14-1 shows a block diagram of atypical LAN switch that can perform high-speed, wire-rate
switching of MAC frames. Typically, a small microprocessor-based CPU in the switch performs
network management functions and popul ates the CAM table with the stations MAC addresses along
with their associated port numbers. The Layer 2 Switching Engine then uses the information in the CAM
table to make forwarding decisions. This CPU is usually also connected to a port on the Switching

Engine just like any other port in the switch. By populating the CAM table with the MAC address of the
switch itself and associating this entry with the port connecting the CPU, incoming frames addressed to
the switch (such as Simple Network Management Protocol [SNMP] and Telnet) may be switched to the
CPU for processing.

Figure 14-1: Simple LAN Switch Architecture
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To achieve wire-rate switching speeds, most LAN switches employ a Layer 2 Switching Engine based
on special, custom-built application-specific integrated circuits (ASICs). These ASICs can examine the
Layer 2, destination MAC address of aframe, ook up this MAC addressin the CAM table, and switch
the frame to the output port indicated by the CAM table entry. Because the logic in these ASICsis
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implemented in silicon, they are capable of performing this CAM table lookup and Layer 2 switching at
speeds that allow wire-rate forwarding of frames through the LAN switch.

In the example in Figure 14-1, Host 1 is sending a frame addressed to Host 4. The CPU has previously
learned the MA C address and port number of Host 4 and has populated the CAM table with this
information. The Switching Engine then uses this information to switch the frame out Port 5.

Broadcast/Multicast Flooding

If aswitch receives aframe with no matching entry in the CAM table, it has no choice but to flood the
frame out all other ports on the switch in hopes of getting the frame to the destination. Thistypically
happens in the following situations:

. Thedestination MAC address has not yet been learned.
. Thedestination MAC addressis a broadcast or multicast address.

Thefirst situation is not a problem because the switch will eventually add the destination MAC address
into the CAM table upon "hearing" the destination station transmit a frame. From then on, all
transmissions to this station will not be flooded. It is the second of these cases with which to be
concerned.

In the second situation, broadcast frames must always be flooded out all ports (other than the incoming

port) that are in Forwarding state on the switch. By the same token, there is usually no way for a switch
to know on which ports multicast members reside. Therefore, multicast frames must also be flooded out
al portsin the same fashion.

It is this shotgun approach to delivering multicast traffic that the flat-earth network engineers have failed
to take into account in their approach to network design. Given the growing popularity of multicast-
based multimedia applications, networks based on the flat earth theory will suffer as unwanted multicast
traffic is flooded to every point in the network.

(d)
Constraining Multicast Flooding

AsLAN switching technology grew in popularity, attempts were made to place some controls on the
flooding of broadcast/multicast frames. The first was to implement broadcast/multicast rate limiting. The
idea was to enforce some configurable limit to the amount of bandwidth that broadcast/multicast traffic
could consume before frames would be discarded. Asit turns out, rate limiting isareally bad idea as the
arbitrary dropping of certain types of broadcast frames can result in network instability that in some
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cases can be bad enough to melt down the network.

For example, bridge protocol data units (BPDUSs) are multicast to the special All Bridges multicast MAC
address. If enough of these BPDUs are discarded, the network can suffer instabilities as the spanning
tree algorithm constantly attempts to converge. As the spanning tree algorithm in the switchestriesto
converge, more BPDUs may be lost, leading to a network meltdown. Open Shortest Path First (OSPF)
Hello messages are another good example of acritical frame that is multicast to the All OSPF Routers
multicast MAC address. If enough of these frames are discarded because of broadcast/multicast rate
limiting, OSPF adjacencies may be lost, which can result in Layer 3 network instability. (My personal
motto is: "Just say no to MAC Layer broadcast/multicast rate limiting.")

The second, saner approach isto extend the CAM table format to allow alist of port numbersto be
associated with aMAC address. This approach permits a network administrator to manually enter a
MAC layer multicast address into the switch's CAM table along with alist of ports. Now, when the
switch receives multicast frames that match this address, the flooding of these framesis constrained to
only those ports listed in the CAM table entry. This approach initially worked fine for somewhat static
multicast groups, such asthe All OSPF Router group, where the members of the group could be
configured ahead of time and were not likely to change. Unfortunately, the manual configuration method
does not lend itself to dynamic multicast groups, asisthe case in IP multicast. Clearly, some other
approach was needed to constrain multicast flooding in traditional LAN switch environments.

To date, three methods have been defined to address this problem:
. IGMP Snooping
« Cisco Group Management Protocol (CGMP)
. |EEE's Generic Attribute Resolution Protocol (GARP) (defined in IEEE 802.1p)

Of these three methods, only the first two have seen wide-scale deployment and are discussed in detail
in the following sections. IEEE's GARP, on the other hand, is aradically new approach that will require
changes to end-station hardware and software to implement.

IGMP Snooping

The most obvious method to constrain the flooding of multicast traffic in LAN switchesis IGMP
Snooping. Just asits name implies, IGMP Snooping requires the LAN switch to snoop on the IGMP
conversation between the host and the router. When the switch hears an IGMP Report from a host for a
particular multicast group, the switch adds the host's port number to the associated multicast CAM table
entry. When the switch hears an IGMP Leave Group message from ahost, it removes the host's port
from the CAM table entry.
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On the surface, this seems like a simple solution to put into practice. However, depending on the
architecture of the switch, implementing |GMP Snooping may be difficult to accomplish without
seriously degrading the performance of the switch.

The sections that follow explore the mechanics involved in implementing efficient IGMP Snooping
along with the potential performance impact it has on Layer 2 switches lacking special hardware to
assist with the IGMP Snooping process. Next, several special scenarios such as send-only sources and
the automatic detection and handling of routers by the IGMP Snooping software in the switch are
explored.

(d)Joining a Group Using IGMP Snooping

At first glance, you might expect that the additional load |GMP Snooping placeson aLAN switch
would be minimal. After all, IGMP was designed to minimize its impact on host and router CPU as well
as on network bandwidth, right? However, this true statement doesn't necessarily apply to Layer 2
devices such as LAN switches. The reason that it doesn't apply should become apparent shortly.

Figure 14-2 shows an example of asimple Layer 2-only switch (that is, one lacking special Layer 3
hardware to assist with IGMP Snooping) that is doing IGMP Snooping.

Figure 14-2: Joining a Group with IGMP Snooping---Step 1
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Let'stake alook at what typically happens in the switch when a couple of hosts join a multicast group
and state is set up in the switch's CAM table to constrain multicast flooding.

1. Host 1 desires to join multicast group 224.1.2.3 and, therefore, multicasts an unsolicited IGMP
Membership Report to the group with a MAC destination address of 0x0100.5E01.0203. Because
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initially there are no entriesin the CAM table for this multicast MAC address (see Figure 14-2),
the report isflooded to all ports on the switch (including the internal port connected to the
switch's CPU).

2. When the CPU receives the IGMP Report multicast by Host 1, the CPU uses the information
in the IGMP Report to set up a CAM table entry as shown in Table 14-1 that includes the port
numbers of Host 1, the router, and the switch'sinternal CPU.

Table14-1: CAM Table Entry After Host 1 Joins

Destination Ports
Address

01-00-5E-01-02-03 0,12

Asaresult of this CAM table entry, any future multicast frames addressed to multicast MAC address
0x0100.5E01.0203 will be constrained to Ports 0, 1, and 2 and will not be flooded to the other ports on
the switch. (The switch's CPU must continue to receive these frames because it must watch for other

| GM P messages addressed to this MAC address.)

L et's now assume that Host 4 wants to join the group and sends an unsolicited IGMP Report for the
same group. Figure 14-2 now shows Host 4 joining the group by sending an IGMP Membership Report
for group 224.1.2.3. The switch forwards the IGMP Membership Report to external ports 1 and 2 based
on the CAM table entry shown previously in Table 14-1. (This same CAM table entry can now also be
seenin Figure 14-3.)

Figure 14-3: Joining a Group with |GM P Snooping---Step 2
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Because the CPU in the switch aso received the IGMP Membership Report, it adds the port on which
the report was heard (in this case, Port 5) to the CAM table entry for MAC address 0x0100.5E01.0203.
Thisresultsin the CAM table shown in Table 14-2.

Table 14-2: CAM Table Entry After Host 4 Joins

Destination Ports
Address

01-00-5E-01-02-03 0,125

At this point, any multicast traffic sent with a destination MAC address of 0x0100.5E01.0203 (which
corresponds to multicast group 224.1.2.3) will be constrained to only Host 1, Host 4, the router, and the
internal CPU. It would certainly seem that this takes care of the steps necessary to cover the join process
in IGMP Snooping. However, a potentially serious problem with switches that use this sort of Layer 2-
only mechanism is explained in the next section.

Performance Impact of IGMP Snooping

Remember that the CAM table entry shown in Table 14-2 included Port O inits port list. This port is
included so that the Switching Engine would continue to pass | GM P messages addressed to this group to
the switch'sinternal CPU. (Remember that |GMP Membership Reports are multicast to the target
multicast group.) If thisweren't done, the CPU would not have heard the IGMP Report from Host 4
when it tried to join the group. Therefore, to continue to receive any future IGMP Reports, the Switching
Engine was instructed to send all frames addressed to MAC address 0x0100.5E01.0203 to the internal
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CPU. At this point, you begin to run into performance problems when trying to implement IGMP
Snooping in this manner.

Figure 14-4 now depicts the same LAN switch from the previous example except that Host 1 is how
multicasting a 1.5 Mbps MPEG video stream to the target group, 224.1.2.3. This means that the
multicast MAC address of the video frames being sent by Host 1 are also 0x0100.5E01.0203. Therefore,
the only way for the CPU to intercept any IGMP messagesisfor it to intercept all multicast traffic
addressed to the group!

Figure 14-4: Multicast Traffic Overloading the Switch's CPU
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Obviously, the work load of having the CPU examine every multicast frame passing through the switch
just to find an occasional |GMP packet will usually result in adrastic reduction in overall switch
performance and, in some cases, a catastrophic failure of the switch. Unfortunately, many of today's low-
cost, Layer 2-only LAN switches that implement | GM P Snooping suffer from this problem. The switch
may perform just fine in alimited demo environment but can begin to fail when the buyer putsit into a
production environment. In some cases, this failure takes the form of dropsin both the multicast and
unicast traffic flows through the switch. In other cases, the Switching Engine continues to forward both
the multicast and unicast traffic without any drops, athough the internal CPU begins to drop packets
because it can't keep up with the incoming traffic stream. These drops at the input of the internal CPU
result in missed |GMP packets, which can seriously affect Join and L eave |latencies.

To avoid this problem, it is necessary to redesign the Switching Engine in these LAN switches to use
new ASICs and CAM tablesthat can look deeper into the frame and examine Layer 3 information before
making a switching decision. Given a switch designed in this fashion, the CAM table can be
programmed to only forward frames containing | GM P messages to the CPU for processing.
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Figure 14-5 shows a simplified version of the LAN switch after its Switching Engine has been
redesigned with new ASICsthat are Layer 3 aware. (Too bad it's not redlly this easy to redesign a switch
to be Layer 3 aware. At least it keeps the engineers busy and off the streets.)

Figure 14-5: Layer 3-Awar e Switching Architecture
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Because the switch isnow Layer 3 aware, each entry in the CAM table shown in Figure 14-5 can be
loaded with additional Layer 3 information that further modifies the Switching Engine's behavior. As
you can see, the 1.5-Mbps MPEG video is no longer interrupting the CPU asiit flows through the switch.
The rate of traffic being sent to the CPU is now reduced to only afew frames of IGMP traffic per
second, which the CPU can handle quite easly.

To understand how this process works, |et's examine the two entries that the CPU has loaded into the
CAM table shown in Figure 14-5 in more detail.

. Thefirst entry tells the Switching Engine to send IGMP packets only to the switch's CPU.

. The second entry tells the Switching Engine to send frames addressed to the 0x0100.5E01.0203
multicast MAC address that are not IGMP packets (lGMP ="not IGMP") to the router and the
two hosts that have joined the group.

Thefirst entry means that the CPU is effectively intercepting all IGMP packets and not allowing the
Switch Engine to forward them to the other ports on the switch. This approach allows the CPU to
perform any special processing of IGMP packets necessary and to be in complete control of the IGMP
packets that need to be sent to the other devices connected to the switch. (The reason for this will
become clear later.)
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The process that takes place in the new Layer 3-aware LAN switch when hosts join a group is basically
the same as the process in the ssmple LAN switch example. The key difference is that now the CAM
table entry has been loaded with supplemental Layer 3 information so the Switching Engine does not
forward multicast data to the CPU. (I'm actually over--simplifying the process here, but this description
should enable you to understand the basic mechanismsinvolved.)

L et's continue the IGM P Snooping discussion, again assuming that Hosts 1 and 4 are group members as
shown in Figure 14-5. (The remainder of this section on IGMP Snooping assumes that the switch makes
use of this sort of Layer 3-aware architecture.)

Leaving a Group with IGMP Snooping

Now, assume that Host 1 leaves the group. The departure of Host 1 causes the following sequence of
events to occur:

1. Host 1 signalsthat it is leaving the group by multicasting a Leave Group message to the All
Routers multicast group, 224.0.0.2 (MAC address 0x0100.5E00.0002) as shown in Figure 14-6.
Thefirst CAM table entry shown in Figure 14-6 causes this message to be intercepted by the
switch's CPU and not be forwarded to any other ports.

Note The IGMP Leave Group message is the only message that a host transmits that is not
multicast to the target group address. In this one case, a simple Layer 2-only switch can safely
employ a CAM table entry that intercepts these | GM P messages because only IGMP Group

L eave messages are multicast to the 0x0100.5E00.0002 MAC address. Unfortunately, this doesn't
help the switch capture the other 99.99% of host-initiated |GM P messages: the IGMP
Membership Reports.

Figure 14-6: IGMP Snooping: Leaving a Group---Step 1
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2. The CPU in the switch responds to the Leave Group message by sending an IGMP General
Query back out Port 2 (see Figure 14-7) to see whether there are any other hosts that are members
of this group on the port. (This could occur when multiple hosts are connected to the switch port

viaahub.)

Figure 14-7: IGMP Snooping: Leaving a Group---Step 2
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3. If another IGMP Report isreceived from a host connected to Port 2, then the CPU quietly
discards the original Leave Group message from Host 1. If, on the other hand, no IGMP Report is
received on this port, (which is the case here), then the CPU deletes the port from the CAM table
entry (see the resulting CAM table entry in Figure 14-8). Because other nonrouter ports are still

in the CAM table entry, no message is sent to the router.

Figure 14-8: IGMP Snooping: L eaving the Group---Step 3
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4. Now, let's assume that Host 4 |eaves the group and sends an IGMP Leave Group message.
Once again, the Leave Group message is intercepted by the switch's CPU, as shown in Figure 14-
8.

5. The CPU responds to this Leave Group message by sending another General Query back out
Port 5 (see Figure 14-9) to see whether there are any other hosts that are members of this group
on the port.

Figure 14-9: IGMP Snooping: Leaving the Group---Step 4
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6. Because there are no other hosts on this port in the example, no IGMP Report for thisgroup is
received and the switch deletes this port from the CAM table entry. Because this port was the last
nonrouter port for the CAM table entry for 0x0100.5E01.0203, the switch's CPU deletes the
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CAM table entries for this group and forwards the IGMP Leave Group message to the router for
normal processing. (See Figure 14-10.)

Figure 14-10: IGMP Snooping: Leaving the Group---Step 5
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Maintaining the Group with IGMP Snooping

Obviousdly, the Leave process described in the preceding section assumes that all IGMPv2 hosts aways
send a L eave Group message when they leave the group. Unfortunately, however, RFC 2236 says that a
host may always send a Group L eave message (not must, as maybe the RFC should have said) when it
|eaves the group. Because of this minor oversight, you can't always count on receiving a Leave Group
message when a host leaves. Furthermore, the host may be running IGMPv1 (which doesn't use Group
L eave messages) or the Leave Group message may be lost because of congestion in the switch. Thus, in
aworst-case scenario, you must fall back to the group/port state maintenance procedure, using the
General Query/Report mechanism to detect when a host has left the group (either because of alost

L eave Group message or because an IGMPv1 host just leaves the group quietly).

Assume that Hosts 1 and 4 have again previously joined multicast group 224.1.2.3, which resultsin the
CAM table entries shown in Figure 14-11 that depicts the group/port membership state mai ntenance
procedure in action.

Figure 14-11: Maintaining a Group with IGMP Snooping---Step 1
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1. Router A periodically multicasts a General Query to the All Hosts group, 224.0.0.1 (MAC
address 0x0100.5E00.0001). The switch's CPU intercepts the General Query and retransmits it
out all ports on the switch. (See Figure 14-11.)

2. Each host that is a member of the group (in this case, Hosts 1 and 4) sends an IGMP Report in
response to the General Query. (See Figure 14-12.) Notice that because the switch's CPU is
intercepting al |GMP messages, the hosts do not hear each other's IGMP Report. This effectively
overrides the host's report suppression mechanism, forcing each to send an IGMP Report. Thisis
necessary so that the switch's CPU receives an IGMP Report on every port where thereisa
member of the group so it will maintain those portsin the port list.

Figure 14-12: Maintaining a Group with IGM P Snooping---Step 2
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3. To keep the IGMP Group Membership State alive in the router, the LAN switch must forward
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either one or more (preferably only one) of the IGMP Reports up to Router A.

IGMP Snooping and Send-Only Sources

Multicast sources are not required to join the multicast group to which they are sending and, therefore,
do not need to send IGMP Membership Reports. This poses a problem for LAN switches that depend on
|GMP Snooping to constrain multicast traffic flooding.

Consider the situation shown in Figure 14-13, where Host 1 is a send-only source that has just started
sending a 1.5 Mbps MPEG video stream to multicast group 224.1.2.3 without sending an IGMP
Membership Report to the group. Let's aso assume that none of the hosts on the switch have joined this
multicast group.

Figure 14-13: IGM P Snooping and Send-Only Sour ces---Step 1
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Handling this situation can be a problem for low-cost switches. To detect this situation, the CPU must
indiscriminately listen to all multicast frames flowing through the switch. Switches that do not have
either sufficient CPU horsepower or the assistance of special hardware ASICs to help reduce the
workload on the CPU can suffer drastic performance degradation trying to handle this situation. In many
cases, the switch designers simply opt to allow send-only sources to continue to be flooded to al portsin
the switch until some host connected to the switch sends an IGMP Membership Report for the group.

The hypothetical Layer 3-aware switch in the example, on the other hand, immediately detects this
unconstrained flow of multicast traffic and responds by updating the CAM table with entries, as shown
in Figure 14-14, that will constrain this source-only multicast flow to only the router ports. (The way this
step is accomplished depends on how the Layer 3 ASICsin the switch are implemented.)
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Figure 14-14: IGM P Snooping and Send-Only Sour ces---Step 2
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Detecting Routers with IGMP Snooping

Y ou may have noticed in the previous examples that the port connected to Router A was automatically
added to the port list in the CAM table entry for the 0x0100.5E01.0203. The reason is that routers must
indiscriminately receive all multicast traffic for al groups. This raises an interesting question (which |
hope you already noticed): How did the LAN switch know to include Port 1 in the port list of CAM
table entry 0x0100.5E01.0203?

One obvious answer is that the switch "overheard" a previous IGMP General Query from Router A and
remembers that a router is connected to this port. Presumably, if the port ever transitions to a down state
or if the LAN switch failsto hear General Queries on this port after some timeout period, the switch
makes the assumption that a router is no longer attached to this port. Unfortunately, these techniques are
insufficiently robust to handle all cases.

For example, let's assume that there is more than one router connected to switch. Because only one
router may function as the IGMP Querier, the remaining routers connected to the switch will not be
sending General Queriesin deference to the elected IGMP Querier. In this case, the switch will not be
able to detect that other routers are connected to the switch.

The better approach is not only to listen to IGMP Queries to detect routers but also to listen for any
special routing protocol packets that can be easily detected to tip off the switch that arouter is
connected. On Cisco switches that implement |GM P Snooping, this includes packets such as OSPF
PIMv1 and PIMv2 Hellos, DVMRP Probes, IGMP Queries, CGMP self-joins, and Hot Standby Router
Protocol (HSRP) messages that are sent by routers periodically.

file:/IIV [ %20C1 SCO%20PRESS%20]/Ciscopress-Devel oping.I p.Multicast. Networks/di 10ch14.htm (17 of 32)09/12/2003 01:12:09



Multicast over Campus Networks

IGMP Snooping Summary

Although the examples in the preceding sections may imply that IGMP Snooping is relatively easy to
implement, | should point out that | have presented some of the simplest cases in which only asingle
router isin use on asingle switch with asingle host per port. Things get much more complicated when
multiple multicast routers are used or when multiple hosts are connected to a single switch port viaa
shared hub. Additionally, it is not uncommon to interconnect many LAN switches together via high-
speed trunks to form alarge, LAN switching campus environment, which can complicate the
implementation of IGMP Snooping.

Instead of exhaustively addressing every possible case, | will leave the problem of implementing IGMP
Snooping to cover such situations as an exercise to the reader. Given your newly acquired knowledge of
IGMP, you should be able to formulate a methodology that allows aLAN switch to successfully perform
| GMP Snooping to constrain multicast traffic in these complex LAN switch environments.

On the other hand, if you don't have the ambition to tackle such an exercise, ask your LAN switch
vendor to supply the nitty-gritty details of how they implemented |GMP Snooping. If the vendor won't
supply thisinformation, you may find out the hard way that they have failed to address some of these
more complex situations.

Finally, the performance impact of a LAN switch can suffer dramatically when IGMP Snooping is
implemented without Layer 3-aware ASICs to augment the CPU's processing of IGMP traffic. The
reason isthat virtually all |GMP messages transmitted by the hosts are sent with the same destination
MAC address as the multicast dataitself. The only exceptions are IGMPv2 Group L eave messages,
which are transmitted to the 0x0100.5E00.0002 M A C address (corresponding to the All-Routers
multicast address, 224.0.0.2).

Although many vendors can (and frequently do) demonstrate that |GMP Snooping works on their low-
end LAN switch in alaboratory environment, the wise user will test the LAN switch's IGMP Snooping
under a moderate to high multicast traffic load before buying.

Cisco Group Management Protocol

In early 1996, Dino Farinacci and Alex Tweedly of Cisco Systems recognized the need for an aternative
solution to the problem of multicast flooding (other than IGMP Snooping). Work was underway on the
design of new Layer 3-aware ASICs for the Cisco Catalyst 5000 series switches that would permit
efficient IGMP Snooping to be implemented. However, these ASICs wouldn't be ready for usein the
Catalyst 5000 switch for some time. Furthermore, use of these ASICsin the low-end Catalyst switches
would not be economical, and therefore some other solution was needed to constrain multicast flooding
In these low-cost switches.
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Together, Dino and Alex designed a new, lightweight protocol that would run in both the router and the
Catalyst series of switches and permit Layer 2 group membership information to be communicated from
the router to the switch. Thisinformation could then be used to instantiate multicast membership state in
the CAM table entries to constrain multicast traffic to ports with group members. This new protocol was
called the Cisco Group Management Protocol (CGMP) and is now supported on all Cisco routers and
most LAN switches.

CGMP Messages

CGMP messages are composed of atype code field followed by alist of Group Destination Address
(GDA) and Unicast Source Address (USA) tuples that each identify a host and the group that the host
just joined or left.

All CGMP messages are MAC layer multicast to the well-known CGMP multicast MAC address
0x0100.0cdd.dddd. All CGMP-enabled switches listen to this well-known multicast MAC address to
receive CGM P messages. Using a multicast MAC address to communicate CGM P messages has the
added benefit that they are flooded out all switch ports by default, whether the switch isa CGMP-
enabled switch or not. This permits CGM P messages to travel across all interswitch links throughout the
entire Layer 2 switching domain and reach all CGM P-enabled switches, even if there are non-CGMP
switches in the middle the network.

Because LAN switches operate at Layer 2 and hence understand only MAC addresses, the GDA and the
USA fields both contain 48-bit IEEE MAC addresses. The GDA field contains the | P multicast group
address trandlated into its MAC address equivaent (for example, IP multicast group 239.255.1.2 would
appear as 0x0100.5e7f.0102), and the USA field contains the MAC level unicast address of the host that
sent the original IGMP Report message.

The host MAC address information in the USA field of a CGMP message is used by the CGMP switch
to look up the port number associated with the host. Using this port information, the CGMP switch
either adds or removes this port to/from the CAM table entry associated with the multicast MAC address
in the GDA field.

Table 14-3 lists the various CGMP messages. The first two messages allow the router to inform CGMP
switches when a host joins or leaves a group.

In addition to being able to inform the CGMP switch when a host joins or leaves a multicast group, the
router uses CGMP messages to tell the switch to perform other special CGMP functions. Special values
in the GDA and USA fields, shown in Table 14-3, communicate these specia functions.

Table 14-3: CGMP Messages
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GDA USA Join/ Meaning

L eave
Mcst MAC | Client MAC Join Add port to group
Mcst MAC | Client MAC Leave Delete port from group
00000000 Router MAC | Join Assign router port
00000000 Router MAC | Leave Deassign router port
Mcst MAC | 00000000 Leave Delete group
00000000 00000000 Leave Delete all groups

The third and fourth messages in Table 14-3, Assign/Deassign Router Port, (signified by a zero GDA
field and a nonzero USA field) are particularly important. These CGMP messages allow the router to
inform CGMP switches that the station whose MAC address appearsin the USA field isarouter and to
either set (viaaJoin message) or clear (viaa L eave message) the associated port as a router port. The
LAN switch needs to know which ports have routers connected. It must include these ports in every
multicast CAM table entry that is created so that the routers receive al multicast traffic.

The last two Leave messages in Table 14-3, Delete Group and Delete All Groups, are used for special
maintenance functions by the router. For example, the Cisco router interface command

clear ip cgmp <interface>

causes the router to send the Delete All Groups message to the switch, which removes all multicast
CAM table entries from the switch. The normal IGMP Query mechanism causes the switch to relearn
the multicast group membership state and to repopulate its multicast CAM table through normal CGMP
operation.
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Joining a Group with CGMP

The basic concept of CGMP is shown in Figure 14-15. When a host joins a multicast group (as shownin
part A of Figure 14-15), it multicasts an unsolicited IGMP Membership Report message to the target
group (224.1.2.3, in this example). The IGMP Report is passed through the switch to the router for
normal |GMP processing. The router (which must have CGMP enabled on thisinterface) receives this
IGMP Report and, in addition to setting up its internal IGMP state for the group, translates the IGMP
Report (sometimes loosely referred to as an IGMP Join) into a CGMP Join message.

Figure 14-15: Basic CGMP Operation
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The router accomplishes the trandlation from IGMP Report to CGMP Join in the follow steps:

1. Copy the destination MAC address, 0x0100.5e01.0203, (which corresponds to | P multicast
group 224.1.2.3) from the IGMP Report message into the GDA field of the CGMP Join message.

2. Copy the source MAC address, 0x0080.c7a2.1093, (which is the unicast MAC address of the
host that isjoining the group) from the IGMP Report into the USA field of the CGMP Join.

Now that the CGMP Join message has been constructed, the router sends the message to the CGM P-
enabled switch (Part B of Figure 14-15) viathe 0x0100.0cdd.dddd well-known CGMP multicast MAC
address.

When the CGM P-enabled switch receives the CGMP Join message, it performs the following steps:

1. Searchesthe CAM table for an entry for the multicast group specified in the GDA field of the
CGMP Join message.

2. 1f aCAM table entry for this group is not found, the switch creates the entry and adds all router
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ports to the newly created CAM table entry's port list. (The entry is created so that all routers
connected to the switch can receive multicasts addressed to this group.)

3. Searches the CAM table for the entry that matches the unicast MAC address specified in the
USA field of the CGMP Join message. Copies the port number from this CAM table entry (the
port connected to the Host) to the multicast CAM table entry found/created in the previous steps.

The preceding process results in amulticast CAM table entry, shown in Example 14-1, which is set up
in the Cisco Catalyst switch, shown in Figure 14-15.

Example 14-1: CAM Table Entry for Cisco Catalyst Switch

cat 5000 (enable) show cam static

VLAN Dest MAC/ Route Des Destination Ports or VCs

1 01-00-5e-01-02-03* 1/1,5/1

Maintaining the Group with CGMP

Maintaining group membership state in the switch is much easier with CGMP than with IGMP
Snooping. Individual ports are removed from the CAM table entry only as aresult of receiving a Delete
Port message from the router. The CAM table entry expiration timer is reset each time a CGMP Join
message is received for the group, which occurs every time the router sends out the General Query.

However, there are other times when the switch deletes the CAM table entry and the group membership
state must be relearned. Multicast CAM table entries are deleted in the following circumstances:

. Whenever the VLAN spanning tree topology changes. (This change can occur when a port on the
VLAN transitions from the Learning state to the Forwarding state.)

. When the router sends a Delete Group or Delete All Group message.
. When aline card in the switch is removed/inserted.

Whenever the multicast CAM table entries are deleted, the switch automatically relearns the group/port
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membership state through the normal IGMP General Query mechanism. During this relearning period,
hosts send IGMP Reportsin response to IGMP General Queries from the router. These reports, in turn,
are trandlated into CGMP Joins by the router, which causes the switch to repopulate the entriesin its
CAM table. (The entire relearning process takes from 1 to 1.5 IGMP Query intervals to complete.)

Note VLAN spanning tree topology changes occur whenever a port on the switch transitions from the
L