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ARCH

Course Introduction

Overview

Given enterprise business and technical requirements and constraints, you will learn how to
perform the conceptual and intermediate design of a network infrastructure that supports
desired network solutions over intelligent network services, to achieve effective performance,
scalability, and availability.

You will learn the fundamental aspects of campus and edge network design, network
management, high availability, security, quality of service (QoS), and IP multicast.

In addition, you will be able to design solutions for the network that are strategic to small,
medium, and large enterprises, including virtual private networking, wireless, IP telephony,
content networking, and storage networking.



Outline

The Course Introduction includes these topics:
m  Overview

m  Course Objectives

m  This Course and the Design Process
m  Cisco’s Certification Track

m  Learner Skills and Knowledge

m Learner Responsibilities

m  General Administration

®  Course Roadmap

m Icons and Symbols

m Learner Introductions

m  Case Study and Simulations

m  Course Evaluations
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Course Objectives

This topic lists the course objectives.

Course Objectives
| T T T Cisco.com

Upon completing this course, you will be able to:

* Present the Cisco AVVID framework, its segmentation of
the network infrastructure, as well as intelligent network
services to support key enterprise network applications
and network solutions

* Design enterprise campus and enterprise edge network
infrastructures for effective functionality, performance,
scalability, and availability, given specified enterprise
network needs

- Design security, network management, QoS, high
availability, and IP multicast intelligent network services
for performance, scalability, and availability, given
specified enterprise network needs

Course Objectives (Cont.)
T T Cieco com

- Design enterprise solutions for virtual private networks,
wireless networks, IP telephony, content networking, and
storage networking, given enterprise network needs

* Present enterprise network designs for small, medium,
and large enterprises, showing how the design meets
enterprise needs for effective performance, scalability,
and availability

Copyright © 2003, Cisco Systems, Inc. Course Introduction



Upon completing this course, you will be able to:

Present the Cisco Architecture for Voice, Video and Integrated Data (AVVID) framework,
its segmentation of the network infrastructure, as well as intelligent network services to
support key enterprise network applications and network solutions

Design enterprise campus and enterprise edge network infrastructures for effective
functionality, performance, scalability, and availability, given specified enterprise network
needs

Design security, network management, QoS, high availability, and IP multicast intelligent
network services for performance, scalability, and availability, given specified enterprise
network needs

Design enterprise solutions for virtual private networks, wireless networks, IP telephony,
content networking, and storage networking, given enterprise network needs

Present enterprise network designs for small, medium, and large enterprises, showing how
the design meets enterprise needs for effective performance, scalability, and availability

Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



This Course and the Design Process

This topic describes the role of this course as it relates to developing a network design.

Project Eeasibility,
Phase
DESIgNING

This Course and the Design Process

Conceptual Design
(Technology and Topology
Choices)

Cisco.com

GISCOINEIWOTK:
SETVICE
AYCHITECTUTES

(ARGH) . .
Intermediate Design

Vendor: Selection (Technology, Topology,

Phase and Options Choices)

Implementation Detailed Design
(Specific Information to

Phase Install, Configure, and Test)

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—5

A conceptual design is an outline description of a network solution, or a selection of network
solutions, that an enterprise would plan to eventually engineer, implement, and test. The
conceptual design is generally undertaken to establish the most suitable network architecture (a
combination of the technology and topology) from a number of options.

An intermediate design is a description of a network solution, or a choice of network solutions,
that an enterprise is proposing during the vendor selection phase of a project. The intermediate
design is often developed through discussions with enterprise users, information technology
personnel, and vendors. It may include costs.

A detailed design is a description of a network solution, which is to be implemented directly. It
represents the final stage of diagrams and documentation before physical installation and
configuration of the network solution. The detailed design describes everything necessary for
an enterprise to order, stage, install, and physically configure network equipment.

This course, Designing Cisco Network Service Architectures, focuses on the conceptual and
intermediate design phases of a project.

Copyright © 2003, Cisco Systems, Inc.
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Cisco’s Certification Track

This topic lists the certification requirements of this course.

Cisco Certifications
0 Crscocom

Cisco Certifications

www.cisco.com/go/certifications

©2003, Cisco Systems, Inc. All rights reserved. ARCH v1.1—6

This education offering is a Cisco certified professional-level course. This course (Designing
Cisco Network Service Architectures) is the recommended method of preparation for the Cisco
CCDP® exam. The CCDP certification indicates a professional mastery of network design.

This course enables learners, applying solid Cisco network solution models and best design
practices, to provide viable, stable enterprise internetworking solutions. The course presents
concepts and examples necessary to design enterprise campus and edge networks. Advanced
network infrastructure technologies such as Virtual Private Networks (VPNs) and wireless
communications are also covered.

The course covers issues and considerations for fundamental intelligent network services
including security, network management, QoS, high availability, and bandwidth use
optimization through IP multicasting, as well as design models for network solutions such as
voice networking and content and storage networking.

The CCDP exam is the final step necessary to achieve the status of Cisco CCDP, following the
Cisco CCNA® and CCDA® exams. It affirms possession of some of the skills needed to achieve
the status of Cisco CCIE®.

6 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Learner Skills and Knowledge

This topic lists the course prerequisites.

Prerequisite Learner Skills
and Knowledge

(I Cisco.com
CCNA .
¢ . CCNA Basics
Certifisadon Interconnecting Cisco
q . Network Devices (ICND)
coilp Cemﬁcatlon Building Scalable Cisco Internetworks
or:Gompletion of: (BSCI)
Polutod Codrgss Building Cisco Multilayer Switched
Designing for, Cisco o Networks (BCMSN)
Internetwork Building Cisco Remote Access Networks
Solutions)(DESCN) : (BCRAN) :
Cisco Internetwork Troubleshooting (CIT)

IP Telephony:
Quality of Service

Security:
Jechnologies

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—7

Before taking Designing Cisco Network Service Architectures, learners should be familiar with
internetworking technologies, Cisco products, and Cisco IOS features. Specifically, before
attending this course learners should be able to:

m  Design the necessary services to extend IP addresses using variable-length subnet masking
(VLSM) and route summarization

®  Implement appropriate networking routing protocols, such as Open Shortest Path First
(OSPF), Enhanced Interior Gateway Routing Protocol (EIGRP), and Border Gateway
Protocol (BGP) on an existing internetwork

m  Redistribute routes between different routing protocols

m  Select the required Cisco products and services that enable connectivity and traffic
transport for a multilayer campus network

m  Select the necessary services at each layer of the network to enable all users to obtain
membership in multicast groups in a working enterprise network

m  Control network traffic by implementing the necessary admission policy at each layer of
the network topology, given a working enterprise network

m  Identify the appropriate hardware and software solutions for a given set of WAN
technology requirements, including permanent or dial-up access between a central campus,
branch offices, and telecommuters

m  Select Cisco equipment to establish appropriate WAN connections, given a set of WAN
topologies and specifications

m  Enable protocols and technologies that allow traffic flow between multiple sites, while
minimizing the amount of overhead traffic on each connection

Copyright © 2003, Cisco Systems, Inc. Course Introduction



m  Implement QoS capabilities to ensure that mission-critical applications receive the required
bandwidth within a given WAN topology

m  Implement Cisco Voice over IP and IP telephony solutions

Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Learner Responsibilities

This topic discusses the responsibilities of the learners.

Learner Responsibilities
| T T Cisco.com

*Complete prerequisites
*Introduce yourself
* Ask questions

©2003, Cisco Systems, Inc. All rights reserved ARCH v1.1—8

To take full advantage of the information presented in this course, you must have completed the
prerequisite requirements.

In class, you are expected to participate in all lesson exercises and assessments.
In addition, you are encouraged to ask any questions relevant to the course materials.

If you have pertinent information or questions concerning future Cisco product releases and
product features, please discuss these topics during breaks or after class. The instructor will
answer your questions or direct you to an appropriate information source.

Copyright © 2003, Cisco Systems, Inc. Course Introduction 9



General Administration

This topic lists the administrative issues for the course.

General Administration

Cisco.com

Class-Related

« Sign-in sheet

* Length and times

- Break and lunch room

Facilities-Related
- Course materials

- Site emergency
procedures

locations * Rest rooms

* Attire

©2003, Cisco Systems, Inc. All rights reserved.

- Telephones/faxes

ARCH v1.1—9

The instructor will discuss the administrative issues noted here so you know exactly what to

expect from the class.

®  Sign-in process

m  Starting and anticipated ending times of each class day
m  Class breaks and lunch facilities

B Appropriate attire during class

B Materials you can expect to receive during class

®  What to do in the event of an emergency

m  Location of the rest rooms

m  How to send and receive telephone and fax messages

10 Designing Cisco Network Service Architectures (ARCH) v1.1
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Course Roadmap

This topic covers the suggested flow of the course materials.

Course Roadmap

DEVA Day 2 Day 3 Day 4

Course D':stignir;(g
Introduction etworl -
Managgment Dezlggmg .
Introducing Cisco Services De5|gn|_ng
Network Service Enterprise
Architectures Wireless
Networks
Designing High- Designing IP
Designing Availability Multicast
Enterprise Campus Services Services
Networks

Lunch

Designing
Enterprise Campus
Networks (cont.)

Designing Designing Virtual D_?Sllgn;]ng IP
Secquty Private Networks elephony
Services Solutions
Designing
Enterprise Edge
Connectivity

©2003, Cisco Systems, Inc. All rights reserved

Cisco.com

Day 5

Designing
Content Networking
Solutions

Designing
Storage Networking
Solutions

ARCH v11—10

The schedule reflects the recommended structure for this course. This structure allows enough
time for the instructor to present the course information and for you to work through the lesson

assessments and exercises. The exact timing of the subject materials and labs depends on the

pace of your specific class.

Copyright © 2003, Cisco Systems, Inc.
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Icons and Symbols

This topic shows the Cisco icons and symbols used in this course.

Cisco Icons and Symbols

Route f
e . Switch W e
Processor
H :;::rll;tsg S— =3 Router with
Cisco 3 Firewall
0 T M Access
harall Multilayer il Server :
S i Gisco
e . = IPITV Server
Cisco
Workgroup Security
E Switch Manager PC
— O | IS N
S e Server =
. —F
[0.0.00090000000,
Intrusion "
; W m P9 Cisco Wireless
E_I g;;:::m | ;) caliManager Connectivity
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Learner Introductions

This is the point in the course where you introduce yourself.

Learner Introductions

*Your name

*Your company

« Skills and knowledge
* Brief history

* Objective

©2003, Cisco Systems, Inc. All rights reserved

Cisco.com

ARCH v11—12

Prepare to share this information:

®  Your name

B Your company

m  [f you have most or all of the prerequisite skills
m A profile of your experience

®  What you would like to learn from this course

Copyright © 2003, Cisco Systems, Inc.
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Case Study and Simulations

The case study and simulations encourage you to use knowledge obtained in the course. The
purpose of the case study and simulations is to provide practical application of the information
you learn in this course.

Case Study and Simulations
T T Ccocom

- Case study and simulation exercises are at the
end of most modules.

» The case study is implemented on an ongoing
basis.

- A final goal for each case study is a paper and
whiteboard solution.

- Simulations provide an additional way to
evaluate possible solutions.

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v11—13

The case study is implemented on an ongoing basis, starting with an initial problem (in the first
module) and later focusing on the topics covered by respective modules. The case study covers
most of the design processes and tasks that you must perform in real-life situations. The case
study will be completed on paper and may be presented using a whiteboard.

The simulations are used to evaluate selected problems. Your instructor will demonstrate the
simulations.

Disclaimers

Network design and architecture is both an art and a science. Some of the design processes are
well established and based on explicit data. The numerous architectural combinations available
to a designer may result in different designs. Each design choice depends on numerous
parameters, such as technical factors and business requirements. In the case study and
associated design tasks, only a few of the possible parameters are given. The result is
appropriate solutions for each task of the case study.

The multiple solutions are not a problem. They reflect the art and science of network design. In
real-world network design, there are few operational networks that are exactly the same.

For each task of the case study, a solution is provided that is associated with assumptions and
reasoning. There is no claim that the provided solution is the best or the only solution. Your
solution may be more appropriate for the assumptions that you made. The provided solution
offers a way to compare and contrast your solution with other possibilities.

14 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Case Study Guidelines
Follow these guidelines as you complete the case study exercises:

1. Use the scenarios, information, and parameters provided at each task of an ongoing case
study. If there are ambiguities, make reasonable assumptions and proceed. For all the tasks,
use the initial customer scenario and build on the solutions you developed so far.

2. You may use any and all documentation, books, white papers, and so on.

3. In each task of the case study, you act as a network design consultant. Make creative
proposals to help the enterprise accomplish its goals. When your ideas differ from the
provided solutions, justify your ideas.

4. Use any design strategies that you feel are appropriate.
5. Use any internetworking technologies that you feel are appropriate.

6. A final goal for each case study is a paper and whiteboard solution. You do not need to
provide the specific product names.

Copyright © 2003, Cisco Systems, Inc. Course Introduction 15



Course Evaluations

Cisco relies on customer feedback to make improvements and guide business decisions. Your
valuable input will help shape future Cisco learning products and program offerings.

Course Evaluations

Ll Cisco.com

Course Evaluations

©2003, Cisco Systems, Inc. All rights reserved. ARCH v14—14

On the first and final days of class, your instructor will provide the following information
needed to fill out the evaluation:

m  Course acronym (printed on student kit side label)
m  Course version number (printed on student kit side label)

m  Cisco Learning Partner ID #

m  Instructor ID #

m  Course ID # (for courses registered in Cisco Learning Locator)

Please use this information to complete a brief (approximately 10 minutes) online evaluation
concerning your instructor and the course materials in the student kit. To access the evaluation,
go to http://www.cisco.com/go/clpevals.

After the completed survey has been submitted, you will be able to access links to a variety of
Cisco resources, including information on the Cisco Career Certification programs and future
Cisco Networkers events.

If you encounter any difficulties accessing the course evaluation URL or submitting your
evaluation, please contact Cisco via email at clpevals_support@external.cisco.com.
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Module 1

Introducing Cisco Network
Service Architectures

Overview

Large enterprises increasingly seek an enterprise-wide infrastructure to serve as a solid
foundation for emerging applications such as IP telephony, content networking, and storage
networking. The Cisco Architecture for Voice, Video and Integrated Data (AVVID)
framework, with its open communications interface, is the basis of Cisco’s enterprise network
architecture. The framework is designed to support the operation of concurrent solutions
operating over a single infrastructure designed, tested, and fully documented with scalability,
performance, and availability that meets end-to-end enterprise requirements.



Module Objectives

Upon completing this module, you will be able to present the Cisco Architecture for Voice,
Video and Integrated Data (AVVID) framework, its segmentation of the network infrastructure,

and intelligent network services to support key enterprise network applications and network
solutions.

Module Objectives

Cisco.com

* Describe the Cisco AVVID framework and
explain how it addresses enterprise network
needs for performance, scalability, and
availability

* Describe the Enterprise Composite Network
Model used to design enterprise networks and
explain how it addresses enterprise network
needs for performance, scalability, and
availability

©2003, Cisco Systems, Inc. Al rights reserved.

Module Outline

The outline lists the components of this module.
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Module Outline
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Cisco.com

* Introducing the Cisco AVVID Framework

* Introducing the Enterprise Composite Network
Model
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Introducing the Cisco AVVID
Framework

Overview

The Cisco AVVID framework provides an enterprise with a foundation that combines IP
connectivity with performance and availability. Layering application solutions, such as voice,
video, or content delivery networks, requires changes to an existing infrastructure. The Cisco
AVVID framework provides effective design principles and practices to plan those changes.
Each enterprise network is different because it is built to accommodate different topologies,
media, and features that the specific enterprises may deploy.

Relevance

Network managers who design and build networks to support converged solutions combining

data, voice, and video must consider the components that allow networks to operate properly.

The Cisco AVVID framework provides an infrastructure on which to offer intelligent services
to support network solutions and business applications.

Objectives

Upon completing this lesson, you will be able to describe the Cisco AVVID framework and
explain how it addresses enterprise network needs for performance, scalability, and availability.
This includes being able to meet these objectives:

B Describe the major components of the Cisco AVVID framework and explain why an
architecture is important for enterprise networks

m  Describe performance concerns when deploying an enterprise network
m  Describe scalability concerns when deploying an enterprise network
m  Describe availability concerns when deploying an enterprise network

B Describe the network infrastructure component of the Cisco AVVID framework, and
explain how it satisfies enterprise requirements for performance, scalability, and
availability



m  Describe the intelligent network services of the Cisco AVVID framework, and explain how
they support enterprise needs for performance, scalability, and availability

m  Describe the Cisco AVVID network solutions offered to address the needs of enterprise
applications

Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
AT Cisco.com

* Overview
« Cisco AVVID Framework

* Primary Concern of Network Deployment:
Performance

* Primary Concern of Network Deployment: Scalability

* Primary Concern of Network Deployment:
Availability

» Cisco AVVID Network Infrastructure

» Cisco AVVID Intelligent Network Services
» Cisco AVVID Network Solutions

* Summary

* Quiz
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Cisco AVVID Framework

Cisco AVVID provides the framework for today’s Internet business solutions. Cisco AVVID is
an enterprise-wide, standards-based network architecture that provides a roadmap for
combining business and technology strategies into a cohesive model. This topic explains why
an architecture is important for enterprise networks and describes the major components of the
Cisco AVVID framework.

Cisco AVVID Framework

[ T T T T Cisco.com

Vertical
Solutions
and Markets

Applications
and Solutions

Network Management

Common Campus :
Natwork p Enterprise

Edge
Infrastructure . .
and Intelligent Service Provider Security

Network Services Edge
L]

High Availability

Quality of Service

16,00

IP Multicast
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A network architecture is a roadmap and guide for ongoing network planning, design, and
implementation. It provides a coherent framework that unifies disparate solutions onto a single
foundation.

The Cisco AVVID framework supports these key components:

m  Common network infrastructure: Includes the hardware and software used to send,
receive, and manage datagrams that are transmitted between end-user devices throughout
the enterprise. It includes the transmission media and devices that control transmission
paths, including private and public transport media. Examples of these devices are routers,
LAN switches, WAN switches, PBXs, and so on.

m  Intelligent network services: Allow the end user to operate in a controlled, secure
environment in which differentiated services are provided. Intelligent network services
essentially add intelligence to the network infrastructure beyond just moving a datagram
between two points. The intelligent network services allow for application awareness.
Intelligent network services include network management, high availability, security,
quality of service (QoS), and IP multicast.
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m  Network solutions: Include the hardware and software that use the network infrastructure
and intelligent network services to their advantage. Network solutions allow enterprises to
make business decisions about the business itself as well as about networks and the
technologies and applications that run on them. Network-based applications enable an
enterprise organization to interact more effectively with customers, suppliers, partners, and
employees. Customer service, commerce, supplier, and internal applications run over the
network infrastructure enabled by intelligent network services. Some examples of network
solutions are IP telephony, content networking, and storage networking, among others.

1-6 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Benefits of Cisco AVVID

T T T T Cisco.com

* Integration

* Intelligence

* Innovation

* Interoperability
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Cisco AVVID offers these benefits:

m  Integration: By leveraging the Cisco AVVID framework and applying the network
intelligence inherent in [P, organizations can enable comprehensive tools to improve
productivity.

m  Intelligence: Traffic prioritization and intelligent networking services maximize network
efficiency for optimized application performance.

®  Innovation: Customers have the ability to adapt quickly in a competitive and changing
business environment.

m  Interoperability: Standards-based hardware and software interfaces allow open
integration, providing organizations with choice and flexibility.

Combining the network infrastructure and services with new applications, Cisco AVVID
accelerates the integration of technology strategy with business activities. Cisco AVVID is an
enabler of Internet business solutions for enterprises via the network infrastructure.
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Primary Concern of Network Deployment:
Performance

While specific devices or applications may promise performance, effective performance is
achieved only by considering and optimizing each component. Only a cohesive, integrated, and
optimized network can ensure the best network performance. This topic describes the
performance concerns when deploying an enterprise network.

Primary Concern of Network
Deployment: Performance
[ T Ci560.com
R
e Never
’
* Responsiveness n
— Important to users i s
+ Throughput .

— Important to oo w0 oo
operational Network Resource Utilization (%)
management ;

- Utilization ¢ Resource

~ Important to executive  § Gongestive

management ;
t

0 50 100

Network Resource Utilization (%)

Performance might be the least understood term in networking. Typically, performance is
defined as throughput and packets per second (pps). These are easy numbers to gauge and
report, but these values relate to a single switch or router and make no sense when measuring
an entire network. For example, one can state that a network should perform at 10,000 pps, but
testing over the network might yield only 5000 pps. What happened? In fact, the network might
consist of 1.536-Mbps (T1) WAN links with traffic shaping enabled, which in turn limits the
packet rate through the entire network. In addition, forwarding traffic at that rate might impact
the processor loads, limiting the overall throughput performance and placing the router at risk
of not having enough resources, either to converge following a failure in the network or to
enable additional features. The point is that there is no one metric for determining performance.
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Instead, gauge network performance by these three metrics:

m  Responsiveness: Indicates how a user or consumer perceives the performance of their
applications. It is affected by link speeds, congestion, and features, and includes device and
protocol responses. This is the most important metric in the network: if an application does
not respond in an acceptable time, it does not matter how fast the network claims to be.
This metric changes based on how an application responds to changes in the network. For
example, many applications use TCP, which slows the transmission rate into the network if
too much congestion or loss is present in the network.

®  Throughput: Specifies the rate of information arriving at, and possibly passing through, a
particular point in a network system. Throughput is closely related to utilization. As
utilization increases, throughput approaches the theoretical maximum until driven to
congestive collapse. Typically, throughput is measured in pps, kbps, Mbps, and Gbps.

m  Utilization: Measures the use of a particular resource over time. The measure is usually
expressed as a percentage, where the usage of a resource is compared with its maximum
operational capacity. Through utilization measures, you can identify congestion (or
potential congestion) throughout the network. You can also identify underutilized
resources.

Utilization is the principle measure to determine how full the network pipes (links) are.
Analyzing CPU, interface, queuing, and other system-related capacity measurements
allows you to determine the extent to which network system resources are being consumed.
High utilization is not necessarily bad. Low utilization may indicate traffic flows in
unexpected places. As lines become overutilized, the effects can become significant.
Overutilization on a link occurs when there is consistently more traffic, which needs to pass
through more of an interface than it can handle. Ultimately, there will be excessive queuing
delays and even packet loss. Sudden jumps in resource utilization can indicate a fault
condition.
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Primary Concern of Network Deployment:
Scalability

A network must be able to scale from where it is today to where it might be in the future. For
example, a network administrator might need to design the WAN to support only 50 branch
offices. However, over a year’s time, 50 more branches might require connectivity. The design,
IP address management, features, and WAN link speeds must all be able to accommodate this
need for added connectivity without massive redesign of the network. This topic describes
scalability concerns when deploying an enterprise network.

Primary Concern of Network

Deployment: Scalability
R Twoo.com

Scalability
Requirements

* Topology

— Support changes
with minimum
reconfiguration

- Addressing * Parallelism is faster.

» Specialization is better.

— Allow route - Hierarchy provides control.
summarization

* Routing protocols

— Accommodate
changes without
massive redesign
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When designing an enterprise network, you should try to implement some basic principles
throughout the network to improve scalability. Specialization of devices and card modules for
specific functions makes it easy to upgrade each device as the network grows. Parallelism in
the network design improves overall network performance. By implementing a hierarchy, you
will achieve more control and manageability of the network.

Specific network scalability concerns include:

m  Topology: Network topology must be such that additions or subtractions to the network do
not cause major reconfigurations, create instability, affect deterministic performance, or
adversely affect availability levels.

B Addressing: Distribution of IP addresses should facilitate route summarization.
Additionally, it should be possible to create new subnets with a minimum impact on the
addressing scheme and router load.

®  Routing protocols: The routing protocol of choice must be able to accommodate additions,
deletions, and changes without a massive redesign.
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Primary Concern of Network Deployment:
Availability

A major concern for network managers is how available the network is and how impervious it
is to network changes. A network that takes ten seconds to converge is clearly superior to one
that takes one minute to converge.

To the user, the network is down regardless of whether an application went down, a router died,
or a piece of fiber was cut. For this reason, availability must be viewed from the user’s
perspective. This topic describes availability concerns when deploying an enterprise network.

Primary Concern of Network

Deployment: Availability
T T T Cisco.com

* Device fault tolerance and redundancy
* Link redundancy

* Protocol resiliency

* Network capacity design
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Key availability issues to address include:

m  Device fault tolerance and redundancy: This is often the first level of availability in the
network. Fault-tolerant devices provide a high level of reliability. Cisco offers options for
redundant supervisor engines and dual power supplies, which provide the first backstop
against a network failure.

®  Link redundancy: Link redundancy is critical in the network, and provides a high level of
reliability in the event of a link failure. However, while some redundancy is good, more
redundancy is not necessarily better.

m  Protocol resiliency: Good design practices indicate how and when to use protocol
redundancy, including load-sharing, convergence speed, and path redundancy handling.

m  Network capacity design: Good design practices consider capacity planning. How much
traffic can a connection handle in the worst-case scenario? Network designers must
ascertain whether a link can handle twice the traffic when a redundant link fails.
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Cisco AVVID Network Infrastructure

The Cisco AVVID framework consists of several building blocks that deliver solutions to
accelerate the enterprise. The network infrastructure components include clients and servers,
network platforms, and intelligent network services. This topic describes the network
infrastructure component of the Cisco AVVID framework, and explains how it meets enterprise
needs for performance, scalability, and availability.

Cisco AVVID Network Infrastructure

Components
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The Cisco AVVID network infrastructure consists of these hardware components:

m  Clients and application servers: Network clients include workstations (both fixed and
portable), IP phones, and wireless devices. Application servers provide services to clients,
and may be located in a data center or other easily accessible network location.

m  Network platforms: The network platforms comprise routers, gateways, switches, servers,
firewalls, and other devices. This component of the architecture provides the basis for a
complete networking solution.

m Intelligent network services: Intelligent network services include the platforms, network
services, appliances, and management that allow business rules and policies to positively
affect network performance.

The Cisco AVVID network infrastructure solution provides an enterprise foundation that
combines IP connectivity with high performance and availability. Although layering
application solutions such as voice, video, or content delivery networks require changes to the
network infrastructure, this infrastructure provides a basis for good design principles and
practices.
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Each network is different because it is built to accommodate different topologies (mesh or hub-
and-spoke), WAN technologies (such as Frame Relay, ATM, or PPP), and networks (LAN,
WAN, or metropolitan-area network [MAN]) that enterprises deploy.

Network managers who design and build networks to support solutions such as voice and video
must first consider the components that allow networks to operate properly. Thus, the network
device often becomes the focus of design decisions. However, a single device, whether a
switch, router, or other networking device, is only a component of the overall network. How the
devices connect, what features and protocols are used, and how they are used form the
foundation for the services that run on top of the network. If the foundation is unstable, layering
solutions over the network can create problems.

By laying the foundation for basic connectivity and protocol deployment, the Cisco AVVID
network infrastructure solution addresses the three primary concerns of network deployment:
Performance, scalability, and availability.
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Cisco AVVID Intelligent Network Services

Cisco AVVID network infrastructure supports the key intelligent network services, which
comprise numerous networking technologies and topologies, with a corresponding large
number of possible designs and architectures. The net result is a blueprint that blends
equipment, features, and management tools that match business criteria. This topic describes
the intelligent network services of the Cisco AVVID framework, and explains how they meet
enterprise needs for performance, scalability, and availability.

Cisco AVVID Intelligent Network
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Cisco deploys these intelligent network services to keep the network at peak performance:

m  Network management: Provides a number of related network management tools built on a
Common Management Foundation (CMF). Tools include the LAN Management Solution
for advanced management of Catalyst multilayer switches; the Routed WAN Management
Solution for monitoring traffic management and providing access control to administer the
routed infrastructure of multiservice networks; the Service Management Solution for
managing and monitoring service level agreements; and the VPN/Security Management
Solution for optimizing VPN performance and security administration.

m  High availability: Refines design and tools to ensure end-to-end availability for services,
clients, and sessions. Tools include reliable, fault-tolerant network devices to automatically
identify and overcome failures, and resilient network technologies, such as Hot Standby
Router Protocol (HSRP), to bring resilience to the critical junction between hosts and
backbone links.

m  Security: Ensures the security of the network through authentication, encryption, and
failover. Security features include application-based filtering (context-based access
control), intrusion detection in the network and at hosts, defense against network attacks,
per-user authentication and authorization, and real-time alerts.
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®  QoS: Manages the delay, delay variation (jitter), bandwidth, and packet loss parameters on
a network to meet the diverse needs of voice, video, and data applications. QoS features
provide functionality such as network-based application recognition (NBAR) for
classifying traffic on an applications basis, a Service Assurance Agent (SAA) for end-to-
end QoS measurements, and Resource Reservation Protocol (RSVP) signaling for
admission control and reservation of resources.

® [P multicast: Provides bandwidth-conserving technology that reduces traffic by
simultaneously delivering a single stream of information to thousands of end-system
clients. Multicasting enables distribution of videoconferencing, corporate communications,
distance learning, distribution of software, and other applications. Multicast packets are
replicated in the network by Cisco routers enabled with Protocol Independent Multicast
(PIM) and other supporting multicast protocols resulting in an efficient delivery of data to
multiple receivers.
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Cisco AVVID Intelligent Network
Services Meet Enterprise Needs
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The figure describes how the Cisco AVVID intelligent network services meet enterprise

network needs for performance, scalability, and availability.
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Cisco AVVID Network Solutions

Enterprises can make a competitive investment in their future by deploying specific solutions.
The Cisco AVVID framework provides a foundation for applications and solutions. Cisco
provides some solutions while third-party companies provide solutions through the Cisco
AVVID Partner Program. This topic describes the Cisco AVVID network solutions that Cisco
offers to address enterprise application needs.

Cisco AVVID Network Solutions
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Cisco provides these network infrastructure and application solutions, which are discussed in
this course:

m VPN (part of the Enterprise Edge): VPNs use advanced encryption and tunneling to
permit organizations to establish secure, end-to-end, private network connections over
third-party networks, such as the Internet or extranets.

B Wireless (part of the Campus Infrastructure): Wireless and IP technology creates
anytime, anywhere connections to the Internet and enterprise networks. In a campus
environment or distant mobile location, wireless technology allows users to be constantly
connected as they move between wireless cells, unconstrained by direct physical
connections.

m [P telephony: The convergence of voice, video, and data on a single IP network is
changing the way enterprises communicate. You can transport voice, video, and data on a
single network infrastructure, lowering total network costs and optimizing enterprise
communications.

m  Content networking: Content networking provides an architecture that optimizes website
performance and content delivery by positioning content near consumers in anticipation of
use.
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m  Storage networking: Driven by workforce collaboration, e-commerce, and e-learning,
storage networking has emerged as an important networking application. Cisco storage
networking solutions provide high-capacity, low-latency networking for disaster recovery,
data replication, and storage consolidation.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

il Cisco.com

» Cisco AVVID is an enterprise-wide, standards-based
network architecture that provides a roadmap for
combining business and technology strategies into a
cohesive model.

* While specific devices or applications may promise
performance, effective performance is achieved only by
considering and optimizing each component. Only a
cohesive, integrated, and optimized network can ensure
the best network performance.

* A network must be able to scale from where it is today to
where it might be in the future. The design, IP address
management, features, and WAN link speeds must all be
able to provide connectivity and additions without
massive redesign of the network.

Summary (Cont.)

Ii Cisco.com

* A major concern for network managers is how available
the network is or how impervious it is to network
changes.

* The Cisco AVVID network infrastructure components
include clients and servers, network platforms, and
intelligent network services.

+ Cisco AVVID network infrastructure supports the key
intelligent network services, which comprise numerous
networking technologies and topologies, with a
corresponding large number of possible designs and
architectures.

* The Cisco AVVID framework provides a foundation for
applications and solutions. Cisco provides some
solutions while third-party companies provide solutions
through the Cisco AVVID Partner Program.
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References
For additional information, refer to this resource:

m  (Cisco AVVID: Enabling E-Business at
http://www.cisco.com/warp/public/779/largeent/avvid/cisco_avvid.html
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Q1) Which three functions does a network architecture facilitate? (Choose three.)

A) network design
B) network planning
0 network monitoring
D) network implementation
E) voice and data integration
Q2)  Cisco AVVID meets the need for by providing standards-based interfaces that
allow open integration and that provide organizations with choice and flexibility.
A) innovation
B) integration
)] intelligence
D) interoperability

Q3) Which three metrics describe performance on the network? (Choose three.)

A) capacity
B) utilization
O throughput
D) availability
E) responsiveness
Q4) Which statement best describes the requirement for a network topology to contribute to
scalability?
A) The network topology must allow route summarization.
B) The network topology must support changes without reconfigurations.
O The network topology must accommodate routing protocols without a massive
redesign.
D) The network topology must allow creation of new subnets without affecting the

addressing scheme.

Q5)  What are three primary components of network availability? (Choose three.)

A)
B)
&)
D)
E)

hierarchy
responsiveness
link redundancy
protocol resiliency

equipment fault tolerance
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Q6)  How does the Cisco AVVID network infrastructure solution address the primary
concerns of network deployment (performance, scalability, availability)?

A)
B)
0
D)

allows the network designer to support voice and video
supports technologies such as Frame Relay, ATM, and PPP
lays the foundation of basic connectivity and protocol deployment

provides box solutions that support any level of performance, scalability, and
availability

Q7)  Match each intelligent network service to its description.

A)

B)

®)

D)

E)

1. security

2. IP multicast

3. high availability
4. quality of service

5. network management

ensures the integrity of the network through authentication, encryption, and
failover

refines design to ensure resources are present end-to-end for services, clients,
and sessions

manages the delay, delay variation, bandwidth, and packet loss parameters on a
network to meet the diverse needs of critical applications

relies on the LAN Management Solution, Routed WAN Management Solution,
Service Management Solution, and VPN/Security Management Solution

provides bandwidth-conserving technology that reduces traffic by
simultaneously delivering a reduced number of information streams to
thousands of client end stations
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Q38) Match each Cisco AVVID network solution to its description.

A)
B)

0

D)

E)

1. VPN

2. wireless

3. 1P telephony

4. storage networking

5. content networking

architecture that optimizes website performance and content delivery

allows users to be constantly connected as they move freely within different
environments

transports voice, video, and data, lowering network costs and optimizing
enterprise communications

provides high-capacity, low-latency networking for disaster recovery, data
replication, and storage consolidation

uses advanced encryption and tunneling to permit organizations to establish
secure, end-to-end, private network connections over third-party networks
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Quiz Answer Key

Q1) A,B,D

Relates to: Cisco AVVID Framework
Q) D

Relates to: Cisco AVVID Framework
Q3) B,CE

Relates to: Primary Concern of Network Deployment: Performance
Q4) B

Relates to: Primary Concern of Network Deployment: Scalability
Q5 C,DE

Relates to: Primary Concern of Network Deployment: Availability
Q6) ¢

Relates to: Cisco AVVID Network Infrastructure

Q7)  1-A,2-E,3-B,4-C,5-D

Relates to: Cisco AVVID Intelligent Network Services
QY) 1-E, 2-B, 3-C, 4-D, 5-A

Relates to: Cisco AVVID Network Solutions
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Introducing the Enterprise
Composite Network Model

Overview

The Enterprise Composite Network Model provides a framework for designing the components
of an enterprise network. The model relies on the principles of the Cisco AVVID, which
provides a framework for the solutions presented in this course.

Relevance

Developing a common vocabulary and architecture is critical to designing modular enterprise
networks that provide performance, scalability, and availability.

Objectives

Upon completing this lesson, you will be able to describe the Enterprise Composite Network
Model used to design enterprise networks and explain how it addresses enterprise network
needs for performance, scalability, and availability. This includes being able to meet these
objectives:

®  Describe the Enterprise Composite Network Model and explain how it addresses enterprise
network modularity

m  Describe the modules that comprise an enterprise campus network, and explain how the
Enterprise Campus functional area meets the need for performance, scalability, and
availability

®  Describe the components and functionality at the Enterprise Edge, and explain how the
Enterprise Edge functional area meets the need for performance, scalability, and
availability

m  Describe the components and functionality at the Service Provider Edge, and explain how
the Service Provider Edge functional area meets the need for performance, scalability, and
availability



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course
or passing the Cisco CCDA" certification exam

Outline

The outline lists the topics included in this lesson.

Outline
AT Cisco.com

* Overview

* Enterprise Composite Network Model
* Enterprise Campus

* Enterprise Edge

- Service Provider Edge

* Summary

* Quiz
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Enterprise Composite Network Model

The Enterprise Composite Network Model provides a modular framework for designing
networks. The modularity within the model allows flexibility in network design and facilitates
implementation and troubleshooting. This topic describes the Enterprise Composite Network
Model and explains how it addresses enterprise network requirements for modularity.

Hierarchical Model
| T T T ITTRAT T IIT Cisco.com
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High-Speed Switching

Distribution

Access Policy-Based Connectivity

Local and Remote Workgroup Access
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Nearly a decade ago, Cisco introduced a hierarchical design model as a tool for network
designers to approach network design from the physical, logical, and functional viewpoints.
The hierarchical model divided networks into these layers:

m  Access layer: The access layer is used to grant user access to network devices. At a
network campus, the access layer incorporates shared, switched, or subnetted LAN devices
with ports available to workstations and servers. In the WAN environment, the access layer
can provide sites with access to the corporate network using a WAN technology.

m  Distribution layer: The distribution layer aggregates the wiring closets and uses data link
layer switching and multilayer switching to segment workgroups and isolate network
problems, preventing them from impacting the core layer. Routing and packet manipulation
occur in the distribution layer.

m  Core layer: The core layer is a high-speed backbone and is designed to switch packets as
fast as possible. Because the core is critical for connectivity, it must provide a high level of
availability and must adapt to changes very quickly.

The hierarchical module was useful, but had weaknesses when implementing large, complex
enterprise networks.
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The Enterprise Composite Network Model introduces additional modularity into the network
structure. The entire network is divided into functional areas that contain the hierarchical model
access, distribution, and core layers.

The Enterprise Composite Network Model contains three major functional areas:

m  Enterprise Campus: Contains the modules required to build a hierarchical, highly robust
campus network that offers performance, scalability, and availability. This functional area
contains the network elements required for independent operation within a single campus.
This functional area does not offer remote connections or Internet access.

A campus is defined as one or more buildings, with multiple virtual and physical networks,
connected across a high-performance, multilevel-switched backbone.

m  Enterprise Edge: Aggregates connectivity from the various elements at the edge of the
enterprise network. The Enterprise Edge functional area filters traffic from the edge
modules and routes it into the Enterprise Campus functional area. The Enterprise Edge
functional area contains all of the network elements for efficient and secure communication
between the Enterprise Campus and remote locations, remote users, and the Internet.

m  Service Provider Edge: Provides functionality implemented by service providers. The
Service Provider Edge functional area enables communications with other networks using
different WAN technologies and Internet service providers (ISPs).
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To scale the hierarchical model, Cisco introduced the Enterprise Composite Network Model
that further divides the enterprise network into physical, logical, and functional boundaries. The
Enterprise Composite Network Model contains functional areas, each of which has its own
access, distribution, and core layers.

The Enterprise Composite Network Model meets the following criteria:

m  Defines a deterministic network with clearly defined boundaries between modules. The
model has clear demarcation points to aid the designer in knowing exactly where traffic is.

® Increases network scalability and eases the design task by making each module discrete.

m  Provides scalability by allowing enterprises to add modules easily. As network complexity
grows, designers can add new functional modules.

m  Offers more integrity in network design, allowing the designer to add services and solutions
without changing the underlying network design.

The Enterprise Composite Network Model provides a conceptual view of an enterprise
network. The model describes the functions to include in a network design but does not
specifically define the devices and connections that are required. As you design a network, you
will need to select the devices, interfaces, wiring, and so on, that the specific design requires.
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Example Implementation of the

Enterprise Composite Network Model
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The figure shows an enterprise network with the major components of the Enterprise
Composite Network Model. The network is divided into the Enterprise Campus and Enterprise
Edge functional areas, connected by the Campus Backbone submodule.
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Enterprise Campus

The Enterprise Campus functional area includes the Campus Infrastructure, Network
Management, Server Farm, and Edge Distribution modules. Each module has a specific
function within the campus network. This topic describes the modules that comprise an
enterprise campus network, and explains how the infrastructure meets the need for
performance, scalability, and availability.

Enterprise Campus Functional Area
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The Enterprise Campus functional area includes these four major modules:
m  Campus Infrastructure

m  Network Management

m Server Farm

m  Edge Distribution
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The Campus Infrastructure module connects users within a campus with the Server Farm and
Edge Distribution modules. This module is composed of one or more floors or buildings
connected to the Campus Backbone submodule. Each building contains a Building Access and
Building Distribution submodule.

The Campus Infrastructure module includes these submodules:

m  Building Access (also known as the access layer): Contains end-user workstations, IP
Phones, and data link layer access switches that connect devices to the Building
Distribution submodule. Building Access performs important services such as broadcast
suppression, protocol filtering, network access, and quality of service marking.

m  Building Distribution (also known as the distribution layer): Provides aggregation of
wiring closets, often using multilayer switching. The Building Distribution submodule
performs routing, quality of service, and access control. Requests for data flow into the
Building Distribution switches and to the campus backbone. The model provides fast
failure recovery, since each Building Distribution switch maintains two equal-cost paths in
the routing table to every destination network. When one connection to the campus
backbone fails, all routes immediately switch over to the remaining path about one second
after the link failure is detected.

m  Campus Backbone (also known as the core layer): Provides redundant and fast-
converging connectivity between buildings, as well as with the Server Farm and Edge
Distribution modules. It routes and switches traffic as fast as possible from one module to
another. This module uses data link layer switches or multilayer switches for high
throughput functions with added routing, QoS, and security features.
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In addition to the Campus Infrastructure module, the Enterprise Campus functional area
includes these modules:

m  Network Management: Performs intrusion detection, system logging, and authentication,
as well as network monitoring and general configuration management functions. For
management purposes, an out-of-band connection (a network on which no production
traffic resides) to all network components is recommended. The Network Management
module provides configuration management for nearly all devices in the network using
Cisco routers and dedicated network management stations.

m  Server Farm: Contains internal e-mail and corporate servers providing application, file,
print, e-mail, and Domain Name System (DNS) services to internal users. Because access
to these servers is vital, they are connected to two different switches, enabling full
redundancy and load sharing. The Server Farm module switches are cross-connected with
core-layer switches, enabling high reliability and availability of all servers.

m  Edge Distribution: Aggregates the connectivity from the various elements at the
Enterprise Edge functional area and routes the traffic into the Campus Backbone
submodule. Its structure is similar to the Building Distribution submodule. Both modules
use access control to filter traffic, although the Edge Distribution module can rely on the
edge distribution devices to perform additional security.
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The figure shows how the enterprise campus network is divided into easily managed building
blocks, including the Campus Infrastructure, Network Management, Server Farm, and Edge
Distribution modules. Notice that the Enterprise Edge functional area is reachable only through
the Edge Distribution module.
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The figure describes how the campus network meets the enterprise network needs for
performance, scalability, and availability.
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Enterprise Edge

The Enterprise Edge functional area is comprised of four modules: E-Commerce, Internet
Connectivity, Remote Access and VPN, and WAN. Each module connects to the Edge
Distribution module, which connects the Enterprise Edge and Enterprise Campus functional
areas. This topic describes the components and functionality at the Enterprise Edge functional
area, and explains how the Enterprise Edge functional area meets the need for performance,
scalability, and availability.
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The Enterprise Edge module is comprised of four modules:

E-Commerce

Internet Connectivity

Remote Access and VPN

WAN
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Enterprise Edge Modules
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The Enterprise Edge modules perform the following functions:

E-Commerce: Enables enterprises to successfully deploy e-commerce applications and
take advantage of the powerful competitive opportunities provided by the Internet. All e-
commerce transactions pass through a series of intelligent services to provide performance,
scalability, and availability within the overall e-commerce network design. To build a
successful e-commerce solution, enterprises may deploy the following network devices:

Web servers: Act as the primary user interface for the navigation of e-commerce

Application servers: Support enterprise applications including online transaction
processing systems and decision support applications

Database servers: Contain the critical information that is the heart of e-commerce
business implementation

Security servers: Govern communication between the various levels of security in
the system, often using firewalls and intrusion detection systems

Internet Connectivity: Provides internal users with connectivity to Internet services.
Internet users can access the information on publicly available servers. Additionally, this
module accepts VPN traffic from remote users and remote sites and forwards it to the
Remote Access and VPN module. The major components of the Internet Connectivity
module are:

E-mail servers: Act as a relay between the Internet and the intranet mail servers

DNS servers: Serve as authoritative external DNS servers for the enterprise and
relay internal requests to the Internet

Public web servers: Provide public information about the organization

Security servers: Govern communication between the various levels of security in
the system, often using firewalls and intrusion detection systems

Edge routers: Provide basic filtering and Layer 3 connectivity to the Internet
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m  Remote Access and VPN: Terminates VPN traffic, forwarded by the Internet Connectivity
module, from remote users and remote sites. It also initiates VPN connections to remote
sites through the Internet Connectivity module. Furthermore, the module terminates dial-in
connections received through the Public Switched Telephone Network (PSTN) and, after
successful authentication, grants dial-in users access to the network. The major components
of the Remote Access and VPN module are:

— Dial-in access concentrators: Terminate dial-in connections and authenticate
individual users

— VPN concentrators: Terminate [P Security (IPSec) tunnels and authenticate
individual remote users

—  Firewalls and intrusion detection systems: Provide network-level protection of
resources and stateful filtering of traffic; provide differentiated security for remote
access users

—  Data link layer switches: Provide data link layer connectivity for devices

®  WAN: Routes traffic between remote sites and the central site. The WAN module supports
WAN physical technologies including leased lines, optical, cable, digital subscriber lines
(DSLs), and wireless, as well as data link protocols such as Frame Relay, ATM, and PPP.
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The figure shows how the Enterprise Edge functional area is divided into easily managed
building blocks including E-Commerce, Internet Connectivity, Remote Access and VPN, and
WAN modules.
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The figure describes how the Enterprise Edge functional area meets enterprise network needs

for performance, scalability, and availability.
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Service Provider Edge

The Service Provider Edge includes three modules: ISP, PSTN, and Frame Relay/ATM/PPP
(FR/ATM/PPP). Each module has its own access, distribution, and core layers. This topic
describes the components and functionality within the Service Provider Edge functional area,
and explains how the Service Provider Edge functional area meets enterprise network
requirements.

Service Provider Edge Functional Area
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The functions provided by the Service Provider Edge modules are as follows:

m  [SP: Enables enterprise connectivity to the Internet. This service is essential to enable
Enterprise Edge services, such as E-commerce, Remote Access and VPN, and Internet
Connectivity modules. To provide redundant connections to the Internet, enterprises
connect to two or more ISPs. Physical connection between the ISP and the enterprise can
come from any WAN technologies.

m  PSTN: Represents the dial-up infrastructure used to access the enterprise network using
ISDN, analog, and wireless (cellular) technologies. Enterprises can also use the PSTN
module to back up existing WAN links. Connections are established on demand and
terminated when determined to be idle.

m  FR/ATM/PPP: Includes all WAN technologies for permanent connectivity with remote
locations. Frame Relay, ATM, and PPP are the most frequently used today. However, many
technologies can fit into the same model.

The demarcation between the Enterprise Edge and the Service Provider Edge relate to
ownership and control. The enterprise owns and controls the Enterprise Edge, while the service
provider owns and controls the Service Provider Edge.
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The figure shows how you can implement the Service Provider Edge functional area to meet
enterprise networking needs. The E-Commerce, Internet Connectivity, Remote Access and

VPN, and WAN modules are independent.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

MM Cisco.com

* The Enterprise Composite Network Model provides a
modular framework for designing networks. The
modaularity model allows flexibility in network design and
facilitates implementation and troubleshooting.

» The Enterprise Campus functional area includes the
Campus Infrastructure, Network Management, Server
Farm, and Edge Distribution modules.

* The Enterprise Edge functional area is comprised of four
modules: E-Commerce, Internet Connectivity, Remote
Access and VPN, and WAN. Each module connects to the
Edge Distribution module, which connects the enterprise
edge and the enterprise campus network.

* The Service Provider Edge functional area includes three
modules: ISP, PSTN, and FR/ATM/PPP. Each module has
its own access, distribution, and core layers.

References

For additional information, refer to this resource:

m  Cisco AVVID: Enabling E-Business at
http://www.cisco.com/warp/public/779/largeent/avvid/cisco _avvid.html
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

QI)  Match each Enterprise Composite Network Model functional area with its description.

1. Enterprise Edge

2.  Enterprise Campus

A)

B)

0

3. Service Provider Edge

aggregates connectivity from the various elements at the edge of the enterprise
network

modules that enable communications with other networks using different WAN
technologies and Internet service providers

contains the modules required to build a hierarchical, highly robust campus
network that offers performance, scalability, and availability

Q2)  Which two criteria does the Enterprise Composite Network Model meet that the Cisco

hierarchical model does not meet? (Choose two.)

A)
B)
0
D)

offers more network integrity in network design
supports the access and distribution layers in the Enterprise Edge
provides availability by allowing enterprises to add modules easily

increases network scalability and eases the design task by making each module
discrete

Q3) Match each Enterprise Campus module to its definition.

A)

B)

®)

D)

1.Server Farm module
2.Edge Distribution module
3.Network Management module

4.Campus Infrastructure module

aggregates the connectivity from the various elements at the Enterprise Edge
and routes the traffic to the campus core

contains internal e-mail and corporate servers providing application, file, print,
e-mail, and DNS services to internal users

connects users within a campus, and includes the Building Access, Building
Distribution, and Campus Backbone submodules

performs intrusion detection, system logging, and authentication, as well as
network monitoring and general configuration management functions
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Q4) Which three services does the Building Access submodule provide? (Choose three.)

A)
B)
0
D)
E)
F)

routing

access control
network access
protocol filtering
broadcast suppression

aggregation of wiring closets

Q5)  Match each Enterprise Edge submodule to its definition.

A)
B)
&)
D)

1.WAN
2.E-Commerce
3.Internet Connectivity

4.Remote Access and VPN

routes traffic between remote sites and the central site
terminates VPN traffic from remote users and remote sites
provides internal users with connectivity to Internet services

enables enterprises to successfully deploy e-commerce applications and take
advantage of the powerful competitive opportunities provided by the Internet

Q6)  Which Enterprise Edge module routes traffic between remote sites and the central site?

A)
B)
&)
D)

WAN
E-Commerce
Internet Connectivity

Remote Access and VPN

Q7)  Match each Service Provider Edge module with its description.

A)
B)

0

1.PSTN
2.FR/ATM/PPP

3.Internet Service Provider

enables enterprise connectivity to the Internet

includes all WAN technologies for permanent connectivity with remote
locations

represents the dial-up infrastructure used to access the enterprise network using
ISDN, analog, and wireless technologies
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Q8)  Which three modules make up the Service Provider Edge functional area? (Choose
three.)

A) PSTN

B) FR/ATM/PPP

0] Enterprise Edge

D) Campus Infrastructure

E) Internet Service Provider
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Quiz Answer Key

QD

Q2)

Q3)

Q4)

Q5)

Qo)

Q7)

Q8)

1-A, 2-C, 3-B

Relates to: Enterprise Composite Network Model

A, D

Relates to: Enterprise Composite Network Model

1-B, 2-A, 3-D, 4-C

Relates to: Enterprise Campus

C,D,E

Relates to: Enterprise Campus

1-A, 2-D, 3-C, 4-B

Relates to: Enterprise Edge

A

Relates to: Enterprise Edge

1-C, 2-B, 3-A

Relates to: Service Provider Edge

A,B,E

Relates to: Service Provider Edge
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Module 2

Designing Enterprise Campus
Networks

Overview

Enterprise sites, whether small or large, need a solid network infrastructure to support emerging
solutions such as IP telephony, storage networking, broadband solutions, content networking,
and the applications that surround them. The network foundation hosting these technologies for
an emerging enterprise should be efficient, highly available, scalable, and manageable. The
Cisco Architecture for Voice, Video and Integrated Data (AVVID) network infrastructure is
designed to run a converged voice, video, and data network over IP with due consideration for
quality of service, bandwidth, latency, and high performance demanded by network solutions.

This module provides design models for the Campus Backbone, Building Distribution, and
Building Access submodules, and Server Farm and Edge Distribution modules of the Enterprise
Composite Network Model.



Module Objectives

Upon completing this module, you will be able to design enterprise campus network

infrastructures for effective functionality, performance, scalability, and availability, given
specified enterprise network needs.

Module Objectives

Cisco.com

* Use the enterprise network design methodology
to design campus networks and server farms

* Plan an effective Campus Infrastructure module

design, given specific enterprise network
requirements

* Plan an effective Server Farm module design,
given specific enterprise network requirements

©2003, Cisco Systems, Inc. Al rights reserved.

Module Outline

The outline lists the components of this module.
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Module Outline

Cisco.com

- Reviewing the Enterprise Network Design
Methodology

- Designing the Campus Infrastructure
- Designing the Server Farm
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Reviewing the Enterprise
Network Design Methodology

Overview

To facilitate effective network design, Cisco has developed a process that enables the network
designer to assess requirements, design each module of the network, and determine the
effectiveness of the design.

Relevance

The Enterprise Composite Network Model enables network designers to create a campus
network made out of modular building blocks, which are scalable to meet evolving business
needs. By deploying a step-by-step methodology, network designers can create an effective
campus design that meets enterprise requirements for performance, scalability, and availability.

Objectives

Upon completing this lesson, you will be able to use the enterprise network design
methodology to design campus networks and server farms. This includes being able to meet
these objectives:

m  Identify the modules and submodules that the network designers will design for the
enterprise campus network

m  Identify the performance, scalability, and availability design considerations for the
Enterprise Campus functional area of the Enterprise Composite Network Model

m  Describe a step-by-step methodology that network designers will use to design the
Enterprise Campus functional area

®  Analyze network traffic patterns typically found within the Enterprise Campus functional
area



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
| TR ITTTT T CIsco.com

* Overview

« Campus Design Within the Enterprise Composite
Network Model

* Typical Requirements for an Enterprise Campus
Network

* Enterprise Campus Design Methodology
* Analyzing Network Traffic Patterns

* Summary

* Quiz
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Campus Design Within the Enterprise Composite

Network Model

To design an enterprise campus network, you will design the Campus Infrastructure, Network
Management, Server Farm, and Edge Distribution modules. This topic identifies the modules
and submodules that the network designer will design for the enterprise campus network.

Enterprise Campus Network
I Cisco.com
Enterprise Campus Enterprise i Service
Building Edge i Provider
P Access Edge
(==
Network o ;r
Management W Building _E-Commerce
i Distribution ISPA
alg Edge 9 9 ]
" Distribution
campus Ml pmr Internet
0¥ Connectivity
Beckbare “ws g ISPB
."-._ N i Remote :|
Y =y Access/VPN
e = || PSTN
Server Farm m =
. WAN Frame
| | Relay/
@ ATM/ |.
PPP [

The Enterprise Campus functional area includes these four major modules:

m  Campus Infrastructure
m  Network Management
m  Server Farm

m  Edge Distribution

The Campus Infrastructure module connects users within a campus with the Server Farm and
Edge Distribution modules. The Campus Infrastructure module is composed of one or more
floors or buildings connected to the Campus Backbone submodule. Each building contains a

Building Access and Building Distribution submodule.

The Campus Infrastructure module includes these submodules:

m  Building Access: Contains end-user workstations,

IP Phones, and data link layer access

switches that connect devices to the Building Distribution submodule. Building Access
performs important services such as broadcast suppression, protocol filtering, network

access, and quality of service marking.
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m  Building Distribution: Provides aggregation of wiring closets, often using multilayer

switching. Building Distribution performs routing, quality of service, and access control.
Requests for data flow into the Building Distribution switches and then to the Campus
Backbone. The model provides fast failure recovery, since each Building Distribution
switch maintains two connections to the core, thus two equal cost paths in the routing table
to every destination network. When one connection to the campus core fails, all routes
immediately switch over to the remaining path about one second after the link failure is
detected.

Campus Backbone: Provides redundant and fast-converging connectivity between
buildings, as well as with the Server Farm and Edge Distribution modules. It routes and
switches traffic as fast as possible from one module to another. This submodule uses data
link layer switches and multilayer switches for high throughput functions with added
routing, quality of service, and security features.

2-6

Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Typical Requirements for an Enterprise Campus
Network

An enterprise campus network must meet requirements for functionality, performance,
scalability, availability, manageability, and cost-effectiveness. This topic identifies the design
considerations for each layer of an enterprise campus network based on the Cisco Enterprise
Composite Network Model.

Typical Requirements for an

Enterprise Campus Network
T T T Gisco.com

* Functionality

* Performance

+ Scalability

- Availability

- Manageability

- Cost-effectiveness
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An enterprise campus network, as a whole, must meet these requirements:

®  Functionality: The enterprise network must support the applications and data flows
required, within the required time frames. Typical enterprise-wide applications include
online transaction processing (OLTP) systems, decision support systems, e-mail,
information sharing, as well as many others. Applications and data may require special
peak-time processing, or they may require steady processing throughout a day.

m  Performance: Performance includes three primary metrics: responsiveness, throughput
(volume), and utilization. Each campus network will be measured in terms of how well it
meets all three performance metrics.

m  Scalability: Campus networks must provide scalability for future growth in the number of
users and in the amount of data and applications that the network must support.

B Availability: Nearly 100 percent availability is required for most enterprise data networks.
Networks providing converged services and solutions, and those providing support for
critical applications, may be required to meet a standard of availability approaching 99.999
percent (“five nines”).

®  Manageability: An enterprise campus network must be manageable across the entire
infrastructure.
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m  Cost-effectiveness: Cost-effectiveness is a key concern for most enterprises, given limited
budgets. The network designer’s goal is to design the network for maximum effectiveness
given affordability limitations. Design is often a matter of compromise. An important part
of the design process is to discuss compromises and make cost-effective decisions.

2-8 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Functionality = Performance

Building|Access Important Critical

Building|Distribution Important Critical

Campus Backbone Important Critical

Network{Management Normal Important

Server Farm Critical Critical

Edge Distribution Important Important
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Critical

Critical
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Critical

Important

Importance of Campus Infrastructure
Modules Based on Design Criteria

Important Important

Critical Important

Critical Important

Important Critical

Critical Important

Critical Important

Cisco.com

Availability  Manageability Eﬁec‘i?’vfness

Critical

Critical

Critical

Important

Critical
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The figure identifies the relative importance of needs within the various modules and

submodules that comprise the Campus Infrastructure module. Each need is ranked in terms of
its relative importance in the campus network, where Critical is highest in relative importance,

followed by Important, and Normal.
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Enterprise Campus Design Methodology

Cisco’s network designers have developed a simple, seven-step process to design an enterprise
campus network. This topic describes this step-by-step methodology that network designers can
use to design the enterprise Campus Infrastructure and Server Farm modules.

Enterprise Campus Design
Methodology Used in This Course

I Cisco.com

1. Determine application and data requirements.
2. Design the logical network.

3. Design the physical network.
4

Select specific Cisco network devices at each
location and create a network topology diagram.

5. Select an IP addressing strategy and numbering
scheme.

6. Select routing protocols.
7. Design the Edge Distribution module.

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—2.7

To design an enterprise campus network for performance, scalability, and availability, you will
complete a series of steps. The table describes the campus design methodology used throughout
this course.

Activity | Description Notes and Comments

1. Determine application and data Before beginning any network design, you must
requirements for each campus determine the enterprise application and data
location on the enterprise requirements.
network.

2, Design the logical network. To design the logical network, you will identify the

logical networks, usually created with VLANSs or as
separate networks.

3. Design the physical network. To design the physical network, you will identify these
components:

m  Transmission media
m Data link layer technology

m Data link layer switching and multilayer switching
strategy

m STP' implementation

m Method of connecting switches using trunks
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Activity | Description

Notes and Comments

4. Select specific Cisco network
devices at each location and
create a network topology
diagram.

Based on the specific requirements at each location,
you will:

m Select specific Cisco network devices that meet
specified criteria.

m Select the hardware options that meet specified
criteria.

m Select the software options that meet specified
criteria.

5. Select an IP addressing strategy
and numbering scheme.

You will determine if logical networks are single
networks, subnetworks, or part of the larger network.

You will determine the numbering scheme for each
logical or physical network, and when to use route
summarization.

6. Select routing protocols. You will select a routing protocol that meets the need
for performance, scalability, and availability.
7. Design the Edge Distribution The Edge Distribution module provides connectivity
module. between the core layer and the WAN modules. It

generally consists of a multilayer switch.

'STP = Spanning Tree Protocol

Copyright © 2003, Cisco Systems, Inc.
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Analyzing Network Traffic Patterns

Before designing the actual network, you should analyze the network traffic patterns for each
application and location on the network. You will use the data to design the logical and
physical network. This topic shows you how to analyze network traffic patterns typically found
in enterprise campus networks.

Example: Characterizing Appl_ications

Cisco.com

Bandwidth/
Delay Tolerance/
Name of Location Type of Number of Number: of Loss
Application Application Users Servers Characteristics

Marketing Building 1 Database 437, Highibandwidth
DSS (GLLAP) Highidelay/tolerance

Low/loss

Corporate Building 2 Low bandwidth
e-mail LLow/delay/tolerance
Low/loss

Eile'server; Building'3 File Low bandwidth
sharing (ETP) Medium delay; tolerance:
Low/loss

©2003, Cisco Systems, Inc. All rights reserved. ARCH v1.1—2-8

You characterize the applications at each campus location on the network. The information you
gather will help you determine the performance, scalability, and requirements for each location
and network segment.

Use a table to characterize the applications at each network campus location, filling in the fields
as indicated. The figure contains an example application table.

Name of Building or Type of Number of Number of Bandwidth/
Application Location Application Users Servers Delay Tolerance/
Loss

Characteristics
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Factors to Consider When
Analyzing Traffic

(T T TT T T Cisco.com
Traffic load measurements Sampling methods
* kbps per active user * Weekdays versus
weekends

* kbps per active segment

- Average and peak loads * Holidays

* Type of traffic (data,
voice, video)

Traffic types » Apparent versus offered
* Data load
* Voice » Sample period
* Video * Total number of samples
taken
+ Stability of the sample
period
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Network designers need a way to properly size network capacity, especially as networks grow.
Traffic theory enables network designers to make assumptions about their networks based on
past experience.

Traffic is defined as either the amount of data or the number of messages over a circuit during a
given period of time. Traffic engineering addresses service issues by enabling you to define a
grade of service or blocking factor. A properly engineered network has low blocking and high
circuit utilization, which means that service is increased and your costs are reduced.

There are many different factors that you need to take into account when analyzing traffic. The
most important factors are:

m  Traffic load measurement: To measure the traffic load, you will gather statistics based on
past experience in the enterprise. Specifically, you will determine the average number of
kbps per user, and the average number of kbps per network segment.

m  Traffic types: Traffic types may include data, voice, and video. The different types of data
may include spreadsheets, word processing, or HTML documents, among others.

®  Sampling methods: Probability theory suggests that to accurately assess network traffic,
you need to consider at least 30 of the busiest hours of a network in the sampling period.
Although this is a good starting point, other variables can skew the accuracy of this sample.
You cannot take the top 30 out of 32 samples and expect that sampling to be an accurate
picture of the network. To get the most accurate results, you need to take as many samples
of the offered load as possible. Also, if you take samples throughout the year, your results
can be skewed as the year-to-year traffic load increases or decreases.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

Cisco.com

* To design an enterprise campus network, you will
design the Campus Infrastructure, Network
Management, Server Farm, and Edge Distribution
modules.

* An enterprise campus network must meet
requirements for performance, scalability, and
availability, as well as for functionality, cost-
effectiveness, and manageability.

» Cisco’s network designers have developed a simple
process to design an enterprise campus network.

- Before designing the actual network, you should
analyze the network traffic patterns for each
application and location on the network. You will use
the information to design the logical and physical
network.

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—2-10
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Q1) Which three submodules of the Campus Infrastructure will you design? (Choose three.)

A)
B)
&)
D)
E)

Building Access
Edge Distribution
Campus Backbone
Building Distribution

Network Management

Q2)  To provide for future growth in the number of users and in the amount of data and

applications that the network must support, campus networks must provide

A)
B)
0
D)

scalability
availability
performance

cost-effectiveness

Q3)  What information do you need before you can design the logical network?

A)
B)
&)
D)

routing protocols
application and data requirements
Cisco network devices at each location

IP addressing strategy and numbering scheme

Q4)  Which three types of information do you need to characterize applications on the

network? (Choose three.)

A)
B)
&)
D)
E)

name of users

type of application

number of subapplications
number of users and servers

bandwidth, delay, and loss characteristics
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Quiz Answer Key

Ql) A.CD

Relates to: Campus Design within the Enterprise Composite Network Model
Q2) A

Relates to: Typical Requirements for an Enterprise Campus Network
Q3) B

Relates to: Enterprise Campus Design Methodology

Q4) B,D,E

Relates to: Analyzing Network Traffic Patterns

2-16 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Designing the Campus
Infrastructure

Overview

The availability of hardware-accelerated multilayer switches that provide intelligent network
services allows network designers to achieve data rates that were previously possible only on
data link layer switches at the network layer and above. Cisco recommends use of data link
layer switches at the network edge to avoid the complexity of extending multilayer switching in
the wiring closet. Typically, Building Access devices will terminate on a unique subnet at the
Building Distribution submodule.

This lesson describes how to design the Campus Infrastructure module for effective
performance, scalability, and availability.

Relevance

Multilayer switching in the Campus Backbone and Building Distribution submodules offers
speed and manageability advantages, while traditional data link layer workgroup switching at
the Building Access submodule reduces complexity in the wiring closet. Design criteria for
selecting data link layer switches and multilayer switches include functionality, performance,
and cost requirements.

Objectives

Upon completing this lesson, you will be able to plan an effective Campus Infrastructure
module design, given specific enterprise network requirements. This includes being able to
meet these objectives:

m  Select logical network segments and the segmentation method for the Campus
Infrastructure module, given specific internetwork requirements

m  Select transmission media, data link protocols, and spanning-tree strategy for the Building
Access, Building Distribution, and Campus Backbone submodules of the Campus
Infrastructure module, given specific internetwork requirements



m  Select data link layer switching and multilayer switching solutions for the Building Access,
Building Distribution, and Campus Backbone submodules of the Campus Infrastructure
module, given specific internetwork requirements

m  Select hardware, hardware options, and software options for a campus network
infrastructure, given specific internetwork requirements

m  Identify an IP addressing strategy for the campus network, given specific internetwork
requirements

m  Select routing protocols for the campus network that meet performance, scalability, and
availability requirements

m  Propose small, medium, and large campus network designs, given specific internetwork
requirements

Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline

I Cisco.com

* Overview
* Designing the Logical Campus Network
* Designing the Physical Campus Network

 Selecting Data Link Layer or Multilayer
Switching Solutions

 Selecting Cisco Hardware and Software
* Identifying an IP Addressing Strategy

+ Selecting Routing Protocols

* Enterprise Campus Design Examples

* Summary

* Quiz
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Designing the Logical Campus Network

Once you have identified the application and data needs for an enterprise, you are ready to
begin the logical network design by selecting logical network segments and choosing the
methods you will implement to create them. In this topic, you will learn to select logical
network segments and a segmentation method for a campus network infrastructure, given
specific internetwork requirements.

Defining Logical Network Segments
| T T T Cisco.com

* VLANs
—Used to segment traffic

—Usually defined by departments or
organizational units

—Can be defined by application (data, voice, and
video)

- Separate, flat networks
—Used for very small networks

2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—24

The key to good network design is how you place clients in relation to resources. Ideally, client
computers should be placed on the same logical network as the local resources they access most
often, such as departmental servers, printers, and other local resources. You can define a logical
connection in your network software so that users in one area of a building can be in the same
logical network segment as related users and printers located at the opposite end of that
building. This simple task minimizes the network-layer processing load on the Building
Distribution and Campus Backbone submodules, which carry traffic between segments.

The two methods used to create logical network segments are:

®m  VLANs: A VLAN is an extended data link layer switched domain. If several VLANs
coexist across a set of data link layer switches, each individual VLAN is an independent
failure domain, broadcast domain, and spanning-tree domain.

m  Separate networks: You can implement one or more bridged physical segments as a
separate network.
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Avoid Campus-Wide VLANs

M Cisco.com

A campus-wide VLAN:
« Creates large and overlapping spanning-tree domains
* Propagates problems (potential failure domain)
- Slows convergence

Modern routers are not network bottlenecks.

©2003, Cisco Systems, Inc. All rights reserved. ARCH v1.1—2:5

Although you can use VLANSs to segment the campus network logically, deploying pervasive
VLANS throughout the campus introduces complexity and reduces the deterministic behavior
of the network. Avoiding loops and restricting a set of unique VLANS to a single data link layer
switch in one wiring closet minimizes the complexity, thus increasing manageability. Smaller
spanning-tree domains can also converge faster in the event of failure. Weigh simplicity in the
network design against the potential organizational advantages of logical networks that span
site or campus, multiple buildings, or even Building Distribution submodules within a building.
There is a constant balance between the logical (organizational) and the physical (segments and
devices) in network design.
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One-VLAN-per-Switch
Access Layer Model

I Cisco.com

VLANA VLANB VLANC VLAND
g — )
Access iy p_y =

Gigabit Ethernet
or EtherChannel

Building
Distribution

Campus Backbone
Switching
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The Building Access submodule is the first point of entry into the network and essentially links
end users to the remainder of the network. The figure shows a one-VLAN-per-switch Building
Access submodule model.

In the figure, each uplink is part of only one VLAN, and therefore, no trunks are created
between the wiring-closet switches and the Building Distribution submodule switches.
Therefore, transporting traffic from one switch to another requires going through a multilayer
device.
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Unique VLANSs per Switch

Ll Cisco.com

1

VLAN VLAN VLAN

VLAN
A B c,D E,F G, H
Access g :

Gigabit Ethernet /" Trunks Carrying
or EtherChannel VLANs A and B only

Building
Distribution

Campus Backbone
Switching

o113
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The figure represents a set of unique VLANS per switch. Because more than one VLAN exists
per wiring-closet switch, trunks are defined and unnecessary VLANs are removed. This design
still requires a multilayer device to transport traffic between VLANS.

Trunking is a way to carry traffic from several VLANSs over a point-to-point link between the
two devices. Two ways to implement Ethernet trunking are:

m Inter-Switch Link (ISL) (Cisco proprietary protocol)

m  802.1Q (IEEE standard)
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VLANs Spanning Multiple Access
Switches

I Cisco.com

Workgroup Workgruup
VLANA,B VLANA, B
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Access

Forward B Forward A
Block A Block B

Forward A Forward B
Block B . Block A

_ Building  Root : Root
Distribution vLaNA VLAN B
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The figure describes a more general concept, which can also support distributed workgroup
servers attached to the Building Distribution submodule switches. These servers reside on
VLAN A or B. If one or more VLANS span several Building Access submodule switches,
install a trunk carrying those VLANSs between the two Building Distribution submodule
switches. Failing to do so may result in suboptimal traffic paths or introduce routing black
holes in the network. A routing black hole occurs when a router advertises reachability to a
network to its peers even though it cannot properly route the traffic to that network.
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Designing the Physical Campus Network

The physical network design identifies the Layer 1 (physical) and Layer 2 (data link and
spanning-tree) implementations for the enterprise network. This topic provides guidelines to
help you select transmission media, data link protocols, and spanning-tree strategy for the
Building Access, Building Distribution, and Campus Backbone submodules of the Campus
Infrastructure module, given specific internetwork requirements.

Transmission Media Characteristics
1 TR TTTTT T TITTATT T Cisco.com

Distance Speed Typical Uses

Twisted Upito100/m Upito)1000'Mbps Building/Access
. (Gigabit Ethernet
Pair up te100/m)

Multimode Upito 2 km Upito 1 Gbps Moderate Building Distribution
f (East Ethernet) Campus;Backbone
Fiber Up to 550 m
(Gigabit Ethernet)

Upito/40/km 1, 40/Gbps or: Building Distribution
(East Ethernet) higher; Campus/Backbone
Upto/90/km
(Gigabit Ethernet)
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The primary types of transmission media that are used in an enterprise include:

m  Twisted pair: The two types of twisted pair cabling are unshielded twisted-pair (UTP) and
shielded twisted-pair (STP). UTP is widely used to interconnect workstations, servers, and
other devices from their network interface card (NIC) to a network device. STP is similar to
UTP, but cables are wrapped in foil to protect them from external electromagnetic
influences.

B Multimode fiber: Multimode fiber uses a LED as the light source. The low power output
and modal dispersion limits the distance at which it can be distinguished reliably.

m  Single-mode fiber: Single-mode optical fiber uses lasers as the light source and is
designed for the transmission of a single wave or mode of light as a carrier. The single ray
of light can be distinguished more reliably at longer distances compared to multimode
fiber.
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Data Link Protocol Characteristics

©2003, Cisco Systems, Inc. Al rights reserved.

Cisco.com

Price Typical Uses

Ethernet Very low Building/Access

Fast 100/Mbps Building/Access
Ethernet Building Distribution

Gigabit 1000/Mbps Moderate: Bulding|Distribution
Ethernet: Campuis Backbone.

ARCH v1.1—2-10

The figure describes the speed, price, and typical uses for the key data link protocols deployed
on campus networks. These three data link protocols are commonly used to build the campus

network today:

m  10-Mbps Ethernet: The slowest of the three technologies, it is considered a legacy media
because the prices of the other media are low enough that it is just as economical to put in a

100-Mbps Fast Ethernet network as it is to put in a 10-Mbps Ethernet network.

m  100-Mbps Ethernet (Fast Ethernet): Current media of choice because of its low cost and

ability to service most user requirements and many server requirements. It is relatively

inexpensive to implement.

®  1000-Mbps Ethernet (Gigabit Ethernet): The gigabit network is a little more expensive

to implement but gives a ten-fold increase in bandwidth, so is generally used between

access and distribution and distribution and core.

EtherChannel technology provides incremental trunk speeds between Fast Ethernet and Gigabit

Ethernet, or at speeds greater than Gigabit Ethernet. EtherChannel combines multiple Fast

Ethernet links up to 800 Mbps or Gigabit Ethernet up to 8 Gbps. EtherChannel provides fault-

tolerant, high-speed links between switches, routers, and servers. Without EtherChannel,

connectivity options are limited to the specific line rates of the interface.
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» Speed: 5 to 15 Mbps
* Price: High

» Typical uses:
Campus Backbone

Servers

Catalyst
LRE Swilch

|

| CiscoLRE CPE|

| -
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Long-Range Ethernet Characteristics

Cisco LRE CPE |

)

Cisco.com

Internet
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For buildings with existing Category 1/2/3 wiring, Long-Range Ethernet (LRE) technology
provides connectivity at speeds from 5 to 15 Mbps (full duplex) and distances up to 5000 feet.
LRE technology delivers broadband service on the same lines as plain old telephone service
(POTS), digital telephone, and ISDN traffic. LRE also supports modes compatible with
asymmetric digital subscriber lines (ADSLs), allowing enterprises to implement LRE to

buildings where broadband services currently exist.
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Transmission Media and Data Link
Protocol Selection Example

1Ll Cisco.com

Building L UTP

Access Fast Ethernet or
Gigabit Ethernet

Building

Distribution

Multimode/Single-Mode
Gigabit Ethernet

Campus g
Backbone I_ I ¢
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The figure shows the transmission media for a typical campus network structure. Building
Access submodule devices that are no more than 100 meters away from the LAN switch use
UTP. The UTP wiring can easily handle the required distance and speed and is easy to install.

Multimode and single-mode optical cables are used to handle higher-speed requirements at the
Campus Backbone and Building Distribution submodules. Multimode optical cable is usually
satisfactory inside a building. For communications between buildings, multimode or single-
mode cable is used, depending on distance limitations.

When selecting transmission media, scalability for the future is a key concern, as well as shifted
and nonshifted dispersion fiber, the wavelength, and the diameter of the fiber.
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Selecting a Physical Network
Segmentation Strategy

I Cisco.com

Broadcast domains

* Use multilayer switching in a structured design to reduce
the scope of broadcast domains.

Failure domains

* Restrict the size of a failure domain to a single Layer 2
wiring-closet switch, if possible.

Policy domains

- Define policy with access control lists that apply to an IP
subnet.
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The next decision is to select a network segmentation strategy based on broadcast domains,
failure domains, and policy domains. You will also determine how to implement STP to
complement your segmentation strategy.

The effect of broadcast, failure, and policy domains on the campus network includes the
following:

®  Broadcast domain: MAC-layer broadcasts flood throughout the data link layer switched
domain. Use multilayer switching in a structured design to reduce the scope of broadcast
domains. In addition, intelligent, protocol-aware features of multilayer switches will further
contain broadcasts such as Dynamic Host Configuration Protocol (DHCP) by converting
them into directed unicasts. These protocol-aware features are a function of the Cisco 10S
software, which is common to multilayer switches and routers.

®  Failure domain: A group of data link layer switches connected together to extend a single
network is called a Layer 2 switched domain. Consider the data link layer switched domain
to be a failure domain, because a misconfigured or malfunctioning workstation can
introduce errors that have an impact on or disable the entire domain. A jabbering network
interface card (NIC) may flood the entire domain with broadcasts. A workstation with the
wrong IP address can become a black hole for packets. Problems of this nature are difficult
to localize.

Restrict failure domains to one data link layer switch in one wiring closet, if possible, to
reduce the scope of the failure domain. Restrict the deployment of VLANs and VLAN
trunking. Ideally, each VLAN (IP subnet) is restricted to one wiring-closet switch. The
gigabit uplinks from each wiring-closet switch connect directly to routed interfaces on
multilayer switches in the Building Distribution submodule. One way to achieve load
balancing is to configure two such VLANS in the wiring-closet switch, which is shown
later.
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m  Policy domain: Policy is usually defined on the routers or multilayer switches in the
campus network. A convenient way to define policy is with access control lists (ACLs) that
apply to an IP subnet. Thus, a group of users or servers with similar quality of service
(QoS) or security policies can be conveniently grouped together in the same IP subnet and
the same VLAN. Other services, such as DHCP, are defined on an IP subnet basis.
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Implementing Spanning-Tree Protocol
| T T

I Cisco.com

+ Select a spanning-tree implementation:
— Spanning Tree Protocol (802.1D)
* Per-VLAN Spanning Tree Plus (PVST+)
— Rapid Spanning Tree Protocol (802.1w)
* Multiple Spanning Tree (802.1s)

* Avoid Layer 2 loops and let Layer 3 protocols handle load
balancing and redundancy.

* Keep the spanning-tree domain as simple as possible.

* Ensure that all links connecting backbone switches are
routed links, not VLAN trunks.

* Use multilayer switching to reduce the scope of
spanning-tree domains.

* Do not disable STP; keep it enabled just in case.
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Data link layer switches run STP to block loops in the Layer 2 topology. If loops are included
in the data link layer design, redundant links are put in blocking mode and do not forward
traffic. It is better to avoid Layer 2 loops by design and have the Layer 3 protocols handle load
balancing and redundancy, so that all links are used for traffic.

Keep the spanning-tree domain as simple as possible and avoid loops. With loops in the Layer
2 topology, Spanning Tree Protocol takes 30 to 50 seconds to converge. Therefore, avoiding
loops is especially important in the mission-critical parts of the network.

To prevent STP convergence events in the Campus Backbone submodule, ensure that all links
connecting backbone switches are routed links, not VLAN trunks. This will also constrain the
broadcast and failure domains.

Use multilayer switching in a structured design to reduce the scope of spanning-tree domains.
Let a Layer 3 routing protocol, such as Enhanced Interior Gateway Routing Protocol (EIGRP)
or Open Shortest Path First (OSPF), handle load balancing, redundancy, and recovery in the
backbone.
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Selecting Data Link Layer or Multilayer Switching
Solutions

The Enterprise Composite Network Model combines data link layer switching with multilayer
switching to achieve robust, highly available campus networks. In this topic, you will learn how
to select data link layer switching and multilayer switching solutions for the Building Access,
Building Distribution, and Campus Backbone submodules of the Campus Infrastructure
module, given specific internetwork requirements.

Data Link Layer and Multilayer Switching

Characteristics
T T T T T Ciscocom

Cost Complexity Versatility Typical Uses

Data Link Moderate Simpler LLess)versatile Building| Access
Switching CampusiBackbone

Multilayer: Expensive More'complex:  More versatiles  Building|Distribution
Switching Campus'Backbone

+ Data link layer switching supports simple, flat networks.

+ Multilayer switching is useful in hierarchical networks that
require complex routing.

- Multilayer switching offers advantages of equal cost routing,
fast reconvergence, load balancing, and scalability.
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The development of data link layer switching in hardware led to network designs that
emphasized data link layer switching. These designs are often characterized as “flat” because
they are most often based on the campus-wide VLAN model, in which a set of VLANSs spans
the entire network. This type of architecture favored the departmental segmentation approach in
which, for example, all marketing or engineering users needed to use their own broadcast
domain to avoid crossing slow routers. Because these departments could exist anywhere within
the network, VLANS had to span the entire network.

Multilayer switching provides the identical advantages as routing, with the added performance
boost from packet forwarding handled by specialized hardware. Adding multilayer switching in
the Building Distribution and Campus Backbone submodules of the Campus Infrastructure
module segments the campus into smaller, more manageable pieces, as defined in several
different ways. This approach also eliminates the need for campus-wide VLANS, allowing for
the design and implementation of a far more scalable architecture.

Today’s multilayer switches offer advances in semiconductor technology, enabling Cisco to
offer more features. Therefore, you can implement multilayer functionality and multilayer
control in the campus backbone at a cost-effective price point.

The figure summarizes the selection criteria for data link layer switching and multilayer
switching for a campus network.
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Small Campus Network

1L Cisco.com

VLAN A Data VLAN C Data VLAN E Data
VLAN B Voice VLAN D Voice VLAN F Voice

Building Access
(Stackable/Modular)

Campus Backbone

Server Farm
(Stackable/Modular)

+ Collapse the Campus Backbone and Building Distribution
submodules in the Campus Backbone submodaule.

+ Scale up to several Building Access switches.
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The small campus network design is appropriate for a building-sized network with up to several
thousand networked devices. You can collapse the Campus Backbone and Building
Distribution submodules into one layer for a small campus network. The Campus Backbone
provides aggregation for Building Access switches. Cost-effectiveness in this model comes
with a tradeoff between scalability and investment protection. The lack of distinct Campus
Backbone and Building Distribution submodules and limited port density in the Campus
Backbone restricts scaling in this model.

The building design shown in the figure comprises a single redundant building block. The two
multilayer switches form a collapsed Campus Backbone. Data link layer switches are deployed
in the wiring closets for desktop connectivity. Each data link layer switch has redundant gigabit
uplinks to the backbone switches.

In the building design shown in the figure, servers are attached to data link layer switches or
directly to the multilayer backbone switches, depending on performance and density
requirements.
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Medium Campus Design
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A medium campus design with higher availability and higher capacity is shown in the figure.
The most flexible and scalable campus backbone consists of multilayer switches, as shown in
the figure. The backbone switches are connected by routed Gigabit Ethernet or Gigabit
EtherChannel links. Multilayer-switched backbones offer these advantages:

m  Reduced router peering
m  Flexible topology with no spanning-tree loops
m  Multicast and broadcast control in the backbone

m  Scalability to arbitrarily large size
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Multilayer Switched Campus Backbone
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The most flexible and scalable campus backbone consists of multilayer switches, as shown in
the figure. The backbone switches are connected by routed Gigabit Ethernet or Gigabit
EtherChannel links. Multilayer-switched backbones have several advantages:

®  Reduced router peering
m Flexible topology with no spanning-tree loops
m  Multicast and broadcast control in the backbone

m  Scalability to an arbitrarily large size
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Large-Scale Multilayer
Switched Campus Backbone
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The figure shows the multilayer-switched campus backbone on a large scale. The multilayer-
switched backbone has the advantage that arbitrary topologies are supported because a

sophisticated routing protocol such as EIGRP or OSPF

In the figure, the backbone consists of four multilayer switches with Gigabit Ethernet or

is used pervasively.

Gigabit EtherChannel links. All links in the backbone are routed links, so there are no

spanning-tree loops. The figure suggests the actual scale by showing several gigabit links

connected to the backbone switches. Note that a full mesh of connectivity between backbone
switches is possible but not required. Consider traffic patterns when allocating link bandwidth

in the backbone.
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Question for Discussion
1 TR ITTTT T Cisco.com

What happens if you collapse the Building
Access, Building Distribution, and Campus
Backbone layers into one in terms of:

» Cost?

* Performance?
- Scalability?

+ Availability?

Consider the questions listed in the figure.
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Selecting Cisco Hardware and Software

The next step in the campus network design methodology requires that you select the Cisco
hardware and software for each location on the network that you identified as part of your
design. This topic helps you select hardware, hardware options, and software options for a
campus network infrastructure, given specific internetwork requirements.

Selecting Hardware and Software
| T T Cisco.com

Solutions T Products T Ordering T Support T
Products & Technologies

Product Advisor

Home | What's New | Haw to Buy | Login___| Register

Products & Select product category = Movice or Expert Mode > Novice
Technologies
Clear Choices
F Product Advisar
A R What type of switch do you require? Help Me Choose
uide 0 Access Switch iwiring closet)
Froduct Catalog ¢ Distribution Switch (aggregation)

 Core Switch (backbone)

In what type of enviroment will this switch he deployed? Help e Choose
¢ Small Office

Medium-sized/Branch Office

Corporate OfficeiCentral Site

Large Branch/Regional Office

OO0 00D

Senvice Provider

Mewt =

Murmber of products matching your criteria; 31

Show Products
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Cisco offers the Cisco Product Advisor to help you select the right switch solution for the
enterprise campus network. The tool operates in two modes: novice and expert. To access the
Product Advisor, go to http://www.cisco.com/en/US/products/prod_tools_index.html and click
the Cisco Product Advisor link. Then click a device category. The Product Advisor will ask you
questions to help select routers for particular needs. It does not include all products and
features, but provides helpful information to help you select appropriate Cisco products.
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The table summarizes the questions to answer to help select the right Cisco switches for each
location in the design.

Step | Description Notes and Comments
1. Determine the size of the campus location or Select one:
building for the switch.
m  Small campus location/building
m Medium campus location/building
m Large campus location/building
2. Determine the speed required for most ports Select one:
(excluding uplinks).
= 10 MB
= 10/100 MB
= 10/100/1000 MB (copper ports)
= 1000 MB only (GBIC ports)
3. Determine the number of ports required. Select any range from 1-24 up to 337 or
more.
4. Select the media types for uplinks. Select one or more:
m Fiber
m Copper
5. Determine the speed required for uplinks. Select one or more:
= 100 MB
= 1000 MB
s 10GB
6. Determine the number of uplinks required. Select one:
1
m 2
m more than 2
7. Determine if you require redundant power. Select Yes or No.
8. Determine if the switch requires redundant Select Yes or No.
switching engines.
9. Determine if the switch requires IP routing or Select Yes or No.
multilayer switching.
10. Determine if the switch requires intrusion detection, | Select Yes or No.
server load balancing, or network analysis.
1. Determine if the switch requires inline power for IP | Select Yes or No.
phones or wireless access points.
12. Determine if you need 10S or Catalyst software for
each data link layer switch and multilayer switch
you selected.
13. Select the 10S version for each data link layer
switch and multilayer switch you selected.
14. Select the intelligent network services and

provision each feature for each data link layer
switch and multilayer switch you selected.
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Identifying an IP Addressing Strategy

An effective IP addressing scheme is critical to the success and scalability of the network. This
topic helps you identify an IP addressing strategy for the campus network, given specific
internetwork requirements.

Identifying an IP Addressing
Strategy

T T T T Cisco.com

* Determine the size of the network.
— How big is the network?

— How many locations are in the network and what are
their sizes?
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The first step in an [P addressing plan design is to determine the size of the network in order to
establish how many IP addresses are needed. To gather the required information, answer these
questions:

m  How big is the network? Determine the number of workstations, servers, IP Phones,
router interfaces, switch management interfaces, firewall interfaces, and so on. The
summary defines the minimum overall number of IP addresses required for the network.
Because all networks tend to grow, allow a reserve of about 20 to 40 percent for potential
network and application expansion.

®  How many locations are in the network and what are their sizes? The information
about the size and number of the individual locations is closely related to the overall
network size. These values should correlate to the segmentation strategy chosen for the
campus networks. These values impact the subnetwork addressing scheme deployed to
accommodate all locations and the number of IP addresses required in each location.
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Identifying an IP Addressing
Strategy (Cont.)

I Cisco.com

- Determine if you need private or public addresses.
— Are private, public, or both address types required?

— What class of addresses and how many networks can be
obtained from the public number authority?

— How many end systems need access to the public network
only?

— How many end systems need to be visible to the public
network also?

— How and where will you cross the boundaries between the
private and public addresses?

* Determine how to implement the IP addressing hierarchy.
— Is hierarchy needed within the IP addressing plan?

— What are the criteria to divide the network into route
summarization groups?
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Next, determine if you need private or public addresses based on these questions:

B Are private, public, or both address types required? The decision about when to use
private, public, or both address types depends on the Internet connection presence and the
number of publicly visible servers. Four situations are possible:

—  No Internet connectivity: The network is isolated and there is no need to acquire
public addresses.

—  Internet connectivity, no public-accessible servers: The network is connected to
the Internet and thus at least one public IPv4 address is required. Use one public
IPv4 address and a translation mechanism such as port address translation (PAT) to
allow access to the Internet from a single IP address. Private addresses are used to
address the internal network.

Note Some applications do not support translation to a single IP address using PAT. Therefore,
sufficient IPv4 addresses will be required to support one-to-one Network Address
Translation (NAT) for each user concurrently accessing these applications through the
Internet.

—  Internet connectivity, public-accessible servers: The public addresses are required
to connect all public-accessible servers to the Internet. The number of public
addresses corresponds to the number of Internet connections and public-accessible
servers.

—  All end systems should be public accessible: Only public [Pv4 addresses are
required and used to address the whole network.
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®  What class of addresses and how many networks can be obtained from the authority
assigning public numbers, usually the ISP? The required IPv4 address classes for the
planned network are based on information about the network size, the number of locations,
and the size of the individual locations.

®m  How many end systems need access to the public network only (not publicly visible)?
This is the number of end systems that need a limited set of external services (for example,
e-mail, FTP, web browsing) and do not need unrestricted external access.

®  How many end systems also need to be visible to the public network? This is the
number of Internet connections and various servers that need to be visible to the public
(public servers and servers used for e-commerce, such as web servers, database servers, and
application servers) and defines the number of required public [Pv4 addresses.

m  How and where will you cross the boundaries between the private and public IPv4
addresses? When private addresses are used for addressing in a network, and this network
needs to be connected to the Internet, a translation mechanism such as NAT must be used
to translate from private to public addresses and vice versa.

The decision on how to implement the IP addressing hierarchy is an administrative decision
that is based on these questions:

® [s hierarchy needed within the IP addressing plan? You will decide how to implement
the IP addressing hierarchy based on the network size and the geography and topology of
the network. In large networks, a hierarchical IP addressing plan is required to promote a
stable network. Also, routing protocols such as OSPF rely on a hierarchical addressing
plan.

®  What are the criteria to divide the network into route summarization groups? The
network is usually divided into route summarization groups based on the network size and
topology. To reduce the routing overhead in a large network, a multilevel hierarchy may be
required. The depth of hierarchy levels depends on the network size, topology, number of
network layers, and the size of the upper-level summarization group.
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Mapping Layer 2 VLANS to
Layer 3 Subnets

| T T Cisco.com
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* Map Layer 2 domains to a Layer 3 subnet with an
understandable VLAN to IP subnet numbering scheme.

For example, data VLAN 20 and Voice VLAN 120 in
Building 1 can correspond to 10.1.20.x/24 and
10.1.120.x/24.

* A good addressing scheme helps route summarization
and eases troubleshooting.
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In a structured design, one IP subnet maps to a single VLAN, which is carried to the wiring-
closet switch. A good IP addressing scheme can take advantage of multilayer switching
features to exchange summarized routing information, rather than learning the path to every
host in the whole network. Summarization is important to routing protocol scalability for OSPF
and EIGRP.

In the figure, Model A shows multilayer switching only between the Building Distribution
switches. Model B shows data link layer switching, without forwarding on both uplinks for
separate VLANS.
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Selecting Routing Protocols

The decision about which routing protocols to implement is based on the design goals and the
physical topology of the network and the configuration of links for remote sites. This topic
helps you select routing protocols for the campus network that meet performance, scalability,
and availability requirements.

Static Routing Versus Dynamic
Routing

| T T Cisco.com

Use static routing in:

 Stub networks

- Smaller, nonexpanding networks

* Networks that require dial-on-demand routing
Use dynamic routing in:

- Larger, expanding networks
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Static routing is primarily used for:

m  Routing to and from stub networks. A stub network only carries traffic for local hosts, and
typically has only one entry/exit point. Even if it has paths to more than one other network,
it does not carry traffic for other networks.

m  Smaller networks that are not expected to grow significantly.
m  Supporting special features such as dial-on-demand routing (DDR) and On-Demand
Routing (ODR).

m  Specifying routes toward dialing peers in dial-in environments.

Configuration and maintenance of static routes is time consuming. It requires that you have
complete knowledge of the whole network to implement it properly.

Dynamic routing protocols have two major advantages over static routing protocols:

m  Eagsy configuration, and much less work for an administrator, even in small networks

®  Dynamic adaptation to changes in the network

The use of dynamic routing protocols is favored in almost all network scenarios, except for
DDR, ODR, a stub network, or a dial-in scenario.
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Routing Protocol Considerations
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When to Choose RIP or RIPv2

Routing Information Protocol (RIP) is the oldest routing protocol and is simple in its operation.
It is a classful distance vector protocol. Its metric is based only on hop count, and it does not
support variable-length subnet masking (VLSM) and manual route summarization.

RIPv2 is an enhanced version of the original RIP protocol (now referred to as RIPv1) that
supports VLSM. RIPv2 is implemented mainly in small networks, especially small hub-and-
spoke networks using point-to-point links. RIPv2 with snapshot routing support is used in dial-
up networks because it is able to freeze its routing table and wait for the dial-up link to connect
to start exchange of routing information. It is seldom used in LAN environments because it is
chatty and has a low hop count limit. In nonbroadcast multiaccess (NBMA) environments, the
main issue of RIPv2 is associated with the split-horizon rule, which prevents the propagation of
routing updates to all connected routers reachable through the same physical interface (but over
different virtual circuits). Use of RIP and RIPv2 in NBMA networks is not appropriate because
of large bandwidth requirements.
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When to Choose IGRP

Interior Gateway Routing Protocol (IGRP) is the original Cisco routing protocol. It is a classful
distance vector protocol with a more complex metric calculation than RIP; it takes into account
minimum bandwidth and accumulated delay. IGRP may be suitable for small to medium
networks. Like RIP, it has problems with the split-horizon feature in NBMA networks. (You
can disable split horizon, but distance vector protocols result in high-bandwidth usage if
propagating entire tables.) Other problems of IGRP include its slow convergence due to its pure
distance vector operation, and the potential for high bandwidth utilization when propagating
entire routing tables to neighbors. IGRP is not typically recommended for new deployments.

When to Choose EIGRP

EIGRP, which was developed based on IGRP, is a very powerful routing protocol. EIGRP is a
Cisco proprietary protocol licensed to limited vendors. It is an advanced distance vector
protocol with some link-state features (topology table, no periodic route propagation, and
triggered updates). It is well suited to almost all environments, including LAN, point-to-point,
and NBMA.

EIGRP is not suitable for dial-up environments because it must maintain the neighbor
relationship and uses periodic hello packets, effectively maintaining the dial-up connections all
the time.

EIGRP offers these features:

m  VLSM support

®  Advanced metrics

m  Fast convergence

Scalability

Authentication

Flexible summarization
Configurable bandwidth usage
Low bandwidth during normal conditions

Load balancing across unequal cost paths

Support for stub networks
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When to Choose OSPF

OSPF is a standards-based link-state protocol, based on the shortest path first (SPF) or
Dijkstra’s algorithm for path calculation. Initially it was designed for networks that consisted of
point-to-point links, but later it was successfully adapted for operation in LAN and NBMA
environments. OSPF can be tuned for dial-up operation by suppressing the hello protocol over
OSPF dial-up lines (sometimes called Demand Circuit operation). Because of the hierarchical
design requirement, there are design considerations when using OSPF in larger networks. One
backbone area is required and all nonbackbone areas must be attached directly to that backbone
area. Expansion of the backbone area can cause design issues, because the backbone area must
remain contiguous.

OSPF offers these features:

m  With OSPF, there is no limitation on the hop count. The intelligent use of VLSM is very
useful in IP address allocation.

m  OSPF uses IP multicast to send link-state updates. This ensures less processing on routers
that are not listening to OSPF packets. Updates are only sent when routing changes occur
rather than periodically. This ensures a better use of bandwidth.

m  OSPF offers fast convergence because routing changes are propagated instantaneously and
not periodically (a characteristic of distance vector routing protocols).

m  OSPF allows for effective load balancing.

m  OSPF allows for a logical definition of networks where routers can be divided into areas.
This will limit the explosion of link-state updates over the whole network. This also
provides a mechanism for aggregating routes and cutting down on the unnecessary
propagation of subnet information.

m  OSPF allows for routing authentication by using different methods of password
authentication.

m  OSPF allows for the transfer and tagging of external routes injected into an autonomous
system. This keeps track of external routes injected by exterior protocols such as Border
Gateway Protocol (BGP).

When to Choose Integrated IS-IS

Integrated Intermediate System-to-Intermediate System (IS-IS) is a standards-based link-state
protocol similar in operation to OSPF. It uses the SPF algorithm for best path calculation. An
IS-IS network consists of two areas, a backbone (Level 2 router) and connected nonbackbone
(Level 1 router). In contrast to OSPF, the IS-IS backbone can easily be expanded to
accommodate new Level 1 areas. Integrated IS-IS is a proven protocol for very large networks.
Integrated IS-IS has no adaptation for NBMA point-to-multipoint networks, which is one
design point to be considered prior to implementation. Integrated IS-IS is not suited for dial-up
networks because, unlike OSPF, it includes no hello protocol suppression capability. The
deployment of Integrated IS-IS in networks requires more knowledge than for other IGPs.
Integrated IS-IS is based on the Open System Interconnection (OSI) IS-IS protocol, and the
numbering of IS-IS areas is done in an OSI-based environment, not in IP.
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Selecting Areas or Networks

After selecting routing protocols, you will identify areas or networks for that routing protocol.
The key considerations for routing areas or networks are based on:

®  Number of multilayer devices and the type of CPU power and media available
m  Type of topology, either full mesh or partial mesh

m  Multilayer device memory
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Enterprise Campus Design Examples

Small, medium, and large campus networks use the Campus Infrastructure model applied to
specific situations. This topic contains example network designs to help you propose small,
medium, and large campus data link layer switched and multilayer-switched network designs,
given specific internetwork requirements.

Small Enterprise Design Example

1L Cisco.com

Building Access
Catalyst 2950
(Stackable)

Data Link

Layer
Campus Backbone
Catalyst 3550

Multilayer
Server Farm
Catalyst 2950/3550
(Stackable)
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Company Background

This small company has about 200 users in one building with two separate floors. Their
primary network user applications include e-mail, FTP file sharing, HTTP access to an intranet
server, and dedicated Internet access for all employees.
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Campus Design

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Question

Decision

Notes and Comments

What is the logical network design?

Single corporate-wide VLAN

There is no requirement for voice so
the entire network of 200 users will
be in a single VLAN.

What physical network media will be
used?

Twisted pair throughout the entire
network

Twisted pair was selected because of
its low cost.

What data link layer protocol will be
used?

Fast Ethernet in the Campus
Backbone

Fast Ethernet in the Building Access
to the desktop

Fast Ethernet is sufficient today. If
more growth is realized in the future,
the company could easily upgrade to
Gigabit Ethernet.

What spanning-tree deployment will
be used?

Spanning tree will be used and a
Campus Backbone switch will be the
root

For simplicity, the Catalyst 3550 was
selected as the STP root because
the Catalyst 3550 has the highest
processing capability.

What is the data link layer/multilayer
switching strategy for the network?

Network layer routing only needed on
the Internet edge

Data link layer switching in the
network

Network layer routing is only needed
for Internet access.

Data link layer switching is used
throughout the rest of the network.

Which Cisco products will be used?

Catalyst 3550 in the Campus
Backbone submodule

Catalyst 2950 in the Building Access
submodule

The redundant Catalyst 3550 in the
Campus Backbone is optional, and is
provided for redundancy.

What IP addressing scheme will be
used?

Approximately 254 IP addresses
from ISP or regional number
authority

Which routing protocols will be used?

No routing protocol required, only a
default route to the Internet

With the exception of a default route
to the Internet, no routing protocol is
required for this network design.
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Company Background

The medium-sized campus shown in the figure supports about a thousand users. The
company’s primary network applications are database applications. They are situated in two
buildings that connect to each other via a 100-foot walkway. They have expressed an intent to
add voice in the future and would like to plan for it in the infrastructure now.

Campus Design

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Question

Decision

Notes and Comments

What is the logical network
design?

Segmentation by type of traffic (voice and
data)

One VLAN for voice and one for data on
each Building Access submodule switch

To get both VLANSs back to the Building
Distribution submodule, the company
chose ISL trunking from the access switch
to the distribution switch

The data center will have three server
farms in unique VLANSs that connect
directly to the Campus Backbone
submodule

The network requires at least 18
VLANS.

The IT staff wants voice on one VLAN
and data on a separate VLAN, which
requires two VLANSs in each access
switch.

What physical network media
will be used?

UTP is implemented from the workstations
to the Building Access submodule

Multimode fiber from the Building Access
submodule to the Building Distribution
submodule

Multimode fiber from the Building
Distribution submodule to the Campus
Backbone submodule

The multimode fiber between the
Building Access and Building
Distribution submodules, and in the
Campus Backbone submodule,
provides an upgrade path to Gigabit
Ethernet or faster technologies.
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Design Question

Decision

Notes and Comments

What data link layer protocol
will be used?

Gigabit Ethernet in the Campus Backbone
and Building Distribution submodules

Fast Ethernet in the Building Access
submodule to the desktop

What spanning-tree
deployment will be used?

Spanning-tree root is the distribution device

What is the data link
layer/multilayer switching
strategy for the network?

Multilayer switching in the Campus
Backbone submodule

Data link layer switching in the Building
Distribution and Building Access
submodules

Which Cisco products will be
used?

Catalyst 6500 and 400x in the Campus
Backbone submodule

Catalyst 4006 in the Building Distribution
submodule

Catalyst 400x and 3500XL PWR in the
Building Access submodule

Catalyst 400x and 3500XL in the Server
Farm

Need inline power modules for voice
equipment.

What IP addressing scheme
will be used?

Private addressing
Each VLAN is its own subnet

Requires 18 subnets

Because of the number of IP addresses
needed and no Internet access
requirement, private addressing will be
used in the network.

The base network number for the voice
VLANSs will be different from the base
network number for the data VLANSs.

Which routing protocols will
be used?

EIGRP

OSPF or even RIPv2 would also work
because the network contains only two
multilayer-switched devices.

The company only has to maintain 18 to
24 different subnets.

Copyright © 2003, Cisco Systems, Inc.

Designing Enterprise Campus Networks 2-51



Large Enterprise Design Example
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Company Background

The large enterprise network in the example supports 4000 users in four buildings. They are
intending to implement voice in the future as part of an incremental deployment so they want to
ensure that the infrastructure they plan today will support the known future requirement.

The information systems department has decided that each of the Building Distribution
submodule devices will perform multilayer switching to limit broadcast and failure domains

within each Building Distribution and Building Access switch

The company has the budget to put in the required multiple strands of fiber between the
buildings for redundancy purposes. Single-mode fiber is already installed in the risers of the

buildings, enough to support the bandwidth needs.

2-52 Designing Cisco Network Service Architectures (ARCH) v1.1

Copyright © 2003, Cisco Systems, Inc.



Campus Design

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Question

Decision

Notes and Comments

What is the logical network design?

Segmentation by type of traffic (voice
and data)

One VLAN for voice and one for data on
each access layer switch

Each department will have its own
VLAN.

There will be separate
subnetworks and VLANs designed
for voice.

What physical network media will be
used?

UTP to the desktop from the Building
Access submodule

Fiber to the Building Distribution and
Campus Backbone submodules

Fiber runs between the buildings
to create the meshed core, and
will provide redundant
connections between the Building
Distribution and Campus
Backbone submodules.

What data link layer protocol will be
used?

Gigabit EtherChannel in the Building
Distribution and Campus Backbone
submodules

Fast Ethernet in the Building Access
submodule to the desktop

What spanning-tree deployment will
be used?

Spanning-tree root will be the distribution
switch in each building

Eight separate spanning-tree
domains, two per building.

What is the data link layer/multilayer
switching strategy for the network?

Multilayer switching in the Building
Distribution and Campus Backbone
submodules

Data link layer switching in the Building
Access submodule

Which Cisco products will be used?

Catalyst 6500 in the Campus Backbone
submodule

Catalyst 6500 or 4006 in the Building
Distribution submodule

Catalyst 400x in the Building Access
submodule

What IP addressing scheme will be
used?

Class B addresses

Private addressing two networks: one for
data and one for voice

There will be multiple subnets
used within each address range.
The purpose of having two
networks is to segregate the voice
from the data completely.

The company needs one Class C
address from the service provider
to support public access to the
Internet.

Which routing protocols will be
used?

OSPF

Core will be area 0 and each building will
be a different area

Given the size of the network,
either EIGRP or OSPF is
acceptable.

Since the company wants
standards-based routing
protocols, they chose OSPF, with
each building being its own area
and the core being area 0.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

Cisco.com

* Once you identify the application and data needs
for an enterprise, you are ready to begin the
logical network design by selecting logical
network segments and the method you will
implement to create logical network segments.

* The physical network design identifies the Layer
1 (physical) and Layer 2 (data link and spanning-
tree) implementations for the enterprise network.

* The Enterprise Composite Network Model
combines data link layer switching with
multilayer switching to achieve robust, highly
available campus networks.

Summary (Cont.)

Cisco.com

* The next step in the campus network design
methodology requires that you select the Cisco
hardware and software to implement at each
location on the network.

» An effective IP addressing scheme is critical to
the success and scalability of the network.

* The decision about which routing protocols to
implement is based on the design goals and the
physical topology of the network and the
configuration of links for remote sites.

* Small, medium, and large campus networks use
the Campus Infrastructure model applied to
specific situations.
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References
For additional information, refer to these resources:

m  Gigabit Campus Network Design—Principles and Architecture at
http://www.cisco.com/warp/public/cc/so/neso/Inso/cpso/gend wp.htm

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

QD

Q2)

Q3)

Q4)

Q5)

Which statement about data link layer switches is correct?

A) Data link layer switches can route between VLANS.

B) Data link layer switches cannot route between VLANSs.
O) Data link layer switches can route between VLANSs on the same switch.
D) Data link layer switches can route between VLANs on different switches.

A campus-wide VLAN is not recommended because
A) It can create routing holes.

B) It relies on recursive entries.

O) It adds complexity to the design.

D) It blocks the primary path to a destination.

How do you reduce the broadcast domain?

A) Use Layer 3 routing.

B) Use Layer 4 protocols.

O) Use data link layer switching.

D) You cannot reduce the broadcast domain.
The most flexible and scalable Campus Backbone submodule consists of
switches.

A) multilayer

B) aggregated

0] data link layer

D) nonaggregated

When using the Cisco Product Advisor to select products for a campus network, what
should you keep in mind?

A) The tool does not cover all products and all features.

B) The tool is all encompassing, covering all products and features.

0] The tool can be reconfigured for your specific needs when entering the tool.

D) Any situation the tool does not cover does not need to be addressed in the
design phase.
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Q6)  When planning an IP address scheme, which feature is critical to provide scalable

routing?

A) scalability

B) flexibility

O recoverability

D) summarization
Q7) Which three routing protocols does Cisco recommend for flat networks? (Choose

three.)

A) IS-IS

B) IGRP

0) OSPF

D) RIPv1

E) EIGRP

Q8)  Given a small campus network with about 200 users in one building, what type of
VLAN implementation would you design?

A)
B)
9
D)

Q9)  Given a large campus network with thousands of users, how would you implement

Do not implement VLANS.

Use one VLAN across the company.
Implement VLANS for each department.
Implement VLANS for each type of traffic.

Spanning Tree Protocol?

A)
B)
0
D)

Do not use Spanning Tree Protocol.
Design a single spanning-tree domain.
Implement the spanning-tree root on each access device in the buildings.

Select the spanning-tree root for each distribution device in the buildings.
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Quiz Answer Key

QD

Q2)

Q3)

Q4)

Q5)

Qo)

Q7)

Q8)

Q9)

B

Relates to:

C

Relates to:

A

Relates to:

A

Relates to:

A

Relates to:

D

Relates to:

B,D,E

Relates to:

B

Relates to:

D

Relates to:

Designing the Logical Campus Network

Designing the Logical Campus Network

Designing the Physical Campus Network

Selecting Data Link Layer or Multilayer Switching Solutions

Selecting Cisco Hardware and Software

Identifying an IP Addressing Strategy

Selecting Routing Protocols

Enterprise Campus Design Examples

Enterprise Campus Design Examples
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Designing the Server Farm

Overview

A server farm (or data center) is the controlled environment that houses enterprise servers. The
data center servers support the business applications accessed by users over the corporate
intranet and can be centralized or distributed, thus offering high levels of performance,
scalability, and availability.

Relevance

A large-scale server farm or data center must be able to support direct end systems and server
connectivity, while offering performance, scalability, and availability.

Objectives

Upon completing this lesson, you will be able to plan an effective Server Farm module design,
given specific enterprise network requirements. This includes being able to meet these
objectives:

m  Identify typical enterprise Server Farm module design requirements

m  Select the most effective Server Farm module design, given specific enterprise network
requirements

m  Explain design options to enhance scalability in the Server Farm module

m  List considerations for Server Farm module security and manageability



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
| TR ITTTT T CIsco.com

* Overview

* Design Objectives for the Server Farm

* Server Farm Infrastructure Architecture
 Designing the Server Farm for Scalability

» Considerations for Server Farm Security and
Manageability

* Summary

* Quiz

» Case Study 2-3: OCSIC Bottling Company
* OPNET IT Guru Simulation 2-3
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Design Objectives for the Server Farm

The primary objectives in the design of an enterprise server farm (or data center) are
performance, scalability, availability, security, and manageability. This topic identifies typical
enterprise Server Farm module design requirements.

Server Farm Design Objectives
T T T Cisco.com

- Performance

— Provide up to 10 Gbps outbound bandwidth capacity
+ Scalability

— Requires scalable switches and server load balancing
- Availability

— Provide redundancy and failover at the physical, data-
link, and network layers

- Security
— Requires specialized expertise
- Manageability

— Requires tools and a specialized network operations
center support system
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A large-scale, shared server farm infrastructure must support direct end-system or server
connectivity. The server farm must be able to support these properties:

®  Performance: Up to 10 Gbps outbound bandwidth capacity is required from the server
farm for most enterprises.

B Scalability: Scalability is a critical requirement in every server farm. Server load balancing
is most often deployed. As the number of servers requiring higher-bandwidth connections
increases, port densities can exceed the capacity of a single switch or server farm block.
Applying a modular block design to server farm deployments permits flexible growth.

m  Availability: Availability is generally ensured through the overall network design.
Networks are designed to minimize the occurrence of service problems and the time to
recover from problems, for example with backup recovery policies. You should design for
high availability at each layer, with redundancy and failover provisions at the physical, data
link, and network layers. The most effective solutions are those with consistent engineering
considerations tightly integrated throughout the server farm.

B Security: Security is an integral part of the network design. A single vulnerability could
compromise the enterprise. Specialized security expertise is often required. There are
challenges in offering encryption, certification, directory services, network access, and
other security capabilities that enable a fully secure network.

Note Security design is more fully explained in the Designing Security Service module because
designing for security crosses functional areas, and even campuses or sites, in the
Enterprise Composite Network Model.
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m  Manageability: Manageability means much more than knowing if a server or other
network element is up or down. The ability to assess service levels on a “per user” basis is
important to offering and maintaining required service levels. An operations center support
system may track network configuration and application performance, and maintain and
resolve errors and alarms. Good manageability tools and qualified personnel lowers
operations costs and reduces wasted time, while resulting in overall higher satisfaction.

Note Designing to ensure manageability is more fully explained in the Designing Network
Management Services module since this capability requires crossing functional areas, and
even campuses or sites, within the Enterprise Composite Network Model.
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Server Farm Design Considerations
| T T T Cisco.com

- Locality of access (single or multiple site)
* Number of applications

- Data volumes (small, medium, large)

» Transaction frequencies (seldom to often)

» Control of access points to the Server Farm
module
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The figure identifies additional considerations for the Server Farm module design.
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Server Farm Infrastructure Architecture

The enterprise server farm infrastructure may contain an access layer and a distribution layer,
similar to the Campus Infrastructure, and connected to the Campus Backbone submodule. This
topic will help you select an effective Server Farm design model, given specific enterprise
network requirements.

Server Farm Infrastructure

Architecture
m Cisco.com
Multilayer
or Campus Backbone
Data Link Layer|
Multilayerl "; | Server
‘;lq' Distribution
VN
Data Link
Layer % %% Server
Access
Servers
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You can logically divide the overall server farm infrastructure into three functional areas
operating with different and very specific criteria:

m  Server Access layer: The Server Access layer provides data link layer-based transport to
directly connected servers. The data link layer provides flexibility and speed in
provisioning. It also allows deployment of applications and systems, which may inherently
expect data link layer-level connectivity.

m  Server Distribution layer: The Server Distribution layer consists of devices in multiple
sublayers, which provide transit for traffic from the data link layer into the network layer,
and allow full deployment of the data link layer in the egress layer. The Server Distribution
layer leverages multilayer switching scalability characteristics while benefiting from the
flexibility of data link layer services.

m  Campus Backbone: The Campus Backbone is shared between the Campus Infrastructure
distribution devices, Enterprise Edge distribution devices, and the Server Farm distribution
devices. It is composed of high-end switches providing network layer transport between the
distribution and edge layers. Optionally, you can combine the Server Distribution and
Campus Backbone layers physically and logically into a collapsed backbone to provide
connectivity with the Server Access and Building Access layers.
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Server Farm Campus Backbone
| T T TIT T Cisco.com

* Deploy high-end
switches.
* Implement
redundant
switching and Multilayer
links. or Campus Backbone
- Implement web Data Link Layer

cache
redirection.

* Implement
HSRP.

* Implement
intrusion
detection.

NG 1
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At the Campus Backbone, consider these best practices to support the Server Farm module:
m  Deploy high-end switches (such as the Catalyst 8500 or 6500 series).

®  Implement highly redundant switching and links with no single points or paths of failure.
®  Implement web cache redirection (using Cisco Content Networking solutions).

®  Implement Hot Standby Router Protocol (HSRP) for failover protection.

m  Implement intrusion detection with automatic notification of intrusion attempts in place.
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Server Farm Distribution Layer

Ll Cisco.com

| Multilayerl
(Y ) Server
iy Distribution
\\
Data Link \
Layer
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Access

Servers
* Deploy high- to mid-range switches.
+ Make switching and links entirely redundant.
* Deploy caching systems.
* Implement server load balancing.
- Implement server content routing (for distributed server farms).
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At the Server Distribution layer, consider these best practices:

m  Deploy high- to mid-range switches (such as Catalyst 6500 series).

B Implement redundant switching and links with no single points or paths of failure.

m  Deploy caching systems where appropriate (using Cisco Content Networking solutions).
® Implement server load balancing (using Cisco Content Networking solutions).

®  Implement server content routing (using Cisco Content Networking solutions).
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Server Farm Access Layer
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» Deploy midrange switches.
* Dual home all servers.
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At the Server Access layer, consider these best practices:
®  Deploy mid-range switches (Catalyst 6500 or 4000 series).

®  Dual home all servers.
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Designing the Server Farm for Scalability

Scalability must be provided in every server farm. Scalability is provided in switches and
routers, as well as with content networking solutions. This topic provides design options to
enhance scalability in the server farm.

Server Farm Options for
Performance and Scalability

| T T T Cisco.com
Multilayer
or
* Increase port Data Link
densi ty Layer Campus Backbone
- Add higher- I.] I.I
speed )
interfaces. Ay Server
. Consider the “}1\',’ 7S Distribution
STP >
- NN
. . Data Link
implementation. |~ .
— Server
Access
Servers
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The Server Farm architecture addresses scalability by providing flexible growth paths to deliver
high bandwidth rates to the connected IP core. The methods used to grow the server farm
capabilities include:

® Increase port density: You can increase raw port density for both end-user devices and
infrastructure interconnecting links using a modular approach to add connectivity to the
existing installation. You can consider the distribution layer and access layer switches as a
module, which provides a predetermined number of data link layer ports. Expanding data
link layer ports is only a matter of adding another module and updating the routing
configuration to include new modules.

B Add higher-speed interfaces: Migrating to a higher-speed interface or EtherChannel
technology is a way to deliver greater bandwidth capacity between devices.

m  Consider the spanning-tree implementation: One of the main limiting factors in
designing large Layer 2 implementations is the capacity of the system to handle and scale
Spanning Tree Protocol. You can implement Multi-Instance Spanning Tree Protocol
(802.1s) to reduce the total number of spanning-tree instances needed to support the
infrastructure. This reduces the total number of spanning-tree instances needed to support
the infrastructure.
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Increasing Scalability for the
Entire Server Farm

I Cisco.com

* Scalable access module supports high throughput of traffic
and delivery into the Server Distribution submodule.

- Single Layer 2 domain allows spanning of IP subnets.
Campus Backbone
/ N N

%\@ LN LL0Y)

Scalable Module

* Highly modular
* Highly available
» Highly secure
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You can increase scalability in the Server Farm module by implementing a modular design
with devices that are easily upgradeable. Alternatively, you can implement a scalable Server
Farm module, either at the same location or at another location.

Both the complications and available solutions increase greatly if the Server Farm module is
part of a geographically dispersed set. A geographically dispersed Server Farm module allows
content to be served closer to the requesting client. However, the multilocation Server Farm
design must consider management of content, distribution of updates, synchronization of
different sources, proper routing of requests, handling of downed servers, additional security,
and so on.
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Considerations for Server Farm Security and
Manageability

The Server Farm design has important security and manageability considerations. This topic
lists considerations for Server Farm module security and manageability.

Server Farm Security Considerations
T T Y Cisoo.com

* Physical and network security policies
* Physical security devices

- Security software implementation
 Security architecture
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To meet Server Farm module requirements for security, consider the items listed in the figure.

Note Security is covered in detail in the Designing Security Services module in this course.
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Server Farm Manageability

Considerations
| T T TTTTT AT TR Cisco.com

* Identify critical devices and applications.
* Create an operations and support plan.

* Implement 24x7 monitoring of servers and
network equipment.

* Implement problem resolution procedures.

* Create a business continuity plan in case of
natural disaster.
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Good manageability tools and qualified personnel supporting the infrastructure results in lower
operations costs, since time is not wasted trying to resolve indications from conflicting
management systems and higher user satisfaction. To meet Server Farm module manageability
requirements, consider the items listed in the figure.

Note Manageability is covered in detail in the Designing Network Management Services module
in this course.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

I Cisco.com

* The primary objectives in the design of an
enterprise Server Farm (or data center) are
performance, scalability, availability, security,
and manageability.

* The enterprise Server Farm module may contain
an access layer and a distribution layer, similar
to the Campus Infrastructure module, and
connected to the Campus Backbone submodule.

* Every Server Farm module must provide
scalability.

* The Server Farm module design has important
security and manageability considerations.
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References

For additional information, refer to these resources:

B Gigabit Campus Network Design—Principles and Architecture at
http://www.cisco.com/warp/public/cc/so/neso/Inso/cpso/gend wp.htm

B Data Centers: Best Practices for Security and Performance at
http://www.cisco.com/warp/public/cc/so/neso/wnso/power/gdmdd wp.pdf

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.

Next Steps
For the associated case study and simulation, refer to the following sections:
m  Case Study 2-3: OCSIC Bottling Company
®  OPNET IT Guru Simulation 2-3
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Qo) Server load balancing is a key feature that primarily contributes to

A) security
B) scalability
0O functionality
D) manageability
Q2)  Which three recommendations would you implement at the Server Distribution layer?
(Choose three.)
A) Dual home all servers.
B) Implement server load balancing.
0) Deploy caching systems where appropriate.
D) Deploy mid-range switches (Catalyst 6500 or 4000 series).
E) Implement redundant switching and links with no single points or paths of

failure.

Q3)  Which four recommendations would you implement at the server farm core layer?

(Choose four.)

A) Dual home all servers

B) Deploy caching systems, where appropriate

0 Deploy midrange switches (Catalyst 6500 or 4000 series)

D) Deploy high-end switches (such as the Catalyst 8500 or 6500 series)

E) Implement HSRP for failover protection

F) Implement web cache redirection (using Cisco Content Networking solutions)
Q) Implement highly redundant switching and links with no single points or paths

of failure

Q4)  What is one method to increase scalability in the Server Farm module, while also

adding complexity?

A)
B)
&)
D)

higher-speed interfaces
modules with more port density
geographically dispersed Server Farms

Multi-Instance Spanning Tree Protocol (MISTP)
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Q5)  Good manageability tools and supporting the infrastructure results in lower
operations costs, since time is not wasted trying to resolve indications from conflicting
management systems and higher user satisfaction.

A) firewalls
B) qualified personnel
0] fault management systems

D) configuration control systems
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Quiz Answer Key
Ql) B
Relates to: Design Objectives for the Server Farm
Q2) B,C,E
Relates to: Server Farm Infrastructure Architecture

Q3) D,E,F,G

Relates to: Server Farm Infrastructure Architecture

Q4) ¢
Relates to: Designing the Server Farm for Scalability
Q5 B

Relates to: Considerations for Server Farm Security and Manageability
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Case Study 2-3: OCSIC Bottling Company

Complete this case study to practice the key design skills discussed in this module.

Learning Activities

I Cisco.com

» Case Study: OCSIC Bottling Company
— Create initial network diagrams
— Design the headquarters campus network
— Design the headquarters server farm

— Design a typical North American plant network
(optional)

— Provide justification for each design decision
* OPNET IT Guru Simulation

— View the instructor demonstration and consider the
key design questions
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Required Resources

There are no resources required to complete this exercise.

Exercise Objective

In this exercise, you will design a campus network that meets the needs of the OCSIC Bottling
Company.

After completing this exercise, you will be able to:

m Create initial network diagrams

m  Design the headquarters campus network

m  Design the headquarters server farm

m  Design a typical North American plant network (optional)

Each component of the design will have multiple options. Consider each option carefully, given
the case study constraints. As you identify each component of your design, provide justification

for your decision. The justification explains the options you considered and why you chose the
option you selected. Remember, there are no wrong answers to this exercise.
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About the OCSIC Bottling Company

Company Background

OCSIC Bottling Company is a U.S.-based soft drink and beverage distributor. OCSIC’s
products include colas, flavored soft drinks, and bottled juices. Most of their products,
particularly their soft drinks, are recognized throughout the world. Other products, such as
juices, are currently available only in selected regions, although the company would like to
distribute them worldwide.

OCSIC owns and operates 12 bottling, distribution, and sales facilities in North America. In
South America, Europe, and the Asia Pacific regions, their products are sold, manufactured,
and distributed by independently owned and operated distribution companies. These
international distribution companies can sell any products they choose, and often do not carry
the entire line of OCSIC products.

Company Business Goals

The company is completing a ten-year plan to move its business into the next century. They are
concerned about losing their competitiveness if they do not innovate and become more
responsive to their customers and their distributors. Through a series of planning sessions, the
company has defined these goals:

m  Develop and bring new products to market more quickly

®  Provide faster order fulfillment to customers

m  Increase product distribution outside the United States

B Improve communications between employees, customers, and partners

®  [mplement a supply chain management system that provides better integration and
responsiveness to the plants and distributors

®  Reduce operating costs and increase profitability
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Headquarters Location

The facilities in North America consist of one main headquarters campus located in Memphis,
Tennessee, and 12 wholly owned bottling, distribution, and sales facilities in the United States
and Canada.

The table describes each building in the headquarters’ campus. The campus has developed over

a long period of time, and users continually move around the campus.

Estimated Number
Building Function of Users Building Characteristics
Building A Executive 1400 six-story building
Finance 210,000 square feet
Building B Accounting 600 two-story building
Order Processing 90,000 square feet
Building C Marketing 1,200 four-story building
Distributor Relations 180,000 square feet
Building D Research and Development | 800 three-story building
120,000 square feet
Building E Research and Development | 900 four-story building
120,000 square feet
Building F Information Systems 400 two-story building
Data Center 80,000 square feet
Help Desk
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Headquarters Network

The headquarters location has an aging Token Ring network, which supports traditional
applications such as database, file and print sharing, and e-mail. Over the past ten years, the
company has added IP capabilities to its existing network, but is finding the network
increasingly difficult and expensive to maintain.

The company now wants to “move into the 21st century,” replacing its campus network with a
complete IP-based solution.

The following figure describes the headquarters campus and its network.

Building B
Floor 1
- 300 people g i
Building A 45,000 sq.ft Building C
Floor 1 Floor 2 Floor 1
150 people [N 300 people 300 people
35,000 sq.ft 45,000 sq.ft 45,000 sq.ft
Floor 2 Floor 2
150 people | >Executives 300 people
35,000 sq.ft 45,000 sq.ft
Floor 3 Floor 3
250 people |/ 300 people
36,000 sq.ft 45,000 sq.ft
Floor 4 _Floord
250 people ) 300 people
35,000 sq.ft Campus-Wide 46,000 sq.ft
Floor 5 i
_Floor§_ | Linance TOKeN Ring Network
300 people
35,000 sq.ft
Floor 8
300 pecple
36,000 sq.ft Building D
Floor 1
Building F 200 people
Data Center 40,000 sq.ft
Information Systems Floor 2
Floor 1 Building E/ 300 people
North American Plants 200 people Fioor 1 / 40,000 sq.ft
International Plants —| 40,000 sq.ft 200 people _Floor3
30,000 sq.ft 300 people
R — 40,000 sq.ft 2
200 people Floor 2 2
40,000 sq.ft 200 people B
30,000 sq.ft H
Floor 3 <
250 people
30,000 sq.ft
Floor 4
250 people
30,000 sq.ft

The cabling plant on the headquarters Token Ring network backbone and risers consists of
copper using shielded twisted-pair wiring. Copper unshielded twisted-pair wiring goes to the
desktops. Fiber is not currently used anywhere in the network.
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Headquarters Applications

The IT department at OCSIC develops and maintains a variety of enterprise-wide applications.
Some are available only at headquarters, while others are available to the North American
plants and international manufacturing, distribution, and sales centers.

The table describes the primary applications that the company uses.

Application Data Primary Users Notes and Description
Characteristics'
SAP Heavy Accounting SAP is used throughout the company to manage
) manufacturing, inventory, distribution, and order
Finance processing.
Marketing
Manufacturing
Distribution
Order Processing

PeopleSoft Moderate Everyone PeopleSoft applications are used for financial
management and reporting throughout the company.

Custom Oracle Moderate Everyone The company has developed a number of custom

database Oracle database applications that are used

applications throughout the company, primarily for reporting and
decision support.

Electronic mail Moderate Everyone E-mail is used as the primary means of electronic
communication throughout the company. E-mail
messages consist primarily of text, but some users
send rich e-mail with graphics and video.

Intranet web site Moderate Everyone The company maintains an intranet web site that
provides up-to-date, corporate-wide information to
the employees.

Extranet web site Moderate International The company wants to add an extranet web site that

(planned)

distributors

provides up-to-date information for the international
distributors.

Information to be contained on the extranet web site
includes:

m Marketing information, such as product data
m Order status information
m Sales data

m Inventory data

1

A light application generates hundreds of bytes of data per minute. A moderate application generates thousands

of bytes of data per minute. A heavy application generates tens of thousands of bytes of data per minute. An

extremely heavy application, such as near broadcast-quality video, generates hundreds of thousands of bytes per

minute.

Application activity is spread across five to seven applications, and includes network activity only about ten

percent of the time. The remainder is dedicated to server activity, workstation interaction, thought research,

planning, and workgroup interaction.
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The table describes the traffic volume on the network from each building to the data center in

Building F.
Building From Building To Volume (kbps)
(to nearest 100 kbps)

Building A Building F 1900 kbps

Building B Building F 1200 kbps

Building C Building F 2300 kbps

Building D Building F 500 kbps

Building E Building F 500 kbps

Building F Building F 300 kbps
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North American Plants

Each district and local building facility is similar. They each include a manufacturing floor,
warehouse facilities, distribution and logistics offices, and sales offices. The district office
facilities have slightly more staff to handle the administrative and logistical functions of their
district.

The table describes each district and local facility in North America.

Function Location Estimated Building Characteristics
Number of Users

Eastern District Boston, MA 175 60,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
Midwestern Kansas City, MO 175 60,000-square-foot manufacturing, distribution, and
District sales office building
Office/Plant
Southern District Dallas, TX 175 60,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
Western District Los Angeles, CA 175 60,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
New York New York, NY 150 50,000-square-foot manufacturing, distribution, and
Regional sales office building
Office/Plant
Toronto Regional Toronto, Canada 150 50,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
Chicago Regional | Chicago, IL 150 50,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
Omaha Regional Omaha, NB 150 50,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
Orlando Regional Orlando, FL 150 50,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
Denver Regional Denver, CO 150 50,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
San Francisco San Francisco, CA | 150 50,000-square-foot manufacturing, distribution, and
Regional sales office building
Office/Plant
Seattle Regional Seattle, WA 150 50,000-square-foot manufacturing, distribution, and
Office/Plant sales office building
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North American Plant Applications

The North American plants use the same applications as headquarters, although their usage
varies. The data center is located at the Memphis headquarters, so each plant accesses the
headquarters applications over the network on a regular basis.

The table describes the current and planned applications at the North American plants.

Application Data Primary Users Notes and Description
Characteristics
SAP Moderate Accounting SAP is used in the plants to manage manufacturing,
inventory, and distribution.
Finance
Marketing
Manufacturing
Distribution

PeopleSoft Light Everyone PeopleSoft applications are used to obtain financial
reports.

Custom Oracle Moderate Everyone The plants access custom Oracle database

database applications, primarily for reporting and decision

applications support.

Electronic mail Heavy Everyone E-mail is used as the primary means of electronic
communication throughout the company. Most e-
mail messages are sent within a plant, with lighter
traffic to the headquarters.

Intranet web site Heavy Everyone The company maintains an intranet web site that

provides up-to-date, corporate-wide information to
the employees in the plants, who would not be able
to obtain information otherwise.

Information contained on the intranet web site
includes:

m Forms used for human resources functions

m Accounting functions such as purchase requests
and supply ordering

m Marketing information such as product data

m IT application and help desk information

Networking Strategy and Goals

To better support the overall business goals and reduce costs, OCSIC is developing an
integrated information systems project plan that includes six building blocks or components:

Replacement of older, slower PCs with new, faster personal computer workstations while
maintaining the current workload

Implementation of advanced network solutions, such as IP telephony

Implementation of a corporate intranet and extranet that better serves employees,
customers, and partners

Replacement of the existing campus and plant networks

Upgrade to the WAN

Streamline operations and lower total costs through business process reengineering
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Task 1: Create Initial Network Diagrams
Complete these steps:

Step 1 On an overhead transparency, create a global network diagram for the company, to
include the headquarters location, district offices, regional offices, and international
plants. This network diagram should show the main sites in each country and the
main WAN links. Label each location.

Step 2 On an overhead transparency, create a country-level network diagram for the
company that identifies the locations in North America. This network diagram
shows the main sites in each town and the main WAN links. Label each location.
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Task 2: Design the Headquarters Campus Network

Complete these steps:

Step 1 On an overhead transparency, create a campus network diagram for the company
headquarters site. If desired, create a logical map showing the extent of each VLAN
for the headquarters site. Your network diagram should include each building and
the Campus Backbone submodule. Label each location.

Step 2 Complete the table to design the details about your headquarters campus network.

Design Question

Decision

Justification

What is the logical network design?

What type of VLAN trunking will be
used?

What physical network media will be
used in the Campus Backbone
submodule?

What physical network media will be
used in the Building Distribution
submodule?

What physical network media will be
used in the Building Access
submodule?

Which data link layer protocol will be
used at each location?

What spanning-tree deployment and
version will be used?
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Design Question Decision Justification

What is the data link layer/multilayer
strategy for the Campus Backbone
submodule?

What is the data link layer/multilayer
strategy for the Building Distribution
submodule?

What is the data link layer/multilayer
strategy for the Building Access
submodule?

Which Cisco products and options will
be used in the Campus Backbone
submodule?

Which Cisco products and options will
be used in the Building Distribution
submodule?

Which Cisco products and options will
be used in the Building Access
submodule?

What IP addressing scheme will be
used? Is NAT/PAT required?

Which routing protocols will be used in
each area of the network?

What type of switching will be deployed
at the Edge Distribution module?
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Task 3: Design the Headquarters Server Farm

Complete these steps:

Step 1 Create a Server Farm network diagram for the OCSIC Bottling Company data
center. This network diagram shows the physical layout and how the data center
relates to the Campus Backbone module. Label each device and location.

Step 2 Complete the table to design the details about your Server Farm network.

Design Question

Decision

Justification

What is the logical network design?

What type of VLAN trunking will be used?

What physical network media will be
used?

What data-link layer protocol will be
used?

What spanning-tree deployment will be
used?

What is the data link layer/multilayer
strategy for the Server Distribution layer?

What is the data link layer/multilayer
strategy for the Server Access layer?

Which Cisco products and options will be
used in the Server Distribution layer?
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Design Question

Decision

Justification

Which Cisco products and options will be
used in the Server Access layer?

What IP addressing scheme will be
used? Is NAT/PAT required?

Which routing protocols will be used?
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Task 4: Design a Typical North American Plant Network
(Optional)
Complete these steps:

Step 1 Create a campus network diagram for a typical plant in North America. This

network diagram shows the physical layout and the Campus Backbone module.

Label each location or area of the building.

Step 2 Complete the table to design the details about a typical North American plant
network.

Design Question Decision Justification

What is the logical network design?

What type of VLAN trunking will be
used?

What physical network media will be
used in the Campus Backbone
submodule?

What physical network media will be
used in the Building Distribution
submodule?

What physical network media will be
used in the Building Access
submodule?

What data-link layer protocol will be
used?

What spanning-tree deployment will
be used?
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Design Question

Decision

Justification

What is the data link layer/multilayer
strategy for the Campus Backbone
submodule?

What is the data link layer/multilayer
strategy for the Building Distribution
submodule?

What is the data link layer/multilayer
strategy for the Building Access
submodule?

Which Cisco products and options
will be used in the Campus
Backbone submodule?

Which Cisco products and options
will be used in the Building
Distribution submodule?

Which Cisco products and options
will be used in the Building Access
submodule?

What IP addressing scheme will be
used? Is NAT/PAT required?

Which routing protocols will be
used?
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Task 5: Present Your Design

Present your design to the class. Be prepared to justify each design decision.

Exercise Verification

You have completed this exercise when you attain these results:

m A completed network design for the OCSIC Bottling Company headquarters location that
includes a logical network diagram (VLANSs), physical network diagram, network devices,
IP addressing strategy, and routing protocols

m A completed network design for the OCSIC Bottling Company server farm that includes a
logical network diagram (VLANSs), physical network diagram, network devices, IP
addressing strategy, and routing protocols

m  (Optional) A completed network design for one OCSIC Bottling Company North American
plant that includes a logical network diagram (VLANS), physical network diagram,
network devices, [P addressing strategy, and routing protocols
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OPNET IT Guru Simulation 2-3

OPNET Technologies, Inc. provides intelligent network management software that enables
enterprises to optimize the performance, cost, and availability of networks and applications.
The OPNET IT Guru provides intelligent network management, empowering enterprise IT
managers to diagnose application performance problems, validate changes to server and router
configurations, and plan for growth and high availability.

Your instructor will demonstrate a series of OPNET IT Guru simulations based on the case
study exercise used throughout this class.

In this simulation, you will see three different campus designs for the OCSIC Bottling
Company, as follows:

m  The first simulation demonstrates a minimal design.

B The second simulation demonstrates an optimal design.

m  The third simulation demonstrates a high-end design.

Review the simulation as presented by your instructor. When the simulation is complete,
consider the following questions:

®  How would you modify your campus network design based on the OPNET IT Guru
simulation?

®  Which option is most effective for the network in terms of performance, scalability,
availability, and cost-effectiveness?

For more information about OPNET, visit www.opnet.com or send an e-mail to
opnet_info@opnet.com.
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Module 3

Designing Enterprise Edge
Connectivity

Overview

Enterprises commonly use WANS, on-demand connections, and the Internet to build an intranet
(site-to-site) between corporate offices, connect with customers and business suppliers over the
Internet, conduct electronic commerce, and provide remote-access capabilities to their partners

and employees.

Module Objectives

Upon completing this module, you will be able to design enterprise edge network
infrastructures for effective functionality, performance, scalability, and availability, given
specified enterprise network needs.

Module Objectives

Cisco.com

* Use the Enterprise Edge design methodology to
design WAN, Remote Access, and the Internet
Connectivity modules

* Design small, medium, and large enterprise site-
to-site WANSs, given enterprise WAN needs

- Design an enterprise remote-access solution,
given enterprise remote-access needs

» Design the Internet Connectivity module, given
enterprise needs to access the Internet
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Module Outline

The outline lists the components of this module.

Module Outline
N T T T Cisco.com

* Reviewing the Enterprise Edge Network Design
Methodology

* Designing the Classic WAN Module
 Designing the Remote Access Module
* Designing the Internet Connectivity Module
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Reviewing the Enterprise Edge
Network Design Methodology

Overview

To facilitate effective network design, Cisco has developed a process that enables the network
designer to assess requirements, design each module of the network, and determine the
effectiveness of the design.

Relevance

The Enterprise Composite Network Model enables network designers to design the Enterprise
Edge functional area from modular building blocks, which are scalable enough to meet
evolving business needs. By deploying a step-by-step methodology, network designers can
create an effective enterprise edge design that meets enterprise needs for performance,
scalability, and availability.

Objectives

Upon completing this lesson, you will be able to use the Enterprise Edge design methodology
to design WAN, Remote Access, and Internet Connectivity modules. This includes being able
to meet these objectives:

Identify the modules that the network designers will design for the Enterprise Edge
functional area

Identify the performance, scalability, and availability design considerations for the
Enterprise Edge functional area of the Enterprise Composite Network Model

Describe a step-by-step methodology that network designers will use to design the
Enterprise Edge functional area

Access and analyze network traffic patterns typically found in enterprise edge networks



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
| TR ITTTT T CIsco.com

* Overview

- Enterprise Edge Design Within the Enterprise
Composite Network Model

- Typical Requirements for the Enterprise Edge
* Enterprise Edge Design Methodology

- Analyzing Network Traffic Patterns

* Summary

* Quiz
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Enterprise Edge Design Within the Enterprise

Composite Model

The Enterprise Edge functional area contains the E-Commerce, Internet Connectivity,

VPN/Remote Access, and WAN modules. Each module has unique design requirements. This

topic identifies the modules and submodules that the network designer will design for the

Enterprise Edge.

Enterprise Edge Functional Area

Network

Management |,.._

)

©2002, Cisco

Systems, Inc. All rights reserv

ed,

Enterprise Campus

Building

Campus
Backbone

| X

Server Farm

= = =
] ]

Edge
Distribution

Enterprise
Edge

E-Commerce

", Remote
= Access/VPN

Cisco.com

| Service
i Provider

Edge

ISP A

ISP B

PSTN

Frame
Relay/
ATM/
PPP

o
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The Enterprise Edge functional area is comprised of four modules:

Each module connects to the Edge Distribution module in the Enterprise Campus functional
area, which connects the Enterprise Edge and the Enterprise Campus functional areas.

E-Commerce

Internet Connectivity

Remote Access and VPN

WAN
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The Enterprise Edge modules perform these functions:

E-Commerce: Enables enterprises to deploy e-commerce applications and take advantage
of the Internet. All e-commerce transactions pass through a series of intelligent services to
provide performance, scalability, and availability within the overall e-commerce network
design.

Internet Connectivity: Provides internal users with connectivity to Internet services.
Internet users can access the information on publicly available servers. Additionally, this
module accepts Virtual Private Network (VPN) traffic from remote users and remote sites
and forwards it to the Remote Access and VPN module.

Note VPN design is discussed in the Designing Virtual Private Networks module in conjunction

with security, a required concern when implementing VPNs over a public network.

Remote Access and VPN: This module terminates dial-in connections received through
the Public Switched Telephone Network (PSTN) and, after successful authentication,
grants dial-in users access to the network. It also terminates VPN traffic forwarded by the
Internet Connectivity module from remote users and remote sites, and initiates VPN
connections to remote sites through the Internet Connectivity module.

WAN: Routes traffic between remote sites and the central site using dedicated media or
circuits. The WAN module supports any WAN technology, including leased lines, Frame
Relay, ATM, optical, cable, and wireless. It may also use PSTN dial-on-demand for
occasional access and availability.

Note This module focuses on designing the WAN, Remote Access, and Internet Connectivity

modules.
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Typical Requirements for the Enterprise Edge

The Enterprise Edge module requires functionality, performance, scalability, availability,
manageability, and cost-effectiveness. This topic identifies the features and functionality to
consider when designing the Enterprise Edge functional area.

Typical Requirements for the

Enterprise Edge
| T T T Cisco.com

* Functionality

* Performance

+ Scalability

- Availability

* Manageability

- Cost-effectiveness
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The Enterprise Edge must meet these requirements:

®  Functionality: The enterprise network must support the applications and data flows
required, within the required time frames. Typical enterprise-wide applications include
online transaction processing (OLTP) systems, decision support systems (DSS), e-mail,

information sharing, and many other functions. Applications and data may require special

peak-time processing, or they may require steady processing throughout a day.

m  Performance: Performance includes three primary metrics: responsiveness, throughput,
and utilization. Each Enterprise Edge link and device will be measured in terms of how
well it meets all three performance metrics.

m  Scalability: The Enterprise Edge functional area must provide scalability for future growth

in the number of users and in the amount of data and applications that the network may
support.
®  Availability: Users perceive that the network is down, regardless of where a failure may
occur. A typical standard for most enterprise data networks is 99.9 percent availability.
®  Manageability: The Enterprise Edge module must be manageable across the entire
infrastructure.

m  Cost-effectiveness: Cost-effectiveness is a key concern for most enterprises, given limited

budgets. The network designer’s goal is to design the network for maximum efficiency
given affordability limitations. Affordability for the Enterprise Edge functional area
includes one-time costs for equipment, as well as ongoing tariffs or service charges.
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Functionality

E-Commerce Critical

Internet

Connectivity: Orficz

Remote Access

and VPN Critical

WAN Critical

©2002, Cisco Systems, Inc. All rights reserved

Performance

Important

Important

Important

Important

Scalability

Important

Important

Important

Important

Importance of Enterprise Edge
Modules Based on Design Criteria

AETE 1147

Critical

Important

Important

Critical

Cisco.com

Cost-

Manageahllity, Effectiveness

Important Important

Important Important

Important Important

Important Critical
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The figure describes which Enterprise Edge modules meet enterprise needs for functionality,
performance, scalability, availability, manageability, and cost-effectiveness, and the importance
of each component in meeting that need. Each need is ranked in terms of its relative importance
in the campus network, where Critical is highest in relative importance, followed by Important
and Normal. For example, functionality is critical (that is, absolutely required) to the E-
Commerce module, while scalability is important (desirable) to the E-Commerce module.
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Enterprise Edge Design Methodology

Cisco has developed a methodology that you can use to design the Enterprise Edge functional
area. The design is based on application characteristics, and involves selecting topology, an
ISP, data link layer and physical layer technologies, features, specific Cisco devices, and
routing protocols. This topic describes a step-by-step methodology that network designers will

use to design the Enterprise Edge functional area.

2002, Cisco Systems,

Enterprise Edge Design Methodology

Characterize applications.

Pobdh-=

technologies.

5. Select Layer 1 WAN, remote-access, or Internet

technologies.

6. Select specific WAN, remote-access, and Internet

features.

7. Select specific Cisco network devices at each location
and create a network topology diagram.

8. Select routing protocols and IP addressing.

Inc. All rights reserved

Select and diagram the WAN topology.
Select a service provider and negotiate.
Select Layer 2 WAN, remote-access, or Internet

Cisco.com
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To design the Enterprise Edge functional area, you will complete a series of steps. The table
describes the Enterprise Edge design methodology used throughout this course.

Step

Description

Notes and Comments

1.

Characterize applications for the Enterprise
Edge functional area.

The important application characteristics are
bandwidth, delay, and loss requirements.

Select and diagram the WAN topology.

Based on the geography and data-sharing
requirements, you will design the WAN topology.

Select a service provider and negotiate
price and features.

Each service provider will offer different services,
rates, and quality guarantees. Once you have
selected a service provider, you can complete
the remaining steps based on the features
available to you.

Select a data link layer WAN, remote-
access, or Internet technology for each link
on the enterprise network.

The data link layer technology selection is based
on application requirements and the features a
service provider has to offer.

Select a physical layer WAN, remote-
access, or Internet technology for each link
on the enterprise network.

Based on the data link layer technology selection
and the services offered by the service provider,
you can select the physical layer technology.

Select specific WAN, remote-access, and
Internet features for each link on the
enterprise network.

WAN features are based on application
requirements and the features a service provider
has to offer.

Copyright © 2003, Cisco Systems, Inc.

Designing Enterprise Edge Connectivity 39



Step | Description Notes and Comments

7. Select specific Cisco network devices and Based on the specific requirements at each
hardware and software options at each location, select specific Cisco network devices
location and create a network topology that meet specified criteria.
diagram.

8. Select routing protocols and IP addressing | Similar to the Enterprise Campus functional
for the Enterprise Edge functional area. area, you will select routing protocols and an IP

addressing strategy for the Enterprise Edge
functional area.
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Analyzing Network Traffic Patterns

The important characteristics of network applications at the Enterprise Edge functional area are
bandwidth, delay, and loss. This topic helps you assess and analyze network traffic patterns

typically found in the Enterprise Edge functional area.

Example: Characterizing Applications

To/From
Location

Name of
Application

Type of
Application

Number of:
Users

Number of:
Servers

Web) Content: Building 1 HIML/HTIP/,
to Java
Building 2

137

Order;

Headguarters
Processing 1o
NY Office

Database

Web Content'  San Erancisco,
Office'to

Asia Pac

HIMLLY
HigP
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Bandwidth/
Delay Tolerance/
Loss
Characteristics

High'bandwidth
Highidelay,
Medium/loss:

Highibandwidth
Highidelay,
Low/loss

Medium bandwidth
Highjdelay;
Medium/less:

ARCH 1.1—38

You will characterize the applications that are shared between any two or more sites on the
network. The information you gather will help you determine the performance, scalability, and

requirements for each WAN, remote-access, or Internet link.

Use the table to characterize the applications at each network campus location, filling in the

fields as indicated. The figure contains an example application table.

Name of
Application

To/From
Location

Type of
Application

Number of
Users

Number of
Servers

Bandwidth/
Delay/Loss

Characteristics
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Approximate Size of Objects

Transferred Across the Network
1T TTT T T T TR Cisco.com

Type of Data Size in MB

diext e-maillmessage 0:01

Spreadsheet 04

Computer screen 0.5

Rich e-maillmessage

Stilllimage

Multimediaiobject:

Database replication
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Use the table to help characterize traffic load for applications that an enterprise wants to
implement. The data in the table is approximate and does not take the place of a thorough
analysis of the network in question.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

il Cisco.com

* The Enterprise Edge functional area contains the E-
Commerce, Internet Connectivity, Remote Access and
VPN, and WAN modules. Each module has unique design
requirements.

* The Enterprise Edge module requires functionality,
performance, scalability, availability, manageability, and
cost effectiveness.

A specific methodology can be used to create the
Enterprise Edge Module design. The design is based on
application characteristics, and involves selecting
topology, an ISP, data link and physical layer
technologies, features, specific Cisco devices, and
routing protocols.

* The important characteristics of network applications at
the Enterprise Edge are bandwidth, delay, and loss.

References

For additional information, refer to this resource:

®  Wide Area Network Design at
http://www.cisco.com/warp/public/779/largeent/design/wan_index.html
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Quiz
Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

QIl)  Which module of the Enterprise Edge model terminates VPN traffic?

A) WAN
B) E-Commerce
O Internet Connectivity

D) Remote Access and VPN

Q2)  Which requirement for the Enterprise Edge can you measure, in part, by utilization?
A) availability
B) functionality
O performance
D) cost-effectiveness
Q3)  Which two Enterprise Edge modules have availability as a critical requirement?
(Choose two.)
A) WAN module
B) E-Commerce module
O) Internet Connectivity module
D) Remote Access and VPN module
Q4)  What information do you need before you can begin to design the Enterprise Edge
functional area?
A) IP addressing scheme
B) identified WAN topology
0] routing protocol selection
D) application characteristics
Q5)  Which three types of information do you need to characterize applications on the
network? (Choose three.)
A) name of users
B) age of application
0] type of application
D) number of users and servers

E) bandwidth requirement, delay tolerance, and loss characteristics
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Quiz Answer Key

QD

Q2)

Q3)

Q4)

Q5)

C

Relates to:

C

Relates to:

A, B

Relates to:

D

Relates to:

C,D,E

Relates to:

Enterprise Edge Design within the Enterprise Composite Network Model

Typical Requirements for the Enterprise Edge

Typical Requirements for the Enterprise Edge

Enterprise Edge Design Methodology

Analyzing Network Traffic Patterns
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Designing the Classic WAN
Module

Overview

Wide-area networking provides communications to users across a broad geographic area.
Wide-area networks (WANS) typically include routers and switches that link sites and remote
offices around the world. Network designers can select WAN links of many sizes and those
which utilize different technologies, depending on the requirements of each link.

Relevance

Cisco WAN solutions help network designers build scalable networks and deliver business-
critical services using the communications infrastructure.

Objectives

Upon completing this lesson, you will be able to design small, medium, and large enterprise
site-to-site WANSs, given enterprise WAN needs. This includes being able to meet these
objectives:

Identify typical enterprise needs for site-to-site WANs

m  Recommend a WAN topology, given criteria that affect the selection of WAN topologies
m  Identify the services and service level agreements desired of WAN service providers
m  Recommend data link layer technologies, given criteria that affect the selection of data link

layer technologies

m  Recommend physical layer protocols, given criteria that affect the selection of physical
layer protocols

Select WAN features that meet specified enterprise requirements
Select edge routing solutions, based on specific enterprise requirements

Propose routing protocols and IP addressing strategies for a site-to-site WAN, based on
specific enterprise requirements

®  Design small, medium, and large enterprise site-to-site WANS, given Enterprise Edge
requirements



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
1 T T T Cisco.com

* Overview

* Enterprise Needs for the WAN

+ Selecting the WAN Topology

+ Selecting a Service Provider

- Selecting the Data Link Layer

+ Selecting the Physical Layer

» Selecting WAN Features

- Selecting Cisco Edge Routing Solutions
* Routing Protocol and IP Addressing Considerations
* Example: Enterprise WAN Design

* Summary

* Quiz
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Enterprise Needs for the WAN

An enterprise site-to-site WAN network must meet requirements for bandwidth, link quality,
reliability, data link protocol characteristics, always-on or on-demand characteristics, and cost.

This topic identifies typical enterprise needs for the site-to-site WAN.

Enterprise Needs from the WAN

T T T T Cisco.com

* Bandwidth

* Link quality

* Reliability

 Data link protocol characteristics

* Always-on or on-demand characteristics
* Cost
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Applications drive the design of the site-to-sitte WAN. To determine the site-to-site

requirements, understanding the number of users at each location and which applications will
be used will dictate the service and bandwidth requirements for each regional and branch site.

Traditionally, WAN communication has been characterized by relatively low throughput and
high error rates. Because the WAN infrastructure is generally rented from a service provider,

WAN network designs optimize the cost of bandwidth and pursue bandwidth efficiency.

Based on application needs, enterprises typically have these requirements for a site-to-site

WAN solution:
®  Bandwidth: Sufficient bandwidth is required to support applications.

Link quality: High link quality is required to ensure end-to-end delivery of packets.

[ ]
m  Reliability: Reliability and availability are critical to ensure end-to-end delivery of packets.
]

Data link protocol characteristics: Each data link protocol offers services that make the

protocol ideal for certain applications.

®  Always-on or on-demand characteristics: Some applications require that a WAN be

available all the time (always on) or as needed (on demand).

m  Cost: Cost-effectiveness is a concern for any network solution. The WAN solution needs to

consider fixed and recurring costs.
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Selecting the WAN Topology

The WAN topology includes the physical and logical WAN topology. The topology is closely
related to the geographical structure of the enterprise. This topic helps you recommend a WAN
topology, using criteria that affect the selection of WAN topologies.

Typical Large Enterprise WAN
| T TTT T T T

Ll Cisco.com

Regional Edge
Partial Mesh

Full Mesh

Site 1 Site 2

Branch Edge
N Hub & Spoke or

Site 3 Site 4 N Partial Mesh

o11G_tez
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The site-to-site WAN may include a branch, regional, and core hierarchy. You will identify the
reliability, availability, and service levels for each level of the hierarchy in the WAN during the
design phase.

The actual design will often mirror the enterprise’s organizational structure. The WAN
requirements at each point in the network will be unique. Although you can group sites that
have similar requirements, the actual bandwidth and service requirements will be different for
each site on the network.

For example, given that the required bandwidth from a branch office to its regional office is
256 kbps, what amount of bandwidth is needed from the regional office that supports four
branch offices to the central site? In the calculation, do not forget to include the bandwidth
requirements for the regional office itself, and then add it to the total bandwidth (4 * 256 kbps)
coming from the four branch offices.

To determine bandwidth requirements, you can work from the branch and remote-access
devices into the central site. This allows you to determine the aggregation needs and to identify
bandwidth limitations early in the process.

Starting with the branch office and working back to the Campus Backbone submodule makes it
easier to see bottlenecks or potential aggregation issues.
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Branch Office WAN

T TN Cisco.com
Regional Edge Branch Edge
* Redundancy Partial Mesh

depends on the
criticality of the site
and the number of
users affected.

+ Branch offices
normally do not act
as aggregation
points.

011G_083
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The branch office is typically the end of the network. When designing the WAN to reach the
branch office, ask these questions:

®  How many users are in the branch?

®  What are the per-application bandwidth requirements?
m  What is the total bandwidth needed for applications?
®  What type of routing protocol is going to be used?

m  What are the redundancy needs of the site? What is the effect on the business if the site is
unreachable or if the site cannot reach the central servers?

m [s the site supporting on-demand connectivity to other sites or users?

After you determine the number of users and bandwidth, you can determine the total amount of
bandwidth for the branch site using this formula:

m  ((users * bandwidth) * 1.5) = amount of bandwidth for the site

If the branch office requires redundant links, the design will use either dual WAN links to two
different regions or connect to another branch that connects to a regional site. The link between
two branch offices is generally the minimum amount of bandwidth to support each branch. In
that case, oversize the link between the branch and the regional site to support a fraction of the
bandwidth (usually half) of the other branch site. A third method is to implement a dial-on-
demand circuit through either ISDN or the PSTN.

The regional office typically sits between the Campus Backbone submodule and the branch
offices. It may house the application servers that the branch sites use, or it may simply provide
access to the Campus Backbone submodule. The regional office will have its own set of
requirements for WAN connectivity.
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Regional Office WAN
| T T Cisco.com

Central Site Regional Edge Branch Edge
Edge Partial Mesh

011G_084

* Includes multiple load-sharing links to the
central site

- Aggregates traffic from the branch and sends it
to the central site
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Before developing the WAN module to support a regional office WAN, ask these questions:
®  How many users are in the regional office?

B What are the per-application bandwidth requirements?

m  What is the total bandwidth needed for applications?

B What type of routing protocol is going to be used?

®  What are the redundancy needs of the site? What is the effect on the business if the site is
not reachable or the site cannot reach the central servers?

m s the site supporting on-demand connectivity to other sites or users?
m [s the site a rally point for traffic from other sites to pass through?

m  Does the regional site have servers or services that are shared with other offices, either
branch or core? Does this change the amount of bandwidth that the branch offices need to
the core?

It is common for the regional office to be an aggregation point for multiple branch offices.
When aggregation is done it is imperative to ensure there is enough bandwidth from the
regional office to the core to provide the expected level of service to all branch offices that
connect to that regional site. The regional office typically has multiple load-sharing links
between the regional office and the central site Enterprise Edge functional area.

The Campus Backbone can be a single router or a collection of routers used to terminate the
WAN links from the regional layer. The central site Enterprise Edge functional area is typically
a fully meshed environment with multiple load-sharing links, able to distribute all of their
aggregated traffic from the regional office.

When load balancing, attempt to avoid asymmetrical routing.
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Enterprise WAN Backbone

T T TR Cisco.com

Enterprise Edge

_ RRMeR ™ - Generally a full mesh
Sits 1 el between sites
* Must incorporate
aggregation from the
regional offices
- Server farms are normally
Site 3 sie4 © accessed through the

network
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The Campus Backbone WAN is normally the center of the enterprise. The requirement for
high-speed connectivity between routers is critical to ensure that all of the outlying regions and
branches/remote sites maintain their service levels. When designing the enterprise WAN
backbone, ask these questions:

m  What are the per-application bandwidth requirements?
®  What is the total bandwidth needed for applications?
®  What type of routing protocol is going to be used?

®  What are the redundancy needs of the site? What is the effect on the business if the site is
not reachable?

m s the site supporting on-demand connectivity to other sites or users?
m [s the site a rally point for traffic from other sites to pass through?

If the core is a single router or the Enterprise Edge routers of a large-scale enterprise, it must
support the total aggregation of all of the traffic from the rest of the network.

A full mesh solution may have an impact on convergence time depending on the routing
protocol implemented. The fiber reliability that is available today is eliminating the need for a
full mesh design. Consider this question: What is the effect on convergence of adding
additional links?
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Selecting a Service Provider

Once the bandwidth, redundancy, and service level requirements are defined, it is time to talk
to several providers to determine what transport is available to implement the design. Do not be
surprised if you have to do some redesign based on the features, services, and costs that the
provider offers. This topic describes criteria for selecting a WAN service provider.

[ T T T Cisco.com

Criteria for Selecting a
Service Provider

* Price

» Speeds supported

* Features supported

* Geographies covered

+ Service level agreements
—Bandwidth
—Round-trip response
— Network services
—Loss
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Each service provider offers a range of prices, speeds, features, and geographical coverage,
which will affect your selection. Once you select a service provider, you can redesign the site-
to-site WAN based on the services available to you. The selection of a service provider depends
on these criteria:

Price: Price, including one-time and fixed costs, is one of the most important criteria when
selecting a service provider.

Speeds supported: Different service providers offer a different range of speeds for
different technologies. Speed is often closely related to price. Distance may also affect
price. Make sure the service provider you select offers the speeds you require.

Features supported: Different service providers offer different WAN features and
technologies. Features offered may affect price. Make sure the service provider you select
offers the appropriate range of features possible.

Geographies covered: The service provider must service the geographies you need to
include in the WAN. Several different service providers may be needed to provide the full
geographical coverage the network requires.

Service level agreements: A service level agreement is a key component of a service level
contract (SLC). The SLC specifies connectivity and performance agreements for an end-
user service from a provider of service. A service provider may provide wide-area or
hosted application services. The table describes an example service level agreement and
how it is measured.
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Network Availability Measurement | Average Network Maximum Response
Area Target Method Response Time Response Time
Target Time Measurement
Accepted Method
WAN 99.9% Impacted user Under 100 ms 150 ms Round-trip
minutes (round-trip ping) ping response
Critical WAN 99.95% Impacted user Under 100 ms 150 ms Round-trip

and extranet

minutes

(round-trip ping)

ping response
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Selecting the Data Link Layer

For the data link layer, you will select technologies including PPP, Frame Relay, ATM, and
X.25. This topic helps you select data link layer technologies, using criteria that affect the

selection of data link layer technologies.

Moderate Low,
| |
Frame Relay, Moderate High

|

High High
|

High High
|

LLow, Low,
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Bandwidth Media
Supported Quality

Network
Delay
Tolerance

o)

)

o)

LLow,

High

Data Link Layer Technology Characteristics

Protocol
Reliability,

Moderate

Low,

Low,

Low,

High

Cisco.com

Relative
Cost

Low,

Moderate

Moderate

Moderate

Moderate
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The figure describes the characteristics of data link layer technologies for the WAN. Your
selection of a data link technology depends on services that your service provider offers and the

features your network requires.

These data link layer technologies are available for site-to-site WANSs:

m  PPP: PPP provides router-to-router and host-to-network connections over synchronous and
asynchronous circuits. PPP is typically used for the transmission of IP packets over serial

lines and ISDN.

®  Frame Relay: Frame Relay is a switched data link layer protocol that handles multiple
virtual circuits using HDLC-derived encapsulation between connected devices. Frame
Relay is more bandwidth efficient than X.25, the protocol for which it is generally
considered a replacement. Frame Relay provides cost-effective, high-speed, low-latency
virtual circuits between sites. Frame Relay runs over DS0, T1/E1, and serial links.

m  ATM: ATM is the international standard for cell relay in which multiple service types
(such as voice, video, or data) are conveyed in fixed-length (53-byte) cells. Fixed-length
cells allow cell processing to occur in hardware, reducing transit delays. ATM is designed
to take advantage of high-speed transmission media, such as T1/E1, T3/E3, and optical.

®  Multiprotocol Label Switching (MPLS): MPLS is a switching mechanism that uses
labels (numbers) to forward packets. Labels usually correspond to multilayer destination
addresses, making MPLS equal to destination-based routing. Labels can correspond to
other parameters, such as a quality of service (QoS) value, source address, or a data link
layer circuit identifier. Label switching occurs regardless of the multilayer protocol.
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m X.25: X.25 is an International Telecommunication Union Telecommunication
Standardization Sector (ITU-T) standard for use in packet data networks. X.25 is an older
protocol that is often being replaced by Frame Relay. X.25, which runs over DS0, T1/E1,
and serial links.
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Selecting the Physical Layer

For the physical layer, you will select physical layer technologies including leased-line, digital
subscriber line (DSL), dial-up, ISDN, or optical. This topic helps you recommend physical
layer technologies, using criteria that affect the selection of physical layer technologies.

Physical Layer Technology Characteristics
N 1A AT Cisco.com

Bandwidth Link On Demand/ Cost
Range Quality, Always On Factors

Medja Alwavsion Bandwidth
dependent / related
n

Leased/Line Any;

Moderate Moderate Always On Market pricing

Connection frequency

On D2zl andl/duration
[ | 1

Control: Always On Connection frequency,
LLink: On Demand andiduration
n (1

Moderate Moderate

Distanceland
bandwidth

Optical High High Always,0n
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The figure describes the characteristics of physical layer technologies. These physical layer
technologies are available for site-to-site WANS:

m Leased line (synchronous or asynchronous serial; or time-division multiplexing):
Leased lines can be used for PPP networks and hub-and-spoke topologies, or for backup for
another type of link.

m  DSL: DSL is becoming widely available as an always-on Internet connectivity option.

m  Dial-up: Dial-up is a low-speed but cost-effective technology for intermittent, on-demand
WAN requirements including access to corporate data networks.

m  ISDN: ISDN can be used for cost-effective remote access to corporate networks. It
provides support for voice and video as well as a backup for other links.

®  SONET/Synchronous Digital Hierarchy (SDH): Establishes Optical Carrier (OC) levels
from 51.8 Mbps (capable of transporting a T3 circuit) to 40 Gbps.

3-28 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Selecting WAN Features

After you select the data link layer and physical layer technologies, you can select specific
WAN features. Each data link layer technology has its own WAN features to select. This topic
helps you select WAN features that meet specified enterprise requirements.

Selecting WAN Features

s Cisco.com
- PPP * ATM
— Multilink PPP or PPP — Number of ports

— Service Class (one of

* Frame Rela
y CBR, ABR, UBR, RT-VBR,

— Number of ports NRT-VBR)
- CIR - X.25
— Maximum burst size — Rate

— Number of ports
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The WAN features available depend on the service provider you selected. For each data link
layer technology, you can select these features:

m  PPP: The rates available for PPP depend on the type of connection, synchronous or
asynchronous. Multilink PPP (MP) allows devices to send data over multiple point-to-point
data links to the same destination by implementing a virtual link. The MP connection has a
maximum bandwidth equal to the sum of the bandwidths of the component links. MP can
be configured for either multiplexed links, such as ISDN and Frame Relay, or for multiple
asynchronous lines.

®  Frame Relay: You can select a number of ports, committed information rate (CIR), and
maximum burst size for Frame Relay. The number of ports depends on the number of
connections required at any point in time as well as bandwidth requirements. The CIR is
fixed.
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m  ATM: You can select the number of ports and one of these service classes:

—  Constant bit rate (CBR): This traffic category has a bandwidth guarantee. Use it
for traffic least tolerant of delay or loss.

—  Available bit rate (ABR): This traffic type is scheduled at the same priority as
nonreal time (NRT) variable bit rate (VBR). Use it for medium priority traffic.

—  Unspecified bit rate (UBR): This traffic category is “best effort.” Use it only for
least important traffic.

— Real-time variable bit rate (RT-VBR): This traffic category has a higher priority
than NRT-VBR and a lower priority than CBR. Use it for medium priority traffic.

—  Nonreal time variable bit rate: This traffic type has a higher priority than UBR,
but lower than RT-VBR. Use it for medium priority traffic.

B X.25: You can select the number of ports and speed for X.25, although rates will be lower
than those available for Frame Relay.
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Selecting Cisco Edge Routing Solutions

The Cisco Product Advisor is a useful tool for selecting edge routing solutions. The tool is

interactive, and provides a list of options from which to choose. This topic shows you how to
select Cisco edge routing solutions, based on specific enterprise requirements.

Selecting Cisco Edge
Routing Solutions

Cisco.com
T Products. T Ordering T Support T
Products & Ti nologies
Product Advisor
Home | What's New 1 Howe to Buy 1 Login 1 Register 1 Feedback | Searc|
Products & Select product category » Movice or Expert hode = Routers Novice = Routers Movice - LAN and WAN > Routers
Technologies Novice - Woice = Routers Novice - Voice Connectivity = Routers Novice - Options = Compare
P Product Advisar e
GQuick Reference
Guide
Product Gatalog Compare products:
Product CISCO3620 CISCO3640 CISCO3725
Image
Specifications
LAN Connectivity Ethernet (10BaseT) Ethernet (10BaseT) Ethernet (10BaseT)
FastEthernet Fast Ethernet Fast Ethernet
(1001 00BaseTH) (1001 00BazeTH) (101 00BazeTH)
Gigabit Ethernet Gigabit Ethernet Bigabit Ethernet
(EtherSwitch Network (EtherSwitch Network (Ethergwitch Network
Module) Module) Module)
ATM-25 ATW-25 ATM-25
Token Ring Token Ring Token Ring
'WAN Connectivity TIEL THET TE1
Fractional T1/E1 Fractional T1/E1 Fractional T1/E1
T3IE3IOC3 T3IE3IOC3 T3E3OC3
ISON PRIY Channelized ISON PRI Channelized ISDN PRIY Channelized
©2003, Cisco Systoms, Inc. All rights roserve a
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Cisco offers the Product Advisor to help you select the right routing solution for the enterprise
edge network. The tool operates in two modes: novice and expert. To access the Product

Advisor, go to
http://www.cisco.com/en/US/products/products_cisco_product advisor tool launch.html and
click the Cisco Product Advisor link. Then click a device category. The Product Advisor will
ask you questions to help select routers for particular needs. It does not include all products and
features, but provides helpful information to help you select appropriate Cisco products.
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The table summarizes the questions to answer to help select the right Cisco router. The table
describes only the options relevant to a site-to-site WAN, not all options that may be available.

Step

Description

Notes and Comments

1.

Determine the type of environment in
which the router will be deployed.

Select one:
m Small office/branch office
m Corporate office/central site

m Large branch/regional office

Determine how the router will be used.

Select one or more:

m To connect to the Internet

m To connect offices together

m To connect employees to the network remotely
m To deploy IP telephony on the network

m To provide security for the network

Determine the type of configuration
required.

Select one:

m Fixed configuration (less expensive, not highly
scalable)

m Modular configuration (more expensive, highly
scalable)

m No preference

Determine the type of LAN connectivity
required.

Select one or more:
m Ethernet (10BASE-T)
m Fast Ethernet (10/100)
m Gigabit Ethernet

Determine the number of LAN ports
required.

Select one:
m 1
m 2

m more than 2

Select the types of WAN connectivity
required.

Select one or more:

m T1/E1

m Fractional T1/E1

m ISDN PRI/Channelized T1/E1
m ISDN BRI

m Synchronous Serial

m Asynchronous Serial

m T3/E3/0OC3

m DSL

m ATM

m Frame Relay
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Step

Description

Notes and Comments

Determine the number of WAN ports
required.

Select one:
m 1

m 2-10

= 11-30

m more than 30

Determine if voice will be deployed on
the WAN, now or in the future.

Answer Yes or No.

Determine if a redundant power supply
is required.

Answer Yes or No.

10.

Determine if a rack-mountable router is
required.

Answer Yes or No.

1.

Determine which software features are
required now and in the future.

Select one or more:
= VPN
m Firewall

m Internet/WAN access

12.

Select the Cisco IOS version for each
router you selected.
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Routing Protocol and IP Addressing
Considerations

The decision about which routing protocols to implement is based on the design goals, the
physical topology of the network, and the configuration of links for remote sites. Routing
protocol selection is closely related to IP addressing strategies. This topic helps you select
routing protocols and IP addressing for a site-to-site WAN, based on specific enterprise
requirements.

Routing Protocol Considerations for

the Site-to-Site WAN
1T T TR RTTTTTIATT Cisco.com

Point-to- Pulniio-

Hierarchical Multipoint
(Frame Relay)

Point

Static Routes
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Edge routing protocols include static routes, Enhanced Interior Gateway Routing Protocol
(EIGRP), Open Shortest Path First (OSPF), and Routing Information Protocol version 2
(RIPv2).

Select a site-to-site WAN routing protocol based on these considerations:

m  Static routing is useful in smaller environments where there are few WAN connections.

m  EIGRP is suitable for nonbroadcast multiaccess (NBMA) environments where there are
split horizon issues, such as with Frame Relay or ATM multipoint interfaces. When
equipment from multiple vendors is part of the overall design, the use of EIGRP is
restricted.

m  OSPF is useful in NBMA and dial-up environments. OSPF requires more knowledge for
proper configuration.

m  RIPv2 is useful for small- to medium-sized networks that do not exceed the 15-hop limit.
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Routing Protocol and IP Addressing

Design Considerations
T T Cisco.com

* EIGRP

— Reduce the query range via summarization,
distribution lists, and stubs.

— Allow for route summarization.
- OSPF

— Areas organize and allow division of large networks.

— Create an address hierarchy to match the topology.

— Make addressing contiguous with respect to topology.
+ RIPv2

— Use a limited number of hops.

— Allow for route summarization.
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The routing protocol and IP addressing design considerations are closely related. Design
considerations for routing protocols and IP addressing are:

m  EIGRP: Reduce the query change using summarization, distribution lists, and stubs. Use
route summarization whenever possible.

B OSPF: An area is a logical collection of OSPF routers and links. A router within an area
must maintain a topological database for the area to which it belongs. The router does not
have any detailed information about networks outside of its area, thereby reducing the size
of its database.

m  RIPv2: RIPv2 is a good choice for hub-and-spoke environments. To design RIPv2, send
the default route from the hub to the spokes. The spokes then advertise their connected
interface via RIP. RIPv2 can be used when there are secondary addresses on the spokes that
need to be advertised or if several vendors’ routers are used.
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Identifying an IP Addressing
Strategy

Cisco.com

* Determine the size of the network.
—How big is the network?

—How many locations are in the network and
what are their sizes?

—What class of addresses and how many
networks can be obtained from the public
number authority?

—How many addresses will be needed
throughout the network?

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—3-16

The questions to ask to help identify the IP addressing strategy for the WAN are the same as
those you would ask for the enterprise campus network.

The first step in IP addressing plan design is to determine the size of the network in order to
establish how many IP addresses are needed. To gather the required information, answer these
questions:

m  How big is the network? Determine the number of workstations, servers, IP Phones,
router interfaces, switch management interfaces, firewall interfaces, and so on. The
summary defines the minimum overall number of IP addresses required for the network.
Because all networks tend to grow, allow a reserve of about 20 percent for potential
network expansion.

®  How many locations are in the network and what are their sizes? The information
about the sizes of the individual locations is closely related to the overall network size.

B What class of addresses and how many networks can be obtained from the public
number authority? The required IP address classes for the planned network are based on
information about the network size, the number of locations, and the size of the individual
locations.

®  How many addresses will be needed throughout the network? Determine the number of
addresses needed for workstations, servers, IP phones, network devices, and so on.
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Identifying an IP Addressing
Strategy (Cont.)

i Cisco.com

- Determine if you need private or public addresses.
— Are private, public, or both address types required?

— How many end systems need access to the public
network only?

— How many end systems need to be visible to the public
network also?

— How and where will you cross the boundaries between
the private and public addresses?

* Determine how to implement the IP addressing hierarchy.
— Is hierarchy needed within an IP addressing plan?

— What are the criteria to divide the network into route
summarization groups? Is a multilevel hierarchy
needed?
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Next, determine if you need private or public addresses based on these questions:

B Are private, public, or both address types required? The decision when to use private,
public, or both address types depends on the Internet presence and the number of publicly
visible servers. Four situations are possible:

—  No Internet connectivity: The network is isolated and there is no need to acquire
public addresses.

—  Internet connectivity, no public accessible servers: The network is connected to
the Internet and thus public addresses are required. Use one public address and
translation mechanism to allow access to the Internet. Private addresses are used to
address the internal network.

—  Internet connectivity, public accessible servers: The public addresses are required
to connect all public accessible servers to the Internet. The required number of
public addresses varies, but in most instances a public address is required for the
routers that connect to the Internet, and any publically accessible servers, plus a
range of addresses needs to be available for the corporate users that are accessing the
Internet.

—  All end systems should be publicly accessible: Only public addresses are required
and used to address the whole network.

®  How many end systems need access to the public network only? This is the number of
end systems that need a limited set of external services (for example, e-mail, FTP, web
browsing) and do not need unrestricted external access.

Copyright © 2003, Cisco Systems, Inc. Designing Enterprise Edge Connectivity 3-37



How many end systems need to be visible to the public network also? This is the
number of Internet connections and servers that need to be visible to the public (public
servers and servers used for e-commerce, such as web servers, database servers, and
application servers), which defines the number of required public addresses. These end
systems require addresses that are globally unambiguous.

How and where will you cross the boundaries between the private and public
addresses? When private addresses are used for addressing in a network, and this network
needs to be connected to the Internet, a translation mechanism such as Network Address
Translation (NAT) must be used to translate from private to public addresses and vice
versa.

The decision on how to implement the IP addressing hierarchy is an administrative decision
that is based on these questions:

m s hierarchy needed within an IP addressing plan? You will decide how to implement

the IP addressing hierarchy based on the network size and the geography and topology of
the network. In large networks, the hierarchy within the IP addressing plan is required in
order to have a stable network.

What are the criteria to divide the network into route summarization groups? The
network is usually divided into route summarization groups based on the network size and

topology.
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Example: Enterprise WAN Design

This example provides an opportunity to look at the design of the branch, regional, and Campus
Backbone WAN components.

Company Background

A national insurance brokerage has four main data centers and each data center has four
regional offices and each regional office has four branch offices. There are a total of 64 branch
offices, 16 regional offices, and 4 core offices.

Their primary WAN applications are e-mail and database applications with low bandwidth
requirements. The IT department has done a study and determined that each branch office
needs 128 kbps worth of bandwidth, and each regional office needs 256 kbps of bandwidth.

The first part of the design project was to determine how the branch offices will be connected
to the regional offices. The company identified these network needs:

m  Total bandwidth required for applications: 128 kbps per branch.

m  Redundancy needs of the site: The IT staff determined that 32 of the 64 offices did not
require a redundant link, since the downtime at those offices would not drastically impact
the company. The other 32 sites needed redundancy. The decision was to have those branch
offices dual homed to two different regional offices.
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Example Branch Office WAN
| T T T TTITTT Cisco.com

Central Site
WAN Module

Central Site
WAN Module

011G_086
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From the information gathered, the company decided to implement two different design
scenarios. The requested bandwidth for the single run site will be 128 kbps. For the dual-homed
branch offices, each link will be 128 kbps.
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Site-to-Site Regional Office to

Campus Backbone
| T T T Cisco.com

To Branches
Regional Office

768 kbps 768 kbps

WAN Moduleé,-
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The next goal was to design the regional office WAN layout. The IT department wanted the
regions to be connected through a closed delta design, each region connected to two different
core sites. To determine the amount of bandwidth needed between the regions and the Campus
Backbone, they calculated the aggregate bandwidth from the branches (4 * 128 = 512) and then
added it to the bandwidth requirements for the regional site (512 + 256 = 768). Since there were
two load-sharing paths to the Campus Backbone submodule, they were sized using the current
requirements of 768 kbps per link.

To complete the design decision, the company identified these network needs:

m  Total bandwidth needed for applications: 256 kbps. There are four branch offices
requiring a total of 512 kbps of throughput to the Campus Backbone submodule.

®  Redundancy needs of the site: There is a requirement for load-sharing redundant links
from the regional offices to the Campus Backbone submodule.
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Site-to-Site Completed Network
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Campus Backbone
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The next step was to design the Campus Backbone connectivity. Between the core and the
regional office, 768-kbps links were implemented. The IT team determined that each core could
be self-sufficient, but the company wanted sufficient bandwidth to support database and server
replication. According to their experts, two T1s of bandwidth were required. From each site,
they required 768 * 4 = 3072 kbps of bandwidth. Therefore, the two T1s = 3072 + 3000 = 6
Mbps worth of bandwidth between the Campus Backbone sites. The service provider was
willing to provide a T3 for the price of 4 T1s. Each core router had three T3s going to the other
core devices.
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Site-to-Site WAN Solution

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Question

Decision

Notes and Comments

What topology will be used for

the WAN?

Mixture of partial mesh and full
mesh in the core

Given the size and
requirements of the network
several topologies are used.

What service provider will be

selected?

National carrier

A national carrier is required to
provide geographical coverage.

What data link layer protocol will

be used?

Frame Relay where available
and PPP leased lines where
Frame Relay is not available

What physical network media

will be used?

Copper or fiber

Which Cisco products will be

used?

Branch offices: Cisco 1720
Regional offices: Cisco 2620
Core: Cisco 3640

Which routing protocols will be

used?

OSPF hierarchical design

Given the number of sites and
the way the design leads to an
easy division of areas, OSPF
was chosen.

What IP addressing scheme will

be used?

Access to the Internet and NAT
are required

A single Class C address
provides Internet connectivity. A
Class B is required used
internally and NAT is used
outside the corporate network.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

Cisco.com

* An enterprise site-to-site WAN network must meet
requirements for bandwidth, link quality, reliability, data
link protocol characteristics, always-on or on-demand
characteristics, and cost.

* The WAN topology includes the physical and logical WAN
topology. The topology is closely related to the
geographical structure of the enterprise.

* Once the bandwidth, redundancy, and service level
requirements are defined, you can determine what
transport is available to implement the design. Do not be
surprised if you have to do some redesign based on
features and costs from the service provider.

* For the data link layer, you will select technologies
including PPP, Frame Relay, ATM, and X.25.

Summary (Cont.)

I Cisco.com

* For the physical layer, you will select physical layer
technologies including leased line, Digital Subscriber
Link (DSL), dial-up, ISDN, or optical.

+ After you select the data link and physical layer
technologies, you can select specific WAN features. Each
data link layer technology has its own WAN features to
select.

* The Cisco Product Advisor is a useful tool for selecting
edge routing solutions. The tool is interactive, and
provides a list of options from which to choose.

* The decision about which routing protocols to implement
is based on the design goals, the physical topology of the
network, and the configuration of links for remote sites.
Routing protocol selection is closely related to IP
addressing strategies.
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References

For additional information, refer to these resources:

m  Wide Area Network Design at
http://www.cisco.com/warp/public/779/largeent/design/wan_index.html

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.
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Quiz
Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.
QIl)  Which two requirements help ensure end-to-end delivery of packets? (Choose two.)
A) reliability
B) bandwidth
O on-demand
D) link quality

E) protocol characteristics

Q2)  What type of topology does a Campus Backbone WAN generally support?
A) full mesh
B) partial mesh
0] point-to-point
D) switched backbone
Q3)  Which formula helps define the amount of bandwidth required between sites in a site-
to-site WAN?
A) ([users * bandwidth] * 1) = amount of bandwidth for the site
B) ([users * bandwidth] * 2) = amount of bandwidth for the site
O) ([users * bandwidth] * 1.5) = amount of bandwidth for the site
D) ([peak times * bandwidth] * 1.5) = amount of bandwidth for the site

Q4)  Which service provider selection criterion is closely related to speed?
A) price
B) features
O geographies
D) service-level agreements
Q5)  What reason might you have for choosing ATM instead of Frame Relay for the data
link layer?
A) cost
B) bandwidth
O reliability
D) network delay

3-46 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Qo)

Q7)

Q8)

Q9)

Q10)

QLT)

Which physical layer technology might be the best choice for a cost-effective remote-
access solution that natively supports voice?

A) DSL

B) ISDN
O dial-up
D) SONET

In which situation would dial-up be a viable physical layer choice?

A) remote access to video applications

B) intermittent telecommuter connections

O always-on branch office to corporate connection
D) high bandwidth data center to corporate connection

For which WAN technology can you select maximum burst size?

A)  PPP
B)  X.25
C) ATM

D) Frame Relay

How does the Cisco Product Advisor help you to select a routing solution?

A) by listing all products available

B) by categorizing products by solution needs
0 by matching your criteria with specific products
D) by presenting product feature and configuration tables

For which routing protocol is route summarization recommended whenever possible?

A) BGP

B) OSPF

0 EIGRP

D) static routes

Which data link layer technology might be a suitable WAN alternative to Frame Relay?

A)  PPP
B) ATM
C)  X25
D)  EoPPP
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Quiz Answer Key

Ql) AD

Relates to:
Q2) A

Relates to:
Q3) ¢

Relates to:
Qb A

Relates to:
Q5 B

Relates to:
Q6) B

Relates to:
Q7)) B

Relates to:
Q8) D

Relates to:
Q) ¢

Relates to:
Q10) ¢

Relates to:
Qll) B

Relates to:

Enterprise Needs for the WAN

Selecting the WAN Topology

Selecting the WAN Topology

Selecting a Service Provider

Selecting the Data-Link Layer

Selecting the Physical Layer

Selecting the Physical Layer

Selecting WAN Features

Selecting Cisco Edge Routing Solutions

Routing Protocol and IP Addressing Considerations

Example: Enterprise WAN Design
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Designing the Remote Access
Module

Overview

Easy connectivity solutions and consistency are important for enterprises relying on remote
access. Customers, employees, and partners should be able to connect as if they are at the
company site. They also must count on the ability to log in and to remain connected at an
expected level of performance.

The number of telecommuters and mobile users is growing every day. Their communications
needs are expanding from simple data transmission to the need for voice, fax, and data
transmission, including conferencing.

Note Remote-Access Virtual Private Networks (VPNs) are discussed in the “Designing Virtual
Private Networks” module.

Relevance

The remote-access server is an integral part of the total network solution and must scale to meet
growing demand.

Objectives

Upon completing this lesson, you will be able to design an enterprise remote-access solution,
given enterprise remote-access needs. This includes being able to meet these objectives:

m  Identify typical enterprise needs for remote access

m  List guidelines to help select the type of remote access based on specified needs and the
type of termination required for that solution

m  Select physical layer protocols for the remote-access solution

m  Select data link layer protocols for the remote-access solution



m  Select Cisco access routing solutions for users and aggregation points, based on specific
enterprise requirements

m  Design small, medium, and large enterprise remote-access solutions, given enterprise
remote-access needs

Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
AT Cisco.com

- Overview
- Enterprise Needs for Remote Access

* Selecting the Remote-Access Type and
Termination

- Selecting the Remote-Access Physical
Connectivity

- Selecting the Remote-Access Protocol

- Selecting Cisco Access Routing Solutions

- Example: Enterprise Remote-Access Designs
* Summary

* Quiz
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Enterprise Needs for Remote Access

Telecommuters, remote users, and branch offices all require remote access to a central site. The
key concerns for an information technology (IT) department are functionality, performance,
scalability, availability, manageability, and security. This topic identifies typical enterprise
needs for remote access.

Enterprise Needs for Remote Access
| T T Cisco.com

User Needs

“[\want easyaccess to
the network.”

“Ilneed access to databases
and scheduling.”

“Iineed to)connectto the
Internet and|the office:”

“Jlonly have one phone line:”
“Can wevideoconference?”

“We'd like tojreduce office/space
and|save on reallestate costs.”

“We want to offer;employees
more flexibility.”
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Remote connections link single users (mobile users and/or telecommuters) and branch offices
to a local campus or the Internet. Typically, a remote site is a small site that has few users and
therefore needs a smaller WAN connection. The remote requirements of an internetwork,
however, usually involve a large number of remote single users or sites, and therefore an
internetwork usually needs a larger WAN connection.

Since there are so many remote single users or sites, the aggregate WAN bandwidth cost is
proportionally greater in remote connections than in WAN connections. The WAN media rental
charge from a service provider is the largest cost component of a remote network. Unlike WAN
connections, smaller sites or single users seldom need to connect 24 hours a day.

Easy connections and consistency are crucial to companies relying on remote access.
Customers, employees, and partners should be able to connect seamlessly, as if they were in
one office. They must also count on the ability to log in and remain connected at an expected
level of performance.

Security is a high priority for remote access. Security solutions are discussed in the Designing
Security Services module.
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Remote-Access Connectivity

| TTTT T T T Cisco.com
* Remote-access types * Remote-access
— Site-to-site remote termination points
access — Central site
— Individual user remote _ Remote sites
access
- Remote-access — Service provider
connectivity options * Remote-access providers
— Dial-up — Managed by an
— Broadband enterprise through a
— VPN over public or service provider

shared network
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When designing the remote-access connectivity there are four functional areas to address. The
basic questions to ask are:

B What type of remote access is needed? Determine if there is a group of users in a remote
location that need intermittent data exchanges with an enterprise site, or if there are
individuals located in different places that need their own connectivity solution.

B What types of remote-access connectivity is needed in the environment? The solution
may consist of a single-access methodology or a combination of different methodologies.
The most common today is to run PPP through either an analog dial-up circuit, a digital
trunk, or through the current WAN service provider to provide a Virtual Private Network
through either their network or a public network.

An enterprise may decide to build a remote-access VPN if they have analog and digital
circuits that terminate with a service provider, and the expense of moving those circuits is
prohibitive. An enterprise site could also terminate the physical layer locally, and terminate
the VPN inside the enterprise network.

B Where is the remote-access termination point going to be? Most often, the remote-
access termination is located at a central site, but it could be at a remote site or even within
a service provider network. If the enterprise decides to host its own remote-access
termination point, they must decide if it is less expensive to bring all the termination back
to the central office or to distribute it between regional or remote branches to save on toll
charges.

®  Who is going to provide the actual endpoint for termination of the remote-access
device? The options include having the equipment in-house with internal IT management,
or outsourcing with a link to the outsourced party.

Once you answer these questions, you can select remote-access physical, data link, and network
layer technologies based on functionality, reliability, and cost-effectiveness.
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Remote Access and VPN Module
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The Remote Access and VPN module of the Enterprise Composite Network Model provides
remote access to end users. The primary components within this model are the circuits, the
access server (which provides authentication and authorization), firewalls, and, optionally,
Intrusion Detection Systems (IDSs).

From the PSTN to the Remote Access and VPN module, you can deploy many effective data
link layer technologies.

Note Refer to the “Designing Security Services” module to learn how to design security services
for remote access and the entire enterprise.

Note Refer to the “Designing Virtual Private Networks” module to learn more about designing an
enterprise VPN solution.
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Selecting the Remote-Access Type and
Termination

The two primary types of remote access are site-to-site and user-to-site. This topic provides
guidelines to help you select the type of remote access based on specified needs and the type of
termination required.

Remote-Access Types

1L Cisco.com

Main Office . -~ Remote Office

& ¢ &

Site-to-Site Remote Access

Main Office PSTN % Remote User
&S

User-to-Site Remote Access

0116001
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The site-to-site remote-access model is appropriate when there are a group of users in the same
vicinity that can share an on-demand connection to either their local branch office or central
site. The criteria for selecting a site-to-site remote-access solution include:

m  Sporadic need for enterprise network connectivity, not requiring an “always up” connection
m  Multiple users at a facility sharing the on-demand access

m  Prohibitive cost of putting in a dedicated always-on connection

The most common remote-access model involves a single user, needing connectivity to the
corporate network, who is somewhere where there are no immediate network resources to

connect to. They may dial in through a dial-up mechanism or they may connect through an
always-on connection and access the network through a VPN.
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Remote-Access Physical Termination
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o

The choice on where to terminate the physical remote access connectivity depends on who is
doing the termination. If a service provider provides termination, remote users will dial into a
local point of presence (POP) to limit toll charges.

If an enterprise is going to provide the remote-access physical termination at one of their sites,
you need to answer these questions:

What are the requirements on the termination ports? Do they have to support voice, data,
and fax?

What is the cost of bringing all the users into a central site, versus the cost of maintaining
modem pools in several sites? Where will the connectivity be most reliable?

How many users are going to simultaneously use the remote-access system?
Are the users mobile or fixed?
How many fixed users have access to always-on technology?

Are sites, or individual users, being terminated?

Once these questions are answered, you can select the physical and data link protocols.
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Selecting the Remote-Access Physical
Connectivity

The physical connectivity technologies include remote dial-up access and broadband
technologies. Dial-up access is provided through modems, cell phones, and ISDN. Broadband
technologies include DSLs, cable modems, and satellites. This topic provides guidelines to help
you recommend physical layer protocols for remote access.

Remote PSTN Access Technology

Characteristics
N T Crsoo.00m

Bandwidth Link On Demand/ Cost
Range Quality, Always On
LLowito
Moderate

Modem)Dial-Up Low, Low. On Demand

Control: Always On
Link: OnDemand

| | | |
Cell Phone On Demand High

Moderate Moderate Moderate
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These physical layer technologies are available for remote dial-up access to an enterprise site:

®  Modem dial-up: Analog modems using basic telephone service are asynchronous
transmission-based. Basic telephone service is available everywhere, is easy to set up, dials
anywhere on demand, and is very inexpensive.

m  ISDN: ISDN offers digital dial-up connections and a short connection setup time. ISDN is
a good solution for telecommuters. Instead of leasing a dedicated line for high-speed digital
transmission, ISDN offers the option of dial-up connectivity, incurring charges only when
the line is active.

m  Cell phone: Cell phones use the public cell phone network to access the central site. The
primary benefit of using cell phones is mobility, although the expense can be high with
limited functionality.
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These physical layer technologies offer broadband remote access:

m  DSL: Enterprises are increasingly turning to DSL to expand the use of telecommuting,

reduce costs, and provide Internet-based services. DSL offers always-on access, allowing
users to work at remote offices as if they were on-site.

m  Cable: Cable is increasingly available. Cable offers always-on access, allowing users to

work at remote offices and at home as if they were on-site.

m  Satellite: Wireless communications devices usually connect to a satellite. A transponder

receives and transmits radio signals at a prescribed frequency range. After receiving the

signal, a transponder will broadcast the signal at a different frequency. Satellites provide
high quality, at a high cost, primarily to support mobility.
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Selecting the Remote-Access Protocol

The most common method used to transport packets from user equipment to a termination point

is a form of PPP. Each version of PPP has its targeted purpose, but each basically encapsulates

the IP packet and delivers it at the other end. This topic provides guidelines to help you

recommend data link layer protocols for remote access.

PPP over Ethernet

PPP. over AliM
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Remote Access Data Link Layer
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Reliability

Low,
| |

Moderate

Moderate
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These data link protocols are typically deployed for remote-access networks:

m  PPP: PPP in a remote-access environment defines methods of sending IP packets over
circuit lines and is an inexpensive way of connecting PCs to a network. Refer to Requests
for Comments (RFCs) 1331 and 1332 for more information about PPP.

m  PPP over Ethernet: PPP over Ethernet (PPPoE) allows a PPP session to be initiated on a
simple Ethernet-connected client. PPPoE can be used on existing customer premise
equipment. PPPoE preserves the point-to-point session used by ISPs in the current dial-up
model. It is the only protocol capable of running point-to-point over Ethernet without
requiring an intermediate IP stack. PPPoE is most often used to connect a host to a cable

modem.

m  PPP over ATM: PPP over ATM (PPPoA) adaptation Layer 5 (AALS) (specified in RFC
2364) uses AALS as the framed protocol, which supports both permanent virtual circuits
(PVCs) and switched virtual circuits (SVCs). PPPoA was primarily implemented as part of
an asymmetric digital subscriber line (ADSL). It relies on RFC1483, operating in either
logical link control-Subnetwork Access Protocol (LLC-SNAP) or virtual circuit
multiplexer mode. A customer premise equipment (CPE) device encapsulates the PPP
session PPPoA for transport across the ADSL loop and the DSLAM.
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Selecting Cisco Access Routing Solutions

For an enterprise that is providing their own remote-access termination, access routing
solutions are required at both the remote location and at a central site. The requirements at each

site will be different. This topic shows you how to use the Product Advisor to select Cisco
access routing solutions for both the remote site and central site, based on specific enterprise

requirements.

Product

Compare products:

CISCO1751

Selecting Cisco Access Routing
Solutions: Remote Site

CISCO4751-W

Cisco.com

CISCO1721

Image

Specifications

ISON BRI

Synchronous Serial
Asynchronous Serial
Low-speed Async (1152

ISOM BRI

Synchronous Serial
Asynchronous Serial
Low-speed Async (1152

LAN Connectivity Ethernet (108aseT) Ethermet (1082seT) Ethermet (1082seT)
FastEthernet Fast Ethernet Fast Ethernet
(1011 00BaseTH 0/ 00BaseTH) (10/100BaseTH)
VUAN Conhecthity TUET THET
Fractional T1/E1 Fractional T1/E1 TIE1
ISDN PRIS Channelized ISDM PRIS Channelized Fractianal T1/E1
TIE1T T1ET ISDM BRI

Synchronous Serial
Asynchronous Serial
Low-speed Async (115.2
Kbps)

Khps) Khps) DsL
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Cisco offers the Product Advisor to help you select the right routing solution for the Enterprise
Edge network. The tool operates in two modes: Novice and expert. To access the Product
Advisor, go to

http://'www.cisco.com/en/US/products/products_cisco product advisor tool launch.html

and click the Cisco Product Advisor link. Then click a device category. The Product Advisor
will ask you questions to help select routers for particular needs. It does not include all products
and features, but provides helpful information to help you select appropriate Cisco products.
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The table summarizes the questions to answer to help select the right Cisco remote-access
solution for the remote site.

Step

Description

Notes and Comments

1.

Determine the type of environment in which
the router will be deployed.

Select one:
m Telecommuter/home office
= Small office

m  Medium-sized/branch office

Determine how the router will be used.

Select:

m To connect employees to the network
remotely

Determine the type of configuration required.

Select one:

m Fixed configuration (less expensive, not
highly scalable)

m Modular configuration (more expensive,
highly scalable)

m No preference

Determine the type of LAN connectivity
required.

Select one or more:
m Ethernet (10BASE-T)
m Fast Ethernet (10/100)
m Gigabit Ethernet

Determine the number of LAN ports required.

Select one:
1
m 2

m more than 2

Select the types of WAN connectivity
required.

Select one or more:

m ISDN PRI'/Channelized T1/E1
= ISDN BRI

m Synchronous serial

m Asynchronous serial

m DSL

m ATM

m Frame Relay

m and soon

Determine the number of WAN ports required.

Select one:
m 1

m 210

= 11 30

m more than 30

Designing Cisco Network Service Architectures (ARCH) v1.1
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Step

Description

Notes and Comments

Determine if voice will be deployed on the
WAN, now or in the future.

Answer Yes or No.

Determine if a redundant power supply is
required.

Answer Yes or No.

10.

Determine if a rack-mountable router is
required.

Answer Yes or No.

1.

Determine which software features are
required now and in the future.

Select one or more:
= VPN
m Firewall

m Internet/WAN access

12.

Select the 10S version for each router you
selected.

'PRI = Primary Rate Interface

BRI = Basic Rate Interface
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Fan
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on Frant of Unit

Easy-to-Open Chassis Design
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Use the Product Advisor to select remote-access servers for the site.

The table summarizes the first questions to answer to help select the right Cisco remote-access

solution for each site.

Step | Description Notes and Comments
1. Determine the type of environment in which Select:
the router will be deployed.
m Corporate office/site
2. Determine how the router will be used. Select:
m To provide WAN aggregation services
3. Complete Steps 3-12 for the remote site

solution.
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Sizing the Central Site Remote-Access

Connection
| T T T TTTTT AT Cisco.com

* Determine the following:
—Total number of remote users
—Percentage of remote users logged in at once
—Bandwidth required per user

# of Users * % Logged In * kbps Bandwidth/User = Total Bandwidth Required

Total simultaneous users = Number of Circuits Required

2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—3-14

Planning for peak usage is crucial. The mix and time of connections help determine the peak
requirements. For example, 200 modem users calling between 1 p.m. and 3:30 p.m. would
require 200 DS-0s (digital signal level 0) or nine PRI circuits.

To determine the peak bandwidth, use the following formula:

m  Total number of remote users * % of users logged in at one time (expressed as 0.nn) *
bandwidth required per user (expressed as kbps) = total bandwidth required

Based on the number of simultaneous users, you can make the assumption that the number of
circuits equals the number of simultaneous users. Most telephony circuits are 64 kbps each and,
unless there is a methodology for multiplexing multiple steams over the same circuit, the end
point will expect a 64-kbps circuit.
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Example: Enterprise Remote-Access Designs

A remote-access network design includes data link and physical network technologies, access
routing at both the remote site and the central site, and security services. This topic helps you
design small, medium, and large enterprise remote-access solutions, given enterprise remote-
access needs.

Example Remote-Access Network

i Cisco.com

CAD/CAM
Engineer/’ .
S

-

Cisco
Router

CADICAM % Gisco o
Engineer '<..-% Router -
Telesales
Representative
43
=R rieco Corporate
/— Router Office

48
Telesales =E Cisco z
Representative ﬁl&nnumr 2
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Company Background

The executive management of a tool and die company has identified a number of factors that
point to the need for some form of dial-in access for cost reduction and to improve employee
morale and productivity.

The company’s pool of 25 engineers spends over 90 percent of its time sitting at a workstation
working on computer-aided design and manufacturing program-based projects. Some engineers
are on part-time contracts, yet the company is paying for office space to put them in front of a
PC all day. Some of the full-timers put in long hours and aren’t happy about the time spent
away from home. Others would work more if they could do it from home.

Additionally, the company employs five telesales representatives and two customer service
representatives who, using their phones and PCs, almost never leave their cubes. They are
questioning why they must deal with their ugly commutes when they could do it all from home.
In addition, company management is wondering why it pays for their office space.
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Remote-Access Solution

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Questions

Decision

Notes and Comments

What topology will be
used for the WAN?

Hub and spoke

ISDN is a hub-and-spoke technology, in which each
user authenticates with the hub to use the services
in the network.

What service provider
will be selected?

Local phone company

The local phone company is capable of providing
the services and geographic coverage required.

What data link layer
protocol will be used?

PPP

PPP is easy to configure and maintain.

What physical network
media will be used?

ISDN (always on)

ISDN provides the bandwidth requirements and the
always-on feature needed for continuous remote
access.

Which Cisco products
will be used?

Engineers: Cisco 802"

Telesales
representatives:
Cisco 804*

Central site:

Cisco 3640 with T1
controller module for
PRI*

The 800 series routers provide ISDN remote access.
The Cisco 802 and 804 include integrated NT-1, and
the Cisco 804 provides phone ports for the telesales
representatives.

The 3600 series provides sufficient features and
modularity to support current needs and future
expansion.

Which routing
protocols will be
used?

OSPF (used on
backbone network)

OSPF routing supports the remote routing needs of
this application.

What IP addressing
scheme will be used?

DHCP is used to
dynamically assign
addresses

Automatic IP addressing simplifies administration of
the remote sites.

'The example platforms are accurate as of the date this course was published.
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Example Remote-Access Network
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Company Background

The Welleville Medical Center employs a number of highly skilled, highly paid professionals
who spend much of their time driving to and from the medical center simply to access medical
records, images, and files. Welleville is feeling the financial pressures of the health care
industry and must find a way to reduce the diagnosis time of its patients and increase the

productivity of its professionals.
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Remote-Access Solution

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Questions

Decision

Notes and Comments

What topology will be
used for the WAN?

Star topology

A star topology is sufficient for this application, due
to the intermittent access needs.

What service provider
will be selected?

Local ISDN provider

The local provider can provide the head end for the
ISDN termination and is willing to extend the
network to the corporate office over a PRI.

What data link layer PPP PPP is the protocol that the ISDN provider offers.
protocol will be used?

What physical network | ISDN Multi-BRI ISDN provides for up to a T1 worth of bandwidth.
media will be used? (MBRI)

Which Cisco products
will be used?

Medical center: Cisco
1700 series’

Central site: Cisco
3600

1720 series routers were provided to the medical
center’s insurance benefits administrator and three
of the family physicians for after-hours access to the
center’s patient records.

The Cisco 3600 supports routing of IP, IPX, and
AppleTalk protocols, and features EIGRP for
integration with the medical center’s existing
network backbone.

Which routing
protocols will be
used?

EIGRP

EIGRP was selected for integration with existing
network backbone.

What IP addressing
scheme will be used?

DHCP is used to
dynamically assign
addresses

Automatic IP addressing simplifies administration for
the remote sites.

'The example platforms are accurate as of the date this course was published.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

I Cisco.com

- Telecommuters, remote users, and branch offices all
require remote access to a central site.

* The two primary types of remote access are site-to-site
and user-to-site.

* The physical connectivity technologies include remote
dial-up access and broadband technologies.

* The most common method used to transport packets
from user equipment to the termination point is a form of
PPP.

* For an enterprise that is providing their own remote-
access termination, access routing solutions are required
at both the remote location and at a central site.

* A remote-access network design includes data-link and
physical network technologies, access routing at both
the remote site and the central site, and security services.

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—3-17

References

For additional information, refer to these resources:

B Remote-Access Networking at
http://www.cisco.com/warp/public/779/largeent/learn/topologies/remote_access.html

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

— Qo to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Q)

Q2)

Q3)

Q4)

Q5)

Why do the remote requirements of an enterprise network cause the aggregate WAN
charge to be exaggerated?

A) because each remote site must connect to the others

B) because all remote sites require the same size WAN connection

O) because they usually involve a large number of remote users or sites

D) because each remote user requires a separate connection, regardless of location

When there are a group of users in the same vicinity that can share an on-demand

connection to their local branch office or central site, the  is appropriate.
A) virtual private network

B) point of presence model

O site-to-site remote-access model

D) service provider termination remote-access model

What is the primary benefit of using the cell phone network for remote access?
A) mobility

B) reduced cost

O] high bandwidth

D) high link quality

Which cost component of a remote-access solution does the use of dial-up PPP

eliminate?

A) switch

B) modem

@) leased lines
D) access router

For which Product Advisor question is Gigabit Ethernet a valid response?
A) software features

B) configuration type

O LAN connectivity

D) WAN connectivity
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Q6)  Which three items are used to calculate the total bandwidth required for remote access?

(Choose three.)

A) number of users

B) bandwidth required per site

0] bandwidth required per user

D) % of users logged in at one time

E) number of concurrent connections

Q7)  Which technology is easy to configure and maintain for remote access?

A)  PPP
B)  SLIP
C)  PPPoE

D) Frame Relay

Q8)  What are two reasons an enterprise might consider providing remote access for

employees? (Choose two.)

A) reduced office costs

B) reduced staffing costs
O reduced equipment costs
D) improved data reliability

E) improved employee morale
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Quiz Answer Key

QD

Q2)

Q3)

Q4)

Q5)

Qo)

Q7)

Q8)

C

Relates to:

C

Relates to:

A

Relates to:

C

Relates to:

C

Relates to:

A,C,D

Relates to:

A

Relates to:

AE

Relates to:

Enterprise Needs for Remote Access

Selecting the Remote Access Type and Termination

Selecting the Remote Access Physical Connectivity

Selecting the Remote Access Protocol

Selecting Cisco Access Routing Solutions

Selecting Cisco Access Routing Solutions

Example: Enterprise Remote Access Designs

Example: Enterprise Remote-Access Designs
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Designing the Internet
Connectivity Module

Overview

Not long ago, enterprises owned and operated numerous networks to deliver multiple services
to their customers and employees. Voice communications required the telephone network.
Video broadcasting utilized a broadband cable network to broadcast video onto the network. To
transport computer application data, enterprises built data networks.

Relevance

Enterprises can now share information throughout the network that previously existed in
isolation and was accessed through one medium. Customers, partners, and remote employees
can access the information when connected across the Internet.

Objectives

Upon completing this lesson, you will be able to design the Internet Connectivity module,
given enterprise needs to access the Internet. This includes being able to meet these objectives:

®  Identify typical enterprise needs for the Internet
m  Explain when to use NAT for Internet connectivity

m  Present Cisco ISP connectivity solutions and design guidelines to support availability and
load balancing

®  Design small, medium, and large enterprise Internet access solutions, given enterprise
Internet needs



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

m  Successful completion of the Designing for Cisco Internetwork Solutions (DESGN) course

Outline

The outline lists the topics included in this lesson.

Outline
| TR ITTTT T CIsco.com

* Overview

- Enterprise Requirements for the Internet
* Using NAT at the Enterprise Edge
 Designing ISP Connectivity Solutions

* Internet Connectivity Example

* Summary

* Quiz

» Case Study 3-4: OCSIC Bottling Company
* OPNET IT Guru Simulation 3-4
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Enterprise Requirements for the Internet

Enterprises frequently require access from the internal network to the Internet, and may provide

access to public servers for outside users over the Internet. This topic identifies typical
enterprise needs for the Internet.

Erom Company Site to)Internet

Erom Internet to)Company; Site

©2003, Cisco Systems, Inc. Al rights reserved.

Enterprise Needs for the Internet

Key Requirements

Eunctionality,
Performance
Scalability,
Availability,
Manageability,
Costieffectiveness

Etnctionality,
Performance
Scalability,
Availability,
Manageability,
Security,
Cost=effectiveness

Cisco.com

ARCH v1.1—34

Enterprises must design to support connectivity between company-owned sites and the Internet,
and from the Internet to the company-owned sites. The requirements in both cases are similar.

The Internet-to-company site situation requires an increased level of security to ensure that

unauthorized users do not gain access to the corporate network.

The first step in developing a network design for the Internet Connectivity module is to

determine connectivity requirements. Then you must ask these questions:

m [s a single Internet service provider (ISP) required or are two connections to the same or
different ISPs needed?

®  [f multiple ISPs are used, how will load balancing be done?

®  Which routing protocol will advertise the Internet internally, and advertise publicly
available subnets externally?

®  [s NAT or port address translation (PAT) required at a router or transition device between

the public and corporate network?

m  What security measures are required to protect the corporate network?

Copyright © 2003, Cisco Systems, Inc.
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Internet Connectivity Module
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The Internet Connectivity module of the Enterprise Composite Network Model provides
services to enterprise users who want to access the Internet and to outside users who want
access to company public services, typically web servers or application servers.

The primary components at the central site are the Internet access device (a router, access
server, or VPN equipment), a publicly available network with publicly accessible servers, and,
optionally, firewalls and IDSs.

Note Refer to the “Designing Security Services” module to learn how to design security services
for Internet access and the entire enterprise.
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Using NAT at the Enterprise Edge

NAT is designed to simplify and conserve IP addresses, as it enables private IP internetworks

that use nonregistered IP addresses to connect to the Internet. This topic describes when to use

NAT for Internet connectivity.

Network Address Translation

T T T Cisco.com
Public addressing Private addressing
* Less security * More secure
* No need for address * Requires address
translation translation
* Requires one address * Allows one public
for every destination address for multiple

destinations

NAT Router
- Qutgoing R Qutgoing " 2
2 > vl =
5 o
o 2
z z
% Incoming Incoming 2
= < < o
= Local Internet | 57

Area
Network
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NAT operates on a router, usually connecting two networks together, and translates private
addresses in the internal network into legal public addresses before forwarding packets onto

another network. As part of NAT functionality, you can configure NAT to advertise only one
address for the entire network to the outside world. The figure lists the major features of public

and private addresses.

NAT provides additional security, effectively hiding the entire internal network from the world

behind that address. NAT takes these forms:

m  Static NAT: Maps an unregistered IP address to a registered IP address on a one-to-one

basis. Static NAT is particularly useful when a device needs to be accessible from outside

the network.

B Dynamic NAT: Maps an unregistered IP address to a registered IP address from a group
registered IP addresses.

of

®  Overloading: A form of dynamic NAT that maps multiple unregistered IP addresses to a

single registered IP address by using different ports. Known also as PAT, single-address
NAT, or port-level multiplexed NAT.

®  Overlapping: When the [P addresses used on your internal network are registered IP

addresses in use on another network, the router must maintain a lookup table so that it can
intercept and replace these registered addresses with unique IP addresses. The NAT router
must translate the internal addresses into registered unique addresses. It must also translate
the external registered addresses to addresses that are unique to the private network through

static NAT or with dynamic NAT with DNS.

Copyright © 2003, Cisco Systems, Inc. Designing Enterprise Edge Connectivity

3-77



Designing ISP Connectivity Solutions

There are two methods to connect to an ISP: a single run or multi-homed method. The simplest
method is to provision a single connection to the ISP. If redundancy and load sharing are a
requirement, a multi-homed system is required. This topic presents Cisco ISP connectivity
solutions and design guidelines to support availability and load balancing.

Single ISP Connectivity

L Cisco.com

Corporate Site

> @@ =

Default Route to ISP
i Injected into the
\ Routing Table

0146 68
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The ISP connectivity that has no redundancy and is the easiest to configure is the single run, or
single-homed system, which connects the ISP to the corporate site.

When implementing a single-homed system, the routing decision is to use default routes
pointing to the network that connects the site to the ISP. The default route is then advertised
throughout the corporate site, so that any packets with an unknown destination are forwarded to
the ISP. The IP addressing is accomplished with real addressing, if it is available, or through
NAT software. If NAT is used, the publicly available servers must have addresses that are
statically mapped either to a public address or to a PAT table. The ISP will use static routes that
point to the enterprise site and then advertise those routes within their network and to those
with whom they have peering arrangements.

The questions to ask when implementing a single-homed connection are:
m  What are the consequences if the Internet connection is lost?

m  Can the enterprise afford the consequences of an outage?

m  Will public addressing or private addressing be used in the network?

m [fprivate addressing is used inside, how many public addresses are needed to support the
hosts that need static addressing? How many addresses are needed in the address pool for
the users?

®  When selecting the ISP, what services and support do they provide?
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Multi-Homed Enterprise
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ISP multi-homing solutions improve availability and load balancing for WANS that use the
Internet. Multiple connections, known as multi-homing, reduce the chance of a potentially
catastrophic shutdown if one of the connections should fail.

In addition to maintaining a reliable connection, multi-homing allows a company to perform
load balancing by lowering the number of computers connecting to the Internet through any
single connection. Distributing the load through multiple connections optimizes performance
and can significantly decrease wait times.

Multi-homed networks are often connected to several different ISPs. Each ISP assigns an IP
address (or range of IP addresses) to the company. Routers use Border Gateway Protocol
(BGP) to route between networks using different protocols. In a multi-homed network, the
router utilizes Internal BGP (IBGP) on the stub domain side and External BGP (EBGP) to
communicate with other routers.

Multi-homing really makes a difference if one connection to an ISP fails. As soon as the router
assigned to connect to that ISP determines that the connection is down, it will reroute all data
through one of the other routers.

There are two common methods used when implementing a multi-homed ISP solution. One
method is to perform auto-route injection into the network to increase the availability and
backup of the Internet connection. The second method is to perform non-direct BGP peering to
enable load balancing.
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Routing Protocol and IP Addressing
Design Considerations

I Cisco.com

* Routing protocol considerations
— Are static routes most appropriate?
— Does the service provider use BGP?

— What areas or networks are required for the Internet
connection?

 IP addressing considerations
— Are private, public, or both address types required?

— How many end systems need access to the public
network only?

— How many end systems need to be visible to the public
network also?

— How and where will you cross the boundaries between
the private and public addresses?

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—3.9

For Internet connectivity, use either static routes or IBGP based on these criteria:
m  Use static routes when you want lower overhead and when only one exit point exists.
m  Use IBGP with multiple exit points and when multi-homing is required.

IP addressing considerations relate to the need for private or public addressing. IP addressing
considerations are similar to those for the WAN and Remote Access modules.
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Internet Connectivity Example

An Internet Connectivity example provides guidelines to help you design your own solution.
This topic provides an example of an enterprise Internet access solution, given enterprise
Internet needs.

Internet Connectivity Example
| T T T Cisco.com

Internet

‘Corporate Network

me e
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Company Description

Jessie and partners have outgrown their current single ISP connection and want to move to a
multi-homed network connection using two different ISPs to provide them with reliable,
redundant service. They currently have 3400 employees and, at any given time, 400 people
need simultaneous access to the Internet. The company recently developed a new process for
ordering their products online and expects a large demand for their online ordering and online
technical support services.

Internet Connectivity Solution

The IT staff has decided to use ISP A and ISP B as their service providers and each provider is
willing to create BGP connections into their network. The selected ISPs provide solutions and
services, POPs, and high reliability and support. Both ISPs are willing to support BGP peer
advertising of both public addresses that have been assigned to Jessie and partners.

Jessie and partners have received two individual class C addresses from the InterNIC that they
want both of the ISPs to advertise.

The company expects a large response from the outside to the publicly accessible or corporate
network, but it will be difficult to judge without baselining the time it takes to use the products.

Basic security is currently provided by firewalls that are used to keep outsiders out of the
corporate network.
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Services provided will be FTP for drivers and support documentation and HTTP access for
papers and documentation. The internal users are expected to have the same kinds of traffic,
that is, FTP and HTTP.

NAT will be used in two ways: overlapping for most employees and several key systems will
have static addresses. The public addresses will be used in the isolated LAN and on the routers
that connect to the ISPs. There will be no public addressing behind the firewalls.

The company will inject BGP routes into the routing table and redistribute them to the rest of
the world.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

il Cisco.com

- Enterprises frequently require access from the internal
network to the Internet, and may provide access to public
servers for outside users over the Internet.

* NAT is designed to simplify and conserve IP addresses,
as it enables private IP internetworks that use
nonregistered IP addresses to connect to the Internet.

* There are two methods to connect to an ISP: a single-run
and multi-homed method. The simplest method is to
provision a single connection to the ISP. To support
redundancy and load sharing, use multi-homing.

* An Internet connectivity example provides guidelines to
help you design your own solution.
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References

For additional information, refer to these resources:

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.

Next Steps
For the associated case study and simulation, refer to the following sections:
m  Case Study 3-4: OCSIC Bottling Company
®  OPNET IT Guru Simulation 3-4
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Quiz
Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Q1)  Which requirement is of more concern for Internet-to-company connectivity than for
company-to-Internet connectivity?

A) security

B) scalability

O performance

D) cost-effectiveness

Q2)  Which two types of NAT might you deploy in the Internet Connectivity module?
(Choose two.)

A) physical
B) dynamic
O perpetual
D) virtualistic
E) overloading
Q3)  Which two advantages does multi-homing provide? (Choose two.)
A) reliability
B) reduced costs
0] load balancing
D) simplified routing
E) reduced equipment needs
Q4)  Which Internet Connectivity module implementation choice supports load balancing?

A) firewalls

B) multi-homing
O) mirrored servers
D) redundant access routers
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Quiz Answer Key
Q) A

Relates to: Enterprise Requirements for the Internet

Q2) B,E

Relates to: Using NAT at the Enterprise Edge
Q3) AC

Relates to: Designing ISP Connectivity Solutions
Q4) B

Relates to: Internet Connectivity Example
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Case Study 3-4: OCSIC Bottling Company

Complete this case study to practice the key design skills discussed in this module.

Learning Activities

I Cisco.com

+ Case Study: OCSIC Bottling Company

— Design the site-to-site WAN for the OCSIC Bottling
Company

— Design a remote-access edge solution for the OCSIC
Bottling Company

— Design the Internet Connectivity module for the OCSIC
Bottling Company

— Provide justification for each design decision
* OPNET IT Guru Simulation

— View the instructor demonstration and consider the
key design questions
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Required Resources

There are no resources required to complete this exercise.

Exercise Objective

In this exercise, you will design the enterprise edge network that meets the needs of the OCSIC
Bottling Company.

After completing this exercise, you will be able to:

m  Design the site-to-site WAN for the OCSIC Bottling Company

m  Design a remote-access edge solution for the OCSIC Bottling Company

®  Design the Internet Connectivity module for the OCSIC Bottling Company

Each component of the design will have multiple options. Consider each option carefully, given
the case study constraints. As you identify each component of your design, provide justification

for your decision. The justification explains the options you considered and why you chose the
option you selected. Remember, there are no wrong answers to this exercise.
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About the OCSIC Bottling Company

Following is additional information you will need about the OCSIC Bottling Company WAN to
complete the case study exercise.

North American Plant-Headquarters Wide Area Network

The networks at each plant were developed at different times and, therefore, are quite different.
The support and maintenance expenses have grown out of control and are placing an increasing

burden on IT. The company wants to replace the existing networks with a complete IP-based

solution.

The following figure describes the current network between the North American district and

regional plants, and the headquarters office.

Omaha
Regional Office/Plant
150 people
60,000 sq.ft
256 kbps
Chicago
Regional Office/Plant
1560 people
60,000 sq.ft
256 kbps|
San Francisco N — New York
Regional Office/Plant Midwestern District Office/Plant Regional Office/Plant
150 people Kansas City, MO 150 people
50,000 sq.ft 176 people 50,000 sq.ft
60,000 sq.ft
256 kbps 3 [256 kbps
Waestern District Office/Plant Eastern District Office/Plant
Los Angeles, CA Boston, MA
175 people 175 people
60,000 sq.ft 60,000 sq.ft
256 kbps Southern District Office/Plant |256 kbps
Seattle Dallas, TX Toronto
Regional Office/Plant 175 people Regional Office/Plant
150 people 60,000 sq.ft 150 people
50,000 sq.ft 50,000 sq.ft
256 kbps 256 kbps
Colorado Orlando &
Regional Office/Plant Regional Office/Plant §
1560 people 160 people z
60,000 sq.ft 50,000 sq.ft é_zj

The plants currently use a Frame Relay over Fractional T1 WAN to the headquarters office.

While relatively inexpensive, the company finds these links too slow.

The table describes the traffic volume on the network from each North American plant office to

the data center at headquarters.

Building From Building To Volume (kbps)
(to nearest 50 kbps)
District Office/Plant Building F 600 kbps
(server farm)
Regional Office/Plant District Office/Plant 450 kbps
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Remote-Access Requirements

The salespeople work out of their local plant, but are often on the road visiting with existing
and potential customers. From the road, they need access from their PCs to the service access
point (SAP) and custom Oracle applications. Each office has approximately 20 to 30 users that
require remote access to the network. Security is key for those users as much of the data is
financial in nature.

It is assumed that 300 people are on the road at one time. If 40 percent are active at one time,
120 ports will be required.

All remote access is through the headquarters office.

Internet Connectivity Requirements

The company wants all employees at headquarters to have access to the Internet. The projected
traffic is 512 kbps.

International Manufacturing, Distribution, and Sales Plants

The international manufacturing, distribution, and sales plants are similar to their North
American equivalents. That is, each location supports 150 to 175 users, in a 50-60,000 square
foot facility. However, each plant is independently owned and operated.

The South American manufacturing, distribution, and sales plants are located in these cities:
m  Sao Paolo, Brazil

m  Santiago, Chile

m  Caracas, Venezuela

m  San Jose, Costa Rica

m  Mexico City, Mexico

The European manufacturing, distribution, and sales plants are located in these cities:
®  Hanover, Germany

m  London, England

m  Paris, France

®  Rome, Italy

®  Dublin, Ireland

®  Madrid, Spain

m  Prague, Czech Republic

The Asia-Pacific manufacturing, distribution, and sales plants are located in these cities:
m  Singapore

m  Tokyo, Japan

m  Hong Kong

m  Taiwan, China

m  Sydney, Australia
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International Plant Networks and Applications

Since the international plants are independently owned and operated, they have their own
networks, applications, and IT staff. The offices do not communicate among themselves. To
meet its own corporate goals, OCSIC wants to enhance communications and information
sharing with its distributors, which require a higher-speed, inexpensive connection between the
headquarters and each plant.

Today, distributors use high-speed dial-up connections to headquarters, as their needs are
intermittent. However, many have very high toll calls to support this connectivity. OCSIC
believes that the Internet will provide an ideal mechanism to share applications on an as-needed
basis with these companies.

Security will be a key consideration as the company implements a networking solution between
its headquarters and its international partners.

The international plants need access to these applications at headquarters:
m  SAP

®  E-mail

m  Extranet web site (planned)

The table describes the anticipated traffic volume on the network from international location to
the data center at headquarters.

Building From Building To Estimate Volume (kbps)
Each Office/Plant (today) Building F (server farm) 90 kbps

Each Office/Plant (with Building F (server farm) 170 kbps

extranet)
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Task 1: Design the Wide Area Network

Complete these steps:

Step 1 Refer to the global network diagram for the company that includes the headquarters
location, district offices, regional offices, and international plants.

Step 2 Refer to the country-level network diagram for the company that identifies the
locations in North America and the WAN links between the locations. Make a copy

of the diagram for this exercise.

Step 3 Complete the table to design the details about the WAN. Assume that the service
provider selected offers all of the popular wide-area networking services available
on the market today, and their service level agreement is acceptable.

Design Question

Decision

Justification

What topology will be used for the
WAN?

What service provider will be
selected?

What data-link layer protocol will be
used?

What physical network media will be
used?

What additional services would you
select for each WAN link?

m If you selected Frame Relay,
choose the number of ports,
committed information rate (CIR),
committed burst (Bc), excess
burst (Be), transmission
convergence (TC), and maximum
burst size.

m If you selected ATM, choose the
service class, either CBR, ABR,
UBR, RT-VBR, or NRT-VBR.

m If you selected PPP, the services
depend on the Layer 1
technology you selected.
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Design Question

Decision

Justification

Which Cisco products will be used?

Which routing protocols will be
used?

What IP addressing scheme will be
used?

Step 4 Update the WAN network diagram to indicate the products and services you

selected at each location.
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Task 2: Design the Remote-Access Network

Complete these steps:

Step 1 Complete the table to design the details about the remote-access network. Assume
that the service provider selected offers all of the popular remote-access services
available on the market today, and their service level agreement is acceptable.

Design Questions

Decision

Justification

What topology will be used for the
WAN?

What service provider will be
selected?

What data-link layer protocol will be
used?

What physical network media will be
used? How many trunks are
required?

Which Cisco products will be used?

Which routing protocols will be
used?

What IP addressing scheme will be
used?

Step 2 Update the WAN network diagram to indicate the products and services you

selected at each location.
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Step 3 Is authentication required for remote users? Why or why not?

Step 4 Are access control lists required for remote users? Why or why not?

Step 5 Are firewalls or intrusion detection systems required? Why or why not?
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Task 3: Design the Internet Connectivity Module

Complete these steps:

Step 1 Complete the table to design the details about the Internet Connectivity module
network. Assume that the service provider selected offers all of the popular WAN
and Internet services available on the market today, and their service level

agreement is acceptable.

Design Questions

Decision

Justification

What topology will be used for the
WAN?

What service provider will be
selected?

What data-link layer protocol will be
used?

What physical network media will be
used?

Which Cisco products will be used?

Which routing protocols will be
used?

What IP addressing scheme will be
used?

Step 2 Update the WAN network diagram to indicate the products and services you

selected at each location.
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Task 4: Present Your Design

Present your design to the class. Be prepared to justify each design decision.

Exercise Verification
You have completed this exercise when you attain these results:

m A completed intermediate design for the OCSIC Bottling Company site-to-site WAN that
includes a WAN topology, routing protocol, data link layer technologies, physical layer
technologies, and network devices

m A completed intermediate design for one OCSIC Bottling Company remote-access WAN
that includes a remote-access WAN topology, routing protocol, data link layer
technologies, physical layer technologies, and network devices

® A completed intermediate design for the OCSIC Bottling Company Internet Connectivity
module that includes a Corporate Internet topology, routing protocol, data link layer
technologies, physical layer technologies, and network devices
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OPNET IT Guru Simulation 3-4

This simulation demonstrates different WAN, remote-access, and Internet connectivity options
for the OCSIC Bottling Company. Specifically:

m  The first simulation demonstrates three different Frame Relay WAN scenarios.

B The second simulation demonstrates a remote-access scenario.

m  The third simulation demonstrates three different Internet connectivity scenarios.
Review the simulation as presented by your instructor. When the simulation is complete,
consider the following questions:

m  How would you modify your edge network design based on the OPNET IT Guru
simulation?

®  Which option is most effective for the network in terms of performance, scalability,
availability, and cost-effectiveness?

For more information about OPNET, visit www.opnet.com or send an e-mail to
opnet_info@opnet

3-96 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



Module 4

Designing Network
Management Services

Overview

Network management is a fundamental service in any enterprise network. Network
management solutions require special consideration to network design. Appropriate network
management will help network engineers achieve efficient performance, scalability, and
availability in their network. This module discusses the importance, requirements, and
considerations for implementing network management in the overall enterprise design. The
module considers network management design models with respect to the functional areas of
network management.



Module Objectives

Upon completing this module, you will be able to design network management intelligent
network services for performance, scalability, and availability, given specified enterprise
network needs.

Module Objectives

[T Cisco.com

* Propose a network management strategy for an
enterprise network, given specific network
management requirements

- Design Cisco network management solutions for
small, medium, and large enterprise networks,
given specific network management
requirements
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Module Outline

The outline lists the components of this module.

Module Outline

| T T T AT Cisco.com

- Developing an Enterprise Network Management
Strategy

- Designing the Network Management
Architecture
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Developing an Enterprise
Network Management Strategy

Overview

Network management includes a broad range of policies, procedures, and purpose-built
hardware and software used to manage computer networks. Network management affects the
performance, reliability, and security of the entire network.

Relevance

An effective enterprise network management strategy is critical to guarantee performance,
reliability, and security for an enterprise network. Ineffective network management will
adversely affect performance on the network at some point.

Objectives

Upon completing this lesson, you will be able to propose a network management strategy for an
enterprise network, given specific network management requirements. This includes being able
to meet these objectives:

m  Identify enterprise goals for network management solutions

m  List recommendations for developing effective network management policies and
procedures

®  Identify the infrastructure components that the Network Management module provides

m  Describe the Cisco network management strategy, given specific network management
requirements

m  Describe the CiscoWorks network management solution, given specific network
management requirements

m  Select CiscoWorks LAN management tools, given specific network management
requirements

m  Select CiscoWorks WAN management tools, given specific network management
requirements



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:

®m  Basic understanding of network management and the protocols used within the network
management arena

Outline

The outline lists the topics included in this lesson.

Outline
| TR T TT TR Cisco.com

* Overview

* Goals for Network Management

- Network Management Policies and Procedures
* Network Management Module Functions

- Cisco Network Management Strategy

- CiscoWorks Features

- CiscoWorks LAN Management Solution

» CiscoWorks Routed WAN Management Solution
* Summary

* Quiz
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Goals for Network Management

Network management is a growing field that is under constant change. Initially, network
management included only fault notification. Today, it has grown to incorporate multiple stages
including fault, configuration, accounting, performance, and security management. This topic
identifies enterprise goals for network management solutions.

Network Management

Cisco.com

Network Statistics Baseline &
Existence Collection Configuration
Device Performance Network
Reachability Monitoring Modeling ¢
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Network management evolves in these ways:

m  Network existence: There is no systematic way to determine if a fault occurs. When
something goes wrong in the network, the people in charge of the network are told via
word of mouth that there is a problem.

m  Device reachability: Basic device reachability is established. This allows the people in
charge of the network to see when a device fails or becomes unreachable but does not give
any reason for the outage.

m  Statistics collection: The people managing the network begin gathering statistics on the
behavior of a device. When a device goes down, historical data is available that may help
solve the problem. This statistics gathering is extremely helpful for resolving recurring
problems that are difficult to reproduce. Statistics collection also helps you become more
proactive in your network management efforts.

®  Performance monitoring: The statistics gathering became the input to measuring the
performance of the devices being monitored. By monitoring the performance of the
devices, the management staff could then tell when a device was about to have problems
based on the device performance.

m  Baseline and configuration: The performance data was used to create a baseline of how
the network was performing on the average. Thresholds could then be set to determine
when the network was performing outside the expected thresholds. You can use the
baseline and configuration data to monitor the network and be proactive in your network
management efforts.
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m  Network modeling: Take a snapshot of the network and then model the network so “what
if” scenarios can be run to determine when and where a failure of the network could occur.
Having this information beforehand allows the management staff to predict when a
problem will happen and to proactively fix the potential problem area before it ever
becomes a problem. Modeling also provides capacity planning to help determine which
upgrades may be necessary to support a proposed architecture, new applications, and
growth.
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T T T Cisco.com

Goals of Network Management (FCAPS)

* Fault management

» Configuration management
* Accounting management

- Performance management
* Security management
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As network management has become an integral part of the network, the International
Organization for Standardization (ISO) developed a framework for network management.

The five functional areas defined by ISO for network management are:

Fault management: The ability to detect, isolate, and notify when a fault occurs within the
network.

Configuration management: The ability to track and maintain device configurations
within the network. This includes configuration file management, device inventory, and
software management.

Accounting management: The ability to track the usage of the devices and the network
resources. Accounting management tracks the hardware and software inventory, and should
provide change control (versioning).

Performance management: The ability to gather performance information from the
devices and then interpret that information to determine the performance levels of the links
and devices within the network.

Security management: The ability to restrict and log access to the network resources.
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Network Management Policies and Procedures

As network management systems are implemented, it is vital to put policies and procedures in
place. This topic lists recommendations for developing effective network management policies
and procedures.

Network Management Policies and

Procedures
| T T T Cisco.com
Policies Procedures
* Monitoring - “What if” scenarios
+ Security * “How to” instructions
- Escalation - Staff notification
+ Client notification * Trouble tickets
« Change control * Documentation
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Policies are implemented to define the plan for the network management system while the
procedures are in place to define how to react to an event or how to interpret collected
performance data.

Policies are written to provide details about whom to manage and about what to manage. They
outline which devices are monitored for reachability, which devices are monitored for
performance measurements, the plan for escalation, and how and when users are notified of
network issues.

Procedures are written to describe the steps to take when an event happens. These procedures
should instruct the problem solver about the steps to take to solve the event or escalate the
problem for resolution, and how to document the findings.
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Network Management Methods

| T T AT T Cisco.com
Reactive Proactive
Event Driven Polling & Event
Driven

-

Fire Fights Planned Reactions
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Two network management styles are typically used in the network management arena: reactive
and proactive.

The reactive management style is very common in the enterprise that has not thought out its
network management strategy. Many enterprise IT departments are understaffed, or their
network is so poorly planned that the staff is constantly on the defensive, having to react to
network issues. Another form of reactive management occurs when management makes a
decision to only monitor events sent from the device, or devices adjacent to the device that is
having a problem. The problem with such an event-driven solution is that it keeps the staff in a
reactive mode. The staff only learns of a problem after the problem has manifested itself as a
network issue, when a device sends an event out to the network management station.

The proactive management style is the most preferred style by most management staff. It uses
event-driven information and polling to determine the health of the network. The polling and
collection of data from devices allow the management team to identify problems before they
happen so they can take steps to reduce or remove issues before users see any problems.
Though in the proactive style it is still necessary to put out fires, there should be fewer issues
and better plans developed to resolve issues.

To develop a network management strategy for the enterprise, complete these tasks:
Step 1 Plan which devices will be managed and which will not.

Step 2 Determine what information to gather or receive from network devices. If the
management system is going to be event driven, determine what kind of information
to collect from the traps, which are events sent to the management station from a
device. If the management style is polling driven, determine what information to
collect from the devices to meet the management goals.
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Step 3 Set realistic, measurable goals for network management. If the management style is
event-driven, set goals that you can measure based on the events received. If the
management style is based on polling or a combination of polling and event driven,
set measurable goals to determine if the network management system is performing
as expected.

Step 4 Identify the tools available to collect the required data.

Step 5 Identify the monitoring goals and thresholds. Then set the appropriate traps and
alerts on the specific devices best positioned to report the activity.

Step 6 Create plans and procedures to handle “what if” scenarios, so that when a network
problem is identified, there are some basic procedures in place to resolve the
problem.
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Network Management Module Functions

To implement network management goals, enterprises will implement individual infrastructure
components that meet specific needs. This topic identifies the infrastructure components that
the Network Management module provides.

Network Management Module Functions

[T Cisco.com

Terminal

Server

IDS

Out-of-Band
Management

System
Administration
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The Enterprise Composite Network Model includes the Network Management module. The
Network Management module may contain one or more of these services:

Authentication server: Provides authentication services for remote and local users on the
network

Access control server: Provides centralized command and control for all user
authentication, authorization, and accounting

Network monitoring server: Responsible for monitoring the devices in the network

IDS Director: Provides a comprehensive, pervasive security solution for combating
unauthorized intrusions, malicious Internet worms, and bandwidth and application attacks

Syslog: Provides collection point for network events and traps

System administration server: Management station used to configure network
management and other network devices

These tools provide a network administrator with access to the devices in the Network
Management module:

Out-of-band management: Provides the ability to access devices through a path external
to that taken by production network traffic

Terminal server: Provides a way to perform out-of-band management to multiple devices
connected serially to the terminal server, which is in turn connected to a modem
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Cisco Network Management Strategy

Enterprise network managers are often faced with the task of developing a strategy for
managing very large networks. Networks continue to grow in size, and the number of different
management tools and products is often large as well, making the task more difficult. This topic
describes the Cisco network management strategy, given specific network management
requirements.

Cisco Network Management Strategy

Cisco.com
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The Cisco network management strategy includes a web-based model that offers these
characteristics:

m  Simplification of tools, tasks, and processes
m  Flexible but secure user access via a common web browser

m  Web-level integration with network management system (NMS) platforms and general
management products

m  Capability to provide end-to-end solutions for managing routers, switches, and access
servers

m  Creation of a management intranet by integrating discovered device knowledge with
Cisco.com and third-party application knowledge
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CiscoWorks Features

CiscoWorks is a family of products based on Internet standards for managing Cisco enterprise
networks and devices. This topic describes the CiscoWorks network management solution,

given specific network management requirements.

CiscoWorks

CiscoWorks
Product Bundles

- CiscoView
- CiscoWorks Management Server
- Integration Utility

LAN RWAN
Management Management
Solution Solution
1 1
Campus Manager | Access Control
List Manager
nGenius
Real-Time Monitor Internetwork
Performance Monitor
Device Fault
Manager Management
Centers

| Monitoring Centers |:
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The CiscoWorks product line offers a set of solutions designed to manage the enterprise
network. The solutions include the LAN Management Solution (LMS) and the Routed WAN
Management Solution (RWAN). These solutions focus on key areas in the network such as
optimization of the WAN, administering switch-based LANs, and measuring service level
agreements within all types of networks. The expanding CiscoWorks product line offers the

flexibility to deploy end-to-end network management solutions.

Cisco Architecture for Voice, Video and Integrated Data (AVVID) solutions rely on a stable
foundation of optimally functioning Catalyst multiprotocol, multilayer LAN switches. Proper
network management is essential to maintain such an environment. However, administrators
often find that it is difficult to adequately manage a converged network using manual processes.

CiscoWorks network management can provide the network administrator with a scalable tool,
easily learned, and capable of automating most common network management tasks. When
properly deployed, the CiscoWorks network management solution can provide considerable

savings by reducing labor cost and increasing network availability.
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CiscoWorks Common Management

Foundation
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The CiscoWorks architecture consists of a Common Management Foundation (CMF) with a
web-based desktop as a single point of management. An additional component provides data
collection services using Simple Network Management Protocol (SNMP), Cisco Discovery
Protocol (CDP), and Integrated Local Management Interface (ILMI) tables. SNMP, Syslog,
Telnet, Common Information Model/extensible markup language (CIM/XML), and HTML.

Discovery of the network occurs via a seed device, typically a Catalyst switch, through which
the CMF discovers the network by reading its CDP or ILMI table and SNMP variables. This
information permits the discovery of the seed’s neighboring devices, which in turn are queried
for CDP/ILMI and SNMP information. This process continues outward from each discovered
device to build a network topology map. The CMF also provides granular security, process
control, and device information retrieval via SNMP.
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CiscoWorks LAN Management Solution

The CiscoWorks LMS provides a solid foundation of basic and advanced management
applications that enable network operators to efficiently manage the LAN. This topic helps you
select CiscoWorks LAN management tools, given specific network management requirements.

CiscoWorks LAN Management
Solution

T T T TN Cisco.com

CiscoWorks
Product Bundles

- CiscoView
— CiscoWorks Management Server
= Integration Utility

Resource Manager Essentials

LAN RWAN
Management Management
Solution Solution
[ ] 1
Campus Manager | Access Control
List Manager

nGenius

Real-Time Monitor Internetwork
Performance Monitor

Device Fault Management
Manager
g Centers

of

[ Monitoring Centers |-
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All CiscoWorks product bundles include these common modules:

m  CiscoView: CiscoView is a web-based device management application providing dynamic
status, monitoring, and configuration for a managed Cisco device.

m  CiscoWorks Management Server: CiscoWorks Management Server includes the database
engine, online help, security, login, application launching (from the CiscoWorks desktop),
job and process management, and a web server for client access. CiscoWorks Management
Server also includes CMF services and Cisco Management Connection to integrate other
web-based management applications and tools into the CiscoWorks desktop.

m  Integration Utility: The Integration Utility offers integration with third-party network
management platforms by adding CiscoView device-specific information to the platform
and provides launch points to other Cisco applications.

m  Resource Manager Essentials (RME): RME contains the configuration management
tools necessary for Cisco devices. RME contains these six applications to aid the
administrator’s efforts:

—  Inventory Manager: Inventory Manager provides current inventory of all Cisco
devices (routers, switches, firewalls) in the network, including support for Cisco
CallManager, VPN concentrators, and WAN switches. Hardware and software
summary information, includes detailed reports for groups of devices, memory,
flash, software version, interface, and stack modules.
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Configuration Manager: Configuration Manager maintains an active archive of
configuration changes, and can modify stored configuration changes across multiple
Cisco routers and switches. When Configuration Manager detects a configuration
change (applied via command-line interface (CLI), Telnet, or via CiscoWorks), it
automatically updates the archive data, and logs the change information to the
Change Audit Service. Configuration Manager also provides powerful editing
capabilities of the archived configuration data, including find, search, replace, copy,
cut, paste, as well as compare and change detail. Modified files can be saved locally
or downloaded to the target device.

Cisco-provided templates simplify the configuration change process for SNMP
community, Terminal Access Controller Access Control System plus (TACACS+),
enable, syslog, SNMP trap destinations, Cisco Discovery Protocol (CDP), and
Domain Name System (DNS).

Software Image Manager: Software Image Manager simplifies the version
management and routine deployment of software updates to Cisco routers and
switches through wizard-assisted planning, scheduling, downloading, and
monitoring of software updates. Links to Cisco.com compare the latest Cisco online
software update information with the IOS and Catalyst software images deployed in
the network. Software Image Manager also allows the administrator to validate the
target switch or router's inventory data with the hardware requirements of a new
image to help ensure a successful upgrade. When multiple devices are being
updated, Software Image Manager synchronizes download tasks and allows the user
to monitor job progress. Scheduled jobs are controlled through a sign-off process,
enabling managers to authorize a technician's activities before initiating each
upgrade task.

Change Audit: Change Audit displays changes made to managed devices.
Summary information includes: types of changes made, the person responsible for
the change, time of change, and whether the changes were made from a Telnet or
console CLI or from a CiscoWorks application. Reports detailing the nature of the
changes, such as cards added or removed, memory changes, and configuration
changes, are available as well.

Availability Manager: Availability Manager displays the operational status of
critical routers and switches. Drilling down on a particular device allows the
administrator to view historical information with regard to a given device, including
response time, availability, reloads, protocols, and interface status.

Syslog Analyzer: Syslog Analyzer filters syslog messages logged by Cisco
switches, routers, access servers, and [0S firewalls, and generates reports in an
easily digested format. Its reports are based on user-defined filters that highlight
specific errors or severity conditions, and help identify when specific events
occurred (such as a link-down condition or a device reboot). Syslog Analyzer also
allows syslog messages to be linked to customized information, such as web-based
administrative tips or to launch a Common Gateway Interface (CGI) script to take
corrective actions.

If you turn on RME features, such as Availability Manager, you need to evaluate the number of
network management stations needed to manage the network. Each feature requires significant
computing resources.
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CiscoWorks LMS is composed of these three modules:

m  Campus Manager: Campus Manager provides the administrator with tools to configure,
manage, and understand the physical and logical aspects of a Catalyst-based local-area
network. Campus Manager offers these applications:

Topology Services: This is the principal interface to large-scale topology maps,
tabular summaries, reports, and configuration services of the data link layer network.
A directory-like tree interface lists physical data link layer and the logical, Virtual
Terminal Protocol (VTP), and ATM domain views, along with table summaries of
the devices and the interface associated with these views. This tree structure acts as
the launching point for topology maps, discrepancy reporting functions, and
configuration services.

User Tracking: Designed to assist in locating end-station connections at the access
switch, this application is used in troubleshooting or connectivity analysis. Through
automated acquisition, a table of end-user stations and data link layer connection
information is constructed. This table can be sorted and queried, allowing
administrators to easily find users. Users can be identified by name, IP handset, or
MAC and IP address, as well as the switch port and switch on which they are
connected, and the VLAN and VTP assignment of the port can also be identified.
Predefined reports, such as duplicate MAC addresses per switch port, or duplicate IP
addresses, enable managers to locate mobile users or violations in port policies.

Path Analysis: An application for switched network management, this is a powerful
tool for connectivity troubleshooting. Path Analysis uses topology services, user
tracking,and real-time spanning-tree information to determine data link layer
connectivity and multilayer connectivity between two endpoints in the network. The
resulting trace appears in graphical views that illustrate the devices, path direction,
and link types. A tabular format provides specific interface, IP address, VLAN, and
link-type information.

VLAN Port Assignment: Campus Manager provides a graphical interface to create,
modify, or delete VLANs and LAN emulation (LANE) elements, plus assign switch
ports to VLANS. As you create or modify VLANS, port and user changes are
updated and transmitted to the switches, eliminating the need to update and
configure each participating switch individually. As you select VLANS, the table
view shows the participating ports, port status, and switch information, and you can
launch the topology map to highlight participating devices and links for VLAN
connections.

Discrepancy Reports: Discrepancy reports are used to view the physical and logical
discrepancies discovered on the network.

®  nGenius Real-Time Monitor: nGenius Real-Time Monitor is a web-based tool that
delivers multi-user access to real-time Remote Monitoring (RMON) and RMON2
information, and is used for monitoring, troubleshooting, and maintaining network
availability. nGenius Real-Time Monitor can graphically analyze and report device-, link-,
and port-level RMON-collected traffic data obtained from RMON-enabled Catalyst
switches, internal Network Analysis Modules, and external LAN and WAN probes.

m  Device Fault Manager: Device Fault Manager provides real-time fault analysis for
managed Cisco devices. Device Fault Manager actively monitors a wide range of problems
that Cisco has identified can occur within Cisco devices. Depending on the type of device,
Device Fault Manager will actively monitor different conditions via Internet Control
Message Protocol (ICMP) polling, SNMP Management Information Base (MIB)
interrogation, and SNMP trap reception, and track only those conditions known to help
cause higher-level problems in that particular device.
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Best Practices for
Managing the LAN Using LMS
| T T TR TR TTTEMTICITTTIIAT

I Cisco.com

* RME tasks:

— Maintain a configuration archive.

— Maintain a software image archive.

— Create a change management inventory.

— Run custom reports.
- Campus Manager tasks:

— Detect configuration discrepancies.

— Locate switch ports with multiple IP addresses.
* nGenius Real-Time Monitor task:

— Monitor RMON statistics.
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Network management tasks will differ depending on the needs and capabilities of the network
and available support resources. However, you should plan to conduct these tasks with RME
regardless of the network’s individual characteristics:

B Maintain a configuration archive: Automatically conducted by RME on all devices in the
RME inventory.

® Maintain a software image archive: RME can import the software images on all devices,
and then automatically poll devices to determine if their image is backed up in the archive
for disaster recovery purposes.

m  Create a change management inventory: Automatically conducted on all inventoried
devices.

B Run custom reports: RME Syslog Analyzer can run custom reports based on a device
level, syslog message priority, or timeframe.
Use Campus Manager to perform these tasks:

m  Detect configuration discrepancies: Use Campus Manager to automatically validate
connectivity for proper duplex, speed, and trunking configuration.

m  Locate switch ports with multiple IP addresses: Campus Manager’s user tracking
function will locate switch ports with multiple IP addresses.
Use nGenius Real-Time Monitor to perform this task:

®  Monitor RMON statistics: Monitor RMON statistics using nGenius Real-Time Monitor to
detect application errors and link usage.
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CiscoWorks Routed WAN Management Solution

The CiscoWorks Routed WAN (RWAN) Management Solution extends the CiscoWorks
product family by providing a collection of powerful management applications to configure,
administer, and maintain a Cisco RWAN. This topic helps you select CiscoWorks WAN

management tools, given specific network management requirements.

CiscoWorks RWAN
Management Solution
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- CiscoView
~ CiscoWorks Management Server
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Solution Solution
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The RWAN solution addresses the management needs of WANSs by improving the accuracy,
efficiency, and effectiveness of your network administrators and operations staff, while

increasing the overall availability of your network through proactive planning, deployment, and

troubleshooting tools.

Many management tasks that are essential in the LAN environment are also equally important
in the WAN environment. Therefore, there is some overlap in the functionality between LMS

and RWAN.

The CMF is common in all CiscoWorks solutions. RWAN shares the Resource Manager

Essentials with LMS.
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Additional RWAN modules include:

Internetwork Performance Monitor (IPM): IPM measures network performance based
on synthetic traffic generation technology generated by the Service Assurance Agent
(SAA) contained in IOS. IPM gives the network manager the ability to obtain baseline
performance data, useful in troubleshooting situations and to validate the network
infrastructure for new multiservice applications. IPM can generate a network response time
baseline for any of these network traffic types:

Internet Control Message Protocol (ICMP) echo
IP path echo

Systems Network Architecture (SNA) echo
User Datagram Protocol (UDP)

UDP jitter

Voice over IP

TCP connect

DNS

Dynamic Host Configuration Protocol (DHCP)
HTTP

Data-link switching (DLSw)

Access Control List Manager (ACL Manager): ACL Manager manages the access lists
of Cisco devices. The ACL Manager provides tools to set up and manage [P and IPX
filtering and device access control. These tools include: access list editors, policy template
managers, network and service class managers for scalability, access list navigation tools
for troubleshooting, optimization of access lists, and automated distribution of access list
updates.
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Best Practices for Managing the
WAN Using RWAN

[ T T T Cisco.com

* Use IPM to monitor critical network services.

* Use ACL Manager to standardize and optimize
access control lists.
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You should plan to conduct these tasks, regardless of the network’s individual characteristics:

®  Maintain a configuration archive: Automatically conducted by RME on all devices in the
RME inventory.

B Maintain a software image archive: RME can import the software images on all devices,
and then automatically poll devices to determine if their image is backed up in the archive
for disaster recovery purposes.

®  Change management: Automatically conducted on all inventoried devices.

m  Syslog reporting and monitoring: RME Syslog Analyzer can run custom reports based on
a device level, syslog message priority, or timeframe.

You should perform these WAN-specific management tasks:

m  Use IPM to monitor critical network services: Monitor critical network services such as
DNS and DHCP, as well as response times to critical servers with [PM.

m  Use ACL Manager to standardize and optimize access control lists: ACL Manager
presents a user-friendly graphical user interface that allows you to concentrate on the
security of your network without having to learn complex IOS syntax.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

I Cisco.com

* Network management is a growing field that is under
constant change. Initially, network management
included only fault notification. Today, it has grown
to incorporate multiple functions including fault,
configuration, accounting, performance, and security
management.

* As network management systems are implemented,
it is vital to put policies and procedures in place.

* To implement network management goals,
enterprises will implement individual infrastructure
components that meet specific needs.

Summary (Cont.)

I Cisco.com

* Networks continue to grow in size, and the number of
different management tools and products is often large
as well, making the management task difficult.

« CiscoWorks is a family of products based on Internet
standards for managing Cisco enterprise networks and
devices.

* The CiscoWorks LAN Management Solution provides a
foundation of basic and advanced management
applications that enable network operators to efficiently
manage the LAN.

* The CiscoWorks Routed WAN Management Solution
provides a collection of powerful management
applications to configure, administer, and maintain a
Cisco routed WAN.
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References

For additional information, refer to these resources:

®  Network Management System: Best Practices White Paper at
http://www.cisco.com/warp/public/126/NMS_bestpractice.html

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.
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Quiz
Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Q1) Which component of the FCAPS model enables you to detect, isolate, and notify when
a fault occurs within the network?

A) fault management

B) security management

O performance management
D) configuration management

Q2)  You are assigned the task of moving your company’s network management strategy
from a reactive to a more proactive style of management. Which three tasks should you
complete to reach your goal? (Choose three.)

A) rely on event-driven problem detection

B) identify monitoring goals and thresholds

0] follow standard guidelines for setting event thresholds

D) create plans and procedures to handle and resolve problems

E) implement a staff paging system to handle problems when they occur
F) determine what information to gather or receive from network devices

Q3)  What does a network management policy do?

A) defines reachability statistics

B) defines bandwidth requirements
O) defines how to react to a network event
D) defines the plan for the network management system

Q4)  After you identify the business and management requirements for an enterprise
network, what is the first decision point when designing a network management
system?

A) identify what to manage

B) identify measurable goals
O select a management style
D) identify tools to manage the devices

Q5)  What are two network management styles?

A) event and fault

B) reactive and proactive
O fault and performance
D) polling and performance
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Q6)  Which component provides for managing devices using dedicated communication
paths?

A) VPN management
B) WAN management
0 out-of-band management

D) infrastructure management

Q7)  Which four features describe the Cisco network management strategy? (Choose four.)

A) simplification of tools, tasks, and processes
B) complex tools to manage the overall network
O single-point to multipoint solutions for workstations

D) infinite reporting capabilities on the status of individual WAN links

E) complex functionality to work with proprietary management systems
F) web-level integration with NMS platforms and general management products
Q) creation of a management intranet by integrating discovered device knowledge

with Cisco.com and third-party application knowledge
Q8)  On which three key areas do the CiscoWorks product bundles focus for enterprise
network management? (Choose three.)
A) design of hierarchical networks
B) management of the routed WAN
O software distribution and monitoring
D) administration of switch-based LANs
E) measurement of service level agreements
Q9) You just installed the CiscoWorks LAN Management Solution. Which four tasks can
you perform with Resource Manager Essentials? (Choose four.)

A) monitor RMON statistics

B) manage access control lists

O maintain a configuration archive

D) detect and correct discrepancies

E) maintain a software image archive

F) create a change management inventory

Q) create and run custom reports tailored to your needs
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Q10) When managing a LAN using the LAN Management Solution, which two tasks should
the Campus Manager perform? (Choose two.)

A)
B)
0
D)
E)

run custom reports

maintain a configuration archive
detect configuration mismatches

create a change management inventory

locate switch ports with multiple IP addresses

QI11) Which CiscoWorks management tool could you use to obtain baseline performance

data?
A)
B)
®)
D)

nGenius
Remote Monitor
LAN Management Station

Internetwork Performance Monitor

Q12) Given a need to perform active monitoring of the network devices, which RWAN

solution would you select?

A)
B)
&)
D)

Availability Manager
Software Image Manager
Access Control List Manager

Internetwork Performance Monitor
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Quiz Answer Key

QD

Q2)

Q3)

Q4)

Q5)

Qo)

Q7)

Q8)

Q9)

Q10)

Q11)

Ql12)

A

Relates to:

B,D,F

Relates to:

D

Relates to:

A

Relates to:

B

Relates to:

C

Relates to:

A,F, G

Relates to:

B,D,E

Relates to:

C,E F,G

Relates to:

C,E

Relates to:

D

Relates to:

A

Relates to:

Goals for Network Management

Goals for Network Management

Network Management Policies and Procedures

Network Management Policies and Procedures

Network Management Policies and Procedures

Network Management Module Functions

Cisco Network Management Strategy

CiscoWorks Features

CiscoWorks LAN Management Solution

CiscoWorks LAN Management Solution

CiscoWorks Routed WAN Management Solution

CiscoWorks Routed WAN Management Solution
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Designing the Network
Management Architecture

Overview

Enterprise network managers are often faced with the problem of managing very large
networks. Networks continue to grow in size, and the number of different management tools
and products is often large as well. To design the network management architecture, you will
consider the infrastructure, data collection and management strategy, and server sizing.

Relevance

The network management architecture affects the network management system itself as well as
the network as a whole. Selecting the right components and defining strategies are critical to
the success and availability of the enterprise network.

Objectives

Upon completing this lesson, you will be able to design Cisco network management solutions
for small, medium, and large enterprise networks, given specific network management
requirements. This includes being able to meet these objectives:

m  List design considerations for a network management system

®  Provide strategies for designing network management deployments, given specific
enterprise management needs

®  Design Cisco network management solutions for small, medium, and large enterprise
networks, given specific network management requirements



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:
B  An understanding of the network infrastructure

m  Knowledge of the requirements a management system puts on a network

Outline

The outline lists the topics included in this lesson.

Outline
| T T IR T ITTTT I Cisco.com

- Overview
- Network Management Design Considerations

* Network Management Deployment
Recommendations

- Example: Network Management Designs
* Summary

* Quiz

- Case Study 4-2: OCSIC Bottling Company
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Network Management Design Considerations

Network management must be an integral part of the overall network design, since network
management can adversely affect network performance. This topic identifies design
considerations for a network management system.

Consideratins

Network Management Infrastructure

MM Cisco.com

* Is a single network management station or are
multiple management stations required?

* Is it best to have a centralized or distributed
deployment of network management stations?

* Is a hierarchical design required to mirror the
network infrastructure?

* Does network management require a dedicated
network or can it be part of the campus network?

* Which management tools are required: element
management tools or end-to-end policy-based tools?

* How do NAT and firewalls affect the network
management strategy?

2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—4-4

To develop a network management strategy for the network management infrastructure, you
will answer the following questions:

Is a single network management station required or multiple management stations?
The number of network management stations required depends on the number of end-user
devices to be managed.

Is it best to have a centralized or distributed deployment of network management
stations? The decision often depends on the organization’s ability to support the solution.

Is a hierarchical design required to mirror the network infrastructure? Many
enterprises implement a hierarchical network management system design that mirrors the
network infrastructure from the campus, to the enterprise edge, to the branch offices. The
decision depends on the size of the organization, and the organization’s ability to support
the solution.

Does network management require a dedicated network or can it be part of the
campus network? In other words, will HP OpenView, or CiscoWorks, or some
combination take care of all my needs?

Which management tools are required: element management tools or end-to-end
policy-based tools? The size of the enterprise usually dictates the types of tools required.

How do Network Address Translation (NAT) and firewalls affect the network
management strategy? Enterprises often use NAT and firewalls that block or break access
via common management protocols. Solutions are to disable SNMP on security devices,
use more advanced authentication options, restrict SNMP access from specific devices, and
use more secure protocols.
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Network Management Data Collection
and Management Considerations

Cisco.com

* Is polling required or will the solution be event-
driven?

* What data should be collected? How long should the
data be stored?

* How much bandwidth is required to support data
collection, particularly across low-bandwidth WAN
links?

* What issues regarding management protocols such
as SNMP and RMON should you address?

* What issues regarding access protocols such as
HTTP and Telnet should you address?

* Is out-of-band management or in-band management
required?

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—4-5

To develop a network management strategy for data collection and management, you will
answer these questions:

m Is polling required or will the solution be event-driven? To maintain a proactive
management strategy, you will generally choose to implement polling. However, polling
can place a large burden on the network infrastructure. Some enterprises implement a
separate infrastructure to support network management and polling.

®  What data should be collected? How long should the data be stored? Consider which
data is critical to the management effort and whether the data will actually be used before
storing it. Stored data should be purged at regular intervals.

®  How much bandwidth is required for polling, particularly across low-bandwidth
WAN links? To reduce bandwidth requirements, you can reduce polling intervals,
implement RMON, and distribute network management systems so they are close to the
devices they manage.

B What issues regarding management protocols such as SNMP and RMON should you
address? SNMP and RMON pose inherent security risks. When managing devices that
connect to less secure areas of the network, security must be considered.

B What issues regarding access protocols such as HTTP and Telnet should you address?
Web-based management tools that use HTTP or Telnet access are not usually options due
to security concerns.

m Is out-of-band management or in-band management required? Depending on the
network management solution deployed and the location of support personnel, out-of-band
and/or in-band management will be required.

A challenge is to ensure the availability of the devices being managed. The network
management station will poll the essential data to determine the status of the device and to meet
the goals for managing each type of device.
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To provide availability, you need to build a reliable, redundant network and network
management system. Then, if one link goes down, the whole network management system does
not go down. You should have a plan for disaster recovery if the situation dictates that the
system be manageable from another location in case the primary location goes down.

Another challenge is to implement a proactive system versus a totally reactive system. To build
the proactive system, you need to have the staff, procedures, and policies in place and train
users to use the network management tools.
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Network Management Station
Sizing Considerations

I Cisco.com

* Determine the number of managed devices.

- Determine which operating systems are used in
the enterprise (Windows NT or Solaris).

- Select the appropriate CPU type and speed.

- Consider the amount of RAM and swap space
required for polling.

- Consider the amount of hard disk space required
for polling data and reporting data.
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Correctly sizing network management stations is important as a server can easily become
overloaded, adversely affecting performance. Each network management vendor publishes
guidelines to help you select the right size platform for your needs. To size a network
management station, consider the items listed in the figure.
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System Management Resource
Considerations

1Ll Cisco.com

* Management systems

— Servers PR
— Agents . '
— Monitors ; 7’ 7,
Bandwidth and Windows  UNIX
connectivity

- Staffing

o ' Gl)al = 98%
A Manage everything
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Resources not considered may adversely impact the overall effectiveness of the network
management system.

To manage the network, you need to consider management system servers and agents as part of
the network management plan. In today’s management environment, no single platform can do
everything. Most platforms are based on the UNIX or Microsoft Windows operating systems.
The devices being managed may utilize their own internal agents.

Depending on the data collection requirements, the network management system may use a
substantial amount of the bandwidth over WAN links. Monitoring remote devices across a
WAN requires that you plan for the bandwidth and connectivity requirements to the remote
sites. The bandwidth requirements for management and user traffic may exceed the total
amount of bandwidth available.

If a full-scale enterprise management system is implemented, an appropriate staff is required to
monitor and maintain the systems. Staff needs training on the procedures, goals, and the use of
the tools to properly manage the network.
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Network Management Deployment
Recommendations

For networks that require more than a single workstation or server, you may need to use
multiple workstations for a single management domain (a single managed network) by
distributing applications across multiple workstations. The result will be better performance
and maximum scaling. This topic provides strategies to help you design network management
deployments, given specific enterprise management needs.

Single-Server Deployment

I Cisco.com

Network

M t
agagemen 2000 Managed

Network Devices
40,000 End Users
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For a single server or workstation as a network management platform, a LAN Management
Solution (LMS) is recommended for networks with up to 2000 managed network devices or
40,000 user end stations. The addition of other applications depends on specific application
scaling factors and the size of your network. Performance can be an issue, so it is important to
monitor system resources, and use a multiple processor if appropriate, or additional memory
and disk space as needed. Using a single server may not be practical if all bundled applications
are on one server. For performance reasons, it may still be necessary to use more than one
machine and distribute individual applications across several machines.
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Multiserver, Split Applications—Single

Management Domain
| T T T T Cisco.com

Single Domain

2000 Managed
2000 Managed Network Devices 30,000 Ports

Network Devices 40,000 End Users 4500 Trunk Ports

> c2

Resource Network Campus Network Device Fault
Management Station ~Management Station Management Station 4

g,

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—4-9

If a single workstation cannot handle the load, due to lack of capacity, when multiple
applications are required, one solution is to distribute the applications across several servers.
Applications should be distributed based on the biggest resource users.

In the example shown in the figure, three management workstations are used to manage a
network of 2000 network devices, with the heaviest applications from the LMS distributed
across the three workstations.

Other bundled applications can be installed where it makes sense.

Larger networks will have to be split into multiple management domains, or multiple groups
managed by individual management servers or groups of servers. When a network is split into
multiple domains, you can make the division by administrative groups, geographically, or
however fits your needs.
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Multiple Management Domains
11 Cisco.com
Multiple Domains
2000 Managed 2000 Managed 2000 Managed
Network Devices Network Devices Network Devices
— :
Network Network Network
Management Management Management
Station for Station for Station for
Western Domain Central Domain Eastern Domain

When the size of the network is larger than 2000 network devices, you should divide the
network into multiple management domains, and multiple management servers (or groups of
servers) to ensure that you do not exceed the resource requirements for each server. In some
cases, it may be preferable to implement multiple management domains for administrative
reasons, even if the numbers do not require the division.

Look for logical ways to segment the network based on the following:

®m  Virtual Terminal Protocol (VTP) domains

m [P address ranges

®  LAN/WAN boundaries

Look for administrative logic with separate management teams, regions, or administrative

groupings. You need to determine which management workstation is managing which device
(and vice versa), and remember to leave room for future growth.

Consider the scenario shown in the figure, in which a network of 6000 network devices is
broken into three groups with up to 2000 devices each (with no more than 40,000 end stations),
with a separate LAN server for each segment of the network.
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Centralized WAN Management with
Local LAN Management

1Ll Cisco.com
2000 Managed 2000 Managed
Network Devices e_l I_@_ Network Devices
40,000 End Users 40,000 End Users

Up to 5000 Devices

Local LAN Local LAN
Network Network
Management Management

tation Station

= Central resource network management station

cHo_an

* Platform integration for local LAN network
management stations
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One option for networks of up to 5000 user devices is to install a single central resource
management server, and combine that with multiple campus management servers.

The figure shows a centralized resource management design that provides a single reporting
server for inventory, configurations, changes, software distribution, and bulk changes for up to
5000 network devices. For larger networks, one centralized resource server per network
partition might be another option. The local LAN management server would have campus and
other management applications, but resource management would not be installed on these
machines. The resource management server would receive inventory data from each local LAN
management machine, and push changes in device credentials back to each local LAN
management machine.

For large deployments, it may be necessary to distribute network management applications
across multiple servers, either for performance reasons or simply to accommodate larger
numbers of network devices.
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Key Questions to Consider

I Cisco.com

* How many network management servers are needed?
* What specific bundles and products will be deployed?

* What components and functions of the products are most
important to the network managers?

* What other management tools will be present? Will any
other applications be installed on a CiscoWorks network
management server, for example?

* How many users will the network management tools
have? How many of them will use the tools
simultaneously?

¢ In the case of very large networks, what are the
administrative groupings of the network devices and
network management users?

* Is a separate network required for network management?

©2003, Cisco Systems, Inc. Al rights reserved. ARCH v1.1—4-12

The most common question, “What size workstation do I need for a network management
station in order to manage X number of devices?” is difficult to answer. Consider the questions
indicated in the figure as you define network management services to manage an enterprise
network.
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Example: Network Management Designs

When designing a small or large network management solution, you will consider the number
of management stations, functionality requirements, resource utilization, and many other
factors. In this topic, you will learn how to design Cisco network management solutions for
small, medium, and large enterprise networks, given specific network management
requirements.

Small Site Network Management Design
T TTT T T TN Cisco.com

Fewer than 200
Managed
Network Devices

y

+ Single system with CiscoWorks LMS and RWAN
solutions

+ Single instance of Resource Manager Essentials
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For a small site with fewer than 200 network devices, a single CiscoWorks system with LMS
and RWAN Management Solutions is likely sufficient. A single instance of RME can manage
the entire network.
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The table summarizes the design decisions that a small enterprise would make to meet their

requirements.

Design Question

Decision

Justification

How many management
domains does the enterprise
require?

1 domain for the company

The domain will be managed
centrally.

How many devices need to be
managed?

Fewer than 200

What are the key components
and functions required?

LAN Management Solution

Routed WAN Management
Solution

For a small network, one network
management server is sufficient.

How many servers are
required?

One server with:
= LAN Management Solution

m RWAN Management
Solution

What administrative grouping
of network devices will work
for this enterprise?

All network devices within a
single administrative grouping

Given the small size of the network,
only one administrative grouping of
network devices is required.

What administrative grouping
of network management
users will work for this
enterprise?

All management users within
a single administrative
grouping

Given the small size of the network,
only one administrative grouping of
management users is required.
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Medium Site Network
Management Design

Fewer than 500
Managed

y
/ Network Devices
E | 4

* Two servers with LMS and RWAN components

+ Single instance of Resource Manager Essentials
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If a CiscoWorks RME Availability Manager application is to be used, Cisco recommends that

there be no more than 500 devices monitored from a single RME server on an adequately

equipped system. If a high-end system is used with multiple processors, each RME server can

support up to 1000 network devices, depending on the full usage of the system running the

RME software.

Note The functions provided by RME Availability Manager are often provided by third-party SNMP

management platforms. Therefore, the 500-device limitation may not be an issue with
common deployment scenarios, which include these other management servers.
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Example Medium Site Network

Management Design
T T TT T Cisco.com

T3

* RMON
- Traps
L . Di

« Campus i!onitnr

\J

a
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Company Background

In this scenario, there are two main sites: the west site in Los Angeles, California, and the east
site in Pensacola, Florida. The west site supports 4500 users with 350 managed network
devices. It is the hub for the west coast branch offices and connects to 10 branch offices with 6
managed devices at each office. The east site supports 7000 users with 300 managed network
devices. The east site is the hub for 15 east coast branch offices with 6 managed devices per
branch. There is a T3 between the east and west facilities. The company wants to use the
Availability Manager to determine the status of their key devices. Each domain has up to 450
key devices to be managed. The network operations center is located in Los Angeles. All
management will be done from the Los Angeles site.

Network Management Considerations

The company is planning to use Cisco RME for configuration and software management.

The IT staff is expecting to use a single domain while splitting management functions over
multiple servers.

Availability Manager will be used to determine device operational status.
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Network Management Design

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Question

Decision

Justification

How many management
domains does the enterprise
require?

One domain for the company

The domain will be managed from a
central site.

How many devices need to be
managed?

West: 410 managed devices

East: 390 managed devices

What are the key components
and functions required?

LAN Management System
including:

= RME

m Availability Manager
m Campus Manager
m Fault Manager

RWAN Management Solution
including:

m Performance Monitor

m ACL Manager

How many servers are
required?

Three total:

m Two RME with Availability
Manager

m One for LMS/RWAN
Management

The recommended number of
devices associated with the
Availability Manager is 500, so two
servers are required.

What administrative grouping
of network devices will work
for this enterprise?

One administrative grouping

Given the requirements, there are
two domains but one administrative

group.

What administrative grouping
of network management users
will work for this enterprise?

One administrative group for
all locations
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Large Site Network Management Design

1L Cisco.com

More than 1000
Managed
Network Devices

* Design includes four servers with LAN and WAN
management components.

» Consider dividing the enterprise into different domains
with independent systems to manage each domain.
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When designing large and very large network management solutions, dividing the network into
regions or domains, each with its own set of servers that manage individual domains, becomes
a viable solution.
The scaling issues for a large site network management design include:
m  Cisco RME

—  Total number of objects in inventory

—  Inventory updates of largest devices

— Auvailability monitoring

—  Web GUI performance

—  Software update jobs for large numbers of devices at one time

—  Configuration-change jobs for large numbers of devices at one time

—  Syslog traffic level
m  Cisco Campus Manager

—  Total number of devices or objects discovered and kept in database

—  Campus topology maps, which get very crowded and difficult to use for a large
number of devices

—  User tracking limit on total number of end stations (number of rows in table)
—  User tracking discovery time

—  User tracking ping sweep (can disrupt network traffic)

4-46 Designing Cisco Network Service Architectures (ARCH) v1.1 Copyright © 2003, Cisco Systems, Inc.



m  Cisco Device Fault Manager
—  Intelligent fault interpretation and device modeling resident in memory
—  Number of managed objects (chassis, modules, ports, and so on)
—  CPU and I/O utilization, which depend on polling intervals
m  Other CiscoWorks Products
—  ACL Manager: The major scaling issue is the size of the access control lists (ACLs).

—  CiscoView: Server performance can be affected if too many simultaneous users are
active. Five to ten is the recommended limit on the number of simultaneous users.

m  Bundles

—  Bundles combine various products; they can be mixed together in a single
deployment.

— It is usually possible to run all products in the bundle on a single server for small to
moderate size networks if sufficient system resources are available; for larger
networks, it will be necessary to deploy multiple servers.

—  Plan around largest resource users.

Copyright © 2003, Cisco Systems, Inc. Designing Network Management Services 4-47



Discovery devices
RMON

Inventory

Syslag
Configurations

[Campus fault management

©2003, Cisco Systems, Inc. All rights reserved.

Regional

manager <

Campus l
and Device
Fault ]

@S &
a@aﬁa

Example Large Site Network
Management Design

Access
Control

\

Asla-Paf.
466 devices

Cisco.com

Central
Real Time
Monitor

WAN
Probes

ARCH v1.1—4-17

Company Background

In this scenario, the IT staff for AngelFish (a global fish reseller) wants to implement a
centralized RME approach with each domain having their own LMS functionality. In this
design, the planners have decided to split the global network into four manageable domains: the
U.S. headquarters in Chicago, the Americas in Sao Paolo, Europe in Munich, and Asia-Pac in
Seoul. Each domain will monitor and discover the devices within their domain.

Network Management Considerations

Each site manages approximately 600 routers. Chicago is designated the primary site where the
RME system will be located. All four of the LMS systems will discover their regional asset
information based on IP addresses. They will synchronize the device credential information
with the central RME system. The Chicago site will need an RME and LMS server; all other
domains would only need an LMS server. Any necessary polling is done by each of the four
workstations, with polling intervals set appropriately.

Regional and local management of switched networks is performed with Cisco Campus
Manager (under 1000 network devices) as well as RME. IP address ranges segment the regional
networks. Different management groups do not share community strings, making configuration
of CiscoWorks more difficult, but this policy is the preferred one for this customer.
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Network Management Design

The table summarizes the design decisions that the enterprise made to meet their requirements.

Design Question Decision Justification
How many managed domains | Four domains The headquarters domain is
are there? assumed to be where the RME

server will be located.

How many managed devices | Headquarters: 950

are there?

Americas: 275

Europe: 867

Asia-Pac: 600
What are the key components | LAN Management System
and functions required? with:

s RME

m Campus Manager
m Fault Manager

RWAN Management Solution
with:

m Performance Monitor

m ACL Manager

How many servers are One Server for RME in All domains will have at least one
required? headquarters LMS/RWAN server.
One HP OpenView Server Corporate headquarters will utilize

three servers:
One LMS/RWAN server at

headquarters m One for HP OpenView

One LMS/RWAN server for m One for RME

Americas
m One for LMS/RWAN

One LMS/RWAN server for
Europe

One LMS/RWAN server for
Asia Pac

What administrative grouping | Headquarters
of network devices will work ]
for this enterprise? Americas

Europe

Asia-Pac

What administrative grouping | Headquarters
of network management

users will work for this Americas
enterprise?
P Europe
Asia-Pac
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

I Cisco.com

* Network management must be an integral part of the
overall network design, since network management
can adversely affect network performance.

* For networks that require more than a single
workstation or server, you may need to use multiple
workstations for a single management domain (a
single managed network) by distributing applications
across multiple workstations. The result will be
better performance and maximum scaling.

* When designing a small or large network
management solution, you will consider number of
management stations, functionality requirements,
resource utilization, and many other factors.
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References

For additional information, refer to these resources:

m  CiscoWorks in Large-Scale Network Environments available at
http://www.cisco.com/warp/public/cc/pd/wr2k/prodlit/ckspp wp.htm.

B Network Management System: Best Practices White Paper at
http://www.cisco.com/warp/public/126/NMS _bestpractice.html

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.

Next Steps
For the associated case study, refer to the following section:

m  (Case Study 4-2: OCSIC Bottling Company
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Quiz
Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.
QIl)  When used for network management, SNMP, HTTP, and Telnet pose .
A) RMON errors
B) difficulty in use
0 bandwidth problems
D) inherent security risks
Q2)  What feature most often impacts an enterprise’s decision about whether to use a
distributed network management strategy?
A) ease of use
B) amount of security required
0 ability to support the solution
D) availability of web-based tools
Q3)  Which two items will determine the required number of management stations for a
network? (Choose two.)

A) server performance

B) SNMP polling requirements

O number of users in the enterprise
D) location of devices to be managed
E) number of managed network devices

Q4) In alarge enterprise network with multiple administrative domains, what is the
recommended solution for management domains?

A) Use one system to manage all domains on the network.

B) Plan the management so that each domain is managed separately.

0] Plan the management so that all domains are managed by a central system.

D) Use a large-scale system to manage multiple domains in one system. If system

capacity is exceeded, add an additional system to handle the other domains.

Q5)  Assume that you are designing a network management solution for a network with
more than 5000 managed network devices. The design calls for several servers to
handle the management needs. Which design solution would be a viable approach to
dividing up the network?

A) syslog domains
B) regions or domains
O switched LAN segments

D) global network operations centers
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Quiz Answer Key

QD

Q2)

Q3)

Q4)

Q5)

D

Relates to:

C

Relates to:

AE

Relates to:

B

Relates to:

B

Relates to:

Network Management Design Considerations

Network Management Design Considerations

Network Management Deployment Recommendations

Example: Network Management Designs

Example: Network Management Designs
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Case Study 4-2: OCSIC Bottling Company

Complete this case study to practice the key design skills discussed in this module.

Learning Activities

i Cisco.com

» Case Study: OCSIC Bottling Company

—Develop a network management strategy for
the company

—Provide justification for each design decision
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Required Resources

There are no resources required to complete this exercise.

Exercise Objective

In this exercise, you will design network management services that meet the needs of the
OCSIC Bottling Company.

After completing this exercise, you will be able to:

®  Develop a network management strategy for the company

Each component of the design will have multiple options. Consider each option carefully, given
the case study constraints. As you identify each component of your design, provide justification

for your decision. The justification explains the options you considered and why you chose the
option you selected. Remember, there are no wrong answers to this exercise.
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Task 1: Develop a Network Management Strategy for the

Company

Complete these steps:

Step 1 Complete the table to design the details about the Network Management solution for

the OCSIC Bottling Company.

Design Question

Decision

Justification

How many management domains
does the enterprise require?

How many devices need to be
managed?

What are the key components and
functions required?

How many servers are required?

What administrative grouping of
network devices will work for this
enterprise?

What administrative grouping of
network management users will work
for this enterprise?

Step 2 Describe policies and procedures to implement for the enterprise network
management.
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Step 3 What type of polling will you deploy on the network? How will polling affect
network performance? How long would you recommend to maintain polling
information?

Step 4 Update your campus network diagram to indicate the components of the Network
Management module.
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Task 2: Present Your Design

Present your design to the class. Be prepared to justify each design decision.

Exercise Verification

You have completed this exercise when you attain these results:

B You have created a network management design that includes a completed campus diagram
showing the location of each network management station, specification of the services and
functionality that run on each server, and other servers required for the network, indicating
their location and expected functionality.
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Module 5

Designing High-Availability
Services

Overview

As enterprises rely more and more heavily on their [P network for core business practices, a
high degree of network availability becomes critical. System downtime translates into
significant productivity and revenue losses.

Maximizing network uptime requires the use of operational best practices and redundant
network designs in conjunction with high-availability technologies within network elements.
Several high availability technologies are embedded in Cisco IOS software.



Module Objectives

Upon completing this module, you will be able to design high-availability intelligent network
services for performance, scalability, and availability, given specified enterprise network needs.

Module Objectives
| T T T Cisco.com

* Identify the necessary components of a high-
availability solution, given specific enterprise
availability requirements

* Design high-availability solutions for the
Enterprise Campus and the Enterprise Edge
functional areas, given specific enterprise
availability requirements
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Module Outline

The outline lists the components of this module.

Module Outline
N 1 T T T Csoo0om

- Reviewing High-Availability Features
- Designing High-Availability Enterprise Networks
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Reviewing High-Availability
Features

Overview

I0S high-availability technologies provide network redundancy and fault tolerance. Reliable
network devices, redundant hardware components with automatic failover, and protocols like
Hot Standby Router Protocol (HSRP) are used to maximize network uptime.

Relevance

Enterprises rely heavily on their network to run their business. Any downtime translates into
lost revenue and productivity.

Objectives

Upon completing this lesson, you will be able to identify the necessary components of a high-
availability solution, given specific enterprise availability requirements. This includes being
able to meet these objectives:

Identify requirements for network high availability

Identify the necessary components of a high-availability solution, given specific high-
availability requirements

Determine when to implement fault tolerant network devices and redundant topologies,
given specific high-availability requirements

Determine when to use HSRP, Virtual Router Redundancy Protocol (VRRP), and options
for Layer 3 redundancy, given specific high-availability requirements

Determine when to use Spanning Tree Protocol and Layer 2 redundancy, given specific
high-availability requirements



Learner Skills and Knowledge

To benefit fully from this lesson, you must have these prerequisite skills and knowledge:
m  Designing Enterprise Campus Networks module

m  Designing Enterprise Edge Connectivity module

Outline

The outline lists the topics included in this lesson.

Outline
| TR ITTT TR Cisco.com

- Overview

* Network Requirements for High Availability
 Cisco I0S High-Availability Architecture

* Fault Tolerance and Hardware Redundancy
» Options for Layer 3 Redundancy

* Redundancy and Spanning Tree Protocol

* Summary

* Quiz
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Network Requirements for High Availability

An enterprise requires its network to be highly available to ensure that its mission-critical
applications are available. Increased availability is a measurable quantity that translates into
real cost savings. This topic describes the enterprise requirements for network high availability.

What Is High Availability?

| T T Cisco.com
Availability De;neiﬁtii :er Downtime Per. Year (24x365)

99,0007 10000, 3idays 15 hours 36 minutes

99.500%5 5000 1 day; 19 hours 48 minutes

99190055 1000 8fhours 46\ minutes

99950 500 4'hours 23 minutes

99199075 100; 53 minutes
High
Availability
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Reliability implies that the system performs its specified task correctly. Availability means that
the system is ready for immediate use.

For example, an airplane needs to be reliable. It does not need to be available to fly 24 hours a
day. However, it must be reliable when the user determines it is ready to be available.

Today’s networks need to be available 24 hours a day, 365 days a year. To meet that objective,
99.999 or 99.9999 percent availability is required.

Enterprises implement high availability to meet these requirements:

m  Ensure that mission-critical applications are available: The purpose of an enterprise
network is to enable applications. When those applications are not available, the enterprise
ceases to function properly. Making the network highly available helps ensure that the
enterprise’s mission-critical applications are available.

®  Improve employee and customer satisfaction and loyalty: Network downtime can cause
frustration among both employees and customers attempting to access applications.
Ensuring a highly available network helps to improve and maintain satisfaction and loyalty.

m  Reduce reactive information technology (IT) support costs, resulting in increased IT
productivity: Designing a network to incorporate high-availability technologies allows IT
to minimize the time spent fighting fires and maximize the time providing proactive
services.
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m  Reduce financial loss: An unavailable network, and therefore an unavailable application,
can translate directly into lost revenue for an enterprise. Downtime can mean unbillable
customer access time, lost sales, and contract penalties.

®  Minimize lost productivity: When the network is down, employees cannot perform their
functions efficiently. Lost productivity means increased cost to the enterprise.
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Defining Availability

1L Cisco.com

Mean Time

Between
I Failure

Availability

R

Mean Time
to Repair
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Availability is a measurable quantity. The factors affecting availability are mean time to repair
(MTTR), the time it takes to recover from a failure, and mean time between failure (MTBF),
the time that passes between network outages or device failures.

Decreasing MTTR and increasing MTBF increase availability. Dividing MTBF by the sum of
MTBF and MTTR results in a percentage indicating availability.

A common goal for availability is to achieve 99.999 percent (“five nines”). For example:

m  Power supply MTBF = 40,000 hours

m  Power supply MTTR = eight hours

®  Availability = 40,000/(40,000 + 8) = 0.99980 or 99.98% availability

To calculate the availability of a complex system or device, multiply the availability of all of its
parts. For example:

m  Switch fabric availability = .99997

m  Route processor availability = .99996

®  System availability =.99997 * .99996 = 0.99992

As system complexity increases, availability decreases. If a failure of any one part causes a
failure in the system as a whole, it is called serial availability.
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Cisco 10S High-Availability Architecture

A highly available network requires reliable and fault-tolerant devices, resilient network
technologies, optimized design, and implementation of best practices. This topic describes the
components of a Cisco high-availability solution.

High-Availability Network

Components
| T T Cisco.com

* Reliable, fault-tolerant network devices
* Device and link redundancy

* Load balancing

* Resilient network technologies

* Network design

- Best practices
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To achieve high network availability, these network components are required:

m  Reliable, fault-tolerant network devices: Hardware and software reliability to
automatically identify and overcome failures

® Device and link redundancy: Entire devices, modules within devices, and links can be
redundant

m  Load balancing: Allows a device to take advantage of multiple best paths to a given
destination

m Resilient network technologies: Intelligence that ensures fast recovery around any device
or link failure

m  Network design: Well-defined network topologies and configurations designed to ensure
there is no single point of failure

m  Best practices: Documented procedures for deploying and maintaining a robust
e-commerce network infrastructure

High availability implies that a device or network is ready for use as close to 100 percent of the
time as possible. Fault tolerance indicates the ability of a device or network to recover from the
failure of a component or device. Achieving high availability relies on eliminating any single
point of failure and on distributing intelligence throughout the architecture. You can increase
availability by adding redundant components, including redundant network devices and
connections to redundant Internet services. With the proper design, no single point of failure
will impact the availability of the overall system.
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Fault Tolerance and Hardware Redundancy

Enterprises can achieve high availability through the use of fault-tolerant devices, with
redundancy provided within each device, and by the provision of multiple devices, with
redundancy provided by the topology. This topic describes when to implement fault-tolerant
network devices and redundant topologies.

Campus Network with Fault-Tolerant
Devices and Single Points of Failure

L Cisco.com
[ i Host
=
Data Link Layer Switch
+ Catalyst Srians

supervisors
* Power supplies
* Fans
* Hot swappable

modules Multilayer Switch

Other
Sites

Server
Access

-41
Server 8
— Single Forwarding Path | 2

©2003, Cisco Systems, Inc. All rights reserve d ARCH v1.1—57

Data Link Layer Switch

One approach to building highly available networks is to use extremely fault-tolerant network
devices throughout the network. To achieve high availability end-to-end, the fault tolerance of
each device is optimized. This is achieved by providing redundant backup within the device for
each of its key components. Fault tolerance offers these benefits:

®  Minimizes time periods during which the system is nonresponsive to call-routing requests
(for example, while the system is being reconfigured due to recovery)

m  Eliminates all single points of failure that would cause the system to stop

®  Provides disaster protection by allowing the major system components to be geographically
separated

Achieving high network availability solely through device-level fault tolerance has drawbacks.

B Massive redundancy within each device adds significantly to its cost, while at the same
time reducing physical capacity by consuming slots that could otherwise house network
interfaces or provide useful network services.

m  Redundant subsystems within devices are often maintained in a hot standby mode, in which
they cannot contribute additional performance because they are only fully activated when
the primary component fails.

®  Focusing on device-level hardware reliability may result in overlooking a number of other
failure mechanisms. Network elements are not standalone devices, but are components of a
network system in which internal operations and system-level interactions are governed by
configuration parameters and software.
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A complementary way to build highly available networks is to provide reliability through
redundancy in the network topology rather than primarily within the network devices
themselves. In the campus network design shown in the figure, there is a backup for every link
and every network device in the path between the client and server. This approach to network
reliability offers these advantages:

The network elements providing redundancy need not be located with the primary network
elements. This reduces the probability that problems with the physical environment will
interrupt service.

Problems with software bugs and upgrades or configuration errors and changes can be dealt
with separately in the primary and secondary forwarding paths without completely
interrupting service. Therefore, network-level redundancy can also reduce the impact of
non-hardware failure mechanisms.

With the redundancy provided by the network, each network device no longer needs to be
configured for optimal standalone fault tolerance. Device-level fault tolerance can be
concentrated in the Campus Backbone and Building Distribution submodules of the
network, where a hardware failure would affect a larger number of users. By partially
relaxing the requirement for device-level fault tolerance, the cost per network device is
reduced, to some degree offsetting the requirement for more devices.

With carefully designed and implemented resiliency features, you can share the traffic load
between the respective layers of the network topology (that is, Building Access and
Building Distribution submodules) between the primary and secondary forwarding paths.
Therefore, network-level redundancy can also provide increased aggregate performance
and capacity.

You can configure redundant networks to automatically failover from primary to secondary
facilities without operator intervention. The duration of service interruption is equal to the
time it takes for failover to occur. Failover times as low as a few seconds are possible.

5-10
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Fast EtherChannel (FEC) is a trunking technology based on grouping together multiple full-
duplex Fast Ethernets to provide fault-tolerant high-speed links between switches, routers, and
servers. FEC uses a peer-to-peer control protocol that provides autoconfiguration and minimal
convergence times for parallel links.

The drawbacks of link redundancy include:

®  Increased media costs

m  More difficult management and troubleshooting

As a data link layer feature, deterministic load distribution (DLD) adds reliability and
predictable packet delivery with load balancing between multiple links.
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Route Processor Redundancy (RPR) provides a high system availability feature for some Cisco
switches and routers. A system can reset and use a standby Route Switch Processor (RSP) in
the event of a failure of the active RSP.

Using RPR, you can reduce unplanned downtime. RPR enables a quicker switchover between
an active and standby RSP in the event of a fatal error on the active RSP. When you configure
RPR, the standby RSP loads a Cisco I0S image upon bootup and initializes itself in standby
mode. In the event of a fatal error on the active RSP, the system switches to the standby RSP,
which reinitializes itself as the active RSP, reloads all of the line cards, and restarts the system.

RPR reduces the amount of unplanned downtime of a switch or router by enabling a faster
startup time of a standby RSP.

RPR+ allows a failover to occur without reloading the line cards. The standby route processor
takes over the router without affecting any other processes and subsystems. In addition, the
RPR+ feature ensures that:

m  The redundant processor is fully booted and the configuration is parsed

B The IOS running configuration is synchronized between active and standby route
processors

®  No link flaps occur during failover to the secondary router processor
The Cisco Catalyst 6500 offers software redundancy features that include Dual Router Mode

(DRM) and Single Router Mode (SRM). These features provide redundancy between
Multilayer Switch Feature Cards (MSFC) within the device.

5-12
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The option of dual-homing connected end systems is available. Most network interface cards
(NICs) operate in an active-standby mode with a mechanism for MAC address portability
between them. During a failure, the standby NIC becomes active on the new access switch.

Other end-system redundancy options include NICs operating in active-active mode, in which
each host is available through multiple IP addresses. Either end-system redundancy mode

requires more ports at the Building Access submodule.

Active-active redundancy implies that two redundant switches in a high-availability pair are
concurrently load balancing traffic to server farms. Since both switches are active, you can
support the same virtual IP address on each switch at the same time. This is known as shared
VIP address. However, the use of active-active schemes supporting shared VIP configurations

is not recommended.

Active-standby redundancy implies an active switch and a standby switch. The standby switch
does not forward or load balance any traffic. The standby switch is only active in participating
in the peering process that determines which switch is active and which is on standby. The
peering process is controlled by the redundancy protocol used by the content switches.

Copyright © 2003, Cisco Systems, Inc.

Designing High-Availability Services 5-13



Options for Layer 3 Redundancy

Hot Standby Router Protocol (HSRP) and Virtual Router Redundancy Protocol (VRRP) enable
a set of routers to work together to present the appearance of a single virtual router or default
gateway to the hosts on a LAN. Protocols for router redundancy allow one router to
automatically assume the function of the second router if the second router fails. This topic
describes when to use HSRP, VRRP, and options for Layer 3 redundancy.

First-Hop Redundancy
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For IP, HSRP allows one router to automatically assume the function of the second router if the
second router fails. HSRP is particularly useful when the users on one subnet require
continuous access to resources in the network.

HSRP enables a set of routers to work together to present the appearance of a single virtual
router or default gateway to the hosts on a LAN. HSRP is particularly useful in environments
where critical applications are running and fault-tolerant networks have been designed. By
sharing an IP address and a hardware address, two or more routers acting as one virtual router
are able to seamlessly assume routing responsibility in the case of a defined event or
unexpected failure. This enables hosts on a LAN to continue to forward IP packets to a
consistent [P and MAC address, enabling the changeover of devices doing the routing to be
transparent to them and their sessions.

HSRP works by allowing an administrator to configure hot standby groups to share
responsibility for an IP address. Each router can be given a priority to enable an administrator
to weight the prioritization of routers for active router selection. Of the routers in each group,
one will be selected as the active forwarder, and one will be selected as the standby router.
These selections are done in accordance with the configured priorities of the router. The router
with the highest priority wins and, in the case of a tie in priority, the greater value of their
configured IP addresses will break the tie. Other routers in this group will monitor the active
and standby routers’ status to enable further fault tolerance. All HSRP routers participating in a
standby group will watch for hello packets from the active and the standby routers. From the
active router in the group, they will all learn the hello and dead timer as well as the standby IP
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address to be shared, if these parameters are not explicitly configured on each individual router.
If the active router becomes unavailable due to scheduled maintenance, power failure, or other
reasons, the standby can assume this functionality transparently within a few seconds. This will
occur if the dead timer is reached, by missing three successive hello packets, and the standby
router will promptly take over the virtual addresses, identity, and responsibility.

Multigroup HSRP (MHSRP) is an extension of HSRP that allows a single router interface to
belong to more than one hot standby group. MHSRP requires the use of Cisco IOS software
Release 10.3 or later and is supported only on routers that have special hardware that allows
them to associate an Ethernet interface with multiple unicast MAC addresses, such as the Cisco
7000 series.

VRRP defines a standard mechanism that enables a pair of redundant (1 + 1) devices on the
network to negotiate ownership of a virtual IP address. One device is elected to be active and
the other to be standby. If the active fails, the backup takes over. An advantage of this scheme
is that it achieves 1 + 1 redundancy without requiring any special intelligence. However, this
scheme only works for n = 1 capacity and k = 1 redundancy; it will not scale above 1 + 1.
VRRP is described in RFC 2338, at: http://www.ietf.org/rfc/rfc2338.txt.

Note Different Cisco routers and switches support different standby protocols. Verify the standby
protocol support on a device before you select it.
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In addition to HSRP and VRRP, Cisco IOS software provides additional network redundancy
features:

®  Routing protocol convergence with Enhanced Interior Gateway Routing Protocol (EIGRP)
and Open Shortest Path First (OSPF). EIGRP provides superior convergence properties and
operating efficiency for Layer 3 load balancing and backup across redundant links and
Cisco IOS devices to minimize congestion.

m  Fast EtherChannel technology, which uses multiple Fast Ethernet links to scale bandwidth
between switches, routers, and servers.

m Load sharing across equal-cost Layer 3 paths and spanning trees (for Layer 2-based
networks).

m  Cisco Express Forwarding (CEF) distributed switching architecture.
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Redundancy and Spanning Tree Protocol

Cisco’s spanning-tree implementation provides a separate spanning-tree domain for each
VLAN, providing high availability while allowing traffic between the access and distribution
layers of the network to be load balanced over redundant connections. This topic describes
when to use Spanning Tree Protocol and Layer 2 redundancy.

Per-VLAN Spanning Tree
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The Spanning Tree Protocol was designed to prevent loops, but also provides advantages for
redundancy. Cisco’s spanning-tree implementation provides a separate spanning-tree domain
for each VLAN, or Per VLAN Spanning Tree (PVST). PVST allows the bridge control traffic
to be localized within each VLAN and supports configurations where the traffic between the
access and distribution layers of the network can be load balanced over redundant connections.
Cisco supports PVST over both Inter-Switch Link (ISL) and 802.1Q trunks. In the figure, the
dotted lines represent alternate paths for VLAN traffic.

ISL and 802.1Q VLAN tagging also play an important role in load sharing across redundant
links. All of the Layer 2 ISL between Building Access and Building Distribution switches are
configured as trunks for all of the access VLANS. In the event of failure of the access switch or
uplink, the most appropriate remaining uplink carries the traffic from all of the VLANs. With
ISL or 802.1Q configured on the link Building Distribution switches, you can configure
workgroup servers on either switch as part of either odd or even VLAN subnets.

Rapid Spanning Tree Protocol (RSTP, 802.1w) significantly reduces the time to reconfigure the
active topology of the network when changes occur to the physical topology or its
configuration parameters. RSTP selects one switch as the root of a connected spanning-tree
active topology and assigns port roles to individual ports of the switch, depending on whether
that port is part of the active topology.
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RSTP provides rapid connectivity following the failure of a switch, switch port, or a LAN. A
new root port and the designated port on the other side of the bridge transition to forwarding
using an explicit handshake between them. RSTP allows switch port configuration so that the
ports can transition to forwarding directly when the switch reinitializes.

RSTP as specified in 802.1w supersedes STP specified in 802.1D, but remains compatible with
STP.
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Multiple Spanning Tree (MST, IEEE 802.1s) allows you to map several VLANSs to a reduced
number of spanning-tree instances, because most networks do not need more than a few logical
topologies. In the topology described in the figure, there are only two different final logical
topologies, so only two spanning-tree instances are really necessary. There is no need to run a
thousand instances. If you map half of the 1000 VLANSs to a different spanning-tree instance, as
shown in the figure, the following is true:

®  The desired load balancing scheme is realized, because half of the VLANSs follow one
separate instance.

m  The CPU is spared by only computing two instances.
From a technical standpoint, MST is the best solution. From an end-user’s perspective, the only

drawbacks associated with migrating to MST are mainly due to the fact that MST is a new
protocol, and these issues arise:

®  The protocol is more complex than the usual spanning tree and requires additional training
of the staff.

® Interaction with legacy bridges is sometimes challenging.
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The Spanning Tree Protocol (802.1D) was designed for robust, plug-and-play operation in
bridged networks, or arbitrary connectivity (looping), and almost unlimited flatness.

To improve spanning-tree convergence, you can implement PortFast. PortFast is a feature that
you can enable on Catalyst switch ports dedicated to connecting single servers or workstations.
PortFast allows the switch port to begin forwarding as soon as the end system is connected,
bypassing the listening and learning states and eliminating up to 30 seconds of delay before the
end system can begin sending and receiving traffic. PortFast is used when an end system is
initially connected to the network or when the primary link of a dual-homed end system or
server is reactivated after a failover to the secondary link. Since only one station is connected to
the segment, there is no risk of PortFast creating network loops.

In the event of a failure of a directly connected uplink that connects a Building Access switch
to a Building Distribution switch, you can increase the speed of spanning-tree convergence by
enabling the UplinkFast feature on the Building Access switch. With UplinkFast, each VLAN
is configured with an uplink group of ports, including the root port that is the primary
forwarding path to the designated root bridge of the VLAN, and one or more secondary ports
that are blocked. When a direct uplink fails, UplinkFast unblocks the highest priority secondary
link and begins forwarding traffic without going through the spanning-tree listening and
learning states. Bypassing listening and learning reduces the failover time after uplink failure to
approximately the bridge protocol data unit (BPDU) hello interval (1 to 5 seconds). With the
default configuration of standard STP, convergence after uplink failure can take up to 30
seconds.
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Summary

This topic summarizes the key points discussed in this lesson.

Summary

MM Cisco.com

* An enterprise requires its network to be highly
available to ensure that its mission-critical
applications are available. Increased availability is a
measurable quantity that translates into real cost
savings.

A highly available network requires reliable and fault-
tolerant devices, resilient network technologies,
optimized design, and implementation of best
practices.

 Fault-tolerant devices combined with device,
module, and link redundancy contribute to high
availability.

Summary (Cont.)

Cisco.com

* HSRP and VRRP enable a set of routers to work
together to present the appearance of a single
virtual router or default gateway to the hosts on
a LAN. Protocols for router redundancy allow
one router to automatically assume the function
of the second router if the second router fails.

» Cisco’s spanning-tree implementation provides
a separate spanning-tree domain for each VLAN,
providing high availability while load balancing
traffic between the Building Access and Building
Distribution submodules of the network over
redundant connections.

Copyright © 2003, Cisco Systems, Inc. Designing High-Availability Services 5-21



References

For additional information, refer to these resources:

B High Availability Services at
http://www.cisco.com/warp/public/779/largeent/learn/technologies/availability.html

m  Solutions Reference Network Design (SRND) Networking Solutions Design Guides; to
locate these documents:

—  Go to: http://www.cisco.com/.

—  In the Search box, enter “SRND” and click Go. A list of SRND Networking
Solutions Design Guides appears.

—  Select the Networking Solutions Design Guide that meets your needs.
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Quiz

Use the practice items here to review what you learned in this lesson. The correct answers are
found in the Quiz Answer Key.

Q1) What are two measurable costs of network downtime? (Choose two.)

A)
B)
0
D)
E)

revenue losses

productivity losses

reduced customer loyalty
minimized competitive edge

reduced employee satisfaction

Q2) Which two components are required for achieving high availability? (Choose two.)

A)
B)
0
D)
E)

providing redundant Internet services

eliminating any single point of failure

centralizing intelligence within the architecture
distributing intelligence throughout the architecture

providing a redundant backup for each network component

Q3)  Which three drawbacks can apply when attempting to achieve reliability solely through

extremely fault-tolerant devices? (Choose three.)

A)
B)
0
D)
E)

increased device cost
increased cabling cost
increased device efficiency
limited administrative control

components not contributing to performance

Q4)  Which method would be a good choice to provide high availability while keeping

hardware costs down?

A)
B)
0
D)

HSRP
device fault tolerance
redundant network topology

redundant systems in hot standby mode

Q5)  Which HSRP state specifies that a router is transferring packets?

A)
B)
&)
D)

active
standby
listening

speaking and listening
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Q6)  Which technology would you use if your users require continuous, uninterrupted Layer
3 network access?

A)  RRI
B)  xSTP
C)  HSRP
D)  RIPV2

Q7)  Which Cisco IOS feature supports configurations where the traffic between the access
and distribution layers of the network can be load balanced over redundant

connections?

A) ISL

B) PVST
O 802.1 Q
D) PortFast
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Quiz Answer Key
Ql) AB

Relates to: Network Requirements for High Availability

Q2) B,D

Relates to: Cisco IOS High Availability Architecture
Q3) AD.E

Relates to: Fault Tolerance and Hardware Redundancy
Q4) ¢

Relates to: Fault Tolerance and Hardware Redundancy
Q5) A

Relates to: Options for Layer 3 Redundancy
Q6) ¢

Relates to: Options for Layer 3 Redundancy
Q7) B

Relates to: Redundancy and Spanning-Tree Protocol
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Designing High-Availability
Enterprise Networks

Overview

The Enterprise Campus and the Enterprise Edge require the availability of the network
resources in environments to provide effective performance, scalability, and availability. The
network designer must incorporate high-availability features into each location on the network.

Relevance

High-availability solutions must be implemented throughout the network to ensure maximum
system availability.

Objectives

Upon completing this lesson, you will be able to design high-availability solutions for the
Enterprise Campus and the Enterprise Edge functional areas, given specific enterprise
availability requirements. This includes being able to meet these objectives:

List design guidelines for each component of an enterprise network
Identify best practices recommendations to ensure high availability of the network

Describe the basic guidelines for designing the Campus Infrastructure functional area for
high availability

Describe the basic guidelines for designing the Enterprise Edge functional area for high
availability

Describe a high-availability strategy for an enterprise site



Learner Skills and Knowledge
To benefit fully from this lesson, you must have these prerequisite skills and knowledge:
m  Designing Enterprise Campus Networks module
m  Designing Enterprise Edge Connectivity module

m  Reviewing Cisco High-Availability Features lesson

Outline

The outline lists the topics included in this lesson.

Outline
AT Cisco.com

* Overview
- Design Guidelines for High Availability

- Best Practices for High-Availability Network
Design

- Enterprise Campus Design Guidelines for High
Availability

 Enterprise Edge Design Guidelines for High
Availability

* High-Availability Design Example

* Summary

* Quiz

» Case Study 5-2: OCSIC Bottling Company
« OPNET IT Guru Simulation 5-2
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Design Guidelines for High Availability

When designing a network for high availability, you will consider the reliability of each
network hardware and software component, redundancy, protocol attributes, circuits and
carriers, and environmental and power features that contribute to the overall availability of the
network. This topic lists design guidelines for each component of an enterprise network.

Network Design Considerations for
High Availability

il Cisco.com

* Where should module and chassis redundancy
be deployed in the network?

* What software reliability features are required for
the network?

* What protocol attributes need to be considered?

* What high availability features are required for
circuits and carriers?

* What environmental and power features are
required for the network?

* What operations procedures are in place to
prevent outages?
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To design high-availability services for an enterprise network, you will answer the questions
li