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SYBEX

To Our Valued Readers:

Thank you for looking to Sybex for your CCNP exam prep needs. Cisco developed the CCNP
certification to validate expertise in implementing and managing Cisco internetworking solu-
tions, and it is currently one of the most highly sought after IT certifications. Just as Cisco is
committed to establishing measurable standards for certifying those professionals who work
in the field of internetworking, Sybex is committed to providing those professionals with the
information they need to excel.

We at Sybex are proud of our reputation for providing certification candidates with the practical
knowledge and skills needed to succeed in the highly competitive IT marketplace. This four-in-one
CCNP Complete Study Guide reflects our commitment to provide CCNP candidates with the
most up-to-date, accurate, and economical instructional material on the market.

The authors and the editors have worked hard to ensure that the book you hold in your
hands is comprehensive, in-depth, and pedagogically sound. We’re confident that this book
will exceed the demanding standards of the certification marketplace and help you, the
CCNP certification candidate, succeed in your endeavors.

As always, your feedback is important to us. If you believe you’ve identified an error in the

book, please send a detailed e-mail to support@sybex.com. And if you have general comments
or suggestions, feel free to drop me a line directly at nedde@sybex.com. At Sybex, we’re con-
tinually striving to meet the needs of individuals preparing for certification exams.

Good luck in pursuit of your CCNP certification!

Neil Edde
Publisher—Certification
Sybex, Inc.




Software License Agreement: Terms and Conditions

The media and/or any online materials accompanying
this book that are available now or in the future contain
programs and/or text files (the “Software”) to be used in
connection with the book. SYBEX hereby grants to you
a license to use the Software, subject to the terms that
follow. Your purchase, acceptance, or use of the Soft-
ware will constitute your acceptance of such terms.
The Software compilation is the property of SYBEX
unless otherwise indicated and is protected by copyright
to SYBEX or other copyright owner(s) as indicated in
the media files (the “Owner(s)”). You are hereby
granted a single-user license to use the Software for your
personal, noncommercial use only. You may not repro-
duce, sell, distribute, publish, circulate, or commercially
exploit the Software, or any portion thereof, without the
written consent of SYBEX and the specific copyright
owner(s) of any component software included on this
media.

In the event that the Software or components include
specific license requirements or end-user agreements,
statements of condition, disclaimers, limitations or war-
ranties (“End-User License”), those End-User Licenses
supersede the terms and conditions herein as to that par-
ticular Software component. Your purchase, accep-
tance, or use of the Software will constitute your
acceptance of such End-User Licenses.

By purchase, use or acceptance of the Software you fur-
ther agree to comply with all export laws and regula-
tions of the United States as such laws and regulations
may exist from time to time.

Software Support

Components of the supplemental Software and any
offers associated with them may be supported by the
specific Owner(s) of that material, but they are not sup-
ported by SYBEX. Information regarding any available
support may be obtained from the Owner(s) using the
information provided in the appropriate read.me files or
listed elsewhere on the media.

Should the manufacturer(s) or other Owner(s) cease to
offer support or decline to honor any offer, SYBEX
bears no responsibility. This notice concerning support
for the Software is provided for your information only.
SYBEX is not the agent or principal of the Owner(s),
and SYBEX is in no way responsible for providing any
support for the Software, nor is it liable or responsible
for any support provided, or not provided, by the
Owner(s).

Warranty

SYBEX warrants the enclosed media to be free of phys-
ical defects for a period of ninety (90) days after pur-

chase. The Software is not available from SYBEX in any
other form or media than that enclosed herein or posted
towww . sybex. com. If you discover a defect in the media

during this warranty period, you may obtain a replace-
ment of identical format at no charge by sending the
defective media, postage prepaid, with proof of pur-
chase to:

SYBEX Inc.

Product Support Department
1151 Marina Village Parkway
Alameda, CA 94501

Web: http://www.sybex.com

After the 90-day period, you can obtain replacement
media of identical format by sending us the defective
disk, proof of purchase, and a check or money order for
$10, payable to SYBEX.

Disclaimer

SYBEX makes no warranty or representation, either
expressed or implied, with respect to the Software or its
contents, quality, performance, merchantability, or fit-
ness for a particular purpose. In no event will SYBEX,
its distributors, or dealers be liable to you or any other
party for direct, indirect, special, incidental, consequen-
tial, or other damages arising out of the use of or inabil-
ity to use the Software or its contents even if advised of
the possibility of such damage. In the event that the Soft-
ware includes an online update feature, SYBEX further
disclaims any obligation to provide this feature for any
specific duration other than the initial posting.

The exclusion of implied warranties is not permitted by
some states. Therefore, the above exclusion may not
apply to you. This warranty provides you with specific
legal rights; there may be other rights that you may have
that vary from state to state. The pricing of the book
with the Software by SYBEX reflects the allocation of
risk and limitations on liability contained in this agree-
ment of Terms and Conditions.

Shareware Distribution

This Software may contain various programs that are
distributed as shareware. Copyright laws apply to both
shareware and ordinary commercial software, and the
copyright Owner(s) retains all rights. If you try a share-
ware program and continue using it, you are expected to
register it. Individual programs differ on details of trial
periods, registration, and payment. Please observe the
requirements stated in appropriate files.

Copy Protection

The Software in whole or in part may or may not be
copy-protected or encrypted. However, in all cases,
reselling or redistributing these files without authoriza-
tion is expressly forbidden except as specifically pro-
vided for by the Owner(s) therein.
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Introduction

This book is intended to help you continue on your exciting new path toward obtaining your CCNP
certification. Before reading this book, it is important to have at least read the CCNA: Cisco Certi-
fied Network Associate Study Guide, 5th Edition (Sybex, 2005). You can take the CCNP tests in
any order, but you should have passed the CCNA exam before pursuing your CCNP. Many ques-
tions in the Building Cisco Remote Access Networks (BCRAN) exam are built on the CCNA mate-
rial. However, we have done everything possible to make sure that you can pass the BCRAN exam
by reading this book and practicing with Cisco routers.

Cisco Systems’ Place in Networking

Cisco Systems has become an unrivaled worldwide leader in networking for the Internet. Its net-
working solutions can easily connect users who work from diverse devices on disparate networks.
Cisco products make it simple for people to access and transfer information without regard to dif-
ferences in time, place, or platform.

Cisco Systems’ big picture is that it provides end-to-end networking solutions that customers
can use to build an efficient, unified information infrastructure of their own or to connect to
someone else’s. This is an important piece in the Internet/networking-industry puzzle because
a common architecture that delivers consistent network services to all users is now a functional
imperative. Because Cisco Systems offers such a broad range of networking and Internet ser-
vices and capabilities, users needing regular access to their local network or the Internet can do
so unhindered, making Cisco’s wares indispensable.

Cisco answers this need with a wide range of hardware products that form information net-
works using the Cisco Internetwork Operating System (IOS) software. This software provides
network services, paving the way for networked technical support and professional services to
maintain and optimize all network operations.

Along with the Cisco 10S, one of the services Cisco created to help support the vast amount
of hardware it has engineered is the Cisco Certified Internetworking Expert (CCIE) program,
which was designed specifically to equip people to effectively manage the vast quantity of
installed Cisco networks. The business plan is simple: If you want to sell more Cisco equipment
and have more Cisco networks installed, ensure that the networks you installed run properly.

However, having a fabulous product line isn’t all it takes to guarantee the huge success that Cisco
enjoys—lots of companies with great products are now defunct. If you have complicated products
designed to solve complicated problems, you need knowledgeable people who are fully capable of
installing, managing, and troubleshooting them. That part isn’t easy, so Cisco began the CCIE pro-
gram to equip people to support these complicated networks. This program, known colloquially as
the Doctorate of Networking, has also been very successful, primarily due to its extreme difficulty.
Cisco continuously monitors the program, changing it as it sees fit, to make sure that it remains per-
tinent and accurately reflects the demands of today’s internetworking business environments.

Building on the highly successful CCIE program, Cisco Career Certifications permit you to
become certified at various levels of technical proficiency, spanning the disciplines of network
design and support. So, whether you’re beginning a career, changing careers, securing your
present position, or seeking to refine and promote your position, this is the book for you!
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Cisco Certified Network Professional (CCNP)

The Cisco Certified Network Professional (CCNP) certification has opened up many opportu-
nities for the individual wishing to become Cisco-certified but who is lacking the training, the
expertise, or the bucks to pass the notorious and often failed two-day Cisco torture lab. The new
Cisco certifications will truly provide exciting new opportunities for the CNE and MCSE who
just don’t know how to advance to a higher level.

So, you’re thinking, “Great, what do I do after I pass the CCNA exam?” Well, if you want
to become a CCIE in Routing and Switching (the most popular certification), understand that
there’s more than one path to the CCIE certification. The first way is to continue studying and
become a Cisco Certified Network Professional (CCNP). That means taking four more tests in
addition to obtaining the CCNA certification.

)’ We'll discuss requirements for the CCIE exams later in this introduction.
‘-

The CCNP program will prepare you to understand and comprehensively tackle the inter-
networking issues of today and beyond—not limited to the Cisco world. You will undergo an
immense metamorphosis, vastly increasing your knowledge and skills through the process of
obtaining these certifications.

< Remember that you don’t need to be a CCNP or even a CCNA to take the CCIE
P lab, but to accomplish that, it's extremely helpful if you already have these cer-
tifications.

What Are the CCNP Certification Skills?

Cisco demands a certain level of proficiency for its CCNP certification. In addition to those
required for the CCNA, these skills include the following:

= Installing, configuring, operating, and troubleshooting complex routed LAN, routed
WAN, and switched LAN networks, and Dial Access Services.

= Understanding complex networks, such as IP, IGRP, IPX, Async Routing, extended access
lists, IP RIP, route redistribution, route summarization, OSPF, VLSM, BGP, Serial, IGRP,
Frame Relay, ISDN, ISL, DDR, PSTN, PPP, VLANSs, Ethernet, access lists, and transparent

and translational bridging.

To meet the Cisco Certified Network Professional requirements, you must be able to perform
the following;:

= Install and/or configure a network to increase bandwidth, quicken network response times,
and improve reliability and quality of service.

*  Maximize performance through campus LANs, routed WANSs, and remote access.
= Improve network security.

= Create a global intranet.
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= Provide access security to campus switches and routers.
=  Provide increased switching and routing bandwidth—end-to-end resiliency services.

= Provide custom queuing and routed priority services.

How Do You Become a CCNP?

After becoming a CCNA, the four exams you must take to get your CCNP are as follows:

Exam 642-801: Building Scalable Cisco Internetworks (BSCI) A while back, Cisco retired
the Routing (640-603) exam and now uses this exam to build on the fundamentals of the CCNA
exam. BSCI focuses on large multiprotocol internetworks and how to manage them. Among
other topics, you’ll be tested on IS-IS, OSFP, and BGP. This book covers all the objectives you
need to understand for passing the BSCI exam. The BSCI exam is also a required exam for the
CCIP and CCDP certifications, which will be discussed later in this introduction.

Exam 642-811: Building Cisco Multilayer Switched Networks (BCMSN) The Building Cisco
Multilayer Switched Networks exam tests your knowledge of the 1900 and 5000 series of Cata-
lyst switches.

Exam 642-821: Building Cisco Remote Access Networks (BCRAN) The Building Cisco Remote
Access Networks (BCRAN) exam tests your knowledge of installing, configuring, monitoring, and
troubleshooting Cisco ISDN and dial-up access products. You must understand PPP, ISDN, Frame
Relay, and authentication.

Exam 642-831: Cisco Internetwork Troubleshooting (CIT) The Cisco Internetwork Trouble-
shooting (CIT) exam tests you on troubleshooting information. You must be able to troubleshoot
Ethernet and Token Ring LANS, IP, IPX, and AppleTalk networks, as well as ISDN, PPP, and
Frame Relay networks.

CCNP Exam Objectives

) At the beginning of each chapter in this book, we have included the listing of the
TE exam objectives covered in the chapter. These are provided for easy reference
and to assure you that you are on track with the objectives. Exam objectives are
subject to change at any time without prior notice and at Cisco’s sole discretion.
Please visit the CCNP page of Cisco’s website (http://www.cisco.com/en/US/
Tearning/1e3/1e2/1e37/1el10/1earning_certification_type_home.html) for

the most current listing of exam objectives.

Building Scalable Cisco Internetworks (BSCI)
To pass the BSCI exam, you’ll need to master the following subject areas:
Technology
List the key information routers needs to route data.
Describe classful and classless routing protocols.

Describe link-state router protocol operation.
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Compare classful and classless routing protocols.
Compare distance vector and link-state routing protocols.

Describe concepts relating to extending IP addresses and the use of VLSMs to extend
IP addresses.

Describe the features and operation of EIGRP.

Describe the features and operation of single-area OSPF.

Describe the features and operation of multi-area OSPF.

Explain basic OSI terminology and Network layer protocols used in OSI.
Identify similarities and differences between Integrated IS-IS and OSPF.

List the types of IS-IS routers and their role in IS-IS area design.

Describe the hierarchical structure of IS-IS areas.

Describe the concept of establishing adjacencies.

Describe the features and operation of BGP.

Explain how BGP policy-based routing functions within an autonomous system.

Explain the use of redistribution between BGP and Interior Gateway Protocols (IGPs).

Implementation and Configuration

Given a set of network requirements, identify the steps to configure an Enhanced IGRP
environment and verify proper operation (within described guidelines) of your routers.

Given an addressing scheme and other laboratory parameters, identify the steps to con-
figure a single-area OSPF environment and verify proper operation (within described
guidelines) of your routers.

Given an addressing scheme and other laboratory parameters, identify the steps to con-
figure a multiple-area OSPF environment and verify proper operation (within described
guidelines) of your routers.

Given an addressing scheme and other laboratory parameters, identify the steps to con-
figure Cisco routers for proper Integrated IS-IS operation.

Identify the steps to select and configure the different ways to control routing update traffic.
Identify the steps to configure router redistribution in a network.
Identify the steps to configure policy-based routing using route maps.

Given a set of network requirements, identify the steps to configure a BGP environment
and verify proper operation (within described guidelines) of your routers.

Identify the steps to configure a router for Network Address Translation with overload,
static translations, and route maps.

Design

Describe the three-layer hierarchical design model and explain the function of each
layer: Access, Distribution and Core.

Given specific requirements, choose the correct routing protocol to meet the requirements.
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Identify the correct IP addressing scheme, including features of IPv6.

Describe the concepts relating to route summarization and apply them to hypothet-
ical scenarios.

Troubleshooting
Identify the steps to verify OSPF operation in a single area.
Identify the steps to verify OSPF operation in multiple areas.

Identify verification methods that ensure proper operation of Integrated IS-IS on
Cisco routers.

Identify the steps to verify route redistribution.
Describe the scalability problems associated with internal BGP.

Interpret the output of various show and debug commands to determine the cause of
route selection errors and configuration problems.

Identify the steps to verify Enhanced IGRP operation.

Building Cisco Multilayer Switched Networks (BCMSN)

To pass the BCMSN exam, you’ll need to master the following subject areas:
Technology

Describe the Enterprise Composite Model used for designing networks and explain how
it addresses enterprise network needs for performance, scalability, and availability.

Describe the Physical, Data Link and Network layer technologies used in a switched net-
work, and identify when to use each.

Explain the role of switches in the various modules of the Enterprise Composite Model
(Campus Infrastructure, Server Farm, Enterprise Edge, and Network Management).

Explain the function of the Switching Database Manager [specifically Content Addres-
sable Memory (CAM) and Ternary Content Addressable Memory (TCAM)] within a
Catalyst switch.

Describe the features and operation of VLANSs on a switched network.

Describe the features of the VLAN trunking protocols, including 802.1Q, ISL (emphasis
on 802.1Q), and dynamic trunking protocol.

Describe the features and operation of 802.1Q Tunneling (802.1QinQ) within a service
provider network.

Describe the operation and purpose of managed VLAN services.

Describe how VTP versions 1 and 2 operate, including domains, modes, advertisements,
and pruning.

Explain the operation and purpose of the Spanning Tree Protocol (STP) on a
switched network.

Identify the specific types of Cisco route switch processors, and provide implemen-
tation details.
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List and describe the operation of the key components required to implement inter-
VLAN routing.

Explain the types of redundancy in a multilayer switched network including hardware
and software redundancy.

Explain how IP multicast operates on a multilayer switched network, including PIM,
CGMP, and IGMP.

Describe the quality issues with voice traffic on a switched data network, including jitter
and delay.

Describe the QoS solutions that address voice quality issues.

Describe the features and operation of network analysis modules on Catalyst switches
to improve network traffic management.

Describe Transparent LAN Services and how they are implemented in a service provider
network.

Implementation and Operation

Convert CatOS to native IOS on Catalyst switches and manage native IOS images
according to best practices.

Configure access ports for static and multi-VLAN membership.
Configure and verify 802.1Q trunks.

Configure and verify ISL trunks.

Configure VTP domains in server, client, and transparent modes.
Enable spanning tree on ports and VLANS.

Configure Spanning Tree parameters, including port priority, VLAN priority, root
bridge, BPDU guard, PortFast and UplinkFast.

Implement IP technology on a switched network with auxiliary VLANS.
Configure and verify router redundancy using HSRP, VRRP, GLBP, SRM, and SLB.

Configure QoS features on multilayer switched networks to provide optimal quality and
bandwidth utilization for applications and data.

Configure Fast EtherChannel and Gigabit EtherChannel to increase bandwidth for
interswitch connections.

Planning and Design

Compare end-to-end and local VLANSs, and determine when to use each.
Design a VLAN configuration with VTP to work for a given specific scenario.
Select multilayer switching architectures, given specific multilayer switching needs.

Describe the general design models when implementing IP telephony in a switched net-
work environment.

Plan QoS implementation within a multilayer switched network.
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Troubleshooting
Troubleshoot common VLAN problems on a switched network.

Tune and troubleshoot Spanning Tree Protocol on a multilayer switched network to
enhance network performance, prevent network loops, and minimize downtime.

Identify inter-VLAN routing performance and scalability issues, and propose solutions.
Verify and troubleshoot inter-VLAN routing on a switched network
Identify QoS implementation issues at the network Access layer.

Identify QoS implementation issues at the network Distribution and Core layers.

Building Cisco Remote Access Networks (BCRAN)

To pass the BCRAN exam, you’ll need to master the following subject areas:
General Knowledge

Describe how different WAN technologies can be used to provide remote access to a net-
work, including asynchronous dial-in, Frame Relay, ISDN, cable modem, and DSL.

Describe traffic control methods used to manage traffic flow on WAN links.
Explain the operation of remote network access control methods.
Identify PPP components, and explain the use of PPP as an access and encapsulation method.
Describe the structure and operation of virtual private network technologies
Describe the process of Network Address Translation (NAT).

Implementation and Operation
Configure asynchronous modems and router interfaces to provide network access.
Configure an ISDN solution for remote access.
Configure Frame Relay operation and traffic control on WAN links.
Configure access control to manage and limit remote access.
Configure DSL operation using Cisco 10S.
Configure VPN operation using Cisco 10S.
Configure Network Address Translation (NAT).

Planning and Design
Design a Cisco remote access solution using asynchronous dial-up technology.
Plan a Cisco ISDN solution for remote access or primary link backup.

Design a Cisco Frame Relay infrastructure to provide access between remote network
components.

Design a solution of access control to meet required specifications.
Plan traffic shaping to meet required quality of service on access links.
Troubleshooting

Troubleshoot non-functional remote access systems.
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Troubleshoot a VPN system.
Troubleshoot traffic control problems on a WAN link.

Cisco Internetwork Troubleshooting (CIT)
To pass the CIT exam, you’ll need to master the following subject areas:
Technology
Identify troubleshooting methods.
Explain documentation standards and the requirements for document control.
Implementation and Operation
Establish an optimal system baseline.
Diagram and document system topology.
Document end-system configuration.
Verify connectivity at all layers.
Select an optimal troubleshooting approach.
Planning and Design
Plan a network documentation system.
Plan a baseline monitoring scheme.
Plan an approach to troubleshooting that minimizes system downtime.
Troubleshooting
Use Cisco IOS commands and applications to identify system problems at all layers.
Isolate system problems to one or more specific layers.
Resolve sub-optimal system performance problems at layers 2 through 7.
Resolve local connectivity problems at layer 1.
Restore optimal baseline service.
Work with external providers to resolve service provision problems.

Work with system users to resolve network related end-use problems.

How to Use This Book

If you want a solid foundation for the serious effort of preparing for the CCNP, then look no
further. We’ve put this book together in a way that will thoroughly equip you with everything
you need to pass all four CCNP exams as well as teach you networking on Cisco platforms.

This book is loaded with valuable information. You’ll get the most out of your study time
if you tackle it like this:

1. Take the assessment tests on the accompanying CD. It’s okay if you don’t know any of the
answers—that’s why you bought this book! But you do need to carefully read over the
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explanations for any question you get wrong and make note of which chapters the material
is covered in. This will help you plan your study strategy. Again, don’t be disheartened if
you don’t know any answers—just think instead of how much you’re about to learn.

2. Study each chapter carefully, making sure that you fully understand the information and
the test objectives listed at the beginning of each chapter. Zero in on any chapter or part of
a chapter that deals with areas where you missed questions in the assessment tests.

3. Take the time to complete the Written Labs for each exam, which are also available on the
accompanying CD. Do not skip this! It directly relates to the exams and the relevant infor-
mation you must glean from the chapter you just read. So, no skimming! Make sure you
really, really understand the reason for each answer.

4. Answer all the review questions related to each chapter, also found on the CD. While you’re
going through the questions, jot down any questions that trouble you and study those sec-
tions of the book again. Don’t throw away your notes; go over the questions that were dif-
ficult for you again before you take the exam. Seriously: Don’t just skim these questions!
Make sure you completely understand the reason for each answer, because the questions
were written strategically to help you master the material that you must know before taking
the exams.

5. Complete all the Hands-on Labs on the CD, referring to the relevant chapter material
so that you understand the reason for each step you take. If you don’t happen to have
a bunch of Cisco equipment lying around to practice on, be sure to study the examples
extra carefully.

6. Try your hand at the bonus exams on the CD. Testing yourself will give you a clear over-
view of what you can expect to see on the real thing.

7. Answer all the flashcard questions on the CD. The flashcard program will help you prepare
completely for the exams.

The electronic flashcards can be used on your Windows computer, Pocket PC,
P or Palm device.

8. Make sure you read the Exam Essentials at the end of the chapters and are intimately familiar
with the information in those sections.

Try to set aside the same time every day to study, and select a comfortable, quiet place to do
so. Pick a distraction-free time and place where you can be sharp and focused. If you work hard,
youw’ll get it all down, probably faster than you expect.

This book covers everything you need to know to pass the CCNP exams. If you follow the
preceding eight steps; really study; and practice the review questions, bonus exams, electronic
flashcards, Written Labs and Hands-on Labs; and practice with routers and switches, or simu-
lators for these devices, it will be diamond-hard to fail the CCNP exams.
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What'’s on the CD?

We’ve provided some cool tools to help you with your certification process. All the following
gear should be loaded on your workstation when you’re studying for the test:

The Sybex test engine The test preparation software, developed by the experts at Sybex, pre-
pares you to pass the CCNP exams. In this test engine, you’ll find review and assessment ques-
tions from each chapter of the book, plus eight bonus exams. You can take the assessment tests,
test yourself by chapter, or take the bonus exams. Your scores will show how well you did on
each exam objective.

Electronic flashcards for PC and Palm devices We’ve included more than 600 flashcard ques-
tions that can be read on your PC, Palm, or Pocket PC device. These are short questions and
answers designed to test you on the most important topics needed to pass the exams.

Glossary of terms Knowing the definitions of key terms is important in your studies. There-
fore, we have provided an exhaustive list of terms and their definitions.

Written labs  In addition to review questions, we feel it’s important to be able to answer ques-
tions on your own. The Written Labs are short question/answers. If you can answer these with
no problem, you are very familiar with the contents of this book.

Hands-on labs These are designed to give you the hands-on practice that you need not only to
prepare for the exams, but also to prepare you for the real world. Ideally, you should have your
own home lab, or access to the Cisco technologies on which you are being tested. With these at
your fingertips and the labs we provide, you should be able to perform tasks that Cisco expects
its CCNPs to perform.

Commands used in this book This section lists the syntax, parameters, and variables for the
Cisco IOS commands that were discussed in the body of this book. Each command is accom-
panied by a brief description of its purpose. If you need more information about a specific com-
mand, the index in the book can point you to the page that describes the command in detail.

CCNP Complete Study Guide in PDF  Sybex offers the CCNP Complete Study Guide in PDF
format on the CD so you can read the book on your PC or laptop if you travel and don’t want
to carry a book, or if you just like to read from the computer screen. Adobe Acrobat Reader is
also included on the CD.

Where Do You Take the Exams?

You may take the exams at any of the more than 800 Thomson Prometric Authorized Testing
Centers around the world; find out more at www.2test.com or (800) 204-EXAM (3926).
You can also register and take the exams at a Pearson VUE authorized center—www . vue . com;
(877) 404-EXAM (3926).

To register for a Cisco certification exam:

1. Determine the number of the exam you want to take. The exams discussed in this book are
numbered as follows:

= Exam 642-801: Building Scalable Cisco Internetworks (BSCI)
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=  Exam 642-811: Building Cisco Multilayer Switched Networks (BCMSN)
=  Exam 642-821: Building Cisco Remote Access Networks (BCRAN)
*  Exam 642-831: Cisco Internetwork Troubleshooting Support (CIT)

2. Register with the nearest Thomson Prometric Registration Center or Pearson VUE testing
center. You’ll be asked to pay in advance for the exam. At the time of this writing, the
exams are $125 each and must be taken within one year of payment. You may schedule
an exam up to six weeks in advance or as late as the same day you want to take it. If you
fail a Cisco exam, you must wait 72 hours before you get another shot at taking it. If
something comes up and you need to cancel or reschedule your exam appointment, con-
tact Thomson Prometric or Pearson VUE at least 24 hours in advance.

3.  When you schedule the exam, you’ll get instructions regarding all appointment and cancel-
lation procedures, the ID requirements, and information about the testing-center location.

Tips for Taking Your Exams

The CCNP exams are multiple choice, and depending on which exam you take, they contain
between 55 and 75 questions and must be completed in 75 or 90 minutes.

Many questions on the exam have answer choices that at first glance look a lot alike, espe-
cially the syntax questions (see the sidebar). Remember to read through the choices carefully,
because close doesn’t cut it. If you get commands in the incorrect order or forget one measly
character, you’ll get the question wrong. So, to practice, do the Hands-on Labs provided on the
CD over and over again until they feel natural to you.

Watch That Syntax!

Unlike Microsoft or other IT certification tests, the Cisco exams have answer choices that are
syntactically similar. Although some syntax is dead wrong, it's usually just subtly wrong. Some
other choices might be syntactically correct, but they’re shown in the wrong order. Cisco does
split hairs, and it's not at all averse to giving you classic trick questions. Here's an example:

True or False: access-Tist 101 deny ip any any eq 23 denies Telnet access to all systems.

This statement looks correct because most people refer to the port number (23) and think, “Yes,
that’s the port used for Telnet.” The catch is that you can’t filter IP on port numbers (only TCP
and UDP).

Also, never forget that the right answer is the Cisco answer. In many cases, more than one
appropriate answer is presented, but the correct answer is the one that Cisco recommends.
Here are some general tips for exam success:

= Arrive early at the exam center so you can relax and review your study materials.

*  Read the questions carefully. Don’t jump to conclusions. Make sure you’re clear about
exactly what each question asks.
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= When answering multiple-choice questions that you’re not sure about, use the process of
elimination to discard the obviously incorrect answers first. Doing this greatly improves
your odds if you need to make an educated guess.

*  You can no longer move forward and backward through the Cisco exams. Double-check
your answer before pressing Next, because you can’t change your mind.

After you complete an exam, you’ll get immediate, online notification—a printed Examina-
tion Score Report that indicates your pass or fail status and your exam results by section. The
test administrator will give you that report. Test scores are automatically forwarded to Cisco
within five working days after you take the test, so you don’t need to send in your score. If you
pass the exam, you’ll usually receive confirmation from Cisco within four weeks.

How to Contact the Authors

You can reach Wade Edwards at ccie7009@hotmail.com, where you can ask questions relating
to his books. You can reach Terry Jack at terry@globalnettraining.co.uk. You can reach
Todd Lammle through Globalnet Training Solutions, Inc. (www.globalnettraining.com), his
training company in Dallas, or at RouterSim, LLC (www. routersim. com), his software company
in Denver. You can reach Robert Padjen at robpadjen@comcast.net, Arthur Pfund at
apfund@qwest.net, Toby Skandier at tskandier@hotmail.com, and Carl Timm at carl1_
timm@hotmail.com. They are interested in delivering the best product possible to their readers.
If you have any suggestions that could make this book better serve the technical community,
please do not hesitate to send them your ideas.
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Routing Principles

THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

Understand how routers route data.
Know the difference between classful and classless routing.

Know how link-state routing protocols operate.

AN NN

Know the difference between distance-vector and link-state
routing protocols.




In this chapter, you will learn the fundamentals of what is required
to move a packet, or route a packet, across an internetwork. This

chapter gives you an overview of the fundamentals of routing and
the factors that affect routing. It also takes a look at how distance-vector routing protocols stack
up to link-state routing protocols.

This is an important chapter that will provide you with a solid understanding of the covered
topics before attempting the more advanced topics covered later in this book. As in sports, if you
don’t know the fundamentals of how to play the game, you will never be able to attain the level of
excellence you could have if you had learned the fundamentals. With that in mind, let’s get started!

Components of Routing Data

You may be thinking at this point, “What is routing and how does it work?” The “What is routing?”
part is easy to answer. Routing is the process of forwarding a packet from one place on an internet-
work to another. As for the second portion of the question, “How does it work?” that will take a
little more explanation.

The first thing you will need to understand is logical addressing. Logical addressing is used to pro-
vide identification for each host on a network as well as for the network itself. Logical addressing
is very similar to the way addressing works for your own home. The state, city, and zip code portion
of an address is similar to the network portion of a logical address. It tells the postal service, or in
this case, the router, in what general area to find your home, or the network. Your street address,
or in this case the host address, tells the postal service, or router, exactly where you are. Upon receiv-
ing a packet from a host, the router will need to make a routing decision. After the decision has been
made, the router will switch the packet to the appropriate interface on the router to forward it out.
You heard me right; the router actually switches packets as well as routes them.

Let’s take a look at the three obstacles a router must clear in order to make an accurate
routing decision:

= Does the router that is sending and receiving the traffic know the protocol being used? The
protocols that are most widely used are IP and IPX. Other protocols, such as AppleTalk
and DECnet, may also be used.

= The router then checks to see if the destination network address exists in its routing
table. The router will look for a route that matches the destination network address
with the longest matching network mask. If the router does not find a route to the
destination network, the router will discard the packet and send an ICMP destination
network unreachable message to the source of the packet.
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= A matching route must have been found or the packet will not reach this third step. From the
routing table, the router determines which interface to use to forward the packet. If the routing
table entry points to an IP address, the router will perform a recursive lookup on that next-hop
address until the router finds an interface to use. The router switches the packet to the outbound
interface’s buffer. The router then determines the layer 2 address—MAC, DLCI, and so on—
that maps to the layer 3 address. The packet is then encapsulated in a layer 2 frame appropriate
for the type of encapsulation used by the outbound interface. The outbound interface then
places the packet on the medium and forwards it to the next hop.

The packet continues this process until it reaches its destination.

Routing Tables

At this point you may be wondering, “What is a routing table?” The first thing you need to under-
stand is what a route is. The easiest way to explain a route is to think of using an online map. You
are required to enter your current location, or source location, and your destination. After you
enter this information, the online map will do its nice little calculation and print the best route to
take you from your source location to the destination. A route in the world of internetworking is
essentially the same, with each router keeping track of the next hop in the route between itself and
the next downstream router toward the destination. Once a router has learned a route, it places
it in a repository for future use, assuming it has not already learned a route that it considers to be
better. This repository is known as a routing table.

In order to view the IP routing table on your router, you need to use the command show ip
route. Let’s take a look at an actual routing table:

2501A#sh 1ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP D -
EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area N1 - OSPF NSSA
external type 1, N2 - OSPF NSSA external type 2 E1 - OSPF external type 1, E2 -
OSPF external type 2, E — EGP i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS Tevel-2,
* - candidate default U - per-user static route, o - ODR, P - periodic
downTloaded static route T - traffic engineered route

Gateway of Tlast resort is not set

172.16.0.0/16 is subnetted, 1 subnets

C 172.16.50.0 is directly connected, FastEthernet0/0

C 192.168.24.0 is directly connected, FastEthernet0/0
10.0.0.0/8 is subnetted, 1 subnets

C 10.10.10.0 1is directly connected, Serial0/0

R 175.21.0.0/16 [120/1] via 10.10.10.1, 00:00:18, Serial0/0

2501A#

Now you may be wondering what all of this means. So, let’s break it down.
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The Codes section at the very top tells you how the route was learned. As you may have
noticed, there are many different ways a route can be learned. It’s not important for you to
memorize all of the possible codes. What is important is for you to know how to use the Codes
section to find out how a route was learned.

Next, note the line Gateway of Tast resort is not set. The gateway of last resort, also
known as a default route, is where your router will send IP packets if there isn’t a match in the
routing table. In this example, the gateway of last resort has not been set. This means if the
router receives a packet destined for an unknown network, it will drop the packet and send an
ICMP destination network unreachable message to the originator of the packet.

The next items in the routing table are the routes the router knows about. Let’s go ahead and
break down a route into its components. We will use the following example:

R 175.21.0.0/16 [120/1] via 10.10.10.1, 00:00:18, SerialO

R The means by which the route entry was learned on this router. In this case, the R stands for
RIP. From this, you can deduce that the entry you are looking at was learned by the RIP routing
protocol.

175.21.0.0/16 'The network address and prefix length (number of bits set to 1 in the subnet
mask) of the destination network.

[120 The administrative distance of the route. (We will explain administrative distance a little
later in this chapter.)

/1] The metric of the route specific to the routing protocol used to determine the route. RIP
uses hops as its metric. A hop is how many routers away—excluding this router—the destina-
tion network is. In this example, there is one router between this router and the destination.

via 10.10.10.1 The next-hop address for the route. This is the address that the packet will
need to be sent to in order for the packet to reach its destination.

00:00:18 The length of time since the route has been updated in the routing table. In this
example, the route was updated 18 seconds ago.

Serial0 The interface the route was learned through. This is also the interface the packet will
be switched to in order for the packet to be forwarded toward its destination. If you see another
IP address here, at least one additional lookup will have to occur within the same routing table,
which is defined as a recursive lookup, until a route is finally encountered that does list an exit
interface in this position.

Populating the Routing Table

Now that you know what’s in a routing table, you may be wondering how those routes get
there. Before a route can populate a routing table, the router has to learn about the route. There
are two ways a router can learn about a route:

= Static definition by an administrator

= Dynamic learning through routing protocols
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Statically Defined Routes

A statically defined route is one in which a route is manually entered into the router. A static
route can be entered into the router with the following command in global configuration mode:

ip route prefix mask {address|interface} [distance]

The parts of this command are as follows:
= prefix is the IP route prefix for the destination.
= mask is the prefix mask for the destination.
= address represents the IP address of the next hop that can be used to reach the destination.
= interface is the network interface to use.
= distance is an optional parameter that represents the administrative distance.

As you can see, with the static route you can choose to either set the next-hop address
or use a connected interface on the router. You can also set the administrative distance of
the static route. (We will explain administrative distance a little later in this chapter.) When
a static route has the administrative distance set to a value other than the default value, it
is generally done to create what is known as a floating static route. Here is an example of
a configured static route:

2501A(config)#ip route 192.168.20.0 255.255.255.0 172.16.50.1

If you want to configure a default route, all you need to do for the destination prefix
is set it to 0.0.0.0 and set the mask to 0.0.0.0. ANDing with a mask of all Os turns any
intended destination address into all 0s. Comparing this to the configured destination prefix
of all Os always gets a match. The mask length, however, is the shortest possible, with no
1s set, so any other match will always be chosen. When no other matches exist, this default
route will be used, hence its name.

You then need to decide what to set your next hop to. This default route will send any packets
that do not have a match in the routing table to the next hop defined.

The advantages to using static routes in an internetwork are that the administrator has total
control of what is in the router’s routing table and there is no network overhead for a routing
protocol. Using static routes for a small network is fine. It’s not going to be hard to implement,
and you have total control in the network.

The downfall of using only static routes is they do not scale well. What do we mean by that?
Let’s look at an example of how many routes you would need to enter for the number of routers
in these different internetworks, where the routers are daisy-chained with one link between each
pair of neighbors and the two end routers have stub Ethernets, resulting in each router being
connected to two network segments:

= A network with two routers would require two static routes.
= A network with three routers would require six static routes.

= A network with 100 routers would require 9,900 static routes.
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The generic equation is the same one used to determine the number of full-mesh links in
WAN networking: 72 (n — 1) or n2 —n, where n represents the total number of routers in the inter-
network. As you can see, as an internetwork grows, the number of static routes the administra-
tor needs to control becomes unmanageable. Keep in mind that any static route you add, edit,
or delete will need to be propagated across all devices. What is the alternative? The alternative
is to use a routing protocol to dynamically learn routes.

Dynamically Learned Routes

What is dynamic routing? Dynamic routing is a process in which a routing protocol will find
the best path in a network and maintain that route. Think about the online map scenario I used
earlier. There are multiple ways to get from where you are to your destination. The online map
takes all those routes into consideration and uses a predefined set of rules to discover the best
route to the destination.

A routing protocol works the same way. It will discover all the possible routes to one desti-
nation, implement its predefined rules, and come up with the best route to the destination. One
thing a routing protocol will take into consideration that an online map will not is what happens
when a portion of the route to the destination has been closed. The routing protocol will auto-
matically find an alternate route to the destination.

Routing protocols are easier to use than static routes. This comes at a cost, though. We’re not
talking about a monetary cost either. A routing protocol consumes more CPU cycles and net-
work bandwidth than a static route. For a large network, the cost is worth it.

There are two types of dynamic routing protocols in use today: Interior Gateway Protocols
(IGPs) and External Gateway Protocols (EGPs). IGPs are used to exchange routing information
within the same routing domain. A routing domain is the collection of routers and end systems
that operate under a common set of administrative rules. Barring hierarchical design with areas
or route filtering, two routers can be said to be in the same routing domain if each router’s non-
common, directly connected networks can be expected to appear in the other router’s routing
table, all learned via the same dynamic routing protocol. Areas and filters make the routing
domain boundary a bit more difficult to define without closer investigation.

An autonomous system (AS) is a collection of routing domains under the same administrative
control. An EGP is used to exchange routing information between different ASs. An example of
an EGP is the Border Gateway Protocol (BGP). BGP will be covered in detail in Chapter 8, “Bor-
der Gateway Protocol,” and Chapter 9, “Advanced Border Gateway Protocol.”

IGPs can be broken into two classes: distance-vector and link-state. IGPs can also be broken
into two categories: classful routing protocols and classless routing protocols. We will first take
a look at the different classes of routing protocols.

)’ An important term to understand is convergence. Convergence is the process
A&TE in which all routers update their routing tables and create a consistent view of
the network. It will be covered in detail later in this chapter.
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Distance-Vector Routing

Distance-vector routing is broken down into two parts: distance and vector. Distance is the
measure of how far it is to reach the destination, or the metric to reach the destination. Vector,
or direction, is the direction the packet must travel to reach that destination. This is determined
by the next hop of the path.

Distance-vector routing protocols are known to route by rumor. What this means is that a router
will learn routes from its neighbors. Those neighbors learned the routes from their neighbors. It
reminds me of my old high school days when one person would tell another person something and
by the end of the day the entire school knew.

So, what routing protocols are distance-vector routing protocols? The only ones we are con-
cerned about in this book are Routing Information Protocol (RIP), Interior Gateway Routing
Protocol (IGRP), and Enhanced Interior Gateway Routing Protocol (EIGRP). Because IGRP
and EIGRP are covered in great detail in Chapter 4, “IGRP and EIGRP,” we will not spend
much time on them here.

TE hybrid. For the BSCI course, Cisco considers EIGRP in the distance-vector routing

%)’ EIGRP is what is known as an advanced distance-vector routing protocol, or
protocol class.

Table 1.1 compares the different distance-vector routing protocols covered in this study guide.

TABLE 1.1 Distance-Vector Comparisons

Characteristic RIPv1 RIPv2 IGRP EIGRP
Count to infinity v v v

Sp_lit horizon with v v v v
poison reverse

Holddown timer v v 4

Triggered updates v v v v

with route poisoning

Load balancing with v v v v
equal paths
Load balancing with v v

unequal paths

VLSM support v v
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TABLE 1.1 Distance-Vector Comparisons (continued)

Characteristic RIPv1 RIPv2 IGRP EIGRP

Automatic v v v v
summarization

Manual v v
summarization

Metric Hops Hops Composite Composite

Hop count limit 15 15 255 (100 by default) 255 (100 by default)
Support for size of Small Small Medium Large

network

Method of Broadcast Multicast Broadcast Multicast

advertisement

) The algorithm Cisco supports for RIP and IGRP is known as Bellman-Ford. For
TE EIGRP, Cisco supports the Diffusing Update Algorithm (DUAL).

) EIGRP and IGRP are Cisco proprietary routing protocols.
TE

Most distance-vector routing protocols have common characteristics:

Periodic updates The length of time before a router will send out an update. For RIP, this time
is 30 seconds. For IGRP, the time is 90 seconds. This means that once the periodic update timer
expires, a broadcast or multicast (in the case of RIPv2) of the entire routing table is sent out.
Uncharacteristic of distance-vector routing protocols, EIGRP does not send periodic updates,
but ironically, OSPF can be said to do so every 30 minutes, in the form of link-state advertise-
ment (LSA) refreshes.

Neighbors Other routers on the same logical, or data-link, connection. In a distance-vector
routing protocol, a router will send its routing table to its connected neighbors. Those neighbors
will send their updated routing tables to their connected neighbors. This continues until all the
routers participating in the selected routing domain have updated routing tables.

Broadcast or multicast updates When a router becomes active, it will send out a routing adver-
tisement or Hello packet to the broadcast or designated multicast address, stating that it is alive. In
return, neighboring routers in the same routing domain will respond to this broadcast or multicast.
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Full routing table updates Most distance-vector routing protocols will send their entire routing
table to their neighbors. This occurs when the periodic update timer expires.

Routing by rumor A router will send its routing table to all of its directly connected neigh-
bors. In return, all of the neighboring routers send their routing tables to all of their directly con-
nected neighbors. This continues until all routers in the same distance-vector routing domain
converge upon the same information.

Triggered updates and route poisoning One way to speed up convergence on a network is
with the use of triggered updates and route poisoning. Instead of the router’s having to wait
until the periodic update timer expires to send out an update, a triggered update sends out an
update as soon as a significant event occurs. An example would be if a router notices that one
of its connected networks went down. The router will then send out an update stating that the
downed network was unreachable, thus speeding up convergence and cutting down on the risk
of network loops due to convergence issues.

Route poisoning is the immediate removal of a route from the local router’s routing table, once
it is determined that the route is no longer valid and subsequently advertises this fact to neigh-
bors. Because this determination can be almost immediate in RIP, through direct connection to
the failed link or through receipt of triggered updates, there is little opportunity in RIP networks
these days for routes to enter a holddown state and slowly age out. Even RIP, as an example of
a distance-vector routing protocol, converges in less than 30 seconds in modern networks due
to route poisoning and triggered updates. IGRP still takes the long way home, as discussed in
the IGRP convergence section coming up in this chapter.

Holddown timer The holddown timer is used when information about a route changes for the
worse (greater metric or unreachable). When the new information is received or a route is
removed, the router will place that route in a holddown state. This means that the router will
advertise but will not accept worse advertisements about this route from any neighbor, other
than the one from which the route was originally learned, for the time period specified by the
holddown timer. After the time period expires, the router will start considering all advertise-
ments about the route.

The benefit of using holddown timers is that, if used properly, they will cut down on the amount
of wrong information being advertised about routes. The disadvantage is that convergence
times may increase.

Invalid and flush timers These timers solve the problem of what happens when a router goes
down. Because the router isn’t sending out updates, the other routers in the network don’t know
that a router has gone down and that the routes are unreachable. So, the routers continue to
send packets to the routes connected to the missing router. This means the packets never make
it to their destination. The way an invalid timer solves this issue is by associating a period of time
with a route. If the route is not updated in the routing table in this set period of time, the route
is marked as unreachable, and the router will send this new information in a triggered update
and in its periodic updates. Depending on the routing protocol, the default invalid timer is set
at three or six times the periodic update timer and is reset for a particular route upon receipt of
an update for that route.
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The invalid timer should not be confused with the flush timer. Although both the invalid and flush
timers are somewhat tied to when an update is received, the flush timer is set for a longer period
of time, after which the route is stripped from the local routing table and no longer advertised.

Cisco suggests that you leave all timers at their default settings, but that if you must change them,
for IGRP, make sure that the flush timer is equal to or greater than the sum of the invalid and hold-
down timers, as it is by default. Otherwise, without the route kept in holddown in the routing
table, the routing table is unprotected from the routing protocol’s acceptance of worse routes that
are actually invalid, but may still be circulating on the network and could be accepted sooner than
the holddown timer would have permitted. It’s likely that the invalid routes would have been
purged from the routing domain before the routing protocol resumes, if the holddown timer is
permitted to run its course. While this same argument makes sense for RIP, the default timer
settings do not follow this rule of thumb. For RIP, when no router actually goes down, but a route
does go away and triggered updates are able to perform their duty, these timers are basically
academic in nature. For IGRP, however, they work exactly as described. The upcoming discus-
sions on RIP and IGRP convergence will clarify this point.

Split horizon with poison reverse Split horizon with poison reverse helps prevent what is
known as a routing loop. A routing loop occurs when a router learns a route from a neighbor
and the router turns around and sends that route back to the neighbor that the router learned
it from, causing an infinite loop.

Split horizon Consider an example: Router A learns about route 10.10.10.0 from Router B,
which is two hops away from 10.10.10.0. Router B tells Router A that Router A is three hops
away from network 10.10.10.0. Router A, after populating its routing table with the route, sends
an advertisement back to Router B stating that Router A has a route to 10.10.10.0. In this adver-
tisement, Router A tells Router B that Router B is four hops away from network 10.10.10.0. Of
course, Router B already knows of a path to network 10.10.10.0 that puts it only two hops away.
So, Router B wisely ignores the less desirable route advertised by Router A.

The problem arises if network 10.10.10.0 goes down. Router B would learn that the route is
down. In turn, Router B would mark the network as unreachable and pass the information to
Router A at Router B’s next update interval. Theoretically, before this can happen, Router A
could send an update to Router B, stating, as it has all along, that Router A can reach network
10.10.10.0; remember, Router B has not informed Router A that network 10.10.10.0 is
unreachable. So, Router B receives the update from Router A about being able to reach net-
work 10.10.10.0. Router B at this point, no longer aware of a better path to network
10.10.10.0, will update its routing table with the new information. When Router B receives
a packet destined for network 10.10.10.0, it will look in its routing table and see that the next
hop is Router A. So, it forwards the packet to Router A. When Router A receives this packet,
it looks in its routing table and notices that Router B is the next hop; remember that Router B
initially sent the route to Router A in an update. This causes an infinite loop.

The only thing that stops this process from running indefinitely is the fact that distance-vector
routing protocols define infinity in finite terms. Once one router increments the metric to the
established infinite value, the neighbor receiving this infinite advertisement realizes that the route
is unreachable and advertises the same back to its confused neighbor. This can take a bit of time,
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though. Split horizon prevents this by establishing a rule that a route cannot be advertised out the
same interface on which it was learned.

Poison reverse Poison reverse is related to split horizon, as it uses the same “keep track of who
advertised it to you” philosophy. With IGRP, poison reverse comes into play when a neighbor
router tells the local router about a downed network that the neighbor has been advertising as
active, and for which the neighbor represents the only next hop to that network. In future updates
sent back to the neighbor, the local router will bend the split horizon rule by advertising the route
back to the neighbor from which it was learned, but by using an infinite metric to imply its inac-
cessibility through the local router. For IGRP, infinity is the value 4,294,967,295, which repre-
sents a 32-bit field of all 1s in binary. This is just to make sure there is no misunderstanding about
the fact that the local router most certainly cannot help with an alternate route to the network.
It is RIP, not IGRP, that employs what is known as local route poisoning by immediately remov-
ing the route from the local routing table. So IGRP must deal with the protracted presence of the
route until it can be flushed, and poison reverse is its coping mechanism.

The other interesting issue you may notice is that IGRP keeps suspected bad routes in the rout-
ing table until after the holddown timer expires, and labels them as such. So it’s your position,
as the administrator or technician, to cope with the fact that a route appears to be down in the
routing table but still passes traffic to the listed next-hop address. If the network comes back
up, the entry will not change until after the holddown timer expires, but each router in line to
the destination will operate the same way, passing the traffic until it makes it to the final des-
tination, barring any other unforeseen circumstances. So, verification and faith and a little trick
to be mentioned soon (look for the clear command) will have to tide you over.

4 Make sure you realize there is a difference between route poisoning and poison
ITE reverse. Route poisoning is explained earlier in this section.

Counting to infinity In networks where split horizon, triggered updates, and holddowns are
not implemented, the phenomenon outlined in the previous split-horizon discussion, known as
counting to infinity, occurs. When the destination network goes down, the updates about the
destination being unreachable can arrive between scheduled update times. If an upstream (away
from the downed route) neighbor’s update timer expires before ours does, the local router will
receive an update about the route that leads it to believe that the network is once again reach-
able. Any combination of split horizon, triggered updates, and holddown timers would mitigate
the effects of this situation. Without any of these mechanisms, the bad route will be volleyed
back and forth between the neighbors—with an incrementing metric—until the predefined
maximum routing domain diameter (16 for RIP and 100, by default, for IGRP) is reached for
the number of hops by each router.

Without enforcing maximum hop counts, this situation could literally go on forever. When

a route reaches the maximum hop count (infinity), the route is marked as unreachable and
removed from the router’s routing table. Even IGRP and EIGRP report the number of hops to
a destination network in their routing updates and enforce a configured maximum diameter.
They just don’t use hop count in the calculation of their metrics.



14 Chapter 1 - Routing Principles

Now that you have an understanding of how distance-vector routing protocols function,
let’s take a look at them. We will cover only RIP in this chapter because IGRP and EIGRP are
covered in detail in Chapter 3, “Network Address Translation.”

ROUTING INFORMATION PROTOCOL (RIP)
This section is going to hit only the key areas of RIP, because that’s all that is really pertinent
to the BSCI exam. There are currently two versions of RIP in existence: RIP version 1 and RIP
version 2. Let’s take a brief look at the major differences between them.

RIP version 1 (RIPv1) is considered a classful routing protocol, whereas RIP version 2 (RIPv2) is
a classless routing protocol. The key difference between a classful and classless routing protocol
is that a classful routing protocol does not send a subnet mask in the update and a classless routing
protocol does. Classful versus classless routing is covered in more detail later in this chapter. Other
attributes RIPv2 has that RIPv1 doesn’t are as follows:

= Authentication of routing updates through the use of cleartext or MD35 (optional)
= Multicast route updates

*  Next-hop addresses carried with each advertised route entry

)’ In order to activate RIPv2 you must first enter the router rip command in
A&TE global configuration mode. After RIP has been activated on the router you
must enter the command version 2 in router configuration mode.

@ Real World Scenario
RIP Migration

John is the network engineer for company XYZ. Currently, XYZ has only 14 routers and is run-
ning RIPv1. Recently XYZ purchased company ABC. Company ABC had 10 routers that were
also running RIP. John has been tasked with merging the two companies’ networks. John
remembers back when he was studying for the BSCI that RIP has a maximum consecutive
device count of 15. Well, he now has 24 routers and will exceed this limit for a number of paths.
Noticing the dilemma, he decides to implement EIGRP to replace the RIP network. In order to
make sure the company doesn’t lose connectivity, John decides he will implement EIGRP and
leave RIP on the devices until EIGRP is completely implemented. By choosing to do it this way,
John will be able to migrate the two networks together without losing connectivity.

What you need to concentrate on at this point is the commonality among the two versions
of RIP, such as updates and timers:

= They are considered distance-vector routing protocols.

= They use the Bellman-Ford algorithm.
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= The metric used to determine the best route is hop count. A route can extend through
15 routers—or hops—and then will be marked as unreachable.

= The route update timer for periodic updates is set to 30 seconds.

*  Theroute invalid timer is set to 180 seconds. This is the time the router will wait for an update
before a route will be marked as unreachable and the holddown timer will be started, which
is also 180 seconds.

=  The route flush timer is set to 240 seconds. This is the time between the route’s last received
update and the route being removed from the routing table. In the time period between the
invalid timer and the flush timer, neighboring routers will be notified about the route’s
being unreachable, unless the holddown timer expires before the flush timer does and
updates come in for the route. In that case, business resumes as usual, possibly through a
path less desirable than the original, but one that’s valid and the best known one.

Now that you have a good understanding of how distance-vector routing works, let’s take
a look at link-state routing and its functionality.

4 If you need to view real-time information about the operation of RIPv1 or RIPv2,
JTE you can use the debug ip rip command.

- The ip default-network command can be used with RIPv1 or RIPv2 to adver-
ITE tise a default network to your neighboring devices.

Link-State Routing

Remember how with a distance-vector routing protocol, the router knew only the direction in
which to send the packet and the distance to get there? Link-state routing is different in that
each router knows the exact topology of the network. This in turn limits the number of bad
routing decisions that can be made. Link-state routing can accomplish this because every router
in the routing domain or area has a similar view of the network, placing itself at the root of a
hierarchical tree. Each router in the network will report on the state of each directly connected
link. Each router then plays a part in propagating this learned information until all routers in
the network have it. Each router that receives this information will take a snapshot of it.

It’s important to realize that the other routers do not make any change to the updates received.
This in turn ensures that all routers in the process have the same relative view of the network,
allowing each router to make its own routing decisions based upon the same information.

Another key difference of link-state routing is that each router does not send its entire routing
table. The only information that is sent are the changes that have occurred or a message stating
that nothing has changed after a given period of time has passed. This is known as a link-state
advertisement (LSA). An LSA is generated for each link on a router. Each LSA includes an iden-
tifier for the link, the state of the link, and a metric for the link. With the use of LSAs, link-state
protocols cut down on the amount of bandwidth utilized. The disadvantage of a link-state rout-
ing protocol is that it is more complex to configure than a distance-vector routing protocol.
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The link-state routing protocols that are covered in this book are as follows:
= Open Shortest Path First (OSPF)
* Integrated Intermediate System to Intermediate System (Integrated IS-IS)

Keep in mind these are not the only link-state routing protocols. These are the ones that are
covered by the BSCI exam, though.

Because we will cover link-state routing in more detail in Chapter 4, Chapter 5, “OSPF Oper-
ation in a Single Area,” and Chapter 6, “Interconnecting OSPF Areas,” we will give you only
a brief introduction to the operation of link-state routing here.

The basic functionality of link-state routing is broken down into the following steps:

1. The first thing each router does, as it becomes active, is form an adjacency with its directly
connected neighbors.

2. After forming adjacencies, the router then sends out link-state advertisements (LSAs) to
each of its neighbors. After receiving and copying the information from the LSA, the router
forwards—or floods—the LSA to each of its neighbors.

3. All of the routers then store the LSAs in their own database. This means that all routers
have the same view of the network topology.

4. Each router then uses the Dijkstra algorithm to compute its best route to a destination.

As stated previously, this is a brief introduction to link-state routing. Link-state routing will be
covered in greater detail later in this book. Table 1.2 compares the link-state routing protocols cov-
ered in this study guide. Remember that EIGRP is considered a hybrid protocol, meaning that it con-
tains traits of both distance-vector and link-state routing protocols. Also remember that if you are
forced to consider EIGRP to be one or the other only, consider it a distance-vector routing protocol.

TABLE 1.2 Link-State Comparisons

Characteristic OSPF IS-IS EIGRP
Hierarchical topology supported through areas v v

Retains knowledge of all possible routes v v v
Manual route summarization v v v
Automatic route summarization v
Event-triggered announcements v v v
Load balancing with unequal-cost paths v
Load balancing with equal-cost paths v v v

VLSM support v v v
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TABLE 1.2 Link-State Comparisons (continued)

Characteristic OSPF IS-IS EIGRP
Metric Cost Cost Composite
Hop count limit Unlimited 1024 100 by default
Support for size of network Very large  Verylarge Large

Now that we’ve discussed the different classes of routing protocols, let’s focus on the two dif-
ferent categories of routing protocols.

Classful Routing

What is classful routing? Classful routing is used to route packets based upon the default major
network boundary, derived from the class of the IP address. In order to fully understand this
concept, let’s review the defaults for the different classes of IP addresses.

Class A networks reserve the first octet for the network portion of the IP address, and the
remaining three octets are available for host addressing. The value of the first octet of a Class A
network will always be between 1 and 127, inclusive. There are a total of 126 Class A networks;
127 is reserved for diagnostic testing and thus cannot be used. There are various other reserved
Class A networks, such as the 10 network, but the majority are usable and already allocated.
There are 16,777,214 unsubnetted hosts available per Class A network.

Class B networks reserve the first and second octets for the network portion of the IP address,
and the remaining two octets are available for host addressing. The value of the first octet of
a Class B network will always be between 128 and 191, inclusive. There are a total of 16,384
Class B networks with 65,534 hosts per network.

Class C networks reserve the first, second, and third octets for the network portion of the
IP address and the remaining octet for host addressing. The value of the first octet of a Class C
network will always be between 192 and 223, inclusive. There are a total of 2,097,152 available
Class C networks with 254 hosts per network.

Class D IP addresses have no network/host structure, as they are used solely for multicasting
and, like broadcast addresses, multicast addresses can be only destination addresses, never
source addresses. As a result, there is no need or way to split Class D addresses up into smaller
subnets, because no device will ever be configured with a Class D address as its interface
address. Furthermore, there is no subnet mask associated with Class D addresses. The value of
the first octet of a Class D address will always be between 224 and 239, inclusive. There are the-
oretically 268,435,456 Class D addresses, which are not split into networks and hosts.

Class E networks are regarded as experimental, and, like Class D addresses, they have no
network/host structure nor will they ever be assigned to a device’s interface. The value of the
first octet of a Class E address is always between 240 and 255, inclusive.

It’s not necessary to convert an IP address in binary form to decimal in order to determine its
class. When faced with such a task, the quickest way to determine the class of an IP address in
binary form is to label the first four bits A, B, C, and D, after the classes of addresses. Wherever
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the first O falls, that is the class of address you are dealing with. If all four bits are 1s, the class of
address is E. For example, a first octet of 10101010 would represent a Class B address, due to the
first 0 being in the B position. 10101010 converts to decimal 170, so you can see that the trick
worked in this case. Trust me, it always does.

Classful routing therefore bases all of its routing decisions upon the default major network
boundary derived from each of the first three classes of IP address. The major drawback to the
use of classful addressing and routing is that a tremendous number of IP addresses can be
wasted. We will explain this in more detail in Chapter 3.

The routing protocols covered in this book that are considered classful routing protocols are
as follows:

= RIPvl
= IGRP

With all of this in mind, let’s take a look at what is known as classless routing.

Classless Routing

Classless routing, also known as classless interdomain routing (CIDR), is not dependent on the
default boundaries of the different classes of IP addresses. Classless routing actually allows each
route’s subnet mask to be sent in the routing update with the route. Classless routing also opens
the door for variable-length subnet masking (VLSM), which extends IP addressing beyond the
limitations of using fixed-length subnet masks (FLSMs) by allowing you to specify the most effi-
cient subnet mask to use for the size of network in question. This allows you to conserve IP
addresses, extending the use of IP address space. This topic is covered in more detail in Chapter 3.

To simplify the difference between classless and classful routing, let’s use an example of a college
campus. The college campus is built with buildings of identical size. It doesn’t matter how many
offices in each building will be occupied; all buildings are the same size and every office has to have
a number. This is analogous to a classful network design, where every host has a host ID and par-
ticipates in the same size network, regardless of how many hosts will ever really be on that network.
The addresses that are not used on a network cannot be used on a different network that is running
short of addresses. All networks will have to grow the same amount to be able to cover the largest
need. All buildings have to remain identical in size, even if those that are not full must grow to keep
up with the growth of the fullest building. All of the wasted office space is just that. Each group in
a building is confined to that building and cannot grow into the less-populated buildings.

Introducing classless routing would be like allowing each building to be only as large as the
group within the building, wasting no office space and having only enough empty offices to
cover projected growth. In other words, classless routing leads to the ability to use not only sub-
net masks that are not the default masks, but also to use VLSM—subnet masks of different
sizes—so that address waste is minimized.

The routing protocols we cover in this book that are considered classless routing protocols
are the following;:

= RIPv2
= EIGRP
=  OSPF
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= IS-IS
= BGP

So far, we have described how routes are learned, the different classes of routing protocols, and
the different categories of routing protocols. Now that you have a firm grasp on these concepts,
it’s time to move on to how these routes you’ve learned actually get placed in a routing table.

The Final Decision on What Routes Populate the Routing Table

There are a couple of different factors that make the final decision on what routes will be placed
in the routing table, namely, administrative distance and metric, assuming that no route filtering
is in place that would specifically prevent a route from being placed in the routing table. The
first factor to be taken into consideration when making the decision of what route to place in
the routing table is administrative distance.

What is administrative distance? Administrative distance (AD) is the trustworthiness of the
routing protocol that produced the route. Administrative distance can be any value between 0
and 255. The lower the number, the more trustworthy the source of the route.

Table 1.3 shows the default administrative distance that a Cisco router will use to decide the
best route to a destination.

TABLE 1.3 Default Administrative Distance

Source of Route Default Administrative Distance
Connected Interface 0
Static Route 1
EIGRP Summary 5
External BGP 20
EIGRP 90
IGRP 100
OSPF 110
IS-IS 115
RIP 120
EGP 140

External EIGRP 170
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TABLE 1.3 Default Administrative Distance (continued)

Source of Route Default Administrative Distance
Internal BGP 200
Unknown 255

If more than one route exists to a given destination, the route with lowest administrative dis-
tance will be placed in the routing table. You may be wondering what happens if multiple routes
to a given destination have the same administrative distance. This is when the second factor—
metric—comes into play.

ITE next-hop address, it will have a metric of 0, just like a directly connected net-
work would, making it preferable to next hop-based static routes. This is use-
ful with the ip unnumbered command or whenever you want a static route
based not on the availability of the remote next-hop address but instead on
the availability of the local interface.

%’ If you establish a static route by supplying the exit interface instead of the

A metric is the value of a route specific to a routing protocol. If multiple routes have the same
administrative distance, then the metric is used as the tiebreaker. Here’s a simple way to think
about it: The router first looks to see which route can be trusted the most. If the router has mul-
tiple routes that are equally trustworthy, the router will then look to see which route has the
lowest metric, which is the one it finds to be the most desirable. That is the route that will pop-
ulate the routing table. Depending on the routing protocol and its configuration, multiple routes
with the same AD and metric could be placed into the routing table simultaneously.

Let’s summarize everything you’ve learned so far about routing tables and how they are popu-
lated. At this point, you know that routes are learned either dynamically or statically. Those routes
are then placed in the routing table based on which one is the most trusted. If multiple routes exist
that are equally trusted, the one that is the most desirable is placed in the routing table.

Let’s revisit the life of a packet. When a packet is sent to a destination, if the destination is
not on the same network as the source, the packet will be sent to a local router for the immediate
network. The router then looks in its routing table to see if it has a route to the destination net-
work. If the router does not have a route and a default gateway doesn’t exist, the packet is dis-
carded and an ICMP error message is sent to the packet’s source. In fact, any router along the
path to the destination network could run into this same problem and discard the packet, noti-
fying the original source device of the execution. So, if a route exists, how does the packet reach
the destination? We’re going to explore getting a packet to its destination in the next section.

Reaching the Destination

After a router receives a packet, the router removes the data-link framing, or the layer 2 header
and trailer, if one exists, in order to find the layer 3 destination address. Once the destination
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address is read, the router looks in its routing table for a route to the destination address. Assum-
ing a match for the destination is in the routing table, the router reads the next-hop address or exit
interface to reach the destination from the entry. If the router reads a next-hop address, it will
perform a recursive lookup on the address. This means that the router looks at the network
portion of the next-hop address and then looks in its own routing table for an entry matching this
destination address.

The router continues this process until it arrives upon an entry that designates a connected
exit interface instead of a next-hop address. Once this is accomplished, the router switches the
packet to the outbound interface’s buffer. The router discovers the type of connection between
the outbound interface and the next-hop address. After the connection type has been discov-
ered, the packet is encapsulated in the appropriate layer 2 encapsulation for the connection. The
packet will now be placed on the medium and forwarded to the next hop. This continues until
the packet reaches its destination.

The entire process of how a packet gets forwarded toward the destination can be broken
down into five steps:

1. Asthe frame’s header arrives at the router’s inbound interface, the MAC process checks
the hardware destination address against the burned-in MAC address of the interface, the
broadcast address, and any multicast addresses that the interface may be listening for.
If the MAC process finds that the hardware destination address is applicable, a cyclic
redundancy check (CRC) is performed on the frame to make sure it’s not corrupt. If the
frame passes CRC, the packet is pulled from the frame. The frame is discarded, and
the packet is stored in the router’s main memory.

2. Therouter searches the routing table for the longest match to the destination address found
in the packet’s header. If the router finds no match, and a default gateway does not exist,
the router will discard the packet and send an ICMP destination unreachable message to the
originating device. If the router does find a match, it will discover the next-hop address or
the connected interface for this route. If the route points to a connected interface, a recur-
sive lookup doesn’t need to be performed and the next step can be skipped.

3.  Once the next-hop address is known, the router performs a recursive lookup. This is
performed to locate the directly connected interface on the router to forward the packet
out; it may take multiple iterations before an entry with an exit interface is found. If any
of the recursive lookups points to an IP address that the routing table has no entry for
and the default gateway is not set, the router will discard the packet and notify the
packet’s source via ICMP.

4. The packet is now switched to the outbound interface’s buffer. Assuming that the out-
bound interface uses layer 2 addressing, the router attempts to learn the MAC address or
layer 2 identifier of the next-hop interface in order to map the layer 3 address to a layer 2
address. The router looks in the appropriate local table such as an ARP cache. In the case
of ARP, if the layer 2 mapping is not found, the router will broadcast an ARP request
through the outbound interface to the locally connected segment to request the MAC
address of the interface associated with the local segment of the next-hop device, which
may be another router or the final destination. Under normal circumstances, the next-hop
device sends an ARP reply with its MAC address. All other devices hearing the broadcast
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will realize that the ARP request is not for them based on layer 3 address information in the
ARP header; they will not reply to the request, but instead quietly discard the ARP request
packet. No layer 2 information is necessary for many point-to-point media. If a frame is

placed on the wire, only the intended recipient will receive it, because it is the only other
device on the wire.

At this point, the type of connection between the directly connected interface and the next-
hop interface is known. The router encapsulates the packet in the appropriate data-link
frame for the type of connection. The outbound interface places the frame with the layer 2
address of the next-hop device on the wire. This process continues at each router that the
packet encounters until it reaches its destination.

Figure 1.1 gives you a visual example of the life of a packet:

The packet is encapsulated with the layer 2 frame structure of the local network and sent
from the originator to its default gateway.

The frame is received by R1; the data-link frame is removed; the destination address is
found in the routing table; the next hop is discovered; the outbound interface is discovered;
and the packet is switched to the outbound interface buffer.

The outbound interface receives the packet and resolves the layer 3 address to the layer 2
address of the next-hop router, and the packet is framed in the data-link framing of the out-
bound interface. The frame, with the layer 2 address of the next-hop router, is then placed
on the medium.

The frame is received and dismantled by R2. The destination Network layer address is
found in the routing table, which points to a directly connected interface. The packet
is switched to the outbound interface buffer.

The outbound interface maps the layer 3 address to a layer 2 address that is needed to reach
the destination. The packet is framed according to the interface’s layer 2 technology and is
then placed on the medium.

The packet arrives at its destination.

So far, you have followed the life of a packet. You should have a grasp on what a routing

table is, how that table is populated, and how a packet reaches its destination. You now need
to focus on verifying what routes are in a routing table and what tools are used to test and
troubleshoot actual connectivity to the destinations they represent.

FIGURE 1.1 The life of a packet
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Convergence

Convergence time is the time it takes for all routers to agree on the network topology after a
change in the network. The routers have synchronized their routing tables.

There are at least two different detection methods used by all routing protocols. The first
method is used by the Physical and Data Link layer protocols. When the network interface on
the router does not receive three consecutive keepalives, the link will be considered down.

The second detection method is that when the routing protocol at the Network and Trans-
port layers fails to receive three consecutive Hello messages, the link will be considered down.

After the link is considered down is when the routing protocols differ. Routing protocols have
timers that are used to stop network loops from occurring on a network when a link failure has been
detected. Holddown timers are used to give the network stability while new route calculations are
being performed. They also allow all the routers a chance to learn about the failed route to avoid
routing loops and counting to infinity problems. Because a routing domain cannot converge during
this holddown period, this can cause a delay in the routing process of the domain. Because of this
slow convergence penalty, link-state routing protocols do not use holddown timers.

The following section describes the convergence process for RIP, IGRP, EIGRP, and link-state
protocols when a link failure occurs in a network.

RIP Convergence

Convergence time is one of the problems associated with distance-vector routing protocols. This
section details the convergence process of the RIP protocol. We’ll use Figure 1.2 to help describe
the RIP convergence process.

The following list describes the RIP convergence events when a problem occurs. In Figure 1.2, the
WAN between Routers D and F goes down. This link was along the path from Routers A through
D, when delivering packets to the Ethernet segment off of Router F. Now, these four routers, in
particular Router D, must learn the path through Router E, but each of the four routers will notice
an additional hop to this network. Here’s what happens:

1. Router D poisons this directly connected route in its own routing table, removes it, and
sends a triggered update to Routers E and C. Any routes with Router D’s interface in that
downed link or Router F’s address on that link as a next hop will also be poisoned. This will
almost definitely include the Ethernet segment off of Router F.

FIGURE 1.2 Convergence
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Router C was using this path to access Router F’s Ethernet, but Router E goes directly
through Router F. So the only effect on Router E is the poisoning and removal of the WAN
link from its routing table. Router C, however, poisons both routes, removing both of them
from its routing table. Router C sends a triggered update to Router B, which in turn sends
a triggered update to Router A, each router poisoning and removing the route locally.
Router F also sends a triggered update to Router E.

The triggered updates that Router E received from Router D and Router F prompt it to send
out its own triggered updates in each direction. These updates tell both of its neighbors that
all of the routes they used to have access to are still accessible through Router E. Router D
enters the new route for Router F’s Ethernet—through Router E—into its routing table.

Router D accepts this new route to the destination network, as it did not have it in hold-
down because it was just purged; a route must be in the routing table in order to be in a
holddown state. Because route poisoning is in use, the same situation exists on the other
routers, as well. Very quickly, they will be ready to accept the new metric.

Router D advertises the new metric to Router C, and even if Router C had not poisoned and
removed the route from its routing table, but instead had this route in holddown, it would
accept the new metric, because it is from the source of the original advertisement—Router D.

The same effect trickles down to Routers C, B, and A in that triggered updates cause route
poisoning and subsequent triggered updates. So none of them have the failed route in their
routing table, nor do they have any of the routes that were accessible through the failed
link, including Router F’s Ethernet network, which allows their routing table entries to be
updated almost immediately by the less desirable metrics. In other words, even if the adver-
tiser of the original route was not advertising a worse metric, which itself is grounds for
believing the worse metric, the fact that poisoning removed the routes from their routing
tables makes these new updates look like routes they never heard of, causing them to be
learned without incident.

Without triggered updates and route poisoning, the time required for Router A to converge

would be the detection time, plus the holddown time, two update times, and another update
time. The complete convergence to Router A could be over 240 seconds. With these mechanisms
working for you, however, convergence will occur in an internetwork of this size in about

15 seconds. It will benefit you, though, to understand the logic behind the scenario that results
in the convergence time of roughly 240 seconds.

) If the network comes back up, both Routers D and F would immediately broad-

TE cast RIP requests for the neighbor’s entire routing table, toward each other
across the link between them in order to try to speed up convergence without
taking a chance on waiting for the other device to start advertising across the
link on its own. Instead of the normal broadcast or multicast, the response is a
unicast back to the requesting interface. The industrious reader could model
this scenario in a lab environment, if available. You could intentionally admin-
istratively shut down an interface, while watching the results of the debug ip
rip command, and then bring the interface back up, allowing all that has been
presented here to be observed.
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IGRP Convergence

Despite the leaps and bounds Cisco has taken in improving RIP convergence, IGRP still con-
verges according to the standard theory, by default, taking quite a bit of time if left to its own
devices, but resulting in an environment that is more resistant to some forms of network insta-
bility. IGRP resets its invalid and holddown timers each time an update is received, including
triggered updates, but IGRP does not immediately reset its flush timer when it receives a trig-
gered update that a route is down. It waits until the next scheduled update time to start the flush
timer. What this means is that the flush time could be as much as 90 seconds longer than con-
figured, when measured from the triggered update that advertises the route as unreachable. A
well-placed clear ip route * command will speed things along, though.

The following process can be modeled in the lab by issuing the shutdown command on the inter-
face of Router D that faces Router F. Using Figure 1.2 as an example, let’s take a look at IGRP
convergence, keeping in mind that the following enumerated list is not necessarily in chronological
order, nor could an exact order be guaranteed:

1. Router D detects the failure on the link to Router F. Router D poisons this directly con-
nected route in its own routing table by removing it, as well as the route for the Ethernet
segment off of Router F, because this link was in the path to get there. Router D sends a trig-
gered update to Routers C and E.

2. Router F detects the failure on the same link and poisons the route locally, as well as any
routes with Router D’s nearest interface address or Router F’s interface on that link as a
next hop. Router F sends out a triggered update to Router E, detailing these lost routes.

3. Router Csendsa triggered update to Router B, and Router B sends one to Router A. Routers A,
B, C, and E all start invalid and holddown timers for each of the inaccessible routes, unless there
was one or more equal-cost paths (or unequal, with use of the variance command) to one or
more of them, in which case the downed route will be removed and all traffic will use the
remaining route or routes. At the next scheduled update time for each route, the routers will
start the routes’ flush timers, unless the original source notifies the routers that the links are back
up, in which case the route is reinstated as an operational routing table entry.

) One tricky point of contention here is that the routing table will likely say “is
TE possibly down” nextto the destination network, even when the route has been re-
established. Attempts at verifying connectivity through ping or traceroute should
meet with success, regardless. Some nominal amount of time after the holddown
timer expires, you'll be able to observe the route entry returning to its normal state.
Issuing the clear ip route * command will speed the process along.

4. Router D broadcasts a request to Router C. Both Router D and Router F broadcast a
request to Router E, basically to all remaining active interfaces, asking for the entire routing
table of each router in hopes of jump-starting new methods of access to the lost networks.
Router C sends back a poison-reverse response to Router D for those routes it originally
learned through Router D that are affected by the outage. Router E does the same for
Router F.
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It’s where Router D and its downed WAN link are concerned that Router E could create a slight
mess initially. The good news is that Router D will learn the alternate—and currently the only—
route to the Ethernet segment off of Router F. Router D’s request may well arrive at Router E
before Router F’s triggered update, as three keepalives must be missed before Router F will con-
sider the link down and you manually shut the link down on Router D’s side. In such a case,
Router E will unicast its reply to Router D that the downed link is available through Router E.
This is because Router E had an equal-cost alternative path to the downed network that it
learned through Router F. So, to advertise Router E’s alternative path to Router D as accessible
is not a violation of the poison-reverse rule. That’s only for affected routes that Router E learned
through Router D, of which there are none. Router E is content to advertise only a single route
for each unique destination, and the route through Router F will do nicely—or will it? Because
Router D removed its own directly connected route entry, there is nothing stopping it from
using this new advertisement that once looked suboptimal when Router D itself had direct
access to this network. The triggered update from Router F initiates a triggered update from
Router E, and a subsequent resetting of all the appropriate timers, which serves to set Router D
straight that the network is truly down.

At this point, it appears that the route is possibly down, but the path through Router E
apparently has become engraved in the routing table, while attempts to ping an interface
on the downed network will no doubt fail. This is only IGRP’s optimism showing
through, erring on the side of too much information. Remember, even after the link has
been re-established, this confusing entry will remain, and the holddown timer will have
to expire before the entry is cleaned up and joined by its equal-cost partner. Again, clear
ip route * works like a charm here to get you back to where you feel you should be.
Additionally, watching the festivities through debug ip igrp transactions will clarify
this process and reassure you that Router D has been informed that the route truly is
down, in any direction. Still, Router D is confused enough to return alternating destina-
tion unreachable messages, instead of the usual timing out, during ping, as long as the
network remains down.

Router D then sends a triggered update out all active interfaces participating in the IGRP
routing process for the appropriate autonomous system, which includes this new entry.

Routers A, B, and C receive this update in turn. They would ignore the new route since it is
in holddown, but because each one receives the update from the source of the original route,
they each implement the new route, although the entry in the table will not appear to change
until after the holddown timer expires. Because they point to the previous next hop still,
connectivity will tend to be maintained. While in holddown, each router will continue to use
poison reverse for the affected routes, back toward their respective advertising router.

Once all holddown timers expire, respective routing tables are then updated with an accu-
rate routing table entry.

Without triggered updates and dumb luck or the smart design of the IGRP protocol that gets

these routers to continue to use suspect routes to successfully pass traffic, the time it could take
for Router A to converge could be the detection time, plus the holddown time, plus two update
times, plus another update time, which is over 490 seconds.
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EIGRP Convergence

Let’s take a look at the convergence time of Enhanced IGRP (EIGRP). We will again use Figure 1.2
to help describe the convergence process:

1.

Router D detects the link failure between Routers D and F and immediately checks its
topology table for a feasible successor. We will assume Router D does not find an alternate
route in the topology table and puts the route into active convergence state. In reality,
taking bandwidth and delay into account, all that must be true for the path through
Router E to be a feasible successor and for the process to stop right here is for the metric
from Router E to the Ethernet segment off of Router F (the reported distance, RD, from
Router E for this route) to be less than Router D’s metric of the route that just went down
(the feasible distance, FD). If this is the case, this path will be in the topology table, and con-
vergence will already be over. I give you the beauty of EIGRP. Beware the ugliness, of which
being a proprietary protocol is a good example.

Router D sends a QUERY message advertising the routes that it lost with infinite metrics
(4,294,967,295, same as for IGRP) out all active interfaces looking for a route to the failed
link and affected networks. Routers C and E acknowledge the QUERY.

Router C sends back a REPLY message advertising the routes requested with infinite metrics.
Router D acknowledges the REPLY.

Router E sends back a REPLY message with routes to the networks that Router D lost, includ-
ing to the downed network, thinking that it still has the alternate, equal-cost route to offer, not
yet having been informed by Router F of its demise. Router D acknowledges the REPLY.

Router D places the new routes in the topology table, which then updates the routing table,
due to their unopposed selection as successors.

Because both neighbors sent back REPLY messages, Router D sends both of them
UPDATE messages, thinking that its local routing table has settled down with the
changes. Because Router C has been using poison reverse, Router D updates it with the
two new routes it learned. But because it learned these from Router E and has nothing
new from Router C, the UPDATE to Router E is blank. Return UPDATE messages are
often considered acknowledgments for earlier UPDATE messages, with no separate
acknowledgment messages necessary.

Router C responds with an UPDATE, which Router D acknowledges. Router E sends an
UPDATE with the link between Router D and Router F, which it still thinks is accessible
through Router F. The reason Router E includes it in an UPDATE message is because it
once thought there were two equal-cost paths to get there. Any such changes are eventually
sent in an UPDATE message, because these are the messages that suggest the dust has set-
tled and these are the results.

However, shortly thereafter, Router E learns from Router F that the network between Router D
and Router F is truly down, and immediately sends out a QUERY to Router D looking for
another path to the downed network, which also serves to notify Router D that the network is
inaccessible through Router E now, as well. Router D acknowledges the QUERY.
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Router D sends a REPLY, which is acknowledged by Router E, advertising that it too has an
infinite metric to that network. Router D and Router E now consider themselves synchro-
nized. Router D also updates its own EIGRP tables with the fact that the network is lost, but
it still knows that the Ethernet segment off of Router F is accessible through Router E.

In response to this latest news from Router E, Router D sends a QUERY to Router C, just
to make sure that it hasn’t learned of this network in the meantime. Router C acknowledges
this QUERY and sends back a REPLY message that confirms to Router D that no path
exists to the downed network. After acknowledging this REPLY, Router D and Router C
consider themselves synchronized. The EIGRP routing domain has converged.

Router A convergence time is the total time of detection, plus the query and reply time,

plus the update propagation time—about two seconds total. However, the time can be
slightly longer.

In case it was not apparent from the foregoing discussion, EIGRP employs
TE various message types, including UPDATE, QUERY, and REPLY. It makes

sense that UPDATE and REPLY messages can carry new routing information
that could alter the receiving router’s EIGRP tables. More subtly, QUERY mes-
sages also carry route information that the receiving router treats as new,
with respect to the sending router. The QUERY/REPLY pair is invaluable to
EIGRP to make sure that one or more specific routes are synchronized
between the pair of routers exchanging these messages, especially when
there was an earlier discrepancy. For example, in step 8 in the preceding
description, Router E used a QUERY message, not an UPDATE message, to
inform Router D that it agreed that the link between Router D and Router F
was down.

Link-State Convergence

Using Figure 1.2 as a reference, let’s now take a look at the convergence cycle used in link-state
routing protocols within a single area:

1.

Router D detects the link failure between Routers D and F. The route entry for that link and
any dependent links are removed from Router D. A link-state advertisement (LSA) for OSPF,
or a link-state PDU (LSP) for IS-IS, is sent out all eligible OSPF or IS-IS interfaces on Router D.

Routers C and E receive the LSA or LSP and forward it out to all eligible interfaces, which
are normally all active interfaces except for the interface where the LSA was received, unless
Router C is the OSPF-designated router of the Ethernet network it shares with Router D
and Router D is not the backup designated router. If that’s the case, then Router C will
flood the LSA back out that interface also, as part of its duties as a designated router.

All routers wait five seconds, by default, and then run the shortest path first (SPF) algorithm.
After the algorithm is run, Router D adds the route through Router E, and Routers C, B, and
A update the metric in their routing table to that route.
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4. After what could be another 30 seconds, Router F sends out an LSA or LSP to all eligible
OSPF or IS-1S interfaces after timing out the link to Router D. All routers wait five seconds
after receipt of the advertisement and then run the SPF algorithm, and all routers now know
that the route to the Ethernet segment off of Router F is through Router E.

Router A convergence time is the time of detection, plus the LSA forwarding time, plus five
seconds. This is about six seconds. However, if Router F’s time to converge is considered, then
the time can be about 36 seconds.

- RFC 2328 is suggested reading for those interested in learning just about all they
TE ever wanted to know about how OSPF operates at the nuts-and-bolts level.

Verifying and Testing a Route

Verifying and testing routes are very important topics to understand. If you understand all of
the details that go into making a map, but you do not understand how to read that map and
drive a car, you will be lost.

We start this section with an explanation of how to verify what routes are in a routing table
and conclude the section with a way to test the connectivity to the routes.

Verifying Routes

Verifying routes is actually a simple item to understand. No matter what routing protocol or,
for that matter, routing protocols the router has in use, the process is the same.

You will first log into the router, which will be in user EXEC mode. You will know you’re
in this mode because the router name will be followed with a > symbol:

2501A>
2501A>show 1ip route

After you enter the command, the routing table will be displayed:

2501A>sh 1ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP D -
EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area N1 - OSPF NSSA
external type 1, N2 - OSPF NSSA external type 2 E1 - OSPF external type 1, E2 -
OSPF external type 2, E — EGP i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS Tevel-2,
* - candidate default U - per-user static route, o - ODR, P - periodic
downloaded static route T - traffic engineered route

Gateway of last resort is not set
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172.16.0.0/24 1is subnetted, 1 subnets

C 172.16.50.0 1is directly connected, FastEthernet0/0

C 192.168.24.0 is directly connected, FastEthernet0/0

R 175.21.0.0/16 [120/1] via 10.10.10.1, 00:00:18, SerialO
2501A#

You will now be able to verify all connected, statically defined, and dynamically learned routes.
As you can see, it’s easy to verify the routes the router knows. After discovering the routes
on the router, you can start testing the connectivity to a route.

) Remember, if you ever want to clear all the routes in your routing table, use the
TE command clear ip route *. This will cause your router to purge its routing
table and relearn all active routes. As you've seen, this is very useful in case
you want to get the most up-to-date routing information.

Testing and Troubleshooting Routes

What you need to understand at this point is that the tools you will use to test connectivity will
also be used to troubleshoot connectivity issues.
There are two tools that can be used for these tasks:
= Ping
= Traceroute
One of the tools you should use in the testing and troubleshooting phase is Ping. The ping com-

mand is used to test IP connectivity to a destination. Ping uses ICMP to accomplish this task. With
debugging turned on for ICMP packets, let’s take a look at how Ping accomplishes this:

3640#debug ip icmp
ICMP packet debugging is on
3640#ping 10.10.10.1

Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to 10.10.10.1, timeout is 2 seconds:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28 ms
3640#

2d01h: ICMP: echo reply rcvd, src 10.10.10.1, dst 10.10.10.2

2d01h: ICMP: echo reply rcvd, src 10.10.10.1, dst 10.10.10.2

2d01h: ICMP: echo reply rcvd, src 10.10.10.1, dst 10.10.10.2

2d01h: ICMP: echo reply rcvd, src 10.10.10.1, dst 10.10.10.2

2d01h: ICMP: echo reply rcvd, src 10.10.10.1, dst 10.10.10.2
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So, what happened? Router 3640 sent an ICMP echo to 10.10.10.1 on router 2501.
Router 2501 received the ICMP echo from router 3640 and sent an ICMP echo reply telling
router 3640 the packet has reached its destination of 10.10.10.1 on router 2501, signifying
a successful ping. If the destination network were unreachable, when router 2501 received
the ICMP echo from router 3640, it would have dropped the packet and returned an ICMP
destination unreachable message.

Now that you understand the concept of Ping and how it works, you need to learn how to
implement it. Using Ping is relatively simple. All you need to do is enter the command ping fol-
lowed by the address or host name of the device you want to ping (omitting the address/host
name parameter from the command will begin the extended ping dialog, allowing you to alter
the default settings and have more control over the process):

3640#ping 10.10.10.1

Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.10.10.1, timeout is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28 ms
Let’s examine the information you receive back:

Sending 5, 100-byte ICMP Echos to 10.10.10.1, timeout is 2 seconds:

Sending 5 This means you are sending five packets.
100-byte The size of each packet.

ICMP Echos The type of packet sent.

10.10.10.1 The destination address.

timeout is 2 seconds The packet will be deemed dropped if an echo reply is not received
within two seconds.

The ! symbol represents a successful ping. A ping that has timed out would be represented
by a period, such as:

Let’s examine the last line of the sequence:
Success rate is 100 percent (5/5), round-trip min/avg/max = 28/28/28 ms

Success rate  The percentage of successful packets sent and received.
(5/5) This means five packets were sent and five packets were received back.

round-trip min/avg/max These values represent the shortest, average, and longest times it
took to receive an ICMP echo reply.

Ping may be an easy concept to grasp, but it is the one tool you will use the most as a net-
work engineer.
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The other tool that will be used for testing and troubleshooting a route is Traceroute. The
traceroute command gives you a router-by-router account of the path a packet takes to get
to a destination. It does not, however, supply information on the return path of user or ICMP
packets, which could be different, depending on reverse-route selection among the routers in the
internetwork. Traceroute is best used when you need to discover the location where the packet
is being dropped or a routing loop occurs.

Traceroute takes advantage of the time to live (TTL) field of an IP packet. The value of the
TTL field represents how many layer 3 devices (hops) a packet can enter before it is dropped.
Traceroute exploits this by setting the TTL to a value of 1 in the IP header of a UDP port 33434
packet that it sends toward the destination.

) IANA reserves this TCP/UDP port number for traceroute use. There are also
TE about 800 additional port numbers following this value that are unassigned
and possibly available for traceroute use. The key is to use a port number that
will not be active on the destination device.

The packet will reach the first router in the path, which will, as one of its first layer 3 tasks,
decrease the TTL by 1 to 0 and drop the packet with no further processing. The executing router
sends an ICMP time exceeded message to the traceroute originator. The originator then increases
the TTL by 1 to a value of 2 and sends the packet toward the destination. The packet reaches the
first router in the path and the TTL is decreased by 1 to a value of 1. That router then forwards
the packet toward the second router in the path to the destination. The second router then
decreases the TTL by 1 to a value of 0.

At this point, the packet is dropped and an ICMP time exceeded message is sent to the originator.
This process continues until the destination is reached or the maximum TTL (30, by default) has
been used. The originator displays the identity of the executioner upon receipt of each time exceeded
message, creating a sequenced list of devices between the traceroute originator and target. The orig-
inator knows the trace is over when it receives an ICMP destination port unreachable message from
the traceroute target, indicating that the packet made it all the way to the intended recipient, and
there are no more intermediate devices to discover. Cisco devices offer an extended traceroute
command, while in privileged EXEC mode, that can be used to adjust defaults, like maximum TTL
and source IP address.

All you need to do in order to use the basic traceroute command is to enter traceroute fol-
lowed by the destination address. Just entering traceroute will begin the dialog for the extended
traceroute command. Here’s an example of a successful traceroute from router R1 in Figure 1.3:

R1#traceroute 11.11.11.1

Type escape sequence to abort.
Tracing the route to 11.11.11.1

1 12.12.12.2 12 msec 12 msec 12 msec
2 10.10.10.2 24 msec 24 msec *
R1#
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FIGURE 1.3 Traceroute

S012.12.12.1 $110.10.10.1 E0 11.11.111
. = ‘ 8012.12.12.2. Z3 ‘ SO10.10.10.2| = ‘
R1 R2 R3

Ethernet
Network
11.11.11.0

Here’s what’s going on in Figure 1.3:
1. R1 sends a packet toward the destination with the TTL set to a value of 1.

2. R2 receives the packet, decreases the TTL by 1 to a value of 0, and sends an ICMP time
exceeded message back to R1.

R1 sends another packet toward the destination with the TTL set to a value of 2.
R2 receives the packet, decreases the TTL by 1 to a value of 1, and forwards to packet to R3.

R3 receives the packet, realizes that the destination of the packet is itself, looks in the protocol
field of the IP header, and finds that UDP is the next protocol to get the datagram. Once R3’s
UDP process sees that the destination port of 33434 is not an active application, R3 triggers
an ICMP destination port unreachable message back to R1, which ends the trace.

From this, you learn there are two hops to the destination. The numbers preceding the lines
correspond to the value of the TTL for that series of three packets (by default). You can change
the minimum and maximum TTL values in the extended Traceroute utility, which will cause a
value other than 1 in the first column of the first line to be reported. Tracing to a non-existent
address on a network known to the originator can cause multiple lines of asterisks to display until
the maximum TTL value is reached, at which point the trace ends (just in case you want to see that
happen in a production environment without establishing a career-limiting routing loop).

If the packet had made it through the first hop and not the second, you would have then
been able to locate where the break in the connection occurred. If there had been a routing
loop, the traceroute would have shown the path bouncing between two or more routers mul-
tiple times before the TTL expired. Asterisks (¥) represent packets that went out but were
unanswered before timing out, which is a period of three seconds, by default.

As you can tell, Ping and Traceroute are two valuable tools for testing and troubleshooting
routes. Trust me, you will come to love these two commands in your production environment.

This is a very important chapter to understand. You need to have a strong
TE understanding of the information covered to be able to grasp the concepts
that will be covered from here on out. If you don’t feel you have fully

grasped the concepts covered, please review this chapter until you feel
comfortable with it.
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Summary

Routing allows information from one network to be shared with a different network. In order
for this to be accomplished, a router must understand how to reach the destination. This is
accomplished through static or dynamic routing. Static routing requires you to manually con-
figure the router paths to remote destinations. Static routing works well in a small network but
doesn’t scale well.

When the network you are on is a larger one, it’s a better idea to use dynamic routing.
Dynamic routing allows routers to dynamically discover the available paths to a destination.
Using the metrics associated with the various advertised routes, the router is able to determine
the best path to a destination.

Dynamic routing comes in two forms: distance-vector routing and link-state routing. Distance-
vector routing protocols share their entire routing table with their directly connected neighbors; this
means that a distance-vector routing protocol sees the network only from the perspective of its
neighbor. These routing tables are broadcast or multicast out at fixed intervals. Distance-vector
routing protocols work well for small networks but do not scale well to larger networks.

Link-state routing protocols work extremely well for large networks. They are less band-
width intensive than distance-vector routing protocols and also provide a view of the entire net-
work. Link-state routing protocols accomplish this by keeping a link-state database. The link-
state database is a list of all possible routes to all destinations. Link-state routing protocols are
less bandwidth intensive than distance-vector routing protocols because they send out routing
updates only when a change has occurred to the network, unlike distance-vector routing pro-
tocols that send out their entire routing table at fixed intervals.

EIGRP is a Cisco-proprietary advanced distance-vector or distance-vector/link-state hybrid
routing protocol. It routes by rumor and sees the network only from the perspective of its neigh-
bors, just as distance-vector routing protocols do. But in addition, EIGRP sends Hello packets
for neighbor discovery and as connectivity keepalives, builds tables other than the routing table,
and does not send out periodic updates containing the entire routing table, just as link-state
routing protocols do.

Exam Essentials

Understand how routers route data. Routers receive frames that should be, under normal
circumstances with no special configuration, addressed to the router. The frame is discarded
after CRC comparison passes. The router examines the layer 3 packet header information to
determine the layer 3 address of the destination device. Armed with this information, the
router performs a lookup in its own protocol-based (such as IP) routing table for the protocol
that formatted the packet. If it finds a suitable entry in its table, it switches the packet to the
outbound buffer of the exit interface for encapsulation in a frame suitable for the media for
which that interface is configured. The match may be in the form of a default route, which will
be used, as long as no longer prefix matches exist. If the router fails to find an entry that
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matches the destination address and no default route is known, then the router drops the
packet and sends an ICMP destination unreachable message back to the source of the packet,
as determined by another examination of the layer 3 header.

Describe classful and classless routing protocols. RIPv1 and IGRP are classful routing
protocols; RIPv2, EIGRP, OSPF, IS-IS, and BGP are classless routing protocols. Classful
routing protocols do not send a subnet mask in routing updates; classless routing protocols
do. This means that a classful routing protocol assumes classful IP boundaries when it does
have enough information about the true subnet mask, resulting in the inability to have more
than one subnet mask per classful IP network (no VLSM) or to separate subnets even of the
same mask length by a different classful network (discontiguous subnets). A classless pro-
tocol does not have these restrictions, as long as automatic summarization is turned off.

Understand a routing table and how it is populated. A router’s routing table contains the

routes that the router will use to send packets to their destinations. When populating

the routing table, the router first looks at the administrative distance of the route. A router
will select the routes with the lowest administrative distance. If multiple routes exist to a

destination with the same administrative distance, the route with the lowest metric will then
be selected to populate the routing table.

Know the difference between distance-vector and link-state routing protocols. RIPv1,RIPv2,
and IGRP are all distance-vector routing protocols. These protocols send their entire routing table
to neighbors at fixed intervals. OSPF and IS-IS are link-state routing protocols. These routing pro-
tocols will send out an update only when a change has occurred to the network. EIGRP is known
as a hybrid, or advanced distance-vector, routing protocol. It has characteristics of both a distance-
vector and a link-state routing protocol.

Understand what convergence time is. Convergence time is the amount of time that is required
for all the routers within a routing domain to have the same relative understanding of a network
from their individual viewpoints. Because distance-vector routing protocols send their entire rout-
ing table at fixed intervals, they require more time to converge than link-state routing protocols.
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THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v" Review the fundamental concepts of IPv4 and IPv6 addressing.
v" Understand the benefits of extending IP addresses.

v' Learn how VLSM can be used to extend IP addresses.

v" Become familiar with CIDR (classless interdomain routing).
v" Recognize the benefits of route summarization.

v

Examine the features of IPv6.



In this chapter, we will discuss both IPv4 and IPvé6 addressing.
However, we assume that you have a basic understanding of IPv4
addressing and subnetting.

ITE mental understanding of IP subnetting before reading this chapter. The CCNA
Study Guide, 4th Edition, by Todd Lammle (Sybex, 2004) has a complete chap-
ter on IP addressing and subnetting. Please read that chapter prior to reading
this chapter, if you are not already familiar with the topic.

%’ Even though this chapter does review IP addressing, you must have a funda-

After we review IPv4 addressing, we will provide detailed descriptions and examples of
advanced IPv4 addressing techniques that you can use on your production networks to extend
IPv4 addresses. First, we’ll discuss variable-length subnet masks (VLSMs) and provide an example
to show how VLSMs can be used to help save precious address space on your network.

After discussing VLSMs, we will provide an understanding of classless interdomain routing
(CIDR), as well as summarization techniques. Finally, we will explain the next generation of IP
addressing known as IPv6 and show how this can alleviate the shortage of IP addresses on the
global Internet. We will also discuss how IPv6 provides some enhanced networking features.

After you have read the chapter, you can use both the written and hands-on labs on the
accompanying CD to help you better prepare for using the advanced IP addressing techniques
found in this chapter. Also, to help you study for the Building Scalable Cisco Internetworks
(BSCI) exam, be sure to read the review questions on the CD.

Review of IPv4 Addressing

One of the most important topics in any discussion of TCP/IP is IP addressing. An IP address
is a numeric identifier assigned to each interface on an IP network. It designates the location of
a device on the network. An IP address is a software address, not a hardware address. A hard-
ware address is hard-coded on a network interface card (NIC) and used for finding hosts on a
local network. The hardware address is also known as the MAC, or Media Access Control,
address. In Cisco terms, the hardware address is known as the burned-in address (BIA). IP
addressing was designed to allow a host on one network to communicate with a host on a dif-
ferent network, regardless of the type of LANs in which the hosts are participating.

Before we get into the more difficult aspects of [Pv4 addressing, let’s look at some of
the basics.
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IP Terminology

In this chapter, we’ll introduce you to a number of terms that are fundamental to an under-
standing of TCP/IP. We’ll start by defining a few terms that are the most important:

Bit Either a 1 (on) or a 0 (off).

Byte Traditionally, eight bits, but if parity is used, user information will only be able to occupy
the high order seven bits. The use of the word byte in certain literature has also degraded the
meaning by referring to the most elemental number of bits as a byte. For example, the technical
documentation of a 64-bit processor may refer to a 64-bit byte. For the rest of this chapter,
always assume that a byte is eight bits.

Octet  Always eight bits.

Prefix length  The prefix is the part of the IP address that represents either the network
address, when the default subnet mask is used, or the network address and subnet number com-
bined. In other words, the prefix is everything in the IP address except the host ID. The prefix
length is the number of bits that the prefix extends from the highest order bit to the end of the
prefix, often presented in CIDR notation (a slash followed by the number of mask bits that are
set to 1). Subtracting the prefix length from 32 yields the length of the host ID.

A more advanced use of the term prefix is to describe the number of bits common to all net-
works in an administrative superset (supernet) of networks or subnets of some standard prefix
length or set of prefix lengths in order to collectively refer to all of the smaller networks with
one entry. In this sense, a prefix is neither the network address nor the combination of the net-
work address and subnet number, but rather the number of bits that a larger group of such
networks and subnets have in common. The context of the discussion should reveal the exact
intent of the use of the term prefix.

Network address The numeric designation used by IP devices to determine if packets should
be routed to a remote network or if they should remain on the immediate link, for example,
172.16.0.0/16 and 10.0.0.0/8. The network address identifies the segment that all hosts with
the same network address share. Although not necessarily technically accurate, it’s common to
refer to both a default prefix and the prefix of a subnetted address as the network address.

Subnet address  Also known as the subnet number, the numeric portion of an IP address that
was part of the host ID, by default, but which is taken over for network identification in order
to more efficiently use address space by customizing the number of networks under our admin-
istrative control and the number of hosts on any and all such networks.

Host address or identifier (ID) The numeric portion of an IP address that uniquely identifies a
router or host on an IP network. It’s sometimes necessary to consider the binary representation of
the host ID in order to truly understand it, especially when its boundary does not coincide with
that of an octet. Examples of host IDs are 1.1 in 172.16.1.1/16 and 1.1.1 in 10.1.1.1/8.

Broadcast address Used by applications and hosts to send information to all nodes on a net-
work and characterized by all binary 1s in the host ID portion of the IP address, for example,
172.16.255.255/16 and 10.255.255.255/8.
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The Hierarchical IP Addressing Scheme

An IPv4 address is made up of 32 bits of information. These are divided into four sections,
referred to as octets or bytes, containing one byte (eight bits) each. You can depict an IP address
using three methods:

= Dotted-decimal, as in 172.16.30.56
= Binary, as in 10101100.00010000.00011110.00111000
=  Hexadecimal, as in AC 10 1E 38

All of these examples represent the same IP address. Although hexadecimal is not used
as often as dotted-decimal or binary when IP version 4 addressing is discussed, you might
find an IP address stored as hexadecimal in some programs. The 32-bit IP address is a
structured, or hierarchical, address. Although an unstructured type of addressing scheme,
like that of MAC addresses, could have been used, the structured variety was chosen for a
good reason.

The advantage of the hierarchical scheme is that it can, in a single address, represent both
the network on which a device resides and a unique identity for that device on that network.
Unstructured addresses can only hope to be unique throughout the network, but not to rep-
resent where on the network they reside. With an unstructured address scheme, all routers on
the Internet would need to store the address of each and every interface on the Internet. This
would make efficient routing impossible, even if only a fraction of the possible addresses were
used. The use of a network portion that can be tracked separately from the host portion
allows smaller routing tables than would be possible by tracking each individual address
in its entirety.

The solution to this unstructured address dilemma is to use a two- or three-level hierarchical
addressing scheme that is structured by network and host or by network, subnet, and host. An
unstructured address is similar to how a Social Security number works in that you may know
when the number was issued and where the individual resided when that unique number was
assigned to them, but the number is no help, by itself, in locating them today.

A two- or three-level hierarchical address is comparable to the sections of a telephone num-
ber. The first section, the area code, designates a very large area. The second section, the prefix,
narrows the scope to a local calling area. The final segment, the customer number, zooms in on
the specific subscriber. IPv4 addresses use the same type of layered structure. Rather than all
32 bits being treated as a unique identifier, as in MAC addressing, one part of the address is des-
ignated as the network address, and the other part is designated as either the subnet and host
addresses or just the host address, if the default mask is used. Note that in some literature, the
host address may be referred to as the node address.

In the following sections, we will discuss network addressing and the three different
address classes:

= Class A addresses
= (Class B addresses
= Class C addresses
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Network Addressing

The network address collectively identifies each network. Every interface on the same network
shares that network address as part of its IP address. In the IP address 172.16.30.56, for example,
172.16.0.0 is the network address, by default, because of the classful boundary.

The host address singularly identifies each interface on a network segment. This part of the
address must be unique because it identifies a particular interface—an individual—as opposed
to a network, which is a group. Of course, host addresses may be duplicated across subnet
boundaries. Otherwise, IP address space would be grossly limited. Nevertheless, when the entire
32-bit IP address is taken as a unit, by combining the network and host portions, it becomes
unique across the accessible internetwork.

In the sample IP address 172.16.30.56, 30.56 is the host address because of the default
Class B boundary.

The designers of the Internet decided to create classes of networks based on network size. For
the small number of networks possessing a very large number of nodes, they created the Class A
network. At the other extreme is the Class C network, reserved for the numerous networks with
a small number of nodes. The class distinction for networks between very large and very small
is predictably called a Class B network. The default division of an IP address into a network and
node address is determined by the class designation of a network. Table 2.1 provides a summary
of the three classes of networks, which will be described in much more detail throughout this
chapter, plus special classes D and E.

TABLE 2.1 The Three Classes of IP Addresses Used in Networks Today

Leading Bit Default Number of Addresses
Class Pattern Subnet Mask Address Range per Network
A 0 255.0.0.0 1.0.0.0-126.255.255.255 16,777,214
B 10 255.255.0.0 128.0.0.0-191.255.255.255 65,534
C 110 255.255.255.0 192.0.0.0-223.255.255.255 254
D 1110 None 224.0.0.0-239.255.255.255 Multicast
E 1111 None 240.0.0.0-255.255.255.255 Experimental

To ensure efficient routing, Internet designers defined a mandate for the leading bits section of
the address for each network class. For example, because a router knows that a Class A network
address always starts with 0, the router can determine the default boundary between network and
host portions after reading only the first bit of its address. This capability is invaluable when the
router has no way of determining the actual prefix length of an address. It allows at least a min-
imum level of functionality and reachability.
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This is where the address schemes define the difference between a Class A, a Class B, a Class C,
a Class D, and a Class E address. Class D is used for multicast addresses and Class E is reserved
for experimental uses. Recall from Chapter 1, “Routing Principles,” that a neat trick that you can
use to almost immediately determine the class of an IP address in binary form is to label the first
four bits A, B, C, and D. Wherever the first zero lies is the class of address you are dealing with.
No 0Os in the first four bits signify a Class E address. Try it.

Some IP addresses are reserved for special purposes, and network administrators shouldn’t
assign them to nodes. Table 2.2 lists some of the members of this exclusive little club and explains
why they’re included in it. For a more complete list of special-use addresses, consult RFC 3330,
“Special-Use IPv4 Addresses,” and RFCs 1700 (page 3) and 3232, “Assigned Numbers.”

TABLE 2.2 Reserved IP Addresses

Address

Function

Network address 0 with node address of
all 0s (0.0.0.0/8)

Network address 0 with node address of
all 0s (0.0.0.0/32)

Network address 0 with specific node
address (0.x.x.x/8)

Entire IP address set to all 0s (0.0.0.0/0)

Network 127

Node address of all Os

Node address of all 1s

Entire IP address set to all 1s (same as
255.255.255.255)

Original Unix general broadcast. Interpreted to mean
“this network or segment.” Source address only.

Interpreted to mean “this host on this network.”
Source address only.

Interpreted to mean “specified host on this net-
work.” Source address only.

Used by devices to generate the default route.

Reserved for loopback tests. Designates the local
node and allows that node to send a test packet to
itself without generating network traffic. Should
never appear outside a host.

Interpreted to mean “this network.” Mainly
appears in routing tables and engineering docu-
ments to refer to the entire network in general, but
to no particular node. Should never appear as a
source or destination address in a packet header.

A directed broadcast. Interpreted to mean “all
nodes” on the specified network; for example,
128.2.255.255/16 means “all nodes on network
128.2" (Class B address). Destination address only.

Broadcast to all nodes on the current network;
sometimes called a limited broadcast or an “all
ones broadcast.” Destination address only, not to
appear outside local segment.




Review of IPv4 Addressing 43

Let’s now take a look at the different network address classes, which can be assigned to an
individual host.

Class A Addresses

In a Class A address, the first byte—or octet—is assigned to the network address, and the three
remaining bytes are used for the node addresses, by default. The Class A format is

Network .Node .Node .Node

For example, in the IP address 49.22.102.70, 49 is the network address and 22.102.70 is the
node address. Every machine on this particular network would have the distinctive network
address of 49.

Class A network addresses have the first bit of the first byte set to 0 by definition, and the
seven remaining bits are available for IANA manipulation. Thus, the maximum number of
Class A networks that can be created is 128. Why? Because each of the seven bit positions can
either be 0 or 1, thus 27 or 128. But to complicate things further, it was also decided that the
network address of all Os (0000 0000) would be reserved to designate the default route and
other special-use addresses (see Table 2.2 earlier in this chapter). Thus, the actual number of
usable Class A network addresses is 128 minus 1, or 127. However, the address 127 is reserved
for diagnostics, so that can’t be used, which means that you can use only numbers 1 through
126 in the first octet to designate Class A networks.

It can also be argued that the total number is 125, because Class A network 10 is reserved
for private (intranet) use by RFC 1918. RFCs 1700 and 3330 expose still other reserved Class A
networks. Still others, visible as reserved via a brute-force journey through the American Reg-
istry for Internet Numbers’ (ARIN—arin.net) whois service, reveal why there are precious
few Class A addresses in the wild, all of which have been spoken for.

Each Class A address has three bytes (24 bit positions) for the host address of a machine.
Thus, there are 224—or 16,777,216—unique combinations and, therefore, precisely that many
possible unique node addresses for each Class A network. Because addresses with the two pat-
terns of all Os and all 1s in the host ID are reserved, the actual maximum usable number of nodes
for a Class A network is 224 minus 2, which equals 16,777,214.

Here’s an example of how to figure out the valid host IDs in a Class A network:

10.0.0.0 All host bits off is the network address.
10.255.255.255 All host bits on is the broadcast address.

The valid hosts are the numbers in between the network address and the broadcast address:
10.0.0.1 through 10.255.255.254. Note that Os and 2535s are valid in the second, third, or even
last octet of the IP address. All you need to remember when trying to find valid host addresses
is that the host bits cannot all be turned off or on at the same time.

As alluded to earlier, when you request a network number from ARIN, don’t expect to be
assigned a Class A address. These have all been taken for quite some time. Big names such as HP and
IBM got in the game early enough to have their own Class A network. However, a check of the Inter-
net Assigned Numbers Authority (IANA) records shows that several corporations were handed
Class A addresses back in 1995, and that Stanford University’s Class A was given back to IANA in
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July 2000. The records also indicate that the IANA has control of many Class A addresses, ones that
have not been allocated to regional ISPs. A company can also buy another company to get a Class A
network ID. For example, Compaq got the 16 network by acquiring Digital.

Class B Addresses

In a Class B address, the first two bytes are assigned to the network address, and the remaining
two bytes are used for host addresses, by default. The format is

Network .Network .Node .Node

For example, in the IP address 172.16.30.56, the network address is 172.16, and the host
address is 30.56.

With a network address being two bytes of eight bits each, there would be 65,536 unique
combinations. But the Internet designers decided that all Class B addresses should start with the
two binary digits 10. This leaves 14 bit positions for IANA to manipulate; therefore, there are
16,384 unique Class B addresses.

A Class B address uses two bytes for node addresses. This is 2 to the power of 16 minus the
two reserved patterns (all Os and all 1s in the host portion), for a total of 65,534 possible node
addresses for each Class B network.

Here is an example of how to find the valid hosts in a Class B network:

172.16.0.0 All host bits turned off is the network address.
172.16.255.255 All host bits turned on is the broadcast address.

The valid hosts would be the numbers in between the network address and the broadcast
address: 172.16.0.1 through 172.16.255.254.

Just as you saw with Class A addresses, all Class B addresses have also been assigned. Many
universities, which were connected to the Internet in the early 1990s, in addition to many big-
name organizations such as Microsoft, Cisco, Sprint, Xerox, Novell, and Sun Microsystems, have
all of these addresses consumed. However, they are available under the right circumstances.

Class C Addresses

The first three bytes of a Class C address are dedicated to the network portion of the address,
with only one measly byte remaining for the host address, by default. The format is

Network .Network .Network .Node

Using the example IP address 192.168.100.102, the network address is 192.168.100, and the
host address is 102.

In a Class C address, the first three bit positions are always the binary 110. The calcu-
lation is as follows: 3 bytes, or 24 bits, minus 3 reserved positions, equals 21 positions left
for IANA manipulation. There are, therefore, 2 to the power of 21, or 2,097,152, possible
Class C networks.

Each unique Class C network uses one byte for node addresses. This leads to 2 to the power
of 8, or 256, minus the two reserved patterns of all Os and all 1s in the host portion, for a total of
254 node addresses for each Class C network.
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Here’s an example of how to find a valid host ID in a Class C network:
192.168.100.0 All host bits turned off is the network ID.
192.168.100.1 The first host.
192.168.100.254 The last host.
192.168.100.255 All host bits turned on is the broadcast address.

Extending IP Addresses

In the “old days,” when the Network Information Center (InterNIC) assigned a network number to
an organization, it assigned either the first octet (a Class A network), the first two octets (a Class B
network), or the first three octets (a Class C network). The organization could take this one network
number and further subdivide it into smaller networks through a process called subnetting.

To illustrate, let’s say that our organization has been assigned the Class B network 172.16.0.0.
We have several different network segments, each of which needs a unique network number. So,
we decide to subnet our network. We use a subnet mask of 255.255.255.0. The subnet mask
determines where in our IP address is the boundary between the subnet number and the host ID.
If we write our IP address and subnet mask out in binary, as illustrated in the following IP address
example, the 1s in the mask correspond to the network portion of the address, and the Os corre-
spond to the node portion of the address.

Decimal 172 16 0 0
Binary 10101100 00010000 00000000 00000000
Decimal 255 255 255 0
Binary 11111111 11111111 11111111 00000000

So, in this case, instead of having one network (172.16.0.0) with 65,534 available host numbers,
we have 256 networks (172.16.0.0-172.16.255.0) with 254 available host numbers in each subnet.

We can calculate the number of hosts available on a subnet by using the formula 27 -2 =
number of available host IPs, where n is the number of host bits (in our example, 8). The minus
2 (- 2) represents our not being able to assign all host bits on and all host bits off, which are
reserved to an interface as an IP address.

Similarly, the number of networks (or subnets) can be calculated with nearly the same formula:
2n = number of available networks, where n is the number of subnet bits (in our example, 8). As long
as we use the ip subnet-zero global configuration command, we no longer need to subtract 2
from this result and may use the all Os and all 1s subnets. Without this command configured, we
must also subtract 2 from this result, leaving only 254 subnets, not including subnet 0 and subnet 255.
So, with subnetting we have balanced our need for available network and host numbers. However,
there may be instances where we need fewer host numbers on a particular subnet and more host
numbers on another.
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Let’s extend our example to include a serial link between two routers, as shown in Figure 2.1.

FIGURE 2.1 IP address example

Network 172.16.10.0/24
172.16.10.1
T —"
172.16.10.2

Because these are routers and not switches, each interface on the same router belongs to a
different network. The facing interfaces on opposing routers need to share a network to talk.
How many IP numbers do we really need on the network interconnecting the two routers?
Because a point-to-point link will never have anything but two devices, we need only two IP
numbers, one for each serial interface, as shown in Figure 2.1. Unfortunately, we have an
eight-bit subnet mask (i.e., 255.255.255.0), so we are wasting 252 of the 254 available num-
bers on the subnet. One possible solution to this dilemma is to use VLSMs.

Variable-Length Subnet Masks

As the name suggests, with variable-length subnet masks (VLSMs) we can have different subnet
masks for different subnets of the same classful network. So, for the serial link in the preceding
example, we could have a subnet mask of 255.255.255.252. If we do the math and look at our
subnet in binary, we see that we have only two host bits, as shown in our first VLSM example.

Decimal 255 255 255 252
Binary 11111111 11111111 11111111 11111100

Therefore, this subnet mask will give us only two valid IP addresses (22 — 2 = 2), which is
exactly what we need for our serial link.

As another example, consider what would happen if we were running out of IP numbers on
a particular subnet. Perhaps we have several web servers on network 172.16.10.0, with a subnet
mask of 255.255.255.0 (which we could also write in CIDR notation as 172.16.10.0/24, due
to there being 24 bits turned on in our subnet mask). With only eight bits left over for host iden-
tification, we have only 254 available host addresses.

However, in our web server implementation, each URL needs its own IP number, and our
need for unique IP numbers is about to grow beyond the 254 numbers that we have available.
It is possible to support several URLs to an IP address, but for this example we’ll use only one
address per URL.

Yet again, VLSMs can provide a solution. Instead of making our subnet mask longer, as in
the previous example, we can make our subnet mask shorter. This is called route aggregation,
in general, or supernetting when dealing with a prefix length shorter than the default for the
class in question.
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Our second VLSM example demonstrates would happen if we reduced our prefix length
from 24 bits to 23 bits.

Decimal 255 255 254 0
Binary 11111111 11111111 11111110 00000000

We now have a network of 172.16.10.0 with a subnet mask of 255.255.254.0, which can
also be written as 172.16.10.0/23. Again, by doing the math (29 -2 = 510, because we have nine
host bits), we see that we now have 510 available IP addresses instead of 254.

Let’s work through a VLSM design example, as depicted in Figure 2.2.

FIGURE 2.2 VLSM design example

Server Farm
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In this example, we have the following set of requirements for our network addressing:
= A server farm requires 300 IP addresses.
= A user segment requires 200 IP addresses.
= A serial link between two routers requires two IP addresses.
= A switched subnet interconnecting four routers requires four IP addresses.
= We have been assigned the Class B network of 172.16.0.0.

We will now go through a simple three-step process for efficiently calculating the IP address
ranges to be assigned to each segment. We say “efficiently,” because we will be using the min-
imum number of IP addresses required to accomplish our goal with a few extra to account for
expected growth. Changing addresses once they’ve been implemented can be time-consuming,
costly, and may require significant down time.

1. Create a table detailing the segments and the number of hosts required on each segment, as
shown in Table 2.3.
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TABLE 2.3 Number of IP Addresses Used in Figure 2.2

Description of Segment Number of IP Addresses Required
Server farm 300

Ethernet user segment 200

Serial link 2

Router interconnection switched subnet 4

2. Determine the subnet mask required to support the requirements defined in step 1, and
expand the table to list the subnet masks.

< We can use our formula 2n -2 = number of hosts to create a handy reference

P chart to quickly determine how many hosts can be supported for any given sub-
net mask, as shown in Table 2.4. The table goes up to only 1022 hosts, because
Cisco has a design recommendation that you should not have a non-routed net-
work segment with more than 500 hosts (due to performance problems caused
by broadcast traffic). To confuse you further, understand that some Cisco docu-
mentation states that the number of hosts on a segment can be up to 800! Just
keep in mind the amount of traffic when making this decision.

TABLE 2.4 Number of Hosts Needed in Figure 2.2

Maximum Number of Hosts Bits in Subnet Mask Subnet Mask

2 30 255.255.255.252
6 29 255.255.255.248
14 28 255.255.255.240
30 27 255.255.255.224
62 26 255.255.255.192
126 25 255.255.255.128

254 24 255.255.255.0
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TABLE 2.4 Number of Hosts Needed in Figure 2.2 (continued)

Maximum Number of Hosts Bits in Subnet Mask Subnet Mask
510 23 255.255.254.0
1022 22 255.255.252.0

Referring to Table 2.4, we can easily determine the subnet mask required for each segment
in our example by looking for the closest subnet size greater than or equal to the number of
hosts needed, as shown in Table 2.5.

TABLE 2.5 Subnet Masks for Figure 2.2

Number of IP Subnet Mask (Number
Description of Segment Addresses Required of Subnet Bits)
Server farm 300 255.255.254.0 (23)
Ethernet user segment 200 255.255.255.0 (24)
Serial link 2 255.255.255.252 (30)
Router interconnection 4 255.255.255.248 (29)

switched subnet

3. Starting with the segment requiring the greatest prefix length, begin allocating addresses.

Let’s begin with the serial link, which has a prefix length of 30 bits. Because all of our addresses
are going to start with 172.16, we will examine only the last 16 bits of the IP address. In Table 2.6,
we see the binary representations of the last two octets of the subnet mask, the subnet address, the
first and last valid IP addresses in the subnet, and the broadcast address. Remember that the host
portion of an assigned address cannot be all 1s, which is the broadcast address, or all Os, which
is the address of the network, or wire.

TABLE 2.6 Networks, Hosts, and Subnets for Figure 2.2

3rd Octet 4th Octet Decimal IP Address
1286432168421 1286432168421 (Last 16 bits in bold)

Subnet Mask 11111111 11111100 255.255.255.252

Subnet 0 0000O0OO 0 0000O0OO 172.16.0.0
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TABLE 2.6 Networks, Hosts, and Subnets for Figure 2.2 (continued)

3rd Octet 4th Octet Decimal IP Address
1286432168421 1286432168421 (Last 16 bits in bold)

FirstIPinrange 0 00 0 0000 0 0000001 172.16.0.1
LastIPinrange 0 0000000 00000110 172.16.0.2
Broadcast 0 000O0O0O0O 00000111 172.16.0.3

By simply subtracting the non-0, non-255 (interesting) octet value in our mask (252, in this case,
and there will be only one such value, in any case—all other octet values will be 0 or 255) from 256
(call 256 “the magic number”), we get the increment size that takes us from one subnet boundary
to the next in the octet that we found interesting. Always start with 0 in the interesting octet; that
will be the first valid subnet and will look exactly like the network we started subnetting from.

The next subnet can always be determined by adding the increment to the current value,
yielding 4 in the fourth octet, for the second subnet. This continues until the sum equals the orig-
inal value of the interesting octet of the subnet mask (252, in this case), and no octets to the left
of the interesting octet are within your authority to make any larger. Practicing with this short-
cut method is the only way to truly understand each of these nuances.

After picking the first available network number (172.16.0.0), given our 30-bit subnet mask
and eliminating host IP addresses that are all 1s and all Os, we have the following range of num-
bers: 172.16.0.1-172.16.0.2. The broadcast address is all host bits on, or 172.16.0.3, which is
also the address right before the next subnet address. We can take one of these numbers and assign
it to one side of the serial link. The other number can be assigned to the other end of the serial link.

Next, we will calculate the range of IP addresses to use for our switched subnet, containing four
router interfaces. We pick the first available network address, given our 29-bit subnet mask and
previous choices. In this case, the first available network is 172.16.0.8, as shown in Table 2.7.

TABLE 2.7 IP Address Range for Switched Subnet in Figure 2.2

3rd Octet 4th Octet Decimal IP Address
1286432168421 1286432168421 (Last 16 bits in bold)

Subnet mask 11111111 11111000 255.255.255.248
Subnet 0 0000000 0 0001000 172.16.0.8
First IP in range 0 000O0O0O0O 0 0001001 172.16.0.9
Last IP in range 0 0000000 00001110 172.16.0.14

Broadcast 0 0000O0O0O 00001111 172.16.0.15
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Again, subtracting 248 from 256 leaves a value of 8, our increment. The first valid value of the
fourth octet, as always, is 0, but that’s already taken. Add 8, and the next subnet boundary is 8.
Because the 0 subnet was based on an increment of 4, we are fine placing this subnet at 8. In fact,
there is another two-host subnet at 4, which we had to skip—that can be used in the future.

Eliminating host IP addresses that contain all 1s and all Os, as before, we discover that our valid
IP address range for this segmentis 172.16.0.9-172.16.0.14. The broadcast address is all host bits
on, or 172.16.0.15, which is also one less than the next subnet boundary of 172.16.0.16, found

by using our increment of 8.
Now we will perform the same steps on the Ethernet user segment, as shown in Table 2.8,
and the server farm segment, as shown in Table 2.9.

TABLE 2.8

Valid Addresses for Ethernet Segment in Figure 2.2

3rd Octet

1286432168421

4th Octet

1286432168421

Decimal IP Address
(Last 16 bits in bold)

Subnet mask T11T11111 0 000O0OO0O 255.255.255.0
Subnet 0 0000001 0 000O0OOO0O 172.16.1.0
First IP in range 0 0000001 0 0000001 172.16.1.1
Last IP in range 0 0000001 11111110 172.16.1.254
Broadcast 0 0000001 T1111111 172.16.1.255
TABLE 2.9 Valid Addresses for Server Farm Segment in Figure 2.2

3rd Octet

1286432168421

4th Octet

1286432168421

Decimal IP Address
(Last 16 bits in bold)

Subnet mask 11111110 0 0000000 255.255.254.0
Subnet 0 0000010 0 000O0O0CO0O 172.16.2.0
First IP in range 0 0000010 0 0000001 172.16.2.1
Last IP in range 0 0000011 11111110 172.16.3.254
Broadcast 0 0000011 11111111 172.16.3.255

From these tables, we see that our IP address range for the Ethernet user segment is 172.16.1.1-
172.16.1.254. This is because we have no interesting octet. However, by realizing we have complete
control over the third octet, which has a mask value of 255, we can see that we have an increment
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of 1 when 255 is subtracted from 256, which is how default subnets work. Because the previous two
subnets have a third-octet value of 0, we must start in the third octet with at least a value of 1, and
the subnet gets the entire range of addresses with 1 in the third octet.

In addition, notice that the IP address range for the server farm segment is 172.16.2.1-
172.16.3.254. This is because the interesting octet is now the third octet, with a value of 254. Sub-
tracting this from 256 leaves us with an increment of 2. Remembering to apply this to only the third
octet, we determine we can have values of 0, 2, 4, 6, and so on, in the third octet, but we already have
subnets with 0 and 1 in that octet, so 2 is the first available value. Because the increment is 2, we get
the entire range up to, but not including, the next subnet boundary, which is 4 in the third octet.

In summary, we have defined the following address ranges for our four segments, as detailed
in Table 2.10.

TABLE 2.10 Valid IP Addresses for All Four Segments Used in Figure 2.2

Description of Segment Address Range

Server farm 172.16.2.1-172.16.3.254
Ethernet user segment 172.16.1.1-172.16.1.254
Serial link 172.16.0.1-172.16.0.2
Router interconnection switched segment 172.16.0.9-172.16.0.14

We can now take our VLSM address ranges and apply them to our network diagram, as
shown in Figure 2.3.

FIGURE 2.3 VLSM example with IP addresses
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Router Interconnections
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Design Considerations with VLSM

Now that we’ve seen how valuable VLSMs can be in preserving those precious IP addresses, be
aware that there’s a catch. Specifically, if you use a classful routing protocol (a protocol that
doesn’t send a subnet mask) such as RIPv1 or IGRP, then VLSMs are not going to work.

RIPv1 and IGRP routing protocols do not have a field in their update packets for subnet
information. Therefore, subnet information does not get communicated. This makes for some
fairly interesting, although inefficient, scenarios. A router running RIPv1or IGRP will adhere to
the following main points when sending updates:

= If the subnet to be advertised is not part of the same classful network as the interface over
which the update is to be sent, then the router automatically summarizes the subnet, adver-
tising the classful network instead. This, coupled with the receive behavior detailed in the
next bulleted list, prohibits the implementation of discontiguous subnets.

= If the subnet to be advertised is a different subnet of the same classful network as the inter-
face over which the update is to be sent, it will be sent out only if the subnet mask is iden-
tical to that of the interface, which is how the router makes certain that it does not advertise
an overlapping address range. In other words, if the classful networks are the same but the
subnet masks are not, the router will simply refuse to advertise the subnet.

A router running RIPv1 or IGRP will adhere to the following main points when
receiving updates:

=  For any routing updates received on an interface, in the same classful network, the router
will apply the same subnet mask as the interface to the route. With the mask applied, if no
host bits are set to 1, then the route is already in the table and the update is ignored. Note
that under normal circumstances, the neighboring router would never advertise such a
route. More likely, if any of the host bits are set, the router will place a /32 route for the
exact address in its table, hardly efficient. Furthermore, only RIPv1, not IGRP, will further
propagate this host route to additional routers.

=  For any routing updates received on an interface, not in the same classful network, the
router will determine if any other of its interfaces have addresses in the same classful net-
work. If so, the router will ignore the update so as not to create potentially conflicting
entries. This is what breaks the routing domain when using discontiguous subnets and
classful routing protocols. Without specific subnet mask information, the receiving router
has no idea that the advertisement intends to offer something it is not already aware of.
Otherwise, if no other interfaces are in this classful network, the router will apply the class-
ful mask to the update and create an entry in its routing table.

Classless routing protocols, however, do support the advertisement of subnet information in
the packet. So, you can use VLSM with routing protocols such as RIPv2, EIGRP, OSPF, or IS-IS.

As mention in the bulleted lists earlier, another important point to consider when assigning
addresses is to not have discontiguous networks. Specifically, if you have two subnets of the
same classful network separated by a different classful network, some of your hosts could
become unreachable. Consider the network shown in Figure 2.4.
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FIGURE 2.4 Discontiguous networking example

RouterA RouterB
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If automatic route summarization is configured (with classful routing protocols, it is, and it
cannot be disabled), then both RouterA and RouterB in Figure 2.4 will be advertising to the
WAN cloud that they are the route to network 172.16.0.0/16. While there are techniques and
alternate routing protocols to overcome this behavior that will be discussed in the “Route Sum-
marization” section later in this chapter, it makes for better network design to not separate a
network’s subnets by another network when using classful routing protocols.

Classless Interdomain Routing

Classless interdomain routing (CIDR) is an industry standard for displaying the number of
subnet bits used with the IP address of a host or a network. Let’s say you have a 172.16.10.1
address with a 255.255.255.0 mask. Instead of writing the IP address and subnet mask sepa-
rately, you can combine them. For example, 172.16.10.1/24 means that the subnet mask has 24
out of 32 bits on.

The following list shows all the possible CIDRs:

0.0.0.0 =/0 255.255.128.0 =/17
128.0.0.0 =/1 255.255.192.0 = /18
192.0.0.0 =72 255.255.224.0 =/19
224.0.0.0=/3 255.255.240.0 = /20
240.0.0.0 =/4 255.255.248.0 = /21
248.0.0.0=/5 255.255.252.0 = /22
252.0.0.0=/6 255.255.254.0 = /23
254.0.0.0 =/7 255.255.255.0 = /24
255.0.0.0 =/8 255.255.255.128 = /25
255.128.0.0 =/9 255.255.255.192 = /26

255.192.0.0 =/10 255.255.255.224 = 127
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255.224.0.0 =/11 255.255.255.240 = /28
255.240.0.0 =/12 255.255.255.248 = /29
255.248.0.0 =/13 255.255.255.252 = /30
255.252.0.0 =/14 255.255.255.254 = /31
255.254.0.0 =/15 255.255.255.255 = /32

255.255.0.0 =/16

Notice that the CIDR list starts at /0 and goes up to /32. With the release of RFC 3021, a /31
can be used on a point-to-point link instead of a /30, which will reduce the number of addresses
used by half. Because a point-to-point connection connects only two systems, there is no reason
to have one address dedicated to the network and one to the broadcast address. Cisco introduced
RFC 3021 support with IOS version 12.0(14)S. You must remember to disable directed broad-
casts with the no ip directed-broadcast global configuration command when using this fea-
ture. A /32 address is designated as a host route and is usually assigned to the loopback interface
on a router.

Let’s now examine how Cisco handles CIDR.

Cisco and CIDR

Cisco has not always followed the CIDR standard. Take a look at the way a Cisco 2500 series
router with a legacy version of IOS asks you to put the subnet mask in the configuration when
using the Setup mode:

Configuring interface Ethernet0:
Is this interface in use? [yes]: <Enter>
Configure IP on this interface? [yes]: <Enter>
IP address for this interface: 1.1.1.1
Number of bits in subnet field [0]: 8
Class A network is 1.0.0.0, 8 subnet bits; mask is /16

Notice that the router asks for the number of bits used only for subnetting, which does not
include the default mask bits. When dealing with these questions, remember that your answers
involve the number of bits used for creating subnets, not the number of bits in the subnet mask.
The industry standard is that you count all bits used in the subnet mask and then display that
number as a CIDR; for example, the /16 the 2500 reported back to you takes into account all
16 bits that are set to 1.

The newer 10S that runs on Cisco routers, however, runs a Setup script that no longer asks
you to enter the number of bits used only for subnetting. Here’s an example of a new 1700 series
router in Setup mode:

Configure IP on this interface? [no]: y
IP address for this interface: 1.1.1.1
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Subnet mask for this interface [255.0.0.0]: 255.255.0.0
Class A network is 1.0.0.0, 16 subnet bits; mask is /16

Notice that the Setup mode asks you to enter the subnet mask address. It then displays the
mask using the CIDR slash notation format. Much better.

Route Summarization

In the “Design Considerations with VLSM” section earlier in this chapter, we briefly mentioned the
concept of route summarization. So what is it, and why do we need it? On very large networks, there
may be hundreds or even thousands of individual networks and subnetworks being advertised. All
these routes can be very taxing on a router’s memory and processor. For example, routers on the
Internet were starting to be overwhelmed with a couple of hundred thousand routes. After summa-
rizing routes and using CIDR, the number of routes has been dramatically reduced.

In many cases, the router doesn’t even need specific routes to each and every subnet (for
example, 172.16.1.0/24). It would be just as happy if it knew how to get to the major network
(for example, 172.16.0.0/16) and let another router take it from there. In our telephone net-
work example, the local telephone switch should only need to know to route a phone call to the
switch for the called area code. Similarly, a router’s ability to take a group of subnetworks and
summarize them as one network (in other words, one advertisement) is called route summari-
zation, as illustrated in Figure 2.5.

FIGURE 2.5 Route summarization
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) In some of the literature, you may find route summarization referred to as route
TE aggregation.

Besides reducing the number of routing entries that a router must keep track of, route summari-
zation can also help protect an external router from making multiple changes to its routing table due
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to instability within a particular subnet. For example, let’s say that we were working on a router that
connected to 172.16.2.0/24. As we were working on the router, we rebooted it several times. If we
were not summarizing our routes, an external router would see each time 172.16.2.0/24 went away
and came back. Each time, it would have to modify its own routing table. However, if our external
router were receiving only a summary route (i.e., 172.16.0.0/16), then it wouldn’t have to be con-
cerned with our work on one particular subnet. This is especially a problem for EIGRP, which can
create stuck in active (SIA) routes that can lead to a network melt-down.

We will get the most benefit from route summarization when the networks or subnetworks
that we’re summarizing are numerically and physically contiguous. To illustrate this point, let’s
look at an example.

Route Summarization Example 1

We have the following networks that we want to advertise as a single summary route:

172.16.100.0/24 172.16.104.0/24
172.16.101.0/24 172.16.105.0/24
172.16.102.0/24 172.16.106.0/24

172.16.103.0/24

To determine what the summary route would be for these networks, we can follow a simple
two-step process:

1.  Write out each of the numbers in binary, as shown in Table 2.11.

TABLE 2.11 Summary Example

IP Network Address Binary Equivalent

172.16.100.0 10101100.0001000.01100100.0
172.16.101.0 10101100.0001000.01100101.0
172.16.102.0 10101100.0001000.01100110.0
172.16.103.0 10101100.0001000.01100111.0
172.16.104.0 10101100.0001000.01101000.0
172.16.105.0 10101100.0001000.01101001.0

172.16.106.0 10101100.0001000.01101010.0
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Examine the table to determine the maximum number of bits (starting from the left) that
all of the addresses have in common. (Where they are lined up, we boldfaced them to make
them easier for you to see.) The number of common bits is the prefix length for the sum-
marized address (/20).

In this example, we can see from the table that all of the addresses have the first 20 bits in

common. The decimal equivalent of these first 20 bits is 172.16.96.0. So, we can write our
new summarized address as 172.16.96.0/20. If we were to later add a network 172.16.98.0,
it would need to be behind the router summarizing this address space. If we didn’t, it could
cause problems.

Another way that works more quickly, once you get it down, is to avoid binary and do just

about everything in decimal, as outlined in the following steps:

1.

Count the number of networks you’re trying to summarize, calling the first octet that
changes value among the networks the interesting octet. Make sure you include any net-
works that are skipped, just in case you’re not dealing with a continuous run of networks.
Often, the quickest way to accomplish this step is to subtract the value of the interesting
octet of the first network from that of the last network and add 1 to the result, just to make
sure both the first and last networks are counted.

Recalling the series of numbers that stems from the powers of 2 (0, 2, 4, 8, and so on), see
if there is a value that matches the number of networks you are trying to summarize. Other-
wise, choose the next highest block size. In this case, we are trying to summarize seven sub-
nets, so we need to look at the block size of 8.

Starting with 0, count up by the block size until you reach or exceed the starting value in
the interesting octet. Alternatively, divide the starting value of the interesting octet by the
block size and ignore the remainder. Then, multiply the result by the block size. In this case,
we get (100 div 8) x 8 = 96, where div is the operand for integer division, which ignores any
remainder from the operation. This result is the closest block boundary in the interesting
octet without going over.

Confirm that starting with the boundary from the previous step will include all net-
works that we need to summarize. In our case, a block size of 8 starting with 96 will
extend only to a value of 103 in the interesting octet, not enough to cover the end of
our run of networks. Simply increasing the block size to the next power of two, or 16,
in this case, will always cover our needs. The thing we must confirm is that 96 is still
a power of 16, as it was for 8. In this case it is, but if our starting point from step 3 had
been 88 or 104, we would have had to adjust down to 80 or 96, respectively, to accom-
modate a block size of 16.

Subtract the block size from our magic number, 256, and get 240, in this case. Combine this
information with the result of step 3, and we have our summary address and mask. The 96
contributes to the value of the interesting octet of the summary address, 172.16.96.0, and
the 240 is the value of the same octet in the mask, 255.255.240.0, or /20.

Okays, this is confusing, we know. This is why we’re going to give you three more examples.

The preceding five steps of the “faster” method may take a while to read, but once you get them
down, the process of finding an answer without breaking out the binary is incredibly efficient.



Extending IP Addresses 59

Route Summarization Example 2

In this example, we will summarize 10.1.0.0 through 10.7.0.0. First, put everything into binary
and then follow the bits, starting on the left and stopping when the bits do not match in each and
every network. Notice where we stopped boldfacing the following:

10.1.0.0 00001010.00000001.00000000.00000000
10.2.0.0 00001010.00000010.00000000.00000000
10.3.0.0 00001010.00000011.00000000.00000000
10.4.0.0 00001010.00000100.00000000.00000000
10.5.0.0 00001010.00000101.00000000.00000000
10.6.0.0 00001010.00000110.00000000.00000000
10.7.0.0 00001010.00000111.00000000.00000000

Now, create the network number using only the boldfaced bits. Set all the bits that are not
in boldface to 0. As a result, the second octet has no bits on (bits in the boldfaced section),
so we get this:

10.0.0.0

To come up with the summary mask, consider all the boldfaced bits as 1s. Because eight bits
are boldfaced in the first octet and five bits in the second, we’ll get this:

255.248.0.0 or /13
The answer written in CIDR formatis 10.0.0.0/13. Now let’s see it with trimmed-down steps
the non-binary way:

1. The interesting octet is the second octet. There are seven networks that need to be included
in the summary.

The block size we should start with is 8.
(1 div 8) x 8 = 0. So the value of the interesting octet in the summary address might be 0.

This starting point with a block size of 8 will cover from the values 0 through 7, inclusive,
so we’re fine. Our summary address is 10.0.0.0.

5. 256 — 8 =248, so this is the value of the mask in the second octet, all others being 0 and/or
255. Our mask for our summary address is 255.248.0.0, or /13.

Route Summarization Example 3

This example will show you how to summarize 172.16.16.0 through 172.16.31.0. First, let’s
put the network addresses into binary and then line up the bits:

172.16.16.0 10101100.0001000.00010000.00000000
172.16.17.0 10101100.0001000.00010001.00000000
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172.16.18.0 10101100.0001000.00010010.00000000
172.16.19.0 10101100.0001000.00010011.00000000
172.16.20.0 10101100.0001000.00010100.00000000
172.16.21.0 10101100.0001000.00010101.00000000
172.16.22.0 10101100.0001000.00010110.00000000
172.16.23.0 10101100.0001000.00010111.00000000
172.16.24.0 10101100.0001000.00011000.00000000
172.16.25.0 10101100.0001000.00011001.00000000
172.16.26.0 10101100.0001000.00011010.00000000
172.16.27.0 10101100.0001000.00011011.00000000
172.16.28.0 10101100.0001000.00011100.00000000
172.16.29.0 10101100.0001000.00011101.00000000
172.16.30.0 10101100.0001000.00011110.00000000
172.16.31.0 10101100.0001000.00011111.00000000

Notice where the bits stop matching throughout—after the boldface. Consider only the bits
that are the same to get the network address, setting all other bits to 0:

172.16.16.0

Now, create the summary mask by counting all the bits that are in boldface up to the point
where they stop matching. We have eight bits in the first octet, eight bits in the second octet, and
four bits in the third octet. That is a /20 or

255.255.240.0

Using the non-binary shortcut, the following is true:

1. The interesting octet is the third octet. There are (31 — 16) + 1 = 16 networks that need to
be included in the summary.

The block size we should start with is 16.

(16 div 16) x 16 = 16. So, the value of the interesting octet in the summary address might
be 16.

4. This starting point with a block size of 16 will cover from the values 16 through 31, inclu-
sive, so we are fine. Our summary address is 172.16.16.0.

5. 256 —16 =240, so this is the value of the mask in the third octet, all others being 0 and/or
255. Our mask for our summary address is 255.255.240.0, or /20.
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The answer written in CIDR format is 172.16.16.0/20. Boy, the longer binary method sure
seems like a pain in the pencil, huh? Try this as a shortcut, without completely leaving the binary
method. Take the first number and the very last number, and put them into binary:

172.16.16.0 10101100.0001000.00010000.00000000
172.16.31.0 10101100.0001000.00011111.00000000

Can you see that we actually came up with the same numbers? It is a lot easier than writing
out possibly dozens of addresses. Now, you have three ways to choose from in order to find
your comfort zone. Let’s do another example, but let’s use both of our shortcuts.

Route Summarization Example 4

In this example, we will show you how to summarize 192.168.32.0 through 192.168.63.0. By
using only the first network number and the last, we’ll save a lot of time and come up with the
same network address and subnet mask:

First number: 192.168.32.0 = 11000000.10101000.00100000.00000000
Last number: 192.168.63.0 = 11000000.10101000.00111111.00000000
Network address: 192.168.32.0

Subnet mask: 255.255.224.0 or /19

But this still involves binary-to-decimal conversion, which can take a bit of precious time that
we may not have, depending on when the question is asked, if you know what I mean. The non-
binary method produces the same results:

1. The interesting octet is the third octet. There are (63 — 32) + 1 = 32 networks that need to
be included in the summary.
The block size we should start with is 32.
(32 div 32) x 32 = 32. So, the value of the interesting octet in the summary address might
be 32.

4. This starting point with a block size of 32 will cover from the values 32 through 63, inclu-
sive, so we are fine. Our summary address is 192.168.32.0.

5. 256 —32 =224, so this is the value of the mask in the third octet, all others being 0 and/or
255. Our mask for our summary address is 255.255.224.0, or /19.

Route Summarization Example 5

Sometimes you just cannot easily summarize a set of routes to one summary address. If might be
more advantageous to summarize them into more than one summary address. In this example, we
will show you how to determine when you should use more than one summary address. The
addresses are 169.254.100.0 through 169.254.200.0 and 167.1.200.0 through 167.4.2.0. We’ll
break it down like we did before into binary:

Number 1: 169.254.100.0= 10101001.11111110.01100100.00000000
Number 2: 169.254.200.0= 10101001.11111110.11001000.00000000
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Number 3: 167.1.200.0= 10100111.00000100.00000010.00000000
Number 4: 167.4.2.0= 10100111.00000001.11001000.00000000

If you wanted to try and summarize the above addresses into single aggregate address, it would
be 160.0.0.0/4, because only the first four bits match among all four addresses, which is a very
large address range. We will need to use two separate addresses, which are 169.254.0.0/16 and
167.0.0.0/13. Here’s the non-binary way:

1. The interesting octet is the third octet for the first range. There are (200 — 100) + 1 = 101
networks that need to be included in the summary.

The block size we should start with is 128.

(101 div 128) x 128 = 0. So, the value of the interesting octet in the summary address
might be 0.

4. This starting point with a block size of 128 will cover from the values 0 through 127, inclu-
sive, so we have a problem. Increasing the block size to 256 and confirming that our start-
ing point is still valid makes our summary address 169.254.0.0.

5. 256-256 =0, so this is the value of the mask in the third octet, all others being 0 and/or
255. Our mask for our summary address is 255.255.0.0, or /16.

For the second range, the following is true:

1. The interesting octet is the second octet. There are (4 — 1) + 1 = 4 networks that need to be
included in the summary.

The block size we should start with is 4.
(1 div 4) x4 = 0. So, the value of the interesting octet in the summary address might be 0.

This starting point with a block size of 4 will cover from the values 0 through 3, inclusive,
so we have a problem. Increasing the block size to 8 and confirming that our starting point
is still valid makes our summary address 167.0.0.0.

5. 256 — 8 =248, so this is the value of the mask in the second octet, all others being 0 and/or
255. Our mask for our summary address is 255.248.0.0, or /13.

Design Considerations for Route Summarization
Keep the following information in mind when designing your network summarization points:

= Only classless routing protocols support manual route summarization. Examples of
classless routing protocols include RIPv2, EIGRP, OSPF, BGP4, and IS-IS. Therefore,
if you are working in a RIPv1 or IGRP environment, manual route summarization is
not going to work for you.

%)’ Classless and classful protocols were discussed in Chapter 1.
ITE



Extending IP Addresses 63

*  Route summarization is most effective when the addresses have been organized in a hier-
archy (i.e., “hierarchical addressing”). When we speak of addresses being hierarchical,
we mean that the IP subnets at the “bottom of the tree” (in other words, the ones with
the longest subnet masks) are subsets of the subnets at the “top of the tree” (i.e., the ones
with the shortest subnet masks). Figure 2.6 will be used to illustrate hierarchical versus
non-hierarchical addressing.

FIGURE 2.6 Discontiguous networking example
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In the VLSM section of this chapter, we discussed how route summarization in discontiguous
networks could cause some hosts to become unreachable, as we saw in Figure 2.4. If both
RouterA and RouterB are sending out advertisements to the WAN cloud advertising that they
are the path to network 172.16.0.0/16, then devices in the WAN cloud equidistant from each
will enter both paths in their routing table, causing intermittent functionality, because half of
the traffic goes in one direction and the other half goes in the other direction, without regard to
which way is the correct way. Others will enter the route with the least cost in their routing
table, which will have only a 50/50 chance of working for any given packet.

Remember that you can avoid this situation by proper address planning ahead of time. How-
ever, you may find yourself in a situation where you are dealing with a legacy installation, and
you need to overcome this issue of discontiguous networks.

One solution is to turn off automatic route summarization for the classless routing protocols.
To keep routing protocols such as RIPv2 and EIGRP from automatically summarizing routes,
we can explicitly disable route summarization in the Cisco IOS. Following are examples of IOS
configurations where we are disabling automatic route summarization. As the OSPF chapters
will show, OSPF does not automatically summarize.

To turn off auto-summarization for RIP version 2 routing domains, use a router configura-
tion similar to the following:

router rip

version 2

network classful_network_number
network classful_network_number
no auto-summary

To turn off auto-summarization for EIGRP routing domains, use a router configuration sim-
ilar to the following:

router eigrp AS_number

network classful_network_number
network classful_network_number
no auto-summary

Another way to allow discontiguous networks to be interconnected over a serial link is to use
Cisco’s IOS feature called IP unnumbered. We’ll look at this next.

IP Unnumbered

With IP unnumbered, a serial interface is not on a separate network, as most router interfaces
tend to be. Instead, the serial port “borrows” an IP address from another interface. In the fol-
lowing router configuration example, interface Serial 0 is using a borrowed IP address from
interface Ethernet 0:

interface serial 0
ip unnumbered ethernet 0
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Therefore, by using IP unnumbered, the apparently discontiguous subnets, shown in
Figure 2.4, are actually supported. Because the unnumbered interface shares another local
interface’s IP address, it is advised that a loopback interface be used, because virtual inter-
faces never go down and the unnumbered interface will become inoperative should the asso-
ciated numbered interface go down.

IP unnumbered is compatible with point-to-point links only. An error will be returned if an
interface on a non-point-to-point segment, such as Ethernet, is attempted to be configured as
unnumbered.

ING Because the serial interface has no unique IP address, you will not be able to
ping the interface to see if it is up, because the numbered interface will source
the echo reply, although you can determine the interface status with Simple
Network Management Protocol (SNMP). Nevertheless, pinging through the
unnumbered interface to one on the remote side from the echo source leads
us to believe the configuration is operational. In addition, IP security options
are not supported on an IP unnumbered interface. Due to the difficulty with
troubleshooting IP unnumbered interfaces, it is a practice that should be
avoided.

ﬁl‘ There are a few things to be aware of before using IP unnumbered interfaces.

IP Helper Address

IP helper addresses are needed when the forwarding of UDP broadcast packets is required. Such
instances would be when you need to forward DHCP or DNS requests. In order to enable the
use of IP helper addresses, you need to enter the following command in interface configuration
mode on the interface from which the unicasts should be sourced:

ip helper-address address
address - the address you need to forward the UDP packets to.

You can have multiple IP helper addresses on an interface. By default, the router will unicast
the following UDP broadcast packets to the helper address specified as long as the helper
address is not associated with the interface on which the broadcast was received:

= Trivial File Transfer Protocol (TFTP—port 69)

*  Domain Naming System (DNS—port 53)

= Time service (port 37)

= NetBIOS Name Server (port 137)

= NetBIOS Datagram Server (port 138)

= Bootstrap Protocol (BootP) client and server datagrams (ports 67 and 68)
= TACACS service via the login host protocol (port 49)

= IEN-116 Name Service (port 42—obsolete)
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You can add UDP ports to the list of broadcast packets that will be forwarded by using the
following command:

ip forward-protocol udp port
port - the destination UDP port number

You can add additional UDP broadcast packets that will be unicast-forwarded by using the ip
forward-protocol udp port command in global configuration mode, where port is the UDP
port number or related keyword for which to enable forwarding. You can also turn off the default
and additionally configured UDP broadcast packets that will be sent by using the no version of the
command. The following is an example of turning off the TFTP and TACACS service from being
forwarded to the helper address, turning on the Citrix client locator service, and configuring the
IP address of 182.16.45.9 as the helper address reachable through interface EthernetO:

Router#conf t

Router(config)#no ip forward-protocol udp tftp
Router(config)#no ip forward-protocol udp 49
Router(config)#ip forward-protocol udp 1604
Router(config)#interface Ethernet0
Router(config-if)#ip helper-address 182.16.45.9
Router(config-if)#exit

Router(config)#exit

Router#

Decimal-to-Binary Conversion Chart

For your convenience, Table 2.12 provides a decimal-to-binary chart to help you with your IP
addressing. The vertical column of four digits is the leftmost binary digits, and the horizontal
row of four digits is the rightmost bits of each octet.

An Overview of IPv6 Addressing

The IPv6 addressing scheme has been developed to be compatible with the current IPv4 address-
ing standard, which allows the new IPv6 networks to coexist with IPv4 networks. IPv6 increases
the size of the address space from 32 bits to 128 bits, which provides
340,282,366,920,938,463,463,374,607,431,768,211,456, or 3.4 x 1038, addresses. IPv6 also
improves routing, security, and quality of service (QoS) features, while simplifying the IP
header. The IPv6 addressing architecture is described in RFC 3513, which defines how the
address space will be utilized.

Let’s talk about how IPv6 addresses are represented.
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TABLE 2.12 Decimal-to-Binary Chart

0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100 1101 1110 1111

0000 O 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0001 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

0010 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47

0011 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

0100 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79

0101 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95

0110 96 97 98 99 100 101 102 103 104 105 106 107 108 109 110 111

0111 112 113 114 115 116 117 118 119 120 121 122 123 124 125 126 127

1000 128 129 130 131 132 133 134 135 136 137 138 139 140 141 142 143

1001 144 145 146 147 148 149 150 151 152 153 154 155 156 157 158 159

1010 160 161 162 163 164 165 166 167 168 169 170 171 172 173 174 175

1011 176 177 178 179 180 181 182 183 184 185 186 187 188 189 190 191

1100 192 193 194 195 196 197 198 199 200 201 202 203 204 205 206 207

1101 208 209 210 211 212 213 214 215 216 217 218 219 220 221 222 223

1110 224 225 226 227 228 229 230 231 232 233 234 235 236 237 238 239

1111 240 241 242 243 244 245 246 247 248 249 250 251 252 253 254 255

IPv6 Address Format

Unlike the usual dotted-decimal format of the IPv4 address, IPv6 is represented by hexadecimal
numbers. A hexadecimal number is equivalent to four bits, also known as a nibble because it is half
a byte, and is numbered 0-9 and A-F. A represents 10 and F represents 15, and they are not case-
sensitive. The IPv6 address is a 32-digit hexadecimal numeric value, in eight four-digit clusters,
known as fields, separated by colons (:), representing the 128-bit address. Here is an example of a
valid IPv6 address: 1041:0000:130B:0000:0000:09C0:586C:1305.

There are some techniques used to shorten the IPv6 address. One of these techniques is to
omit leading Os in the address field, so 0000 can be compressed to just 0 and 09CO0 can be com-
pressed to 9CO0. You can omit leading Os but not trailing Os. The previous IPv6 address example



68 Chapter 2 - IP Addressing

could be shortened to 1041:0:130B:0:0:9C0:586C:1305. Another technique is to use double
colons (::) to represent a contiguous block of 0s. Again, the previous IPv6 address can be further
shortened to 1041:0:130B::9C0:586C:1305.

For some IPv6 addresses, this technique can really shorten the address. For example, the IPv6
address FF01:0:0:0:0:0:1 can be compressed to FF01::1. There is a limitation in using double
colons on the address. You can use it only once in any address, because if two double colons are
placed in the same address, there will be no way to identify the size of each block of Os.

Let’s not forget about what is called the subnet mask in IPv4 terms but in the IPv6 world is
called the address prefix. The IPv6 prefix is used to distinguish which portion of the address rep-
resents the network identifier. The slash (/) followed by the prefix length is the format used for
IPv6 and is the same format used by CIDR for IPv4 addresses. The prefix length is a decimal
value that indicates the number of high-order contiguous bits that comprise the network por-
tion of the IPv6 address. An example of using the prefix is 1041:0:130B::9C0:586C:1305/64.
If the IPv6 address ends in a double colon, it can be omitted. For example, the IPv6 address
8010:968:8680:265::/64 can be written as 8010:968:8680:265/64.

Now let’s talk about the three types of IPv6 addresses.

IPv6 Address Types

IPv6 defines three types of addresses: unicast, anycast, and multicast. A unicast address is used to
represent a single interface on a device. A packet that is sent to a unicast address is delivered to the
interface identified by that address.

An anycast address is used to identify multiple different interfaces. A packet that is sent to an
anycast address will be delivered to the closest interface that has that anycast address assigned.
The routing protocol will determine which device will get the packet, based on shortest distance.

A multicast address is used to address a set of interfaces (within a certain scope) that will receive
the same packet. This is not unlike the way multicast works in the IPv4 world, except that there are
a lot more multicast addresses available. Let’s discuss each of these address types in greater detail.

IPv6 Unicast Address

There are different types of unicast addresses:
= Global unicast address

= Site-local unicast address

*  Link-local unicast address

= IPv4-mapped IPv6 address

= IPv4-compatible IPv6 address

= Unspecified address

The other type of unicast address, 0:0:0:0:0:0:0:1, or ::1, is the loopback address and per-
forms the same function as 127.0.0.1 does in IPv4. It is used to identify a transmission sent by
anode back to itself, usually for testing purposes, and should never leave the sending node. This
cannot be assigned to a physical interface, and IPv6 routers do not forward traffic either sourced
from or destined to this address.
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Global Unicast Address

The IPv6 aggregatable global unicast address is the equivalent to the Class A, B, or C IPv4 address.
Theoretically, a global unicast address is any address that is not one of the other named types,
which accounts for 85 percent of the IPv6 address space. But IANA has been limited to allocating
only aggregatable global unicast addresses, which begin with binary 001, a portion of the address
known as the global unicast format prefix, which is 2000::/3 in IPv6 hexadecimal notation. This
is still the largest block of assigned IPv6 addresses and represents % of the total address space.

The structure of global unicast addresses enables aggregation of the routing prefixes that will
limit the number of routing table entries in the global routing table. Global unicast addresses are
aggregated upward through an organization and eventually to the Internet service providers
(ISPs). Figure 2.7 shows that global unicast addresses, which start with binary 001, are made up
of a global routing prefix, followed by a subnet ID, and finally an interface ID.

FIGURE 2.7 [IPv6 global unicast address format

¢ Provider » < Site > < Host N
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Global Routing Prefix | Subnet ID Interface 1D

001

Global unicast addresses are required to have 64-bit interface identities in the extended universal
identifier (EUI-64) format. IPv6 uses a modified EUI-64 format to identify a unique interface on a
network segment. This modified EUI-64 is based on the Data Link layer (MAC) address of an inter-
face. It usually inserts the 16-bit value of OxFFFE between the 24-bit vendor ID and the 24-bit
vendor-supplied unique extension identifier of the MAC address. Also the modified EUI-64 format
says that the u-bit, which is usually set to 0 by the manufacturer to signify a globally unique value
of the address, must be inverted, or set to 1, which indicates that the address may have a less official
value that must only be unique on a local level. This gives the administrator the freedom and flexi-
bility to design a locally significant addressing scheme for links, such as serial links and tunnel end-
points, which do not have burned-in hardware addresses from which to create an interface ID.
Figure 2.8 shows how this modification would take place.

A MAC address of 0060.08D2.7B4B will be converted to the 64-bit identifier of
0260.08FF.FED2.7B4B. This identifier is then used to create an IPv6 address such as
205B:8B:CC16:6E:260:8FF:FED2:7B4B.

Site-Local Unicast Address

Site-local unicast addresses are similar in concept to the RFC 1918 Intranet address space for
IPv4 networks. These addresses can be used to restrict communication to a specific portion of
the network or to assign addresses for a network that is not connected to the global Internet
without requiring a globally unique address space. IPv6 routers will not forward traffic with
site-local source or destination addresses outside the boundary of the site’s network.
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FIGURE 2.8 Converting a MAC address to an EUI-64 address
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The site-local unicast addresses use the prefix range FECO0::/10, which is padded with 38 Os
and then appends the 16-bit subnet identifier, followed by the 64-bit interface ID. Figure 2.9
shows the format of the site-local unicast address.

FIGURE 2.9 Site-local unicast address
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Link-Local Unicast Address

A link-local unicast address is used in the neighbor discovery protocol and is used only on the
local link network. This is used by the stateless auto-configuration process for devices to dis-

cover the Data Link layer address of the network and to find and keep track of neighbors. A

link-local unicast address uses the prefix range FE80::/10, which is padded with 54 0s, followed
by the 64-bit interface ID. Figure 2.10 shows the format of the link-local unicast address.

FIGURE 2.10 Link-local unicast address
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IPv4-Compatible IPv6 Address

As a transition mechanism, the IPv4-compatible IPv6 address is used to tunnel IPv6 packets over
an IPv4 infrastructure, without the need to preconfigure tunnels through the IPv4 network. This
address type embeds an IPv4 address in the low-order 32 bits. It pads all 96 high-order bits with
0s. It is used between two interfaces that support both the IPv4 and IPv6 protocol stacks, but are
separated by devices that support only IPv4, and the format is 0:0:0:0:0:0:A.B.C.D, or ::A.B.C.D,
where A.B.C.D is the IPv4 unicast address. Nodes that are assigned IPv4-compatible IPv6
addresses perform automatic tunneling. Whenever a node with one of these addresses sources or
receives an IPv6 packet whose next hop is over an IPv4 interface, it must encapsulate the IPv6
packet within an IPv4 packet before sending it out. Conversely, these nodes must be prepared to
accept IPv4 packets with IPv6 packets encapsulated within. In addition to the information found
in RFC 3513, RFC 2893 gives additional details concerning IPv4-compatible IPv6 addresses.

IPv4-Mapped IPv6 Address

This type of address also embeds an IPv4 address in the low-order 32-bits, but with Os in only
the first 80 high-order bits and 1s in the next 16 bits—bits 81 to 96. This address type is used
by devices that support both IPv4 and IPv6 protocol stacks in order that they may commu-
nicate with devices that support only IPv4. On the dual-stack device, an IPv6 application that
is sending traffic to the IPv4 device’s IPv4-mapped IPv6 address will recognize the meaning
of this type of address and send IPv4 packets—not IPv6 packets—to that destination. In other
words, this type of addressing mechanism does not encapsulate IPv6 packets within IPv4
packets. Conversely, if such a node receives a pure IPv4 packet that must be forwarded into
the IPv6 domain, the dual-stack node will create the IPv4-mapped IPv6 address, to be used as
the IPv6-header source address, from the incoming packet’s original IPv4 source address. So
any return traffic will be known by the dual-stack node to be destined for an IPv4-only inter-
face, and will be forwarded as such. IPv4-mapped IPv6 addresses are even more of a transition
mechanism, and their address format is ::FFFF:A.B.C.D, where A.B.C.D is the IPv4 unicast
address. A common use for this type of address is when an IPv6-enabled DNS server responds
to the request of a dual IPv6/IPv4 node with the IP address of an IPv4-only node. The DNS
server returns the IPv4-mapped IPv6 address, and the dual node knows what to do from there.

Unspecified Address

An unspecified IPv6 address is a special address that is used as a placeholder by a device that does
not have an IPv6 address. This might happen when the node requests an address from a DHCP
server or when the duplicate address detection packet is sent. The format is 0:0:0:0:0:0:0:0 but can
be represented by 0::0 or just ::/128. This IPv6 address cannot be assigned to any interface and
should not be used as a destination address.

IPv6 Anycast Address

An IPv6 anycast address is a global unicast address that is assigned to many interfaces in dif-
ferent devices on the network. This means that this same network address is assigned to more
than one interface on the network. A packet that is sent to an anycast address will be delivered
to the closest interface with that anycast address. The closest interface is determined by the rout-
ing protocol being used. Because anycast addresses are global unicast addresses, there is no way
to tell that a global unicast address is also an anycast address.
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Therefore, any device configured with an anycast address will have to be configured explicitly
to recognize the address as an anycast address. You will never see traffic from an anycast address
because you cannot source IPv6 traffic using an anycast address; it is used only for destination
traffic. In fact, RFC 3513 suggested using anycast addresses only for routers—not end nodes—
until the complexities of their use could be determined in the real world.

IPv6 Multicast Address

In the IPv6 world, there is no such thing as broadcast traffic because it is all multicast traffic—no
more broadcast storms. IPv6 multicast traffic has a prefix of FF00::/8 and is used as an identifier
for a set of interfaces that want to receive the same packets. This is very similar to the way multi-
cast works in the IPv4 world, with one exception. IPv6 multicast traffic can be limited to a certain
scope. The octet after the initial OxFF prefix defines the public/private nature and scope of the
multicast address. The first nibble of the octet determines if this is a transient (0001) or permanent
(0000) multicast address, with the first three bits always set to 0. A permanent multicast address
is a well-known or IANA-assigned address. A transient address is locally assigned. The second
nibble determines the scope of the multicast address and can be one of the following:

= Interface-local, for loopback multicast transmissions only (0001-1)
= Link-local (0010-2)

= Subnet-local (0011-3)

= Admin-local (0100-4)

= Site-local (0101-5)

=  Organization-local (1000-8)

«  Global (1110-E)

The remaining 112 bits are used for the multicast group ID. This means that you can have
millions of multicast groups. The following are the special reserved multicast addresses used to
identify specific functions:

= FFO01::1—All nodes within the interface-local scope (only within this device)
= FF02::1—All nodes on a local link (link-local scope)

= FF01::2—All routers within the interface-local scope

= FF02::2—All routers on a local link

= FF0S5::2—All routers in the site (site-local scope)

= FF02::1:FFXX:XXXX—Solicited-node multicast address, where XX:XXXX is the lower-
order 24 bits of the IPv6 address of an interface.

%)/ The TTL—time to live—value is not used in IPv6 multicast to define scope.
ITE
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The solicited-node multicast addresses are used in neighbor solicitation messages to assist
with neighbor discovery. An IPv6 node must join the associated solicited-node multicast group
for every unicast or anycast address assigned. Neighbor solicitation messages are not covered
because they are beyond the scope of this study guide.

Summary

IP addresses can be separated into Classes A, B, C, D, and E. Class D is used for multicast traffic,
and Class E is currently not being used. The first octet identifies to which class it belongs:
Class A addresses have first octets in the range from 0 to 127, Class B addresses have first octets
from 128 to 191, and Class C addresses have first octets from 192 to 223. CIDR is used to easily
identify the subnet mask of an IP address with slash notation, as well as to allow ISPs to assign
non-classful address space to customers, thus reducing wasted addresses. VLSM is used to allow
a network to be variably subnetted to make more efficient use of the IP addresses available.
Some routing protocols allow for VLSM (e.g., RIPv2 and EIGRP) because they transmit the
mask of the network within the routing update.

Route summarization reduces the number of routes needed to represent a set of networks.
This preserves the resources, such as memory and processor cycles, on the routers in the net-
work. When two or more subnets of the same classful network are separated by a different
classful network, this makes the separated network discontiguous and will result in the inabil-
ity to reduce the number of advertisements and subsequent routing table entries. For some
routing protocols that automatically summarize routes, this can cause reachability problems,
so you need to use a classless routing protocol and disable automatic summarization, if it is
currently enabled.

With the global shortage of IPv4 address space, a new protocol has been introduced that will
alleviate this problem without affecting end-to-end functionality. IPv6 not only greatly increases
the number of IP addresses available, but it also brings improvements and new features to the IP
protocol. These features are an expanded number of multicast addresses, the ability to natively
support IPSec and QoS, and automatically determining the local subnet address without using
DHCP by using the stateless auto-configuration process. IPv6 brings new features and concepts to
networking that you will need to know.

Exam Essentials

Understand VLSM. Variable-length subnet masks enable a classful network to contain sub-
networks of varying sizes. This allows a more efficient use of the network address space. For
point-to-point links you can use a 30-bit or the new 31-bit mask, both of which allow for only
two hosts, without requiring the same mask used on a LAN segment.
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Understand decimal-to-binary conversions. Decimal-to-binary conversion takes a base 10
number, the ones we are used to seeing, and converts it into a base 2 number, which is a series
of 1s and 0s. This is important to know, because this base 2 number is the electronic basis for
the network, subnet, and host portions of an IP address.

Understand CIDR notation. Classless interdomain routing started out as a way for service
providers to offer customers address space more suited to their business needs without the
constraints of classful boundaries. This process leads to less waste of IP addresses and allows
continued use of IPv4, long after experts predicted we would have to convert to IPv6. A handy
side-effect of the CIDR movement is the CIDR notation that allows us to represent the subnet
mask in a one- or two-character shorthand (/xx).

Know how to implement VLSM. In implementing VLSM, you take a given address space—
usually a classful network—and break it up to allow networks of different sizes. You should
be able to determine the correct subnet mask for each network according to the number of
addresses needed and allocate it in such a way as to allow the most flexibility for future growth.

Understand the concept of route summarization. Route summarization is the process of
combining multiple network advertisements into a single advertisement that can represent the
combined networks. This technique allows the upstream routers to carry fewer network
advertisements and reduces the size of the routing tables. This promotes stability and reduces
memory and processor overhead in the backbone routers.

Know the three types of IPv6 addresses. The three types of IPv6 addresses are unicast, any-
cast, and multicast. Although unicast and anycast addresses are indistinguishable from each
other (because they are allocated from the same range 2000::/3), multicast addresses are
allocated from the FF00::/8 address range. The format of IPv6 addresses is different from
the quad-octet dotted-decimal IPv4 format, because each 16-bit field is represented by four
hexadecimal numbers separated by a colon (:). There are eight of these fields in the 128-bit
IPv6 address, and they can be compressed by deleting leading Os. You can further compress
an IPv6 address by substituting double colons (::) for a consecutive series of leading Os, but
this can appear only once in the address.

Understand the types of unicast and multicast addresses. Site-local addresses are a type of
IPv6 unicast address, and they are used when you are not going to be connecting the network to
the global Internet. Link-local addresses are another type of IPv6 unicast address, but unlike site-
local addresses, link-local addresses are significant only to the local subnet. There are millions of
IPv6 multicast addresses, and they can be scoped to limit the range the packets will travel. The fol-
lowing are the available scopes listed from the smallest to the largest ranges: interface-local, link-
local, subnet-local, admin-local, site-local, organization-local, and global.
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v' Learn how to use route maps to control NAT functions.



In the previous chapter, we discussed how to extend the life of the
IP address space and how VLSM and CIDR helped when using
IPv4. We also talked about IPv6 and how it will create more
address space in the future. In this chapter we will find out how NAT (Network Address Trans-
lation) and PAT (Port Address Translation) can also be used to extend the current address space
by translating one address to another and how this might help to alleviate shortage. We will also
talk about how to configure both dynamic and static NAT and PAT.

4 While Cisco doesn’t specifically mention NAT and PAT in their exam objectives,
ITE it's still very important that you learn the topics covered in this chapter.

Understanding Network
Address Translation

Let’s talk about the history behind NAT. It was first implemented in Cisco 10S release 11.2 and
is defined in RFC 1631 and RFC 3022 as a way to alleviate the depletion of the IPv4 address space.
It is a temporary workaround to the immediate problem of too many hosts and not enough IP
addresses. It is a kludge that breaks the rules of IP, which creates other problems. For example,
when you used IPSec to protect your traffic, it was incompatible with NAT until Cisco found a
workaround, but even this has its problems. This is what I call a kludge to fix another kludge.

RFC 1918 was created to set aside a number of IP addresses for people to use inside their net-
works. It set aside the following ranges of IP addresses:

= 10.0.0.0 to 10.255.255.255 or 10.0.0.0/8
= 172.16.0.0 to 172.31.255.255 or 172.16.0.0/12
= 192.168.0.0 to 192.168.255.255 or 192.168.0.0/16

These IP addresses will never appear in the global routing table, and so they can be used by
organizations for their private internal intranets. Multiple companies can use the 10.0.0.0/8
address space within their own networks, so theoretically, there’s an unlimited supply of IP
addresses. If these IP addresses are not going to be globally unique, how can hosts from these
networks communicate across the Internet? They must be translated, and this is where NAT
comes into play. NAT also can be used when two networks are merged and they both use the
same address space.
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NAT Terminology

NAT is often associated with the translation of a private IP address into a registered IP address,
although this is not always the case, as you will see. As an example of private-to-registered
translation, a private IP address of 10.12.2.10 might be translated into the registered IP address
of 135.167.12.2. Cisco uses the following terms to distinguish which IP addresses get translated
into which:

Inside local The inside local address is the IP address used by a host on the private side of the
network. In our example, this would be 10.12.2.10.

Inside global The inside global address is the public, often registered IP address into which the
inside local address will be translated. This is typically a globally unique and globally routable
IP address, which hosts on the outside network would use to communicate with the inside host.
In our example, this is 135.167.12.2.

Obviously, all IP addresses are routable in the usual definition of the term, which

TE is in the context of the OSI model. In this section, by routable we specifically
mean that the appropriate hosts on the network have a route to this address.
For example, the Internet backbone routers do not know how to get to the 10
addresses because they don’t have a route entry. So we say that address isn’t
globally routable, although it may be locally routable inside your intranet. Regis-
tered is also sometimes used in place of globally routable.

Outside global The outside global address is the actual IP address of a host that resides on the
outside public network and is usually a globally unique and globally routable IP address. Our
example did not use an outside global address, but one was assumed to exist as a destination
address, which would be known to our transmitting host as long as no inbound translation of
outside addresses is being performed.

Outside local The outside local address is the IP address used to translate an outside global IP
address. This may or may not be a registered IP address, but it must be routable on the inside
of your network. Our example did not use an outside local address, because our assumption
remains that no inbound translation of outside addresses is being performed.

NAT can be broken into two broad types—NAT and PAT. NAT is the one-to-one transla-
tion of IP addresses from an inside local IP address, usually one from the RFC 1918 space, to
an inside global IP address that is unique and routable on the Internet. However, if NAT is being
performed between two private networks, perhaps to overcome duplicated address space, there
would not have to be any registered addresses involved. As you can see, we need terms other
than private and registered to describe where these address spaces have their domain, which is
why we have defined inside, outside, local, and global.

PAT, which is sometimes referred to as NAPT (Network Address and Port Translation), can
be viewed as a many-to-one translation, because it can take multiple inside local IP addresses
and translate them to one inside global IP address.
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The Elusive Terminology of NAT

After swimming through the easily confused terms that NAT brings to the table, you can prob-
ably see how easy it is, for example, to call an address an outside global address when what you
really mean is inside global. We all think of the private address space as being reserved for the
inside network, which is where the “inside” NAT reference gets its name, but many of us erro-
neously extend this idea to the addresses themselves, equating all addresses associated with
inside hosts as local. It's important to understand that the location of the host defines the inside/
outside characteristic, while the original/translated address spaces define the local/global char-
acteristic, respectively, with each inside host generally having one of each. If the inside network
natively uses private addresses, then the private addresses are the local addresses. If these
addresses get translated to registered addresses on their way out to the public site of the NAT
server, then the registered translation is the global address, but both of them refer to the same
inside host. It's important to note that no host will ever be both inside and outside for the same
translation. Which hosts are inside hosts and which ones are outside hosts will be contingent
upon which router interfaces get the ip nat inside and ip nat outside commands applied to
them. More about those commands later in this chapter.

Let’s talk about the NAT process; that may help clear up any questions you might have from
the preceding definitions. We’ll talk about how NAT processes packets from the inside to the
outside, and then we’ll discuss the reverse.

How NAT Works

Traffic that is sourced on the inside of the network, coming to an interface marked as inside, will
have an inside local address as its source IP address and an outside global address as the destina-
tion IP address, assuming that no inbound translation of outside addresses is being performed.

Notice we said outside global. The destination would be considered outside local only if bidi-
rectional NAT is being performed. Remember to ask where the source device thinks is the loca-
tion of the address it is sending to—on the local network or on the other side of the router that
is transparently acting as the NAT server. If the source host thinks it’s talking to a local device,
and the NAT server must step in and provide the smoke and mirrors to make the communica-
tion occur with a device that is actually not local, then and only then is the address referred to
as an outside local address.

When that traffic reaches the NAT process and is switched to the outside network, going out
an interface marked as outside, the source IP address will be translated to an inside global
address, and the destination IP address will still be known as the outside global address, as it has
not changed. Figure 3.1 shows the inside/outside and local/global relationship.

When traffic is sourced on the outside of the network, coming to an interface marked as out-
side, the source IP address is known as the outside global address, while the destination IP
address is known as the inside global address. When that traffic reaches the NAT process and
is switched to the inside network, going out an interface marked as inside, the source IP address
will still be known as the outside global address, assuming that it was not translated coming in,
and the translated destination IP address will be known as the inside local address. Let’s talk
about some of the advantages to using NAT.
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Which Camp Are You From?

To further the NAT terminology debate, let’s cover an issue that has the NAT-speaking world
firmly divided into two different camps, with most campers completely unaware that there's
another camp! While it is not technically inaccurate, on a basic level, to consider the outside
local and outside global addresses to be the same when translation of the outside address
space is not being performed, such a habit generally serves only to muddy the waters. Until
you truly have a grasp on the terminology, stick with the more distilled concepts outlined here.
Your ability to keep these terms in their proper context will benefit, and you won’t miss any
questions along the way as a result. Furthermore, one camp maintains that it is simply wrong
to make reference to an outside local address when the outside global address has not been
translated. If you take the basic definition of an outside local address, you'll find that the outside
local address space, indeed any local address space, must be routable on the inside network.
With that basic tenet in mind, calling the outside global address—which, as a global address,
must be routable on the outside network, not necessarily on the inside network—an outside
local address simply makes no sense. As mentioned earlier, it also muddies the waters. Does
this remind you of high school geometry proofs? Do yourself a favor. Because the converse
cannot be proven quite so easily, run as fast as you can to the camp that believes the outside
global address—by definition, an address of a node on the outside network that is routable on
the outside network—can never be called a local address of any kind.

FIGURE 3.1 NAT inside/outside and local/global relationship
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The Advantages of NAT

There are many advantages to using NAT. In this section, you will learn about some of the more

important benefits, including the following:

= NAT allows you to incrementally increase or decrease the number of registered IP addresses
without changing devices (hosts, switches, routers, and so on) in the network. You still need

to change the device doing the NAT but not every other device.
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NAT can be used either statically or dynamically:

Static translations are manually configured to translate a single local IP address to a
single global IP address, and vice versa. This translation always exists in the NAT table
until it is manually removed. Optionally, this translation could be configured between
a single local IP address and port pair to a single global IP address and port pair using
either TCP or UDP. These port values needn’t be the same value.

Dynamic mappings are configured on the NAT border router by using a pool of one or
more registered IP addresses. Devices on the inside network that wish to communicate
with a host on the outside network can use these addresses in the pool. This allows mul-
tiple internal devices to utilize a single pool of IP addresses. You can go even further and
use a single IP address by configuring overloading, which will translate both the IP
address and port number.

NAT can be configured to allow the basic load sharing of packets among multiple servers
using the TCP load distribution feature. TCP load distribution uses a single virtual global
IP address, which is mapped to multiple real local IP addresses. Incoming connections are
distributed in a round-robin fashion among the IP addresses in the local pool. The packets
for each individual connection, or flow, are sent to the same local IP address to ensure
proper session communications.

%’ There is no artificial limit to the number of NAT connections that can be active on

ITE a router at any given time. The limit is determined by the amount of DRAM avail-
able on the NAT router. Each NAT translation is stored in RAM and uses approxi-
mately 160 bytes. This means that about 1.53MB of RAM (often rounded to 1.6MB
in Cisco documentation) is required for 10,000 NAT translations, which is far more
than the average router needs to provide.

If you switch Internet service providers (ISPs) and need to change the registered IP addresses
you are using, NAT makes it so you don’t have to renumber every device in your network.
The only change is the addresses that are being used in the NAT pool.

NAT also helps if you have merged with another company and you’re both using the same
RFC 1918 address space. You can configure NAT on the border router between your rout-
ing domains to translate the address from one network to the other, and vice versa, with
each side spoofed into believing the other side is in a different, non-conflicting network.

The Disadvantages of NAT

Now that we’ve sold you on using NAT in your network, you should be aware of the disad-
vantages as well. The following is a list of some of the disadvantages of using NAT compared
to using individually registered IP addresses on each internal network host:

NAT increases latency (delay). Delays are introduced into the packet-switching process
because of the processor overhead needed to translate each IP address contained in the
packet header. The router’s CPU must be used to process every packet to decide if
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the router needs to translate the IP addresses in the IP header. Depending upon the
type of traffic, NAT will change the IP addresses inside the payload, but this is on an
application-by-application basis.

= NAT hides end-to-end IP addresses that render some applications unusable. Some
applications that use the IP address of the host computer inside the payload of the
packet will break when NAT translates the addresses in the IP header and not inside
the packet’s payload. As noted in the last bullet, this has been fixed somewhat, but this
is on an application-by-application basis and is not scalable in the long term.

*  Because NAT changes IP addresses, there is a loss in the ability to track an IP flow end-to-
end. This does provide an advantage from a security standpoint by eliminating a hacker’s
ability to identify the packet’s true source. However, this slight increase in security is at the
expense of end-to-end accountability.

= NAT also makes troubleshooting or tracking down where malicious traffic is coming from
more troublesome. This is because the traffic could be coming from a single user who is
using a different IP address depending on when the traffic passes through the NAT router.
This makes tracing back a malicious connection and making that person accountable much
more difficult.

= Because a host that needs to be accessed from the outside network will have two IP addresses—
one inside local and one inside global—this creates a problem called split DNS. You need to set
up two DNS servers, one for global addresses and one for local addresses. This can lead to
administrative nightmares and problems if inside hosts are pointing to the DNS server with the
global addresses, because the host’s local peers are not accessible to it by those addresses. Also,
problems arise whenever outside hosts query the DNS server with the local addresses, the latter
case requiring additional translation or configuration before it can be possible.

NAT Traffic Types

NAT supports many traffic types. The BSCI exam may include questions on both the supported
and unsupported traffic types. The following two sections take a look at these traffic types.

Supported Traffic Types
NAT supports the following traffic types:

= TCP traffic that does not carry source and destination IP addresses inside the applica-
tion stream

= UDP traffic that does not carry source and destination IP addresses inside the applica-
tion stream

= Hypertext Transfer Protocol (HTTP)

= Trivial File Transfer Protocol (TFTP)

= File Transfer Protocol (FTP PORT and PASV command)

= Archie, which provides lists of anonymous FTP archives

=  Finger, a tool that determines whether a person has an account on a particular computer
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= Network Time Protocol (NTP)

= Network File System (NFS)

=  Many of the r* Unix utilities (rlogin, rsh, rcp)

= Internet Control Message Protocol (ICMP)

= NetBIOS over TCP (datagram, name, and session services)

= Progressive Networks’ RealAudio

= White Pines’ CuSeeMe

*  Xing Technologies’ StreamWorks

= DNS A and PTR queries

= H.323 (IOS releases 12.0(1)/12.0(1)T or later)

= Session Initiation Protocol (SIP)

= NetMeeting (IOS releases 12.0(1)/12.0(1)T or later)

= VDOLive (IOS releases 11.3(4)/11.3(4)T or later)

= Vxtreme (IOS releases 11.2(4)/11.3(4)T or later)

= IP Multicast—source address translation only (IOS releases 12.0(1)T or later)

= PPTP support with Port Address Translation (PAT) (IOS release 12.1(2)T or later)
= Skinny Client Protocol, IP Phone to Cisco CallManager (I0S release 12.1(5)T or later)

Unsupported Traffic Types

NAT does not support the following traffic types:

*  Routing protocols

=  DNS zone transfers

=  BOOTP/DHCP

= Talk

*  Nralk

= Simple Network Management Protocol (SNMP)
*  Netshow

NAT Operations

Understanding how NAT functions will assist you in making better configuration decisions.
In this section we will cover the operations of NAT when it is configured to provide the fol-
lowing functions:

*  Translating inside local addresses
= Opverloading inside global addresses
= Using TCP load distribution

= Opverlapping networks
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Translating Inside Local Addresses

A router running the NAT process usually connects two networks and translates the local non-
registered IP addresses into global registered IP addresses, which are routable on the Internet.
NAT follows a six-step process, as shown in Figure 3.2.

FIGURE 3.2 The process of translating inside local addresses
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The six-step process illustrated in Figure 3.2 is as follows:

1. Device at IP address 10.1.2.25 sends a packet and attempts to open a connection to
206.100.29.1.

2. When the first packet arrives at the NAT border router, it first checks to see if there is an
entry for the source address that matches one in the NAT table.

3. Ifamatchisfoundin the NAT table, it continues to step 4. If a match is not found, the NAT
router uses an address from its pool of available IP addresses. A simple entry is created that
associates an inside IP address to an outside IP address. In this example, the NAT router
will associate the address of 10.1.2.25 to 200.1.1.25.

4. The NAT border router then replaces the inside IP address of 10.1.2.25 with the global IP
address 200.1.1.25. This makes the destination host send returning traffic back to 200.1.1.25,
which is a registered IP address on the Internet.

5. When the host on the Internet with the IP address 206.100.29.1 replies to the packet,

it uses the IP address assigned by the NAT router as the destination IP address, which
is 200.1.1.25.
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6. When the NAT border router receives the reply from 206.100.29.1 with a packet destined
for 200.1.1.25, the NAT router again checks its NAT table. The NAT table will show that
the inside local IP address of 10.1.2.25 should receive this packet and will replace the inside
global destination IP address in the header and forward the packet to the inside local des-
tination IP address.

Steps 2 through 6 are repeated for each individual packet. The destination host could also be
behind a NAT device and might be actually using the same address space as the host that initi-
ated the traffic. The source will never know because NAT is transparent to the hosts involved.

Overloading Inside Global Addresses

You can reduce the number of IP addresses in the inside global IP address pool by allowing the NAT
border router to use a single inside global IP address for many inside local IP addresses; this is called
PAT or overloading. When NAT overloading is enabled, the router maintains additional informa-
tion in the NAT table to keep track of the layer 4 protocol information. When multiple inside local
IP addresses map to one inside global IP address, NAT uses the protocol and TCP/UDP port number
of each inside host to make a unique and distinguishable inside global IP address/port combination,
or socket. For the rest of this chapter, the word address will imply socket when referring to PAT.

Because you are using a pool of IP addresses, the pool can contain more than one IP address.
This allows a very large number of hosts’ inside local addresses to be translated to a small pool
of inside global IP addresses when using overloading.

Figure 3.3 shows the NAT operation when one inside global IP address represents multiple
inside local IP addresses. The TCP port number represents the unique portion of the inside
global IP address that makes it capable of distinguishing between the two local IP addresses on
the inside of the network.

FIGURE 3.3 NAT overloading inside global IP addresses
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When the router processes multiple inside local IP addresses to a single globally routable
inside IP address, it performs the following steps to overload the inside global IP address:

1. The device with the inside local IP address of 10.1.2.25 attempts to open a connection to
a host with outside global IP address 205.1.1.25 on an outside network.

2. The first packet that the NAT border router receives from the host at 10.1.2.25 causes the
router to check the NAT table. Because no translation entries exist for this source, the router
creates an entry in the NAT table. Since overloading is enabled and other translations are
active, the router reuses the inside global IP address and saves enough information to trans-
late returning packets. This type of entry is called an extended entry because it contains addi-
tional information, specifically the layer 4 protocol and TCP or UDP port number.

3. The router replaces the inside local source IP address of 10.1.2.25 with the selected inside
globally routable IP address and a unique port number and then forwards the packet. In
this example, the source IP address is shown as the inside global address 200.1.2.26:1723
in the NAT table.

4. Thehostat205.1.1.25 receives the packets and responds to the host at 10.1.2.25 by using the
inside global IP address and port in the source field of the original packet (200.1.2.26:1723).

5. The NAT border router receives the packet from 205.1.1.25 destined for 200.1.2.26. It
performs a NAT table lookup using the layer 4 protocol, inside global IP address, and port
as the key. The router then translates the address back to the inside local destination IP
address of 10.1.2.25, keeping the port number of 1723, and forwards the packet.

Steps 2 through 5 are continued for all subsequent communications until the TCP connection
is closed. Once the TCP connection is closed, the NAT router deletes the entry in the NAT table.
UDP connections don’t contain state information so they are deleted after a set time of inactivity.

Both hosts at IP address 205.1.1.25 and 130.77.116.4 think they are talking to a single host
at IP address 200.1.2.26. They are actually talking end-to-end to different hosts, with the port
number being the differentiator the NAT border router uses to forward the packets to the cor-
rect host on the inside network. In fact, you could allow approximately 64,000 different hosts
using a single layer 4 protocol to share a single inside global IP address by using the many avail-
able TCP and UDP port numbers.

Using TCP Load Distribution

TCP load distribution is a dynamic form of inside global destination IP address translation that
can be configured to distribute the load of incoming connections among a pool of inside local
IP addresses. Once the mapping scheme is created, an inside global destination IP address
matching an access list is replaced with an IP address from a rotary pool of IP addresses in a
round-robin fashion.

When new connections are established from the outside network to the inside network, all
non-TCP traffic is passed without being translated, unless another translation type is applied to
the interface. Figure 3.4 illustrates the TCP load distribution feature, so let’s look at the process
NAT uses to map one virtual IP address to several real IP addresses.
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FIGURE 3.4 TCP load distribution steps
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1. In Figure 3.4, the PC using outside global IP address 206.2.2.25 attempts to open a TCP
connection to the virtual host at inside global IP address 200.1.1.25.

2. The NAT border router receives this new connection request and creates a new translation,
because one didn’t exist in the NAT table. This allocates the next real inside local IP address
of 10.1.2.25 as the inside local IP address and adds this information to the NAT table using
the same destination port number as the original layer 4 header, port 80.

4 Note that this example shows only a single inside host, 10.1.2.25, which is not

ITE a practical use for this feature. In production, two or more hosts on the same
inside network would be configured into the rotary pool to service the incom-
ing requests, with the NAT border router using a round-robin approach to
establishing new connections with these multiple devices running the same
network-accessible applications and data.

3. The NAT border router then replaces the virtual inside global destination IP address with
the selected real inside local IP address and then forwards the packet.

4. The host at the real inside local IP address of 10.1.2.25 receives the packets and responds
to the Internet host through the NAT border router.

5. The NAT border router receives the packet from the server and performs another NAT table
lookup using the inside local IP address and port number as the key. The NAT border router
then translates the source inside local address to the virtual inside global IP address and
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forwards the packet. Packets will flow from that real inside local IP address to the Internet
host as long as the TCP session is established, meaning that the translation entry still exists.

6. Assuming there were additional inside hosts with consecutive inside local addresses
assigned to them and entered into the rotary pool on the NAT border router, the next con-
nection request to the virtual inside global IP address would cause the NAT border router
to allocate 10.1.2.26 for the inside local IP address. This continues until all IP addresses in
the pool are used; then the router starts at the beginning of the pool.

Overlapping Networks

We’ll start with a couple of examples to define an overlapping network. Let’s say your internal
network uses an IP address range that is owned by another company and is being used by that
company on the Internet. Another possibility might be that you have merged with a company
and you are both using the same RFC 1918 address space and do not want to renumber.
Figure 3.5 shows an example of NAT translating overlapping addresses.

FIGURE 3.5 NAT translating overlapping addresses
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The following steps are performed when translating overlapping addresses:

1. The host on the inside network at IP address 221.68.20.48 tries to open a connection to a
web server on the outside network by using its fully qualified domain name. This request
triggers a name-to-address lookup query from the host to a domain name server (DNS) at
IP address 124.1.8.14.

2. The NAT border router translates the outgoing request to a pool of outbound IP addresses;
in this case, it chooses 169.1.45.2. The router then intercepts the returning DNS reply and
detects that the resolved IP address inside the reply (221.68.20.47) matches the inside range
of IP addresses for which it is translating traffic. This address would appear local to the
inside host that requested the address. So it’s not the appropriate address for the inside host
to try to communicate with. It is a potentially overlapping IP address with another host on
the inside of the network.

3. Toallow the inside host to communicate with the host on the outside network and not acci-
dentally put it in touch with the incorrect host on the inside, the NAT border router creates
a simple translation entry that maps the overlapping IP address to an address from a pool
of outside local IP addresses. In this case, it is IP address 10.12.1.2.

4. The NAT border router replaces the IP address inside the DNS reply with this outside local
address allocated from the pool and forwards the reply to the original requester at inside
local TP address 221.68.20.48.

5. The host on the inside of the network initiates a connection to the web server on the outside
using outside local IP address 10.12.1.2. The router translates the inside local source IP address
to the inside global address 169.1.45.2 and the outside local destination IP address to the out-
side global address 221.68.20.47, which receives the packet and continues the conversation.

6. For each packet sent from the inside host to the outside host, the router performs a NAT
table lookup, replaces the destination address with 221.68.20.47, and replaces the source
address with 169.1.45.2. The replies go through the reverse process.

There are two pools involved here—one for the inside-to-outside traffic and one for
the outside-to-inside traffic. The inside device must use the DNS-supplied outside local IP
address of the outside device—10.12.1.2—for the overlapping NAT to work. The inside
device cannot use the outside global IP address of the outside device—221.68.20.47—
because it is potentially the same address as another host on the inside network, and the
inside device would ARP to find that device’s MAC address, believing that they share
the local subnet. This would result in the incorrect association of the outside global IP
address with the MAC address of an inside device. The intended recipient would never
be reached, because the router would not receive packets to be routed.

Configuring NAT

In this section, we will talk about the commands needed for the following NAT configurations:
= Static NAT
=  Dynamic NAT
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=  Using overloading for NAT
= TCP load distribution
=  Translation of overlapping addresses

We will also cover how to verify NAT operations, troubleshoot NAT problems, and clear
NAT translation entries. First, let’s talk about what all these configurations have in common.

Each interface involved in the NAT process must be designated either an inside or outside
interface, but not both at the same time. There must be at least one interface on the router con-
figured as inside and at least one configured as outside. This way the router knows how to han-
dle inbound and outbound traffic on an interface. In this example, the Ethernet0 interface is the
inside and the SerialO interface is the outside. The ip nat inside and ip nat outside com-
mands must be used from interface configuration mode to tell the router which interface is per-
forming which role in the NAT process. The following commands show how to configure our
example router:

Border(config)#interface ethernet0
Border(config-if)#ip nat inside
Border(config-if)#exit
Border(config)#interface serial0
Border(config-if)#ip nat outside
Border(config-if)#exit
Border(config)#

As you can see from the following excerpt from the router configuration, the interfaces have
been designated as inside and outside:

|
interface Ethernet0
ip address 10.1.2.254 255.255.255.0
ip nat inside
!
interface Serial0
ip address 200.1.1.1 255.255.255.0
ip nat outside

Configuring Static NAT

Static NAT is used to map a single inside global IP address to a single inside local IP address.
Usually the inside local IP address is one from the RFC 1918 address space and the inside global
IP address is an Internet-routable address. IP addresses must be assigned to interfaces on the
router that will be participating in NAT in order for proper processing of IP traffic on those
interfaces. You must be in global configuration mode in order to configure NAT. The command
touseis ip nat inside source static Tocal-ip global-ip.
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The Tocal-1pis the local IP address of the host on the inside of the network to translate, and the
global-1ip is the global IP address this inside host will be known as to the outside world. In this
example, a host on the inside network needs to access the Internet. Its IP address is 10.1.2.25 and is
not routable on the Internet. When the NAT border router receives a packet from 10.1.2.25 destined
for the Internet, the router must be configured to translate that IP address to one that is globally
routable. In this case it is 200.1.1.25 and the following command is used:

Border(config)#ip nat inside source static 10.1.2.25 200.1.1.25
Border(config)#

This creates a permanent entry in the NAT table. Now when traffic arrives for IP address
200.1.1.25 from the outside network, it will be translated to 10.1.2.25 and forwarded to the inside
network, and vice versa. This allows a device on the inside network using a non-Internet-routable
IP address to be accessible from the outside network. You can use this to make your internal DNS,
web, etc. servers accessible from the Internet. Optionally, you can configure just a certain port to be
translated. Adding a protocol and port numbers to the ip nat inside source static NAT com-
mand does this. The following is an example of using an IP address and port combination:

Border(config)#ip nat inside source static tcp 10.1.2.25 80 200.1.1.25 80
Border(config)#ip nat inside source static tcp 10.1.2.24 80 200.1.1.25 81
Border(config)#

As you can see, the two port numbers do not need to match on both sides. I have translated
requests for port 81 from the outside to port 80 on the inside, which is commonly referred to
as port redirection. Now let’s discuss dynamic NAT.

@ Real World Scenario
Using Static NAT to Assist with Network Changes

Company XYZ needs to move a server from its old data center to its new data center. During
this transition, both the old and new data centers will be operational. The problem is that at the
remote warehouses they are using handheld scanners to process orders. The server they are
connecting to will be moving to the new data center, but the subnet it currently is connected to
is not going to move, so it will need to have a new IP address. There are about 1,000 of these
handheld scanners that need to have the server IP address changed in their configuration. The
IT staff estimates that it would take about 10 minutes to change each scanner, and they don’t
have the personnel to make this change overnight.

Static NAT can be used here to allow these handheld scanners at the remote warehouses to
communicate to the new server IP address without touching every device. You configure NAT
on each router at the remote locations to change the old IP address of the server to the new IP
address. This way they can still communicate, and the IT staff can take more time to change the
handheld units at one warehouse at a time.
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Let’s see how this configuration would look from a remote location. The old server IP address
is 17.1.1.60 and the new server IP address is 192.168.235.80. On the remote router you would
need to configure the LAN interface as the outside NAT interface and the WAN interface as the
inside NAT interface. Then you would configure the static NAT entry using the ip nat inside
source static command. The following is an example of how to configure a remote router:

Warehousel#conf t

Warehousel(config)#interface ethernet0

Warehousel(config-if)#ip nat outside

Warehousel(config-if)#interface serial0.35

Warehousel(config-if)#ip nat inside

Warehousel(config-if)#exit

Warehousel(config)#ip nat inside source static 192.168.235.80 17.1.1.60
Warehousel(config)#exit

Warehousel#

Now we can look at the translations taking place with the show ip nat translations command:

Warehousel#show 1ip nat translations
Pro Inside global 1Inside local Outside Tocal OQutside global
tcp 17.1.1.60:2001 192.168.235.80:2001 192.100.110.176:2004 192.100.110.176:2004

tcp 17.1.1.60:2001 192.168.235.80:2001 192.100.110.175:2008 192.100.110.175:2008
tcp 17.1.1.60:2001 192.168.235.80:2001 192.100.110.182:2002 192.100.110.182:2002
tcp 17.1.1.60:2001 192.168.235.80:2001 192.100.110.186:2009 192.100.110.186:2009
tcp 17.1.1.60:2001 192.168.235.80:2001 192.100.110.177:2023 192.100.110.177:2023

tcp 17.1.1.60:2001 192.168.235.80:2001 192.100.110.192:2013 192.100.110.192:2013
Warehousel#

Configuring Dynamic NAT

Dynamic NAT is used to map inside local IP addresses to inside global IP addresses on the fly
from a pool of available IP addresses. Again, you must have IP addresses assigned to the inter-
faces on the router that will be participating in the NAT process in order for IP processing on
those interfaces to occur.

The dynamic NAT configuration starts in global configuration mode. In our example net-
work, we will use one interface connected to the inside network (Ethernet0) and one interface
connected to the Internet (Serial0). When a host on the inside of the network wants to commu-
nicate with a host on the Internet, the NAT border router receives a packet from an interface
marked as NAT inside. The outbound interface is marked as NAT outside, and so the router
will choose an available IP address from the pool and assign it to the NAT table entry. Once an
IP address is allocated, it cannot be allocated to another translation entry until that entry times
out or is manually removed.
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When traffic goes from inside to outside, NAT translations happen after routing has taken
place. Therefore, any access lists or policy routing will have been applied before the NAT trans-
lation happens. An access list will need to be created to inform the NAT process what traffic will
be translated and what traffic will not. The next step is to configure a pool of IP addresses that
will be allocated to outbound sessions. This is done with the ip nat pool command. The syn-
tax of this command is as follows:

ip nat pool pool-name start-ip end-ip netmask net-mask
or
ip nat pool pool-name start-ip end-ip prefix-length Tength

The pool-name is any unique string that identifies this address pool. The start-ip and
end-1p are the starting and ending IP addresses within the pool. The net-mask is the network
mask in dotted-decimal format that will be used with the addresses in the pool. Optionally, you
can use the prefix-length keyword followed by the Tength of the CIDR prefix instead of
using a network mask. Finally, you need to tie the access list and pool together with the ip nat
inside source command. The following is the syntax of this command:

ip nat inside source Tlist acc-Tist pool pool-name

The acc-T17st is the number or name of the access list you created that specifies the traffic
to NAT, and the pooT-name is the unique string used when you created the pool of IP addresses.
The following is an example of configuring dynamic NAT using a pool:

Border(config)#interface ethernet0

Border(config-if)#ip nat inside

Border(config-if)#interface serial0

Border(config-if)#ip nat outside

Border(config-if)#exit

Border(config)#access-1ist 12 permit 10.1.2.0 0.0.0.255

Border(config)#ip nat pool OUTBOUND 200.1.1.2 200.1.1.254 prefix-length 24
Border(config)#ip nat inside source 1ist 12 pool OUTBOUND

Border(config)#

Configuring NAT Using Overloading

Once all IP addresses in a pool have been allocated, any new connection attempts will fail.
So if your ISP allocated you only 13 IP addresses, then only the first 13 users will be able
to access the Internet. Once a NAT entry has expired, the IP address is released back to the
pool and the next user will be able to access the Internet. This doesn’t sound like a very effi-
cient use of the IP addresses.
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Configuring overloading allows the router to reuse each IP address in the pool. It can do this
because it changes not only the IP address but also the port number. This is what is called Port
Address Translation (PAT) or Network Address and Port Translation (NAPT). The router will
add the layer 4 protocol and port information for each translation entry, which allows more
inside IP addresses to access the outside network than there are IP addresses in the pool.

When tying the access list to the NAT pool with the ip nat inside source Tlist com-
mand, the overload keyword is added to configure the overloading feature. The pool of
addresses can even be just one IP address in size, but it can support approximately 64,000 inside
users using a single layer 4 protocol by varying the outbound port numbers. The following
example shows the commands used for the overloading feature:

Border(config)#ip nat inside source Tist 12 pool OUTBOUND overload
Border(config)#

What happens if you’re using DHCP on the outbound interface and you don’t know what
the IP address is going to be? You can’t configure a pool of IP addresses if you don’t know the
outside IP address. You can configure the router to use the IP address of the outside interface
as the outgoing NAT address by using the same ip nat inside source command but with
slightly different parameters. You still need to specify the traffic to NAT with the Tist key-
word, followed by the access list number. But instead of specifying a pool name, you use the
interface keyword followed by the interface name and the overload parameter. The router
will then use the IP address of the interface specified. This can be a static IP address or one that
is acquired from DHCP. The following example uses the IP address of the Ethernet1 interface
instead of a pool of IP addresses:

Border(config)#ip nat inside source 1ist 12 interface ethernetl overload
Border(config)#

Now let’s talk about a pretty cool feature of NAT called TCP load distribution.

Configuring TCP Load Distribution

NAT has a feature that is really unrelated to getting hosts using RFC 1918 address space to be able
to communicate on the Internet. Using this feature in NAT, you can establish a virtual host on the
inside network that coordinates basic load sharing among real inside hosts. This allows a host that
is heavily used, such as a web server, to be able to handle the load of incoming requests by spread-
ing the load among several mirrored servers. Destination addresses that match an access list are
replaced with addresses from a pool that has been designated as a rotary pool by adding the type
rotary keywords to the end of the ip nat pool command. Allocation of the IP addresses from
this pool is done in a round-robin fashion and only when a new connection is opened from the
outside to the inside.
The router performs the following steps when translating a rotary pool:

1. Let’s say a host on the outside network at IP address 155.1.3.2 sends a request to open a
connection to the virtual host at IP address 20.1.1.254.
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2. The router receives the connection request and creates a new translation. It will allocate the
next IP address from the pool of inside local IP addresses. This is, for example, the real host
at IP address 20.1.1.1.

3. The router then replaces the destination address (20.1.1.254) with the selected real host IP
address (20.1.1.1) from the pool and forward the packet.

4. The host at 20.1.1.1 receives the packet and sends a response packet back to continue the
communication.

5. The router receives the packet and performs a NAT table lookup. The router finds the appro-
priate entry in the table and translates the source address to the IP address of the virtual host
(20.1.1.254) and forwards the packet to the outside host at 155.1.3.2.

When a new connection request is received, it causes the router to allocate the next available

IP address from the rotary pool (20.1.1.2) and the whole process starts again with the new real
host. The following example shows how to create and use a rotary pool:

Border(config)#interface ethernet0

Border(config-if)#ip nat inside

Border(config-if)#interface serial0

Border(config-if)#ip nat outside

Border(config-if)#exit

Border(config)#ip nat pool WEB-HOSTS 20.1.1.1 20.1.1.9 netmask 255.255.255.0
wtype rotary

Border(config)#access-Tist 12 permit 20.1.1.254

Border(config)#ip nat inside destination 1list 12 pool WEB-HOSTS

Border(config)#

Configuring NAT for Overlapping Addresses

Configuring NAT for overlapping address translation is similar to configuring dynamic NAT.
The difference is you must create and apply a pool of IP addresses for the traffic to the inside
of the network, as well as a pool for the outbound traffic.

You still need to create an access list to identify the traffic to NAT, but you need to create a
second pool. Then you need to use the ip nat outside source command to tie the access list
and second pool to NAT traffic coming from the outside interface. The syntax is the same for
ip nat outside source asitis for ip nat inside source:

ip nat outside source list acc-Tist pool pool-name
The following illustrates the commands used for configuring NAT for overlapping addresses:

Border(config)#access-1ist 12 permit 10.1.1.0 0.0.0.255

Border(config)#ip nat pool INSIDEPOOL 200.1.1.2 200.1.1.254 netmask
=255.255.255.0

Border(config)#ip nat pool OUTSIDEPOOL 10.1.2.1 10.1.2.254 prefix-length 24
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Border(config)#ip nat inside source 1ist 12 pool INSIDEPOOL
Border(config)#ip nat outside source 1list 12 pool OUTSIDEPOOL
Border(config)#

The effect of this configuration is that any outbound packet with an inside local address in
the 10.1.1.0 subnet will be translated to an address from the inside global range of 200.1.1.2
t0200.1.1.254. This will make sure that no 10.1.1.0 addresses make it off of the inside network,
thus avoiding any conflicts with the outside overlapping network. Conversely, any inbound
packet with an outside global address that is found to be a duplicate of the inside local subnet
10.1.1.0 will be translated to an outside local address in the range 10.1.2.1 to 10.1.2.254, thus
avoiding any conflict with inside local address space.

Verifying and Troubleshooting the NAT Configuration

There are two commands used to verify the NAT configuration on a router. The show ip nat
translations command shows the translations in the NAT table: The following is an example
of its output:

Border#show ip nat translations

Pro Inside global 1Inside Tocal Outside local Outside global
---200.1.1.25 10.1.1.25 -—- -—-

--- 200.1.1.26 10.1.1.25 -—- -—-

tcp 200.1.1.50:25 10.1.1.50:25 206.1.1.25:25 206.1.1.25:25

tcp 200.1.1.51:514 10.1.1.51:514 155.1.9.6:1021 155.1.9.6:1021
Border#

Adding the verbose keyword at the end of the command will display more information
about each NAT table entry. These items include how long ago the entry was created, when it
was last used, and how long before the entry will expire. The following is the output from add-
ing the verbose keyword:

Border#show ip nat translations verbose
Pro Inside global 1Inside local Outside local Outside global
---200.1.1.25 10.1.1.25 -—- -—-
create 2d18h, use 2d18h, flags: static, use_count: 0
--- 200.1.1.26 10.1.1.26 -—- -—-
create 2d18h, use 2d18h, flags: static, use_count: 0
tcp 200.1.1.50:25 10.1.1.50:25 206.1.1.25:25 206.1.1.25:25
create 05:53:05, use 05:53:05, left 18:06:54, flags: extended,
=yse_count: 0
tcp 200.1.1.51:514 10.1.1.51:514 155.1.9.6:1021 155.1.9.6:1021
create 02:22:51, use 00:22:28, left 23:37:31, flags: extended,
wse_count: 0
Border#
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The second command is used to display the statistics and configuration information for
NAT. The show ip nat statistics command displays the following information about
the NAT table and statistics:

Border#show ip nat statistics
Total active translations: 4 (2 static, 2 dynamic; 2 extended)
Outside interfaces:
Serial0
Inside interfaces:
Ethernet0
Hits: 13654693 Misses: 42
Expired translations: 1202
Dynamic mappings:
-- Inside Source
[Id: 1] access-1list 12 pool outbound refcount 5
pool outbound: netmask 255.255.255.0
start 200.1.1.2 end 200.1.1.254
type generic, total addresses 252, allocated 4 (2%), misses 0
Border#

The debug ip nat command is used to troubleshoot NAT problems on the router. In the
following output you will notice that the inside local source address of 10.1.1.25, which gets
translated to an inside global source address of 200.1.1.25, is sending a packet to the destina-
tion address 206.1.1.25. An arrow (—>) symbol indicates that the packet was translated, and an
asterisk (*) symbol indicates that the packet is traveling through the fast path. The first packet
in a conversation will be processed through a process-switched or slow path, and additional
packets will be able to be switched faster through the fast path. The following example shows
the output from the debug ip nat command:

Border#debug 1ip nat

IP NAT debugging 1is on

Border#

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [0]
NAT: s=206.1.1.25, d=200.1.1.25->10.1.1.25 [0]

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [1]

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [2]

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [3]

NAT*: s=206.1.1.25, d=200.1.1.25->10.1.1.25 [1]

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [4]

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [5]
1

NAT: s=10.1.1.25->200.1.1.25, d=206.1.1.25 [6]
NAT*: s=206.1.1.25, d=200.1.1.25->10.1.1.25 [2]
Border#
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Once debugging is enabled, it remains in effect until you turn it off with the no debug ip
nat command; to turn off all debugging, use the undebug all command.

) Turning on debugging information in a production router can have a significant
TE impact on performance.

Occasionally, you will need to delete a NAT translation from the NAT table. Sometimes

NAT is configured properly, but translations need to be cleared and reset to resolve a problem.
Table 3.1 shows the commands used to clear the NAT table.

TABLE 3.1 Commands to Clear the NAT Table

Command Meaning

clear ip nat translation * Clears all NAT table entries.

clear ip nat translation inside global-ip Clears the inside NAT translation table entry
for the specified IP address.

clear ip nat translation outside Tocal-ip Clearsthe outside NAT translation table entry
for the specified IP address.

clear ip nat translation protocol inside Clears the specific extended NAT table
global-ip global-port local-ip local-port entryrepresented by the global and local IP
[outside Tocal-ip Tocal-port global-ip addresses and ports.

global-port]

Often, the router will not allow you to remove or change the NAT configuration
TE because dynamic translations have been created. When this occurs, you need to
remove the inside or outside designation from an interface so translations can-

not be created. When this happens, all NAT translations stop on the router. Then
you can clear the translations and reconfigure or remove the NAT configuration.

Summary

As the Internet grows and companies need more and more IP addresses, the number of available
IP addresses diminishes. This is one of the main reasons for the implementation of NAT and

PAT. You need to understand how NAT and PAT work and how to configure each technology.
NAT and PAT enable a private IP network using non-registered IP addresses to access outside
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networks such as the Internet. NAT also can translate the addresses of two overlapping net-
works, such as when two companies merge that are using the same IP address space.

There are some disadvantages of using NAT and PAT in a network. Specifically, they don’t
allow for full end-to-end communications between two hosts using their configured addresses,
making troubleshooting a challenge at times. Some protocols and applications carry IP address
information in the payload of the packet, and the embedded IP addresses might not get trans-
lated by the NAT border router.

There are many I0OS commands used for viewing NAT configuration and troubleshooting
NAT problems. The show ip nat translation command is one of the most useful, in addi-
tion to debug ip nat.

Exam Essentials

Understand how NAT and PAT operate. NAT is a technology, specified in RFC 1631 and
RFC 3022, used to hide network addresses behind one or more IP addresses. A company can
use IP addresses set aside by RFC 1918 on their internal networks and use a pool of Internet-
routable IP addresses to connect their company to the Internet. PAT is similar to NAT but with
a single IP address, and the port numbers are changed to make each connection unique.

Know the advantages of NAT and PAT. The advantages of NAT and PAT are that they
allow an entire network to hide behind one or more IP addresses and that they allow a certain
level of security and allow a company to change ISPs without having to renumber their entire
network. NAT also allows a basic level of load-balancing between multiple hosts performing
the same function.

Know the disadvantages of NAT and PAT. The disadvantages of NAT and PAT are that
there are some protocols and applications that will not work because they carry IP address
information in the payload of the packets they send and they do not provide end-to-end signif-
icance for the IP address. Cisco IOS corrects some of these problems with the more popular pro-
tocols and applications, but it cannot cover them all. There also can be a significant delay in
translating IP addresses, which introduces latency in the communications path and causes appli-
cation performance problems.

Understand how to configure NAT and PAT using Cisco IOS. One option when configuring
NAT is to use dynamic NAT using a pool of IP addresses or by using the IP address of the out-
bound interface. You can also reuse those IP addresses by using the overload feature, which
sometimes is called PAT. You can also configure a static NAT translation from an inside local
IP address to an inside global IP address. A static translation can also be configured based upon
both the IP address and port values.

Know the troubleshooting commands for NAT and PAT. The commands used to trouble-
shoot NAT are show ip nat translations with the optional verbose keyword and debug
ip nat. The latter command will log NAT events as they occur on the router. The show ip nat
statistics command is used to not only display how many translations are active but also to
see the NAT configuration on the router.
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THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v" Understand how EIGRP operates.

v" Understand how to configure EIGRP and verify proper
operation.

v When route selection and configuration problems occur,
understand how to use the various show and debug
commands to determine the cause of the problem.



So far in this book, you have learned how routing protocols are
used to exchange IP address information between routers in an
enterprise network. IP addressing schemes establish a hierarchy
that makes path information both distinct and efficient. A router receives this routing information

via a given interface. It then advertises the information it knows to the other physical interfaces.
This routing process occurs at layer 3 of the OSI model. In this chapter, in order to decide on the
best routing protocol or protocols to use, we’ll take a look at both the Interior Gateway Routing
Protocol (IGRP) and its big brother, the Enhanced Interior Gateway Routing Protocol (EIGRP).

Unlike link-state routing protocols IS-IS and OSPF, IGRP and EIGRP are proprietary Cisco
protocols and run on Cisco routers and internal route processors found in the Cisco Distribu-
tion and Core layer switches. (We need to note here that Cisco has licensed IGRP to be used on
other vendors’ equipment such as Compaq and Nokia.) Each of these routing protocols also has
its own identifiable functions, so we’ll discuss each routing protocol’s features and differences.
Once you understand how these protocols differ from OSPF and how they calculate routes, you
will learn how to configure these protocols and fine-tune them with configuration changes to
make each perform at peak efficiency.

Scalability Features of Routing Protocols

Several times in this book as we look at the different routing protocols—IS-IS, OSPF, IGRP,
EIGRP, and BGP—we will refer back to distance-vector and link-state routing protocol differ-
ences. It is important to understand how these protocols differ from one another.

As networks grow and administrators implement or use Cisco-powered networks, IS-IS and
OSPF might not be the most efficient or recommended protocols to use. IS-IS and OSPF do have
some advantages over IGRP and EIGRP, including the following:

=  They are versatile.
= They use a very scalable routing algorithm.
= They allow the use of a routing protocol that is compatible with non-Cisco routers.

Cisco provides two proprietary solutions that allow better scaling and convergence, which can
be very critical issues. These are the Interior Gateway Routing Protocol (IGRP) and Enhanced
IGRP (EIGRP), with EIGRP offering, by far, the better scaling and convergence of the two. Net-
work growth imposes a great number of changes on the network environment and takes into con-
sideration the following factors:

*  The number of hops between end systems

= The number of routes in the routing table
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= The different ways a route was learned
=  Route convergence

IGRP and EIGRP can be used to maintain a very stable routing environment, which is abso-
lutely crucial in larger networks.

As the effects of network growth start to manifest themselves, whether your network’s rout-
ers can meet the challenges faced in a larger scaled network is completely up to the routing pro-
tocol the routers are running. If you use a protocol that’s limited by the number of hops it can
traverse, the number of routes it can store in its table, or even the inability to communicate with
other protocols, then you have a protocol that will likely hinder the growth of your network.

All the issues we’ve discussed so far are general scalability considerations. Before we look at
IGRP and EIGRP, let’s take another look at the differences between link-state routing protocols
and distance-vector protocols and the scalability issues of each.

Link-state routing and distance-vector protocols are discussed in detail in
TE Chapter 1, "Routing Principles.”

Distance-Vector Protocol Scalability Issues

In small networks—meaning those with fewer than 100 routers and an environment that’s much
more forgiving of routing updates and calculations—distance-vector protocols perform fairly
well. However, you’ll run into several problems when attempting to scale a distance-vector pro-
tocol to a larger network—convergence time, router overhead (CPU and memory utilization), and
bandwidth utilization all become factors that hinder scalability.

A network’s convergence time is determined by the ability of the protocol to propagate
changes within the network topology. Distance-vector protocols don’t use formal neighbor
relationships between routers. A router using distance-vector algorithms becomes aware of a
topology change in two ways:

= When a router fails to receive a routing update from a directly connected router

= When a router receives an update from a neighbor notifying it of a topology change some-
where in the network

Routing updates are sent out on a default or specified time interval. When a topology change
occurs, it could take up to 90 seconds before a neighboring router realizes the change. When the
router finally recognizes the change, it recalculates its routing table and sends the whole routing
table out all physical interfaces.

Not only does this cause significant network convergence delays, it also devours bandwidth—
just think about 100 routers all sending out their entire routing table and imagine the impact on
your bandwidth. It’s not exactly a sweet scenario, and the larger the network, the worse it gets,
because a greater percentage of bandwidth is needed for routing updates.

As the size of the routing table increases, so does CPU utilization, because it takes more pro-
cessing power to calculate the effects of topology changes and then converge using the new
information. Also, as more routes populate a routing table, it becomes increasingly complex to
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determine the best path and next hop for a given destination. The following list summarizes the
scalability limitations inherent in distance-vector algorithms:

= Network convergence delay
= Increased CPU utilization

= Increased bandwidth utilization

Scalability Limitations of Link-State Routing Protocols

Link-state routing protocols alleviate the scalability issues faced by distance-vector protocols,
because the algorithm uses a different procedure for route calculation and advertisement. This
enables them to scale along with the growth of the network.

Addressing distance-vector protocols’ problem with network convergence, link-state routing
protocols maintain a formal neighbor relationship with directly connected routers that allows
for faster route convergence. They establish peering by exchanging Hello packets during a ses-
sion, which cements the neighbor relationship between two directly connected routers. This
relationship expedites network convergence because neighbors are immediately notified of
topology changes. Hello packets are sent at short intervals (typically every 10 seconds), and if
an interface fails to receive Hello packets from a neighbor within a predetermined hold time—
usually three or four times the Hello time—the neighbor is considered down, and the router will
then flood the update to its neighbors. This occurs before the new routing table is calculated,
so it saves time. Neighbors receive the update, copy it, flood it to their neighbors, and then cal-
culate the new routing table. This procedure is followed until the topology change has been
propagated throughout the network.

It’s noteworthy that the router sends an update concerning only the 7ew information—not
the entire routing table. As a result, the update is much smaller, which saves both bandwidth
and CPU utilization. Plus, if there are no network changes, updates are sent out only at specified
or default intervals, which differ among specific routing protocols and can range from 30 min-
utes to two hours. These are often called paranoid updates.

These key differences permit link-state routing protocols to function well in large networks—
they really have little to no limitations when it comes to scaling, other than the fact that they’re a
bit more complex to configure than distance-vector protocols.

Interior Gateway Routing Protocol

Interior Gateway Routing Protocol (IGRP) was developed by Cisco in the mid-1980s to over-
come the distance limitations of the Routing Information Protocol (RIP). Instead of using the
hop count metric like RIP, IGRP uses a composite metric to overcome the distance limitations
of RIPv1. The composite metric is made up of the following four elements; by default, only
bandwidth and delay are used:

=  Bandwidth
= Delay
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=  Load
= Reliability

Maximum transmission unit (MTU) information is included in routing updates
% but cannot be configured to be part of the composite metric.
IGRP does not use hop count as a variable in the composite metric; it does, however, track
hop count. IGRP can traverse 100 hops but can be configured to accommodate up to 255 hops.
Although IGRP does overcome the distance limitations of RIP, it still has its own limitations.
IGRP is a Cisco-proprietary routing protocol. This means IGRP cannot be used with other ven-
dors’ products. The other limitation is that IGRP is a classful distance-vector routing protocol,
which means it doesn’t scale well for large internetworks.

In the next few sections, we will explore how IGRP operates and how to implement IGRP in
an internetwork.

While RIP depends on UDP for transport, utilizing port 520, IGRP, EIGRP, and
TE OSPF interface with the Internet layer directly, utilizing IP protocol numbers 9,

88, and 89, respectively.

IGRP Features and Operation

IGRP sends out periodic broadcasts of its entire routing table. Upon initialization, IGRP
broadcasts a request out all IGRP-enabled interfaces. IGRP then performs a check on the
received updates to validate that the source address of the update belongs to the same subnet
that the update was received on. Each router then uses the learned routes to determine the best
routes to every destination network.

Like RIPv1, IGRP is a classful routing protocol. IGRP does not send out subnet masks with its
routing updates. This means that IGRP cannot be used on a network that has employed VLSM.

IGRP employs the use of autonomous systems (ASs). If you remember, an AS is a collection
of routing domains under the same administrative control. An IGRP AS is actually a routing
domain and not a true AS. An AS can have multiple instances of IGRP and other routing pro-
tocols running concurrently. An IGRP AS is a set of routers running the IGRP routing protocol
with the same AS number.

Allowing multiple IGRP ASs to exist under a single AS means an administrator can better
segment an internetwork. The administrator will be able to create an IGRP AS for each routing
domain, which means better control of communications throughout the internetwork and
between routing domains through redistribution.

IGRP recognizes three types of routes within its updates:

Interior Networks directly connected to a router interface.

System Routes advertised by other IGRP neighbors within the same IGRP AS.
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Exterior Routes learned via IGRP from a different IGRP AS, which provides information used
by the router to set the gateway of last resort. The gateway of last resort is the path a packet will
take if a specific route isn’t found on the router.

IGRP has other features that are briefly described in Table 4.1. Most of these features were
added to make IGRP more stable; a few were created to deal with routing updates and make
network convergence faster.

TABLE 4.1 IGRP Features

Feature Description

Configurable metrics The user can configure metrics involved in the algorithm
responsible for calculating route information.

Triggered update Updates are sent out prior to the update interval timer expiring.
This occurs when the metrics for a route change.

Holddown timer Implemented to prevent routing loops. When inferior updates
are received, IGRP places a route in holddown. Holddown
means that the router won’t accept any new information on a
given route for a certain period of time, except from the source
of the original route.

Unequal-cost load-balancing  Allows packets to be shared or distributed across multiple
unequal-cost paths.

IGRP Timers

The update interval for IGRP is 90 seconds by default. IGRP uses a random factor of 20 percent
to stagger updates, so the update interval is actually between 72 and 90 seconds.

By default, when a route is first learned, its associated invalid timer is set to three times the
update interval, or 270 seconds, and its associated flush timer is set to seven times the update
interval, or 630 seconds. If for some reason the invalid timer expires, the route will be marked
as unreachable. The route will continue to exist in the routing table and be advertised to
neighbors as unreachable until the flush timer expires. Once the flush timer has expired, the
route will be deleted from the routing table.

When an advertising router marks a route as unreachable, the receiving routers will place the
route in a holddown state. During the period a route is in holddown, the router will ignore all
updates about the route. This prevents routing loops when routes become unreachable. A hold-
down timer is set to 280 seconds, or three times the update interval plus 10 seconds.

As noted in the “IGRP Convergence” section in Chapter 1, each time a route is received in
a periodic update, the associated timers are reset for that route. For triggered updates received
off-schedule, the invalid and holddown timers are reset, just as they would be for a periodic
update, but the flush timer is reset at the next periodic update time, whether or not an update
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is received. From then on, the flush timer continues to increment, as long as no valid updates for
that route are received from that neighbor or until the flush timer expires, and the route is
removed from the routing table.

Timers can be adjusted, and the holddown timer can be turned off. Remember that hold-
down timers are used to prevent loops in an internetwork. To adjust the timers, you need to go
into router configuration mode for the IGRP AS to which you want to make these adjustments.
Once there, you can enter the following command:

timers basic update invalid holddown flush [s1eeptime]

In order to disable the holddown timer, enter the following command in router config-
uration mode:

no metric holddown

Setting the sleeptime allows you to control when a triggered update will be sent. The triggered
update will not be sent until the sleeptime expires. An important note to remember is not to adjust
any timers without proper reason to do so. Incorrectly adjusting timers can use excess bandwidth
and increase convergence time, just to mention a few of the problems that can occur. If you do adjust
any timers on a router, be sure to adjust the timers accordingly for all the other routers participating
in the same IGRP AS. Failing to do so can cause unexpected results from your internetwork.

IGRP Metrics

Metrics are the mathematics used to select a route. The higher the metric associated with a
route, the less desirable it is. For IGRP, the Bellman-Ford algorithm uses the following equation
and creates the overall 24-bit metric assigned to a route:
metric = [(K1 x bandwidth) + [(K2 x bandwidth) + (256 —load)] + (K3 x delay)] x [K5 +
(reliability + K4)]
The elements in this equation are as follows:

= By default, K1 = K3 = 1, K2 = K4 = K5 = 0. Therefore, by default, the metric formula
reduces to:

metric = (1 X bandwidth) + (1 x delay)
metric = bandwidth + delay

= The show ip protocols command shows you the configured K-values for all IGRP and
EIGRP autonomous systems. Notice from the following output that the default values are
set for IGRP AS 100:
Router#show ip protocols
Routing Protocol is "igrp 100"
Sending updates every 90 seconds, next due in 71 seconds
Invalid after 270 seconds, hold down 280, flushed after 630
Outgoing update filter 1list for all interfaces is
Incoming update filter Tlist for all interfaces is
Default networks flagged in outgoing updates
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Default networks accepted from incoming updates
IGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0
IGRP maximum hopcount 100

IGRP maximum metric variance 1

Redistributing: igrp 100

Routing for Networks:

10.0.0.0
192.168.24.0
Routing Information Sources:
Gateway Distance Last Update
10.10.10.1 100 00:00:49

Distance: (default is 100)

Delay is computed as one-tenth the sum of all the measured delays, in microseconds, of the
outbound interfaces of the links along the path, which is to say, the cumulative delay along
the path in tens of microseconds.

Bandwidth = [10000000/(BW in Kbps)]. BW is the lowest bandwidth of the links along
the path.

You can compute delay yourself and find the lowest bandwidth in the path by issuing the
command show interface interface_type interface_number on each outbound
interface along the path, adding up the DLY values and comparing bandwidths to determine
the lowest. Here’s a sample of the output for the Serial 0/0 interface, with all but the first
four lines of output removed:

Router#sh 1int s0/0
Serial0/0 1is up, Tine protocol 1is up

Hardware is PowerQUICC Serial
MTU 1500 bytes, BW 1544 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255

Here you can see this interface is showing an MTU of 1,500 bytes, a bandwidth of 1,544 Kbps
(1.544 Mbps, or the T-1 rate), a delay of 20,000 microseconds, reliability of 100 percent, and
the lowest possible transmit and receive loads (1/255). The actual metric computation, based on
cumulative measured values, is demonstrated in the section “Verifying and Troubleshooting
IGRP” later in this chapter.

%’ The preceding formula is used for the non-default values of K5, when K5 does

ITE not equal 0. If K5 equals the default value of 0, then that part of the formula is not
used at all. This formula is used instead: metric = [(K1 x bandwidth) + [(K2x
bandwidth) + (256 — load)] + (K3x delay)]. The important point is that the final
term—[K5+ (reliability + K4)]—would evaluate to 0 when K5 is set to 0, making
the entire metric 0. This would be unacceptable, which is why the term is omitted
when K5 equals the default value of 0.
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If necessary, you can adjust metric constants in router configuration mode. Metrics are used
to change the manner in which routes are calculated. After you enable IGRP on a router, metric
weights can be changed using the following command:

metric weights tos K1 K2 K3 K4 K5

Note that the no version of this command returns the constants to their default values, and that
the type of service parameter (tos) must always be 0, as shown in the following router output:

Router(config)#router igrp AS_number
Router(config-router)#metric weights ?
<0-8> Type Of Service (Only TOS O supported)

Table 4.2 shows the relationship between the constant and the metric it affects.

TABLE 4.2 Metric Association of K-Values

Value Metric

K1 Bandwidth

K2 Loading of the link (effective bandwidth percentage used)
K3 Delay

K4, K5 Reliability

Each constant is used to assign a weight to a specific variable. This means that when the metric
is calculated, the algorithm will assign a greater importance to the specified metric. By assigning
a weight, you are able to specify what is more important. If bandwidth were of greatest concern
to a network administrator, then a greater weight would be assigned to K1. If delay is unaccept-
able, then the K3 value should be assigned a greater weight.

TE unexpected results that might compromise your network’s stability. Consider,
for instance, the case where you might be inclined to adjust the default value
of K2 in order to include load as a variable included in routing decisions.
Because load is updated every five seconds, based on a rolling five-minute
average, the IGRP metric is now subject to change every five seconds. This can
cause links over which a new application process is initiated to go into hold-
down due to the increased load causing the metric to rise more than 110 per-
cent. Conversely, a plummeting load can initiate flash updates to neighbors. As
you can see, either scenario is unacceptable and leads directly to route insta-
bility. Take Cisco’s advice—leave these constants at their defaults.

%)’ Cisco suggests leaving all K-values at their default, due to the likelihood of
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) Note that MTU is not actually represented by any of the K-value constants. This
TE is because MTU is never used in the calculation of the composite metric. The
use of MTU is discussed more in the EIGRP section later in this chapter.

As well as tuning the actual metric weights, you can do other tuning. All routing protocols
have an administrative distance associated with the protocol type. If multiple protocols are run-
ning on a router, the administrative distance value helps the router decide which route was
learned by the most trusted method. The route learned by the method with the lowest admin-
istrative distance will be chosen. IGRP has a default administrative distance of 100. The tuning
of this value is accomplished with the distance command, like this:

Router(config-router)#distance ?
<1-255> Administrative distance

Valid values for the administrative distance range from 1 to 255; the lower the value, the better.
A route with an administrative distance of 255 will not be used.

When redistributing static routes or other protocol types within IGRP, there are two options
on how you can enter the metric for the redistributed routes. The first option you have is to set
the metric for each instance of redistribution; the command will be covered in Chapter 10,
“Route Optimization.” The second option is to set a default metric for all redistributed routes.
This gives you less granularity when setting metrics but is faster to configure. The following
command, when entered in router configuration mode, will set the default metric:

default-metric bandwidth delay reliability loading MTU
bandwidth = a value between 0 and 4,294,967,295 (in Kbps)
delay = a value between 0 and 4,294,967,295 (in 10-microsecond units)
reliability = a range from 0 to 255 (255 is the most reliable)
loading = range from 0 to 255 (255 means the Tink is completely Toaded)
MTU = a value between 0 and 4,294,967,295

The bandwidth and delay that you enter should be “ready to use.” This means
TE no adjustment will be made before using them in the metric calculation for-

mula. Bandwidth is expected to be the minimum bandwidth of all the links

along the path to the destination network, and the value you enter for delay is

considered to be already one-tenth the actual cumulative delay along the path
to the destination.

When a router receives multiple routes for a specific network, one of the routes must be
chosen as the best route from all of the advertisements. While the router is told that it’s
possible to get to a given network over multiple interfaces, it forgets about all but the best
and all traffic will be sent over the best route.
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Load Balancing

Load balancing is a way that a router can send traffic over multiple paths to the same destination.
It is used to cut down on the amount of traffic passing over a single path to a destination. IGRP, by
default, is set to load-balance across four equal-cost paths, meaning four paths with equal metrics.
IGRP can be configured to support a single path or simultaneous use of two to six equal- or unequal-
cost paths. In order to change the number of paths for load-balancing IGRP, the maximum-paths
number_of_paths command must be entered in router configuration mode:

Router(config-router)#maximum-paths ?
<1-6> Number of paths

Load balancing for IGRP and EIGRP differs from other routing protocols. IGRP and EIGRP
can load-balance across unequal-cost paths, where other routing protocols require load balancing
across equal-cost paths. This means that multiple paths that do not have the same metric can be
used for load balancing. Unequal-cost load balancing is made possible through the concept of
route variance. The variance is a multiplier that is used to determine what the acceptable metric
for a route is for it to be included in the routing table. In order to configure the variance, enter the
variance multiplier command in router configuration mode:

Router(config-router)#variance ?
<1-128> Metric variance multiplier

The path with the lowest metric is entered into the routing table, as always. The variance is
then applied to the lowest metric to determine what other routes can be included in the routing
table. If the variance is set to 1, as it is by default, then only equal-cost routes will be accepted.
There are actually two requirements that must be satisfied, in order for alternate routes to be
admitted into the routing table:

= The first requirement is the obvious one. The metric for the route through the neighboring
router must be less than or equal to the product of the variance times the lowest local metric
for the same destination network.

= Thesecond requirement is not known by most, but is no less imperative. Unlike RIP which adds
a hop to its own metric in an advertisement for a route, an IGRP or EIGRP router advertises its
own metric to its neighbor, leaving the calculation of the additional metric value to the receiving
neighbor. This behavior is due to the fact that only the receiving neighbor knows of the out-
bound variables that contribute to the final composite metric, from its point of view, for any
given route. The advertised metric is actually the metric used by the advertising router in its
routing table. That brings us to the second requirement. This advertised metric must be less than
the lowest metric that the local router currently uses for the same destination network.

All this means it’s possible that, even though an alternate route’s metric is less than or equal
to the product of the variance and the best local route, a route would not be used for unequal-
cost load balancing if the advertising neighbor is farther away from the destination network
than the local router is. This is a safeguard to avoid routing loops. If the neighboring router is
farther from the destination than the local router is, perhaps the local router is the next hop for
the neighbor. We definitely wouldn’t want to perpetuate such a loop by sending a portion of our
traffic through such a path.
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The other ramification of all of this is that if a neighbor is used by the local router as the next
hop of an alternate route to a destination network, then conversely the local router will not be
selected by that neighbor as the next hop for the same destination network. This is because the
rule does not allow for the advertised metric to be equal to the local metric. It must be better,
meaning the local metric is worse, which would not satisfy this requirement for the neighbor.

Once the paths have been selected, the traffic is then divided up according to the actual metric
of each path. For example, let’s imagine that the path with the highest metric for load balancing
is four times greater than the path with the lowest metric. For every one packet that is sent across
the higher metric path, four packets will have been sent across the lower metric path.

IGRP Redistribution

At this point, we will only briefly cover redistribution for IGRP. Redistribution will be covered in
greater detail in Chapter 10. You may be wondering what redistribution is. Redistribution is the
process in which routes learned by one routing method or protocol—whether static or dynamic—
are shared with a dynamic routing protocol. For routing protocols that use AS numbers to distin-
guish routing instances on the same router, these methods could actually be the exact same
dynamic routing protocol, with redistribution occurring between the different AS numbers. IGRP
and EIGRP certainly qualify as examples of these routing protocols. Let’s look at Figure 4.1.

Asyou can see in this example, we have Router2, which has IGRP 100 and EIGRP 150 running
on it. Router2 knows about all the routes in both IGRP 100 and EIGRP 150. Router1 knows only
about the routes in IGRP 100, and Router3 knows only about routes in EIGRP 150.

So what can we do in order for Router1 and Router3 to know about the same routes? We can
redistribute IGRP 100 into EIGRP 150 on Router2. This will give Router3 the same routes as
Router2. If we stopped here, this would be known as one-way redistribution. One-way redistribu-
tion means that redistribution occurred in only one direction between the two routing protocols.

If we want all routers in this network to have the same routes, we must set up what is known
as mutual redistribution. Mutual redistribution is when redistribution occurs in both directions
between the routing protocols involved. In this case, we would need to redistribute IGRP 100
into EIGRP 150 and EIGRP 150 into IGRP 100 on Router2. Once converged, all the routers on
this network will know the same routes.

FIGURE 4.1 IGRP redistribution example
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Here are some special features of redistribution for IGRP and EIGRP that you won’t find in
other routing protocols. Redistribution will automatically occur between IGRP and EIGRP
with the same AS number. Take a look at Figure 4.2.

FIGURE 4.2 Automatic redistribution example
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In this example, redistribution will not need to be configured. Because both IGRP and EIGRP
have AS number 100, redistribution will automatically occur. If they had different AS numbers,
then redistribution would have needed to be configured on Router2. (The actual configuration
of redistribution will be covered in detail in Chapter 10.)

Now that you have a good grasp on how IGRP operates, let’s take a look at how to configure
it on a router.

IGRP Configuration

The basic configuration of IGRP is very straightforward. In order to initialize IGRP on a router,
enter the router igrp AS# command in global configuration mode:

Router(config)#router igrp ?
<1-65535> Autonomous system number

Once you’ve initialized IGRP on the router, you need to specify the interfaces that you want
to include in the IGRP AS process, through the use of the classful network. In order to accom-
plish this, enter the network A.B.C.D command in router configuration mode:

Router(config-router)#network ?
A.B.C.D Network number

TE additional effect. In fact, it would be considered incorrect to do so. IGRP watches
out for you, however, by converting the classless entry to a classful one, as can
be seen with the show run or show ip protocols commands.

5’ IGRP expects classful network addresses, so entering subnet addresses has no
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That’s all that is needed to configure basic IGRP.

You can also configure IGRP so it will send unicast updates to its neighbors. A unicast update
is sent directly to the specified neighbor instead of being broadcast, cutting down on the amount
of bandwidth utilized for updates. In order to configure unicast updates, enter the neighbor
A.B.C.D command in router configuration mode:

Router(config-router)#neighbor ?
A.B.C.D Neighbor address

As noted earlier, IGRP’s network command pays attention only to the classful portion of the
address you enter. So when you use the network statement, any interface on the router that falls
into the classful network range will be included in the IGRP routing domain. This causes a prob-
lem when you don’t want one of the interfaces in the classful range to participate in the IGRP AS.
This type of scenario could arise when you are running another routing protocol over one of your
WAN connections and the interface participating in that connection is in the same classful net-
work range as an interface participating in the IGRP AS.

Without the neighbor command to force unicasts to the WAN neighbor, the interface will
broadcast updates over the WAN link. The router on the other end of the link receives the
update packet and drops it, because that router’s interface isn’t participating in the IGRP AS.
This will not break anything, but it wastes bandwidth.

The way to overcome this is to use the passive-interface command. The passive-
interface command allows an interface’s associated network—and possibly subnet—to
be advertised in the IGRP routing domain, but the interface will not listen to or send IGRP
updates itself. You need to enter the passive-interface interface_type interface_
number command under the IGRP process in router configuration mode to configure an
interface as a passive-interface (interface Serial 0/0 shown):

Router(config-router)#passive-interface s0/0

Now that you have a basic understanding of how to configure IGRP, let’s walk through an
actual configuration. Take a look at Figure 4.3.

Let’s assume for the given network that the layer 3 interface addresses are already configured.
We’re going to concentrate only on the routing protocol for this example.

The configuration for the network would occur as follows:

Routerl>enable

Routerl#configure terminal
Routerl(config)#router igrp 100
Routerl(config-router)#network 172.16.0.0
Routerl(config-router)#network 192.168.100.0

Router2>enable

Router2#configure terminal
Router2(config)#router igrp 100
Router2(config-router)#network 192.168.100.0
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Router2(config-router)#network 192.168.21.0

Router3>enable

Router3#configure terminal
Router3(config)#router igrp 100
Router3(config-router)#network 172.16.0.0
Router3(config-router)#network 192.168.21.0

FIGURE 4.3 IGRP configuration example
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This would configure IGRP for the network. If you decide to cut down on excess bandwidth
usage on the Ethernet segment of Router1, you will make interface Ethernet 0 passive. Here is
the configuration that would accomplish this:

Routerl>enable

Routerl#configure terminal
Routerl(config)#router igrp 100
Routerl(config-router)#passive-interface el

That’s all there is to it. As you can see, configuring IGRP is a straightforward process. From
personal experience, I ask you to remember one thing about IGRP, or any other routing proto-
col for that matter: Do not adjust timers or K-values unless it is for an important reason and you
thoroughly understand the consequences. Adjusting these parameters in a production network
can cause serious problems, and you will not want to deal with the repercussions.
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Verifying and Troubleshooting IGRP

Now that you know how to configure IGRP, we need to focus on how to verify that it is oper-
ating correctly and, if IGRP is not operating correctly, how to troubleshoot it.
There are two important items to keep in mind when working with IGRP:
*  Remember that IGRP is a standard distance-vector routing protocol. What this means to
you as the engineer is that IGRP does not keep a topology table. So you need to look at the
routing table to verify most information.

= IGRP is a classful routing protocol. If you have implemented redistribution, or if IGRP is
automatically redistributing with EIGRP, the routes being redistributed must be on classful
boundaries or on the same non-classful boundary as a prefix of the exact same length and
value as configured on one or more of its own interfaces. If they are not, IGRP will not
accept the routes into its routing table. If you have implemented VLSM in another routing
protocol, you will want to make sure that you summarize the routes to the classful or sim-
ilar non-classful boundary that you want advertised into IGRP.

Route Information

As stated earlier, you will receive most of your information about the operation of IGRP from
the routing table. In order to view the routing table, you need to enter the following command
in privileged EXEC mode:

Router#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area
* - candidate default, U - per-user static route, o - ODR
P - periodic downloaded static route

Gateway of Tast resort is not set

C 192.168.24.0/24 is directly connected, LoopbackO

I 20.0.0.0/8 [100/7382] via 10.10.10.1, 00:00:43, Serial2/0.1
10.0.0.0/24 is subnetted, 1 subnets

C 10.10.10.0 1is directly connected, Serial2/0.1

As you can see from the routing table, we have one route learned via IGRP. You will know the
routes learned via IGRP from the code of I in front of the route entry. The routing table is a very
important verification and troubleshooting tool, because it informs you of all the routes that have
been learned via IGRP that were considered the best for their respective destination network. If a
route is not there that you believe should be there, you need to start troubleshooting.
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Once you have viewed the routing table, you can enter the following command, using the
appropriate routing entry, to view more detailed information about a particular route:

Router#show ip route 20.0.0.0
Routing entry for 20.0.0.0/8
Known via "igrp 100", distance 100, metric 7382
Redistributing via igrp 100
Advertised by igrp 100 (self originated)
Last update from 10.10.10.1 on Serial2/0.1, 00:00:03 ago
Routing Descriptor Blocks:
* 10.10.10.1, from 10.10.10.1, 00:00:03 ago, via Serial2/0.1
Route metric is 7382, traffic share count is 1
Total delay is 25000 microseconds, minimum bandwidth is 2048 Kbit
Reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 0

This command can give you details about a particular route. The most important informa-
tion you can learn from this command is the details of the composite metric for the particular
route. The command informs you what the minimum bandwidth, cumulative delay, reliability,
load, and minimum MTU are for the particular routing entry’s path to the destination network.
Recall that the metric is computed as

[(10000000 + minimum bandwidth) + (cumulative delay + 10)] = [(10000000 + 2048) +
(25000 = 10)] = 4882.8125 + 2500 = 7382

Note that fractional values are truncated, not rounded.

Routing Protocol Information

You can also view information that is specific to routing protocols. There are two ways in which
to view this information. The first way to view this information is at the global level of the
router. Entering the following command, in privileged EXEC mode, provides you with specific
information about all routing protocols on the router:

Router#show ip protocols

Routing Protocol is "igrp 100"
Sending updates every 90 seconds, next due in 71 seconds
Invalid after 270 seconds, hold down 280, flushed after 630
Outgoing update filter Tist for all interfaces is
Incoming update filter Tist for all interfaces is
Default networks flagged in outgoing updates

Default networks accepted from incoming updates
IGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0
IGRP maximum hopcount 100

IGRP maximum metric variance 1

Redistributing: igrp 100
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Routing for Networks:

10.0.0.0
192.168.24.0
Routing Information Sources:
Gateway Distance Last Update
10.10.10.1 100 00:00:49

Distance: (default is 100)

As you can see, the router in this example is running only IGRP. If it had been running other
routing protocols, you would have seen information about each of the routing protocols on the
router. This command gives you the values set for all of your timers and shows what routes this
particular router is advertising to its neighbors. For IGRP and EIGRP, it also gives you the val-
ues for maximum hop count and variance.

As seen earlier in this chapter, the other way to view specific routing protocol information
is at the interface level. The most important information you will receive from the following
command, entered in privileged EXEC mode, is what the bandwidth, delay, reliability, load,
and MTU are for that particular interface:

Router#show interface serial 2/0.1
Serial2/0.1 is up, line protocol is up
Hardware is DSCC4 Serial
Internet address is 10.10.10.2/24
MTU 1500 bytes, BW 2048 Kbit, DLY 20000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation FRAME-RELAY

All of the commands covered so far give information about IGRP on the particular router. This
is important information, but if a route is not there that should be, it might not give you all the
information you need. The next section covers how to monitor what your router is sending to its
neighbors and also what it is receiving from its neighbors.

Viewing Route Updates

Viewing the routing updates that your router is sending and receiving is an invaluable tool. The
following debug commands give you a step-by-step account of what is happening between your
router and its neighbors:

Router#debug ip igrp events

IGRP event debugging is on

Router#

15:34:08: IGRP: received update from 10.10.10.1 on Serial2/0.1

15:34:08: IGRP: Update contains 0 interior, 1 system, and 0 exterior routes.
15:34:08: IGRP: Total routes in update: 1

15:34:55: IGRP: sending update to 255.255.255.255 via Serial2/0.1 (10.10.10.2)
15:34:55: IGRP: Update contains 0 interior, 1 system, and 0 exterior routes.
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15:34:55: IGRP: Total routes in update: 1

15:34:55: IGRP: sending update to 255.255.255.255 via Loopback0 (192.168.24.1)
15:34:55: IGRP: Update contains 0 interior, 2 system, and 0 exterior routes.
15:34:55: IGRP: Total routes in update: 2

The debug ip igrp events command allows you to view the routing updates sent to the router
every 90 seconds by its neighbors. It also allows you to view the routing updates that the router sends
to its neighbors every 90 seconds. The routing updates sent by the router to its neighbors contain the
destination address (the broadcast address 255.255.255.255 or a unicast address, due to the use of
the neighbor command), interface, a summary of the types of routes, and the number of routes sent.
The routing updates received by the router from its neighbors include the same information, except
the destination address is replaced with the source address.

If the data contained in the debug ip igrp events doesn’t give you enough information,
there is another debug command that will provide you with more information about the routes
contained in the routing update. Enter the following command in privileged EXEC mode:

Router#debug ip igrp transactions
IGRP protocol debugging is on

Router#

15:36:21: IGRP: sending update to 255.255.255.255 via Serial2/0.1 (10.10.10.2)
15:36:21: network 192.168.24.0, metric=501

15:36:21: IGRP: sending update to 255.255.255.255 via Loopback0 (192.168.24.1)
15:36:21: network 20.0.0.0, metric=7382

15:36:21: network 10.0.0.0, metric=6882

15:37:07: IGRP: received update from 10.10.10.1 on Serial2/0.1

15:37:07: network 20.0.0.0, metric 7382 (neighbor 501)

The debug ip igrp transactions command provides detailed information about the
routes contained in the routing update. As you can see in the debug output, the debugging of
IGRP transactions contains all networks that were in the update, as well as their metrics.
Updates received by the router also contain the neighbor’s metric. Recall that the neighbor’s
advertised metric is used in conjunction with the variance command to avoid the trap of load
balancing by using a potential routing loop.

Both of the debug commands discussed in this section can be entered to display the detailed
information about the routes, as well as display a summary of the types of routes. This makes it
convenient to view all the information about the updates that the router is sending and receiving.

In order for you to be able to view debug output, you must have logging enabled. Logging
will send the debug messages to the destination that you state in the Togging command. In
order to enable logging, you may need to enter the Togging on command in global configura-
tion mode. After enabling logging, you can specify where to send the messages. The following
is a list of some of the most common destinations for a message to be sent:

= Using a host name or IP address will send the messages to a Syslog server.
= buffered will send the messages to the router’s buffer.

= console will send the messages to the router’s console.
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These destinations are not the only places logging can be set up for. In order to configure the
router to send messages to one of these destinations, you will need to enter the Togging com-
mand followed by one of the destinations in global configuration mode.

After enabling debugging, you will need to be able to turn it off. In privileged EXEC mode,
enter the command undebug al1 to turn off all debugging.

With all these tools in hand, you should be able to verify and troubleshoot IGRP operation
accurately. With practice, you should be able to troubleshoot IGRP in no time. Now that you
have a full understanding of how IGRP functions, how to configure IGRP, and how to verify
and troubleshoot IGRP operation, let’s move on to the big brother of IGRP: EIGRP.

Enhanced Interior Gateway
Routing Protocol

Enbanced Interior Gateway Routing Protocol (EIGRP) is better than its little brother, IGRP.
EIGRP allows for incremental routing updates and formal neighbor relationships, which overcome
some of the limitations of IGRP. The enhanced version uses the same type of information as IGRP,
obtained by distance-vector methods, yet with a different algorithm, and scaled for a 32-bit metric,
as opposed to IGRP’s 24-bit metric. EIGRP uses DUAL (Diffusing Update Algorithm) for metric
calculation, which permits rapid convergence. This algorithm allows for the following:

= Automatic backup route determination, if one is available

=  Sending out queries for an alternate route if no route can be found
= Support of variable-length subnet masks (VLSMs)

= Reliable communication with neighbors

EIGRP fixes many of the problems associated with IGRP, such as the propagation of the
entire routing table, which IGRP sends when changes occur in the network topology, as well as
periodically, even in the absence of change.

One unique characteristic of EIGRP is that it is both a link-state routing and a distance-vector
protocol. How can this be? Let’s look at how this protocol combines the best from both routing
protocol types.

Along with rapid convergence discussed earlier, EIGRP reduces bandwidth usage. It does this
not by making scheduled updates, but by sending updates only when a topology change occurs.
When EIGRP does send an update, the update contains information only on the change in the
topology, which requires a path or metric change. Another plus is the fact that only the routers
that need to know about the change receive the update.

Basically, EIGRP establishes neighbor relationships and keeps tables in addition to the routing
table, just like link-state protocols. However, just like distance-vector routing protocols, EIGRP
still routes by rumor and trusts whatever it hears from its adjacent neighbors. Related to this
behavior, unlike link-state routing protocols, EIGRP does not build a hierarchical view of the
entire routing domain with itself as the root of the inverted tree.
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One of the most attractive features of EIGRP is its support of all the major layer 3 routed pro-
tocols using protocol-dependent modules (PDMs), those being IP, IPX, and AppleTalk. At the
same time, EIGRP can maintain a completely loop-free routing topology and very predictable
behavior, even when using all three routed protocols over multiple redundant links. Besides the
protocol-dependent modules, EIGRP has three other components that make up the four com-
ponents of EIGRP:

= Reliable Transport Protocol (RTP)
= Neighbor discovery/recovery
= Diffusing Update Algorithm (DUAL)

With all these features, EIGRP must be hard to configure, right? Guess again. Cisco has made
this part easy as well and allows you to implement load balancing over equal- or unequal-cost
links. So why would you use anything else? Well, I guess you might if all your routers weren’t
Cisco routers. Remember, EIGRP is proprietary and runs only on Cisco routers and route
switch processors.

Now that we have mentioned all this, we’ve sold you on EIGRP, right? Well, if we stopped
right here, you’d miss out on many other important details of the route-tagging process, neighbor
relationships, route calculation, and the metrics used by EIGRP, which will be discussed in the
next few sections. Following that discussion, we will look at how to configure EIGRP, tune
EIGRP, load-balance, and troubleshoot. We will also briefly cover redistributing routes. This
topic will be covered in greater detail in Chapter 10.

Route Tagging

Route tagging is used to distinguish routes learned by the different EIGRP sessions. By defining
a different AS number, EIGRP can run multiple sessions on a single router. Routers using the
same AS number speak to each other and share routing information, which includes the routes
learned and the advertisement of topology changes.

Route redistribution, which is covered in its own section later in this chapter, allows routes
learned by one EIGRP AS session to be shared with another session. When route redistribution
occurs, the routes are tagged as being learned from an external EIGRP session. Internal EIGRP
routes have an administrative distance of 90, while external EIGRP routes have a less trusted
administrative distance of 170.

Neighbor Relationships

Using Hello messages, EIGRP establishes and maintains neighbor relationships with neighboring
routers. This is a quality of a link-state routing protocol. EIGRP uses the Hello protocol, just like
OSPF, to establish and maintain the peering relationships with directly connected routers. OSPF
will be discussed in Chapter 5, “OSPF Operation in a Single Area,” and Chapter 6, “Intercon-
necting OSPF Areas.” The Hello packets sent between EIGRP neighboring routers determine the
state of the connection between them. Once the neighbor relationship is established, the routers
then exchange route information.
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Each EIGRP session running on a router maintains a neighbor table in which each router
stores information on all the routers known to be directly connected neighbors. The neighbor-
ing router’s IP address, hold time interval, smooth round-trip timer (SRTT), and queue infor-
mation are all kept in this table, which is used to help determine when a neighbor is acquired
or lost, resulting in topology changes that need to be propagated to neighboring routers.

The only time EIGRP advertises its entire routing table is when two neighbors initiate com-
munication. When this happens, both neighbors advertise their entire routing tables to each
other. After each has learned its neighbor’s directly connected or known routes, only changes
to the routing table are propagated.

One thing to keep in mind about EIGRP is that it doesn’t broadcast Hello packets. Instead,
EIGRP will send multicast Hellos to the well-known multicast address of 224.0.0.10. Sending
a multicast Hello instead of a broadcast allows any device not running EIGRP to filter the
packet on the network interface card (NIC). Doing this cuts down on needless processing of
packets. Remember, if this had been a broadcast packet, all of the devices on the network would
need to process the packet, causing undue CPU load on end stations attached to this network.

Hello packets are multicast at intervals of five seconds. For multipoint interfaces of X.25,
Frame Relay, and ATM, as well as non-packet-switched networks like BRI ISDN that have access
speeds equal to or less than the speed of a T1, the Hello packet will be unicast every 60 seconds.

Each Hello packet sent contains the EIGRP version number, the AS number, the K-values,
and the hold time. In order for neighboring routers to form adjacencies, they must be using the
same AS number and K-values.

When initial Hello messages are sent out, replies to the Hello packets are sent with the neighbor-
ing router’s topology table (which is different from the routing table) and include each route’s metric
information, with the exception of any routes that were already advertised by the router receiving
the reply. As soon as the reply is received, the receiving router sends out what is called an ACK
(acknowledgment) packet to acknowledge receipt, and the routing table is updated if any new infor-
mation is received from the neighboring router. Once the topology table has been updated, the orig-
inating router will then advertise its entire table to any new neighbors that come online. Then when
the originating router receives information from its neighbors, the route calculation process begins.

Now that you have a good understanding of how EIGRP neighbors form adjacencies, let’s
take a look at how EIGRP chooses the best routes.

Route Calculation

EIGRP uses multicasts instead of broadcasts. Therefore, only devices running EIGRP are
affected by routing updates or queries. Where IGRP updates use a 24-bit format, EIGRP uses
a 32-bit format for greater granularity. The default IGRP metric, which includes only band-
width and delay, can simply be multiplied by 256 to obtain the corresponding EIGRP metric.
Only changes in the network topology are advertised, instead of the entire topology table.

EIGRP is called an advanced distance-vector protocol, because it contains properties of both
distance-vector and link-state routing protocols when calculating routes. DUAL is much faster
and calculates the shortest path to a destination when updates or Hello messages, or the lack
thereof, cause a change in the routing table. Recalculation occurs only when the changes directly
affect the routes contained in the topology table.
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This last statement may be confusing. If a change occurs to a network that is directly connected
to a router, all of the relevant information is used to calculate a new metric and route entry for it.
If a link between two EIGRP peers becomes congested, both routers would have to calculate a new
route metric and then advertise the change to any other directly connected routers.

Now that you understand the difference between a route update and a route calculation, we can
summarize the steps that a router takes to calculate, learn, and propagate route update information.

Redundant Link Calculation

The topology database stores all known routes to a destination and the metrics used to calculate
the least-cost path. Once the best routes have been calculated, they are moved to the routing
table. The topology table can store up to six routes to a destination network, meaning that
EIGRP can calculate the best path for up to six redundant paths. Using the known metrics to
the destination, the router must make a decision as to which path to make its primary path and
which path to use as a standby or secondary path to a destination network. Once the decision
is made, the primary route—the one with the lowest metric—will become the successor and be
added to the routing table. Any route that has an advertised distance lower than the successor’s
feasible distance will become a feasible successor route.

The path-cost calculation decisions are made from information contained in the routing
table using the bandwidth and delay from both the local and adjacent routers. Using this infor-
mation, a composite metric is calculated. The local router adds its cost to the cost advertised by
the adjacent router. The total cost is the metric. Figure 4.4 shows how cost is used to select the
best route (successor) and the backup route (feasible successor).

FIGURE 4.4 The best-route selection process
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Using RouterA as a starting point, we see that there are three different routes to Host Y. Each
link has been assigned a cost. In this example, RouterD and the WAN all have advertised costs to
Host Y that they send to RouterA. This is known as the advertised distance. To calculate the
advertised distance, add together the metrics between the advertising router and the destination
and multiply by 256. In order to determine the feasible distance, you need to add the metric to
reach a neighbor to the calculated metric from the advertising router to the destination and then
multiply by 256. The lowest calculated metric becomes the feasible distance, and that route
becomes the successor. Any route with advertised distance less than the feasible distance becomes
a feasible successor route.

Let’s calculate the lowest metric for Host X to get to Host Y. We’ll use the path from Host X
to RouterA to RouterB to RouterC and finally to Host Y for our first path calculation. To
calculate the total metric, we add 20 (RouterA to RouterB) to 30 (RouterB to RouterC) and
multiply it by 256 for a final value of 12,800.

Now let’s calculate the metric for the path from Host X to RouterA to the WAN to RouterD
and then to Host Y. Add the metric from the WAN to RouterD, 20, to the metric from the WAN
to RouterA, 335; the total is 55. Multiplying 55 by 256 gives us a value of 14,080.

Finally, we will calculate the total metric from Host X to RouterA to RouterD to Host Y.
Take the metric 35 and multiply it by 256 for a value of 8,960. The value 8,960 becomes the
feasible distance, and the path to RouterD becomes the successor.

In order to calculate the feasible successor routes, we need to look at the advertised distance
to the destination from each neighbor. The neighbors with an advertised distance lower than the
feasible distance will become feasible successors. In this case, all of the routes will become fea-
sible successors.

Information given in Table 4.3 closely, though not exactly, represents what is contained in
an actual topology table. The Status field shows whether a new route is being calculated or if
a primary route has been selected. In our example, the route is in passive state because it has
already selected the primary route.

TABLE 4.3 Topology Table Information

Route—Adjacent Router’s
Status Address (Metrics) Number of Successors Feasible Distance

P 172.10.10.0/24 via 172.1.2.6 1 (RouterC) 3611648
(3611648/3609600) via 172.5.6.6
(4121600/3609600) via 172.6.7.6
(5031234/3609600)

The route with the best metric contains the lowest metric value and is chosen as the primary
route. If there is more than one route to a destination, the route with the second-lowest metric
will be chosen as the feasible successor, as long as the advertised distance of the potential fea-
sible successor is not greater than the feasible distance of the successor. Primary routes are
moved to the routing table after selection. More than one route can be made a primary route
in order to load-balance.
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EIGRP uses the same metrics as IGRP (by default, bandwidth and delay). Those metrics are:
=  Bandwidth

= Delay
= Reliability
= Load
) Just as with IGRP, there is no specific calculation for the maximum transmis-
TE sion unit (MTU) as a metric. The MTU, however, is used as a tiebreaker for

equal metric paths.

Bandwidth and delay are the two metrics used by default. The other metrics can be config-
ured manually. When you configure reliability, load, and MTU, this can cause the topology
table to be calculated more often.

Updates and Changes

EIGRP also has link-state properties. One of these properties is that it propagates only changes
in the routing table instead of sending an entire new routing table to its neighbors. EIGRP relies
on IP to deliver updates to its neighbors, as shown in a breakdown of an EIGRP packet in
Figure 4.5. When changes occur in the network, a regular distance-vector routing protocol will
send the entire routing table to its neighbors. By avoiding sending the entire routing table, less
bandwidth is consumed and less CPU overhead is achieved. Neighboring routers don’t have to
reinitialize the entire routing table; all the routers need to do is insert the new route changes.
This is one of the big advantages that EIGRP has over IGRP.

FIGURE 4.5 AnIPframe showing the protocol type to be EIGRP
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Updates can follow two paths. If a route update contains a better metric or a new route, the
routers simply exchange the information. If the update contains information that a network is
unavailable or that the metric is worse than before, an alternate path might need to be found.
If the new metric is still better than the metric of the feasible successor, the entry will remain,
and its metric will be adjusted. When a new path must be found, the router first searches the
topology database for feasible successors. If no feasible successors are found, a query is multi-
cast to all adjacent routers. Each router then responds to the query. Depending on how the
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router responds, different paths will be taken. After the intermediate steps are taken, either of
two final actions can occur:

= If route information is eventually found, the route is added to the routing table, and an
update is sent.

= If the responses from the adjacent routers do not contain route information, the route is
removed from the topology and routing tables.

After the routing table has been updated, the new information is sent to all adjacent routers
via multicast.

Reliable Transport Protocol (RTP) is the key to EIGRP routing updates. RTP allows for
guaranteed delivery in sequential order of EIGRP routing updates.

EIGRP RTP multicasts Hello packets, queries, and update packets whenever possible. These
multicast packets are sent to the well-known multicast address of 224.0.0.10. Unicast packets
are always used for acknowledgments (ACKs), which are basically empty Hello packets, and
replies. Unicast packets will also be used to send Hello packets for multipoint interfaces on
X.25, Frame Relay, and ATM that have access speeds equal to or less than the speed of a T1.
Hello packets are sent unreliably and never acknowledged.

EIGRP implements a unique mechanism known as pacing in order to prevent routing
updates from consuming too much bandwidth on lower speed links. Pacing allows EIGRP to
regulate the amount of traffic it sends to a portion of the interface’s bandwidth. The traffic we’re
referring to is Hello packets, routing updates, queries, replies, and acknowledgments.

The default setting for pacing in EIGRP is 50 percent of the bandwidth on any given interface.
This default setting can be adjusted with the following command in interface configuration mode:

ip bandwidth-percent eigrp as-number percent
as-number = Autonomous System Number
percent = percent of bandwidth EIGRP may use

) This is an important command to configure if you have manipulated routing by
TE changing the bandwidth statement. Note also that EIGRP will not sustain such
utilization, but bursts could occasionally consume 100 percent of a link’s band-

width. This limitation is a safeguard against such occurrences.

Diffusing Update Algorithm

One last topic must be discussed in order for us to fully understand the EIGRP route calculation.
That topic is the Diffusing Update Algorithm (DUAL). DUAL is the algorithm by which all com-
putation of routes for EIGRP occurs. A full understanding of DUAL is beyond the scope of the
BSCI exam, so we’re only going to briefly discuss it here.

One of the biggest advantages of DUAL is how it speeds up convergence. It accomplishes this
by not recalculating routes when it doesn’t need to. Let’s take a look at the way DUAL operates.

An EIGRP neighbor sends an update to a router informing the router that the metric for a
route has changed or that there has been a topology change. At this point, the router looks for



Enhanced Interior Gateway Routing Protocol 125

a better route. The router looks for a feasible successor to the destination that has a better metric
than the new metric for the route. If a feasible successor is found, the router will immediately
choose it as the new successor. The router will now increase its own metric and advertise it to
its neighbors. If a feasible successor is not found, then DUAL will start recalculating to find a
New Successor.

There are three instances that causes DUAL to recalculate:

= An alternate route is not found.
*  The new best route is still the original successor.
= The new best route is not a feasible successor.

When the recalculation begins, the router queries all its neighbors about the destination. The
router then tracks the queries it has sent so it knows when all neighbors have replied.

When a neighbor receives a query, it first marks the route as unreachable and queries each
of its neighbors—this is what is meant by diffusing. The neighbor then replies with one of the
following six responses:

= The neighbor will reply with an infinite metric if it doesn’t have any information about the
destination.
= The neighbor will reply with its current best route if the route is already active.

= If the query is not from the neighbor in the path of a successor, the neighbor will reply with
its current best route and the route will remain passive.

= If the neighbor in the path of a successor sent the query and the replying router doesn’t have
any other neighbors, it will reply with an infinite metric.

*  The neighbor will reply with the new best route if it has multiple routes to the destination.

= If the neighbor has other neighbors besides the querying router, it will propagate the query
to its other neighbors. When it doesn’t have an alternate route, then the route is through the
router that sent the query, or the route is not through a neighbor in the path of a feasible
successor. The process then occurs on each of the routers receiving the propagated query.

Once the original querying router receives all replies from its neighbors, the router selects the
new best route. The router then sends out a routing update with the new information.

An issue will occur if any of the neighbors do not reply to the query. If the active timer expires—
which is set to three minutes by default—the router will declare the route stuck in active (SIA).

With all this in mind, you can now see how DUAL can cut down on the number of times it
must recalculate routes. What this means for you is a faster converging network.

EIGRP Metrics

EIGRP utilizes several databases or tables of information to calculate routes. These databases
are as follows:

= The route database (routing table) where the best routes are stored
= The topology database (topology table) where all route information resides

= A neighbor table that is used to house information concerning other EIGRP neighbors
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Each of these databases exists separately for each routed protocol configured for EIGRP:
= The IP session is called IP-EIGRP.
*  The IPX session is called IPX-EIGRP.
= The AppleTalk session is called AT-EIGRP.

Therefore, it is possible for EIGRP to have nine active databases when all three protocols are
configured on the router, even more for multiple concurrently configured autonomous systems.

As stated previously, the metrics used by EIGRP are the same as those used by IGRP. As
with IGRP, metrics decide how routes are selected. The higher the metric associated with a
route, the less desirable the route is. The following equation is used by EIGRP to calculate the
composite metric:

metric = [(K1 x bandwidth) + [(K2 x bandwidth) + (256 — load)] + (K3 X delay)] x [K5 +
(reliability + K4)] x 256
The elements in this equation are as follows:

= Bydefault, K1 =K3 =1, K2 = K4 = K5 = 0. Therefore, by default, the metric formula reduces to:
metric = (1 X bandwidth) + (1 x delay) x 256
metric = (bandwidth + delay) x 256

=  Delay is computed as one-tenth the sum of all the measured delays, in microseconds, of the

outbound interfaces of the links along the path, which is to say, the cumulative delay along
the path in tens of microseconds.

= Bandwidth = [10000000 + (BW in Kbps)]. BW is the lowest bandwidth of the links along
the path.

Alternatively, the metric can be described as (bandwidth + delay) as long as
= Delay = [Delay in 10s of microseconds] x 256
«  Bandwidth = [10000000 = (BW in Kbps)] x 256

Just as with IGRP, you can set the metrics manually from within the configuration mode.
One important thing to keep in mind when manually setting metrics is that in order for EIGRP
routers to form neighbors, they must have the same K-values in the Hello packet. If the K-values
are different, the routers will not form adjacencies with each other. With that in mind, let’s take
a look at how to tune these settings.

EIGRP Tuning

The metrics used with EIGRP are tuned in the same manner as the metrics for IGRP. Metrics
are tuned to change the manner in which routes are calculated. The same command is used for
IGRP and EIGRP. In order to enter the following command, you must be in router configura-
tion mode:

metric weights tos K1 K2 K3 K4 K5

Each constant is used to assign a weight to a specific variable. This means that when the metric
is calculated, the algorithm will assign a greater importance to the specified metric. By assigning
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a weight, you are able to specify what is most important. If bandwidth is of greatest concern to a
network administrator, a greater weight should be assigned to K1. If delay is unacceptable, the K2
constant should be assigned a greater weight. The tos variable is the type of service. Refer back
to Table 4.2 for the relationship between the constant and the metric it affects. Also, remember
that EIGRP uses only bandwidth and delay, by default, when calculating routes.

Other tuning is possible. All routing protocols have an administrative distance associated
with the protocol type. If multiple protocols are running on one router, the administrative dis-
tance value helps the router decide which path is best. The protocol with the lower administra-
tive distance will be chosen. EIGRP has a default administrative distance of 90 for internal
routes and 170 for external routes. Use the following command, in router configuration mode,
to make changes:

distance 1-255

Valid values for the administrative distance range from 1 to 255. Again, the lower the value,
the better. If an administrative distance of 255 is chosen, routes will be considered unreachable
and will be ignored.

When redistributing static routes or routes from other routing protocols into EIGRP, there are
two options on how you can enter the metric for the redistributed routes. The first option is to set
the metric for each instance of redistribution; that command will be covered in Chapter 10. The
second option is to set a default metric for all redistributed routes. This gives you less granularity
when setting metrics, but it is faster. The following command, when entered in router configura-
tion mode, sets the default metric:

default-metric bandwidth delay reliability load MTU
bandwidth = a value between 0 and 4,294,967,295 (in Kbps)
delay = a value between 0 and 4,294,967,295 (in 10-microsecond units)
reliability = a range from 0 to 255 (255 is the most reliable)
lToad = range from 0 to 255 (255 means the Tink is completely loaded)
MTU = a value between 0 and 4,294,967,295

EIGRP allows you to set the value for Hello intervals and holddown timers on a per-interface
basis. Remember, it’s safer to leave the default settings for the timers. Adjusting timers can cause
your internetwork to react in unexpected ways. In order to set the Hello interval, you must first
decide which interface to set it on. After navigating to interface configuration mode for the
selected interface, the following command needs to be entered:

ip hello-interval eigrp AS# seconds
AS# = the EIGRP autonomous system number
seconds = the amount of time, in seconds, for the Hello interval.

The default setting for the Hello interval is 60 seconds for low-speed NBMA networks and 5
seconds for all other networks.

The hold time is the amount of time a router will wait to receive a Hello packet before it marks
all of the routes from the neighbor as unavailable. The hold time default is three times the Hello
interval. As a rule of thumb, the hold time should always be set to three times the Hello interval.
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Asin setting the Hello interval, you must set it on an interface. After you have selected the interface
and navigated to interface configuration mode, enter the following command:

ip hold-time eigrp AS# seconds
AS# = the EIGRP autonomous system number
seconds = the amount of time, in seconds, for the hold time.

In this section, we explained EIGRP metrics and how to fine-tune EIGRP. We will now take
a look at redistribution for EIGRP at a high level.

Redistribution for EIGRP

This section briefly covers redistribution for EIGRP. Redistribution is covered in depth in Chap-
ter 10. At a high level, there are really only a few concepts that you need to keep in mind about
redistributing EIGRP.

The first concept you need to know about redistributing EIGRP is that EIGRP is a classless
routing protocol. What this means is that if another routing protocol is being redistributed into
EIGRP, you don’t need to worry about the issue of VLSM. EIGRP accepts routes that have
implemented VLSM and routes that haven’t implemented VLSM.

The problem arises when EIGRP is redistributed into a classful routing protocol. If VLSM
has been implemented in the EIGRP domain, routes utilizing VLSM will not be redistributed to
the classful routing protocol. The way to overcome this issue is to summarize the routes you
want to redistribute at the classful IP address boundaries, or at least at boundaries known to the
receiving router.

The other concept you need to be familiar with is that of automatic redistribution between
EIGRP and IGRP. The only time this will occur is when both EIGRP and IGRP reference the
same AS number and have at least one router on which both are running. With any other rout-
ing protocol, whether it be IGRP with a different AS number or another EIGRP AS, manual
configuration of redistribution will be required.

Let’s put all this new understanding of EIGRP to use and learn how to implement it.

Configuring EIGRP

The basic configuration of EIGRP is very similar to IGRP. To initialize EIGRP on the router,
you need to enter the following command in global configuration mode:

router eigrp AS#
AS# = any value between 1 and 65,535

Once you have initialized EIGRP on the router, you need to specify the interfaces you want to
include in the EIGRP AS process. In order to accomplish this, the following command needs to be
entered in router configuration mode:

network A.B.C.D
A.B.C.D = network number
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) In 10S version 12.0(4)T, Cisco started allowing the wildcard mask to be entered
TE along with the network address. A wildcard mask is an inverted subnet mask.
In other words, for every value of 1 in a subnet mask, the value for the same bit

in the wildcard mask would be 0.

This may get a little confusing since EIGRP is a classless routing protocol. In 10OS versions
that do not allow you to enter the wildcard mask with the network command, the network
address entered must be of classful boundaries. This can cause a problem. When entering a
classful network address, you could possibly end up adding interfaces to EIGRP that you do not
want participating in EIGRP.

This type of scenario could arise when you are running another routing protocol over one of
your WAN connections and the interface participating in that connection is in the same classful
network range as an interface participating in the EIGRP AS. What happens is that the interface
on the WAN connection will send unneeded routing updates over the WAN connection. This
will not break anything, but it will use bandwidth.

The way to overcome this is to use the passive-interface command. This command
allows an interface’s subnet to be advertised in EIGRP updates but does not allow the interface
to send or receive them. You need to enter the following command under the routing protocol
process in router configuration mode to configure an interface as a passive-interface:

passive-interface interface
interface = the interface you don't want to send or receive EIGRP updates.

One important concept you must be aware of is that EIGRP by default automatically sum-
marizes routes at the classful network boundary when the route crosses the classful network
boundaries. This enables EIGRP to easily work in conjunction with RIPv1 and IGRP. There are
times when you would prefer to have all subnets from classful networks advertised. The fol-
lowing command needs to be entered in router configuration mode to disable automatic sum-
marization of routes:

no auto-summary

If you ever desire to turn automatic summarization back on, you just need to enter this com-
mand without the no in front of it.

Now that we have an understanding of how to configure basic EIGRP, let’s take a look at
Figure 4.6.

For this exercise, you can assume that none of the routers are running a version of IOS that sup-
ports the wildcard mask’s addition to the network statement. Also, the layer 2 technology has
already been configured. With that in mind, let’s walk through the configuration of these devices.

The configuration for the network would occur as follows:

Dallas>enable
Dallas#configure terminal
Dallas(config)#router eigrp 100
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Dallas(config-router)#network 172.20.0.0
Dallas(config-router)#network 192.168.24.0

Richardson>enable

Richardson#configure terminal
Richardson(config)#router eigrp 100
Richardson(config-router)#network 192.168.24.0

Ft_Worth>enable

Ft_Worth#configure terminal
Ft_Worth(config)#router eigrp 100
Ft_Worth(config-router)#network 172.20.0.0

Plano>enable

Plano#configure terminal
Plano(config)#router eigrp 100
Plano(config-router)#network 172.20.0.0

FIGURE 4.6 Configuring basic EIGRP operation
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Now that we have configured the network for EIGRP, let’s take a look at the routing table
to verify it has all the routes it needs:

Richardson#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of Tast resort is not set

C 192.168.24.0/24 is directly connected, Serial0
D 172.20.0.0/16 [90/2297856] via 192.168.24.1, 00:00:02, Serial0

Richardson is displaying one route to network 172.20.0.0. The reason Richardson is display-
ing one route for the network, and you know the network has been broken down into two sub-
nets, is because of default automatic summarization. In order for Richardson to see two routes
advertised, we need to disable automatic summarization on Dallas:

Dallas>enable

Dallas#configure terminal
Dallas(config)#router eigrp 100
Dallas(config-router)#no auto-summary

Now that we have disabled automatic summarization, let’s take a look at Richardson’s
routing table:

Richardson#show 1ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of Tast resort is not set

C 192.168.24.0/24 is directly connected, SerialO

172.20.0.0/24 1is subnetted, 2 subnets
D 172.20.128.0 [90/2297856] via 192.168.24.1, 00:00:02, Serial0
D 172.20.192.0 [90/2297856] via 192.168.24.1, 00:00:02, Serial0
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There is one other way you can handle summarizing ranges in EIGRP. You can use the fol-
lowing command, in interface configuration mode, to create summary addresses that are not at
the classful boundary. This is a very useful tool in large internetworks:

ip summary-address eigrp AS# address mask
AS# = the eigrp autonomous system number.
address = the summary aggregate address to apply to an interface.
mask = subnet mask

With this in mind, we will summarize 172.20.128.0/24 and 172.20.192.0/24 on Dallas into the
summary address of 172.20.128.0/17. We need to enter the summary command on interface S1
of Dallas:

Dallas>enable

Dallas#configure terminal

Dallas(config)#interface S1

Dallas(config-if)#ip summary-address eigrp 100 172.20.128.0 255.255.128.0

Now let’s take a look at the routing table on Richardson to verify the summary address:

Richardson#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set
C 192.168.24.0/24 is directly connected, Serial0

172.20.0.0/17 is subnetted, 1 subnets
D 172.20.128.0 [90/2297856] via 192.168.24.1, 00:01:04, Serial0

As you can see, configuration of EIGRP is a straightforward process. Now that you know
how to configure EIGRP, we need to take a look at how to verify proper operation of EIGRP
and how to troubleshoot it if it isn’t operating properly.

) Unlike IGRP, EIGRP supports update authentication. This topicis not covered in
TE this study guide because it is beyond the scope of the BSCl exam. However, it's
something we believe you need to be aware of.
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Verifying and Troubleshooting EIGRP

Now that you know how to configure EIGRP, let’s focus on how to verify that it is operating
correctly and, if not, how to troubleshoot it. Unlike IGRP, EIGRP has more tools available for
verification and troubleshooting.

Route Information

The routing table provides you with information about how the router is routing. In order to
view the routing table, you need to enter the following command in privileged EXEC mode:

Dallas#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS Tlevel-1, L2 - IS-IS level-2, ia - IS-IS inter area
* - candidate default, U - per-user static route, o - ODR
P - periodic downloaded static route

Gateway of Tast resort is not set

C 192.168.24.0/24 is directly connected, Loopback0
20.0.0.0/24 is subnetted, 1 subnets

D 20.20.20.0 [90/1889792] via 10.10.10.1, 00:00:08, Serial2/0.1
10.0.0.0/24 1is subnetted, 1 subnets
C 10.10.10.0 1is directly connected, Serial2/0.1

As can be seen from the routing table, you have one route that you’ve learned from EIGRP.
You will know the routes learned from EIGRP from the code of D in front of the route line. If
you would like to only view routes learned by EIGRP, the following command may be used:

Dallas#sh ip route eigrp
20.0.0.0/24 is subnetted, 1 subnets
D 20.20.20.0 [90/1889792] via 10.10.10.1, 00:07:31, Serial2/0.1

The routing table doesn’t give you detailed information about the routes the router has learned.
To view detailed information about a route, the following command, with the appropriate
destination attached, needs to be entered in privileged EXEC mode:

Dallas#show 1ip route 20.20.20.0

Routing entry for 20.20.20.0/24
Known via "eigrp 100", distance 90, metric 1889792, type internal
Redistributing via eigrp 100
Last update from 10.10.10.1 on Serial2/0.1, 00:02:41 ago
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Routing Descriptor Blocks:
*10.10.10.1, from 10.10.10.1, 00:02:41 ago, via Serial2/0.1
Route metric is 1889792, traffic share count is 1
Total delay is 25000 microseconds, minimum bandwidth is 2048 Kbit
Reliability 255/255, minimum MTU 1500 bytes
Loading 1/255, Hops 1

This command can give you quite a bit of detail about a particular route. The most important
information you can learn from this command is the details of the composite metric for the par-
ticular route. The command informs you what the bandwidth, delay, reliability, and load are for
the particular route.

The routing table displays only the best routes to a destination. In order to view all routes to
a destination, you need to view the EIGRP topology table.

In order to view the EIGRP topology table, the following command can be entered to list all
successors and feasible successors for destinations:

Dallas#show ip eigrp topology
IP-EIGRP Topology Table for AS(100)/ID(192.168.24.1)

Codes: P - Passive, A - Active, U - Update, Q - Query, R - Reply,
r - reply Status, s - sia Status

P 10.10.10.0/24, 1 successors, FD is 1761792

via Connected, Serial2/0.1
P 20.20.20.0/24, 1 successors, FD is 1889792

via 10.10.10.1 (1889792/128256), Serial2/0.1
P 192.168.24.0/24, 1 successors, FD is 128256

via Connected, LoopbackO

Numerous qualifiers can be added to the end of this command in order to list different infor-
mation about the EIGRP topology table. For example, you would enter the show ip eigrp
topology command, with the appropriate route attached, in order to view detailed topology
information about a route:

Dallas#show 1ip eigrp topology 192.168.24.0
IP-EIGRP topology entry for 192.168.24.0/24
State 1is Passive, Query origin flag is 1, 1 Successor(s), FD is 128256
Routing Descriptor Blocks:
0.0.0.0 (Loopback0), from Connected, Send flag is 0x0
Composite metric is (128256/0), Route is Internal
Vector metric:
Minimum bandwidth is 10000000 Kbit
Total delay is 5000 microseconds
Reliability is 255/255
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Load is 1/255
Minimum MTU is 1514

Hop count is 0

This command gives you detailed information about the composite metric of a route. Know-
ing this information helps you understand why one particular route is preferred over another.

Routing Protocol Information

In order to view how particular routing protocols are configured on the router, the following
command can be entered in privileged EXEC mode:

Dallas#show ip protocols

Routing Protocol is "eigrp 100"
Outgoing update filter Tlist for all interfaces is
Incoming update filter 1list for all interfaces is
Default networks flagged in outgoing updates
Default networks accepted from incoming updates
EIGRP metric weight K1=1, K2=0, K3=1, K4=0, K5=0
EIGRP maximum hopcount 100
EIGRP maximum metric variance 1
Redistributing: eigrp 100
Automatic network summarization is not in effect
Routing for Networks:

10.0.0.0
192.168.24.0
Routing Information Sources:
Gateway Distance Last Update
10.10.10.1 90 00:01:07

Distance: internal 90 external 170

The preceding output informs you that EIGRP 100 is configured on the router; that no
incoming or outgoing filters have been set; what the K-values, the maximum hop count for
EIGRP, and the variance are; that automatic summarization is not in use; and the routes that
the router is advertising for EIGRP 100.

The following command allows you to view a summary of all the interfaces on the routers
that are participating in EIGRP:

Dallas#show ip eigrp interfaces
IP-EIGRP interfaces for process 100

Xmit Queue Mean Pacing Time Multicast Pending
Interface Peers Un/Reliable SRTT Un/Reliable Flow Timer Routes
Se2/0.1 1 0/0 717 0/11 3559 0

Lo0 0 0/0 0 0/10 0 0



136 Chapter 4 - IGRP and EIGRP

In this output, you see that on the Dallas router, both interface Serial 2/0.1 and interface Loop-
back 0 are participating in EIGRP 100.

Viewing Neighbor Information

Knowing what’s going on between the router and its neighbor can be a very useful tool in ver-
ifying and troubleshooting the operation of EIGRP. The following command displays all of the
routers with which the router has formed neighbor relationships:

Dallas#show 1ip eigrp neighbor
IP-EIGRP neighbors for process 100

H Address Interface Hold Uptime SRTT RTO Q Seq Type
(sec) (ms) Cnt Num
0 10.10.10.1 Se2/0.1 13 00:09:36 717 4302 0 2

The show ip eigrp neighbor command lists only a summary of the router’s neighbors. In
order to view more detailed information about the neighbors, you can add the detail keyword
to the end of the command line:

Dallas#show ip eigrp neighbor detail
IP-EIGRP neighbors for process 100

H Address Interface Hold Uptime SRTT RTO Q Seq Type
(sec) (ms) Cnt Num
0 10.10.10.1 Se2/0.1 12 00:10:05 717 4302 0 2

Version 12.0/1.0, Retrans: 0, Retries: 0

As you can see, this command also displays the number of retransmissions that have occurred
and the number of retries for a packet currently being sent to the neighbor.

You can also enter a command that will allow any changes that occur to a neighbor
to be logged. The command to accomplish this is eigrp Tog-neighbor-changes and it
must be entered in router configuration mode. With this command, the following logs are
generated:

16:01:31: %DUAL-5-NBRCHANGE: IP-EIGRP 100: Neighbor 10.10.10.1 (Serial2/0.1) is
up: new adjacency

The preceding log informs you that the router has formed a new adjacency with 10.10.10.1.

16:02:33: %DUAL-5-NBRCHANGE: IP-EIGRP 100: Neighbor 10.10.10.1 (Serial2/0.1) is
down: holding time expired

The preceding log informs you that the router has lost the adjacency with 10.10.10.1.

You can also view neighbor information with the debug eigrp neighbors command. This
command also informs you when new neighbors are discovered and when current neighbors are
lost. As with IGRP, in order to view debug information, you must configure logging. Note,
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however, that Togging console debugging is enabled by default. Here is an example of the
output of the debug eigrp neighbors command:

Dallas#debug eigrp neighbors

EIGRP Neighbors debugging is on

15:54:10: EIGRP: Holdtime expired

15:54:10: EIGRP: Neighbor 10.10.10.1 went down on Serial2/0.1
15:54:13: EIGRP: New peer 10.10.10.1

All of the commands described so far give information about EIGRP on the particular router and
information about its neighbors. This is important information, but if a route is not there that should
be or a neighbor relationship hasn’t been formed that you believe should have, all the commands
covered so far might not give you the detailed information needed to resolve the issue. The next sec-
tion explains how to view and interpret the EIGRP information being sent between routers.

Viewing EIGRP Packets

Viewing the routing updates your router is sending and receiving is an invaluable tool. The fol-
lowing debug commands will give you a step-by-step account of what is happening between
your router and its neighbors.

Dallas#debug ip eigrp

IP-EIGRP Route Events debugging 1is on

16:04:19: IP-EIGRP: 10.10.10.0/24 - do advertise out Serial2/0.1

16:04:19: IP-EIGRP: 192.168.24.0/24 - do advertise out Serial2/0.1

16:04:19: IP-EIGRP: Int 192.168.24.0/24 metric 128256 - 256 128000

16:04:19: IP-EIGRP: Processing incoming UPDATE packet

16:04:19: IP-EIGRP: Int 20.20.20.0/24 M 1889792 - 1249792 640000 SM 128256 -
=256 128000

16:04:19: IP-EIGRP: Int 20.20.20.0/24 metric 1889792 - 1249792 640000

16:04:19: IP-EIGRP: Processing incoming UPDATE packet

16:04:19: IP-EIGRP: Int 192.168.24.0/24 M 4294967295 - 1657856 4294967295
= SM 429 4967295 - 1657856 4294967295

The debug ip eigrp command allows you to view the routing updates sent between the
router and its neighbors. The information contained is the routes and their corresponding met-
ric the router has received along with what routes the router is going to send out and the inter-
face that will advertise the route. Recall that the value 4,294,967,295 represents infinity for
IGRP and EIGRP, thus an unreachable advertisement.

The debug eigrp packets command can be used to view the following types of packets
sent between the router and its neighbors:

= Hello
= Update
=  Request
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= Query
= Reply
The update and query messages are all considered reliable EIGRP messages.
TE This means that the receiving router must send back an acknowledgment to the

message.

Here’s an example of the output of the debug eigrp packets command:

Dallas#debug eigrp packets
EIGRP Packets debugging is on
(UPDATE, REQUEST, QUERY, REPLY, HELLO, IPXSAP, PROBE, ACK, STUB,
= STAQUERY, SIAREPLY)
Dallas#
16:07:43: EIGRP: Received HELLO on Serial2/0.1 nbr 10.10.10.1
16:07:43: AS 100, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ
wun/rely 0/0
16:07:43: EIGRP: Sending HELLO on Loopback0
16:07:43: AS 100, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
16:07:43: EIGRP: Received HELLO on LoopbackO nbr 192.168.24.1
16:07:43: AS 100, Flags 0x0, Seq 0/0 idbQ 0/0
16:07:43: EIGRP: Packet from ourselves ignored
16:07:44: EIGRP: Sending HELLO on Serial2/0.1
16:07:44: AS 100, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0
16:07:47: EIGRP: Received HELLO on Serial2/0.1 nbr 10.10.10.1
16:07:47: AS 100, Flags 0x0, Seq 0/0 idbQ 0/0 iidbQ un/rely 0/0 peerQ
=un/rely 0/0

You can also view the number of EIGRP packets sent and received on the router. The show
ip eigrp trafficcommand displays the number of packets sent and received for each of these
packet types:

= Hello

= Update
= Query
= Reply

= ACKs

The next example shows the output for the show ip eigrp traffic command:

Dallas#show 1ip eigrp traffic

IP-EIGRP Traffic Statistics for process 100
Hellos sent/received: 632/622
Updates sent/received: 19/18
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Queries sent/received: 0/0
Replies sent/received: 0/0
Acks sent/received: 8/11

There is one more command I’m going to explain. The show ip eigrp events command
is an undocumented command. This command displays a log of every EIGRP event—when
routes are injected and removed from the routing table and when EIGRP adjacencies reset or
fail. This information can be used to see if there are routing instabilities in the network. Here’s
an example of the output from this command:

Dallas#show ip eigrp events
Event information for AS 100:

1 16:14:45.007 Poison squashed: 192.168.24.0/24 reverse
2 16:14:44.967 Change queue emptied, entries: 1

3 16:14:44.967 Metric set: 20.20.20.0/24 1889792

4 16:14:44.967 Update reason, delay: new if 4294967295

5 16:14:44.967 Update sent, RD: 20.20.20.0/24 4294967295
6 16:14:44.967 Update reason, delay: metric chg 4294967295
7 16:14:44.967 Update sent, RD: 20.20.20.0/24 4294967295
8 16:14:44.967 Route install: 20.20.20.0/24 10.10.10.1

9 16:14:44.967 Find FS: 20.20.20.0/24 4294967295

10 16:14:44.967 Rcv update met/succmet: 1889792 128256

11 16:14:44.967 Rcv update dest/nh: 20.20.20.0/24 10.10.10.1
12 16:14:44.967 Metric set: 20.20.20.0/24 4294967295

13 16:14:42.059 Peer up: 10.10.10.1 Serial2/0.1

14  16:14:39.963 Peer down end, handle: 0

15 16:14:39.963 NDB delete: 20.20.20.0/24 1

16 16:14:39.963 Poison squashed: 20.20.20.0/24 rt gone

17 16:14:39.963 RDB delete: 20.20.20.0/24 10.10.10.1

18 16:14:39.963 Not active net/1=SH: 20.20.20.0/24 0

19 16:14:39.963 FC not sat Dmin/met: 4294967295 1889792
20 16:14:39.963 Find FS: 20.20.20.0/24 1889792

21  16:14:39.963 Peer down: 10.10.10.1 Serial2/0.1

As I stated at the beginning of this section, there are many tools available for verifying
and troubleshooting EIGRP. Remember, the tools covered here are not the only ones. I
know all this information can be overwhelming at first, but with time and practice it will
become second nature.

Summary

Was that some cool information or what? EIGRP is a Cisco proprietary routing protocol. Guess
what that means? It means if you have a multi-vendor network, you’re probably not going to
want to use EIGRP.
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So if you can’t use it in a multi-vendor environment, why would you want to use it at all? EIGRP
provides the best of both distance-vector and link-state routing protocols. That’s right—FEIGRP is a
hybrid routing protocol. EIGRP, unlike other routing protocols, allows for unequal-cost load bal-
ancing. That means that EIGRP can use multiple links to load balance information across, even if
the links do not have the same cost.

Another big draw to EIGRP is its ease of configuration. When using EIGRP, you need to
determine what autonomous system number you want to use. This number needs to be the same
on all the routers you want sharing the routing information. Once you’ve made this determi-
nation, you are ready to start configuring EIGRP.

In order to configure EIGRP, you first need to enable it on the device. Once you’ve enabled
EIGRP on the device, you then need to specify the networks on the router you want participat-
ing in EIGRP. It’s important to remember that the network statement in EIGRP doesn’t tell
EIGRP which network to advertise. What the network statement does do is to tell EIGRP which
interfaces to allow to participate in EIGRP. EIGRP then looks at the network address and mask
that the interface belongs to and advertises that network address and mask.

Congratulations! You have now made it through EIGRP. EIGRP will be on the BSCI exam;
however, IGRP will not. Even though IGRP is not covered on the exam, it is still important to
know in order to understand EIGRP. Remember, EIGRP is simply an enhancement to IGRP.

Exam Essentials

Know the key differences between IGRP and EIGRP. There are two key differences between
IGRP and EIGRP: IGRP is a classful pure distance-vector routing protocol and EIGRP is a
classless hybrid distance-vector routing protocol. Classful routing protocols do not send sub-
net mask information in their routing updates, whereas classless routing protocols do send
subnet mask information.

Understand how DUAL operates. When EIGRP learns the network topology, it will run the
DUAL algorithm to determine the best route to a destination. This best route becomes the suc-
cessor route. Other routes to the same destination that have an advertised distance less than the
feasible distance of the successor route will become feasible successor routes. DUAL will not run
again until all the routes to the destination are lost.

Understand how to configure EIGRP. One of the most attractive features of EIGRP is its ease
of configuration. To configure EIGRP, you first need to enable it on the device with the router
eigrp as# command. Next you need to specify the interfaces to participate in EIGRP with the
network command. That’s all there is to basic EIGRP configuration.

Understand how to verify and troubleshoot proper operation of EIGRP. After the configu-
ration of the network, you should be able to verify proper operation of EIGRP. You can still use
the standard verification commands such as show ip route and show ip protocols.In addi-
tion to those commands, such EIGRP specific commands as show ip eigrp trafficand show
ip egrp events can be used.
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This chapter is the introduction to Open Shortest Path First
(OSPF) areas. It introduces the term OSPF areas and discusses the
role of OSPF areas in OSPF routing. It’s very important that you
take the time to learn the terminology used in OSPF. Without this knowledge, the remaining
sections of the chapter will be difficult to follow.

Open Shortest Path First

Open Shortest Path First (OSPF) is an open standards routing protocol. It is important to rec-
ognize that Cisco’s implementation of OSPF is a standards-based version. This means that Cisco
based its version of OSPF on the open standards. While doing so, Cisco has also added features
to its version of OSPF that may not be found in other implementations of OSPF. This becomes
important when interoperability is needed.

OSPF has become one of the most widely used routing protocols in existence today because of
the ability to implement it across multi-vendor platforms. OSPF utilizes Dijkstra’s Shortest Path
First (SPF) algorithm, which allows for faster network convergence. The popularity of OSPF is
continuing to grow with the advent of Multi-Protocol Label Switching (MPLS). Currently, the
only routing protocols MPLS traffic engineering has extensions for are OSPF and IS-IS.

John Moy heads up the working group of OSPF. Two RFCs define OSPF: Version 1 is
defined by RFC 1131, and Version 2 is defined by RFC 2328. Version 2 is the only version to
make it to an operational status. However, many vendors modify OSPF. OSPF is known as a
link-state routing protocol (link-state routing protocols were discussed in Chapter 1, “Routing
Principles”). The Dijkstra algorithm is used to calculate the shortest path through the network.
Within OSPF, links become synonymous with interfaces.

Some of the advantages of OSPF are as follows:

= Support of hierarchical network design through the use of areas.
= The use of link-state databases reduces the chances of routing loops.
= Full support of classless routing behavior.

= Decreased size in routing tables through the use of manual route summarization. Automatic
route summarization is not supported by OSPF.

*  Routing updates are sent only when the information is needed, decreasing the use of net-
work bandwidth for routing updates.

= Utilization of multicast packets decreases the impact on routers not running OSPF and
end stations.

=  Support of authentication, which allows the user to implement more secure networks.
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OSPF is a robust protocol, and due to its robustness, you must learn many terms in order to
understand the operation of OSPF. The next section covers the terminology necessary to enable
you to understand the many operations and procedures performed by the OSPF process.

OSPF Terminology

The most basic of terms that are related to OSPF are related to many routing protocols. We
begin by defining relationships among routers. From there, we will move on to defining terms
relating to OSPF operations.

Neighbor A neighbor refers to a connected (physically adjacent) router that is running an OSPF
process with the adjoining interface assigned to the same area. Neighbors are found via Hello
packets. No routing information is exchanged with neighbors unless adjacencies are formed.

Adjacency An adjacency refers to the logical connection between a router and its correspond-
ing designated routers and backup designated routers or its point-to-point neighbor. The for-
mation of this type of relationship depends heavily on the type of network that connects the
OSPF routers. On point-to-point connections, the two routers will form adjacencies with each
other without requiring a designated router. Not all neighbors become adjacent.

Link In OSPF, a link refers to a network or router interface assigned to any given network.
Within OSPF, link is synonymous with interface.

Interface The interface is a physical or logical interface on a router. When an interface is added
to the OSPF process, it is considered by OSPF as a link. If the interface is up, then the link is up.
OSPF uses this association to build its link database.

Link-state advertisement Link-state advertisement (LSA) is an OSPF data packet containing
link-state and routing information that is shared among OSPF routers. LSAs are covered in
detail in Chapter 6, “Interconnecting OSPF Areas.”

Designated router A designated router (DR) is used only when the OSPF router is connected
to a broadcast (multi-access) network. To minimize the number of adjacencies formed, a DR is
chosen to disseminate/receive routing information to/from the remaining routers on the broad-
cast network or link.

Backup designated router A backup designated router (BDR) is a hot standby for the DR on
broadcast (multi-access) networks. The BDR receives all routing updates from OSPF adjacent
routers but does not flood LSA updates.

OSPF areas OSPF areas often map to network or subnet boundaries. Areas are used to establish
a hierarchical network. OSPF uses four types of areas, all of which are discussed later in this chapter.

Internal router An internal router is a router that has all of its interfaces participating in one area.

Area border router An area border router (ABR) is a router that has multiple area assign-
ments. An interface may belong to only one area. If a router has multiple interfaces and if any
of these interfaces belong to different areas, the router is considered an ABR.

Autonomous system boundary router An autonomous system boundary router (ASBR) is a
router with an interface connected to an external network or to a different AS. An external network
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or autonomous system refers to an interface belonging to a different routing protocol such as
EIGRP. An ASBR is responsible for injecting route information learned by other routing protocols
into OSPF.

Non-broadcast multi-access Non-broadcast multi-access (NBMA) networks are networks
such as Frame Relay, X.25, and ATM. This type of network is one of two NBMA network
types, along with point-to-multipoint. NBMA networks allow for multi-access but have no
broadcast ability, unlike Ethernet. They require special OSPF configuration to function prop-
erly. Specifically, you must manually define neighbors, due to the non-broadcast characteristic,
but a DR and a BDR will be elected, due to the multi-access nature of the network. In order for
such elections to work, however, the network must be arranged in a full-mesh configuration.

Broadcast (multi-access) Networks such as Ethernet allow concurrent access, as well as pro-
vide broadcast ability. A DR and BDR will be elected for multi-access networks, and neigh-
bors will be discovered automatically for broadcast networks. This network type is a Cisco-
proprietary implementation.

TE to refer to a broadcast multi-access network. It is imperative that you realize this
fact in order to understand the properties of the broadcast network type dis-
cussed here and later in this chapter, because some of the characteristics are due
to the multi-access—not broadcast—nature of these networks. For example, the
ability to automatically discover neighbors and the propensity to multicast Hel-
los and updates ties to the broadcast properties, but it is the multi-access char-
acteristic that leads to the election of a DR. This latter behavior exists for non-
broadcast multi-access (NBMA) networks, as well. Note that the two network
types share the multi-access characteristic, not the ability to send broadcasts.

%)’ Be aware that Cisco often uses the stand-alone, standards-based term broadcast

Point-to-point Leased-line circuits are examples of OSPF point-to-point networks, by default.
For NBMA networks, this type of network connection consists of a Cisco-proprietary config-
uration. The network can be configured on Frame Relay and ATM circuits to allow point-to-
point connectivity. This configuration eliminates the need for a DR and BDR.

Point-to-multipoint  This type of connection is the other type of NBMA network and treats
each of the router interconnections as point-to-point links, not electing a DR and BDR and not
requiring a full-mesh configuration. Cisco offers both a proprietary broadcast and standards-
based non-broadcast option for this type of network. As a result, automatic neighbor detection
relies on which of these you choose. Alternatively, Inverse ARP may be used for neighbor dis-
covery, which is outside of the responsibility of OSPF.

Router ID The router ID is an IP address that is used to identify the router. Cisco chooses
the configured router ID, if one is configured. If a router ID is not configured, the router ID
will be the highest IP address of all configured loopback interfaces. If no loopback addresses
are configured, OSPF will choose the highest IP address of all configured physical interfaces
on the router.
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All of these terms play an important part in understanding the operation of OSPF. You must
know and understand each of these terms. As you read through this chapter, you will be able
to place the terms in their proper context.

OSPF Operation

OSPF operation can be divided into three categories:
= Neighbor and adjacency initialization

= LSA flooding

= SPF tree calculation

We will discuss each in the following sections. Before we discuss these three categories in more
detail, let’s first take a look at the basic step-by-step operation of OSPF:

= OSPF routers send Hello packets out all interfaces participating in the OSPF process. If the
router and the router on the other side of the connection agree on the parameters set forth
in the Hello packet, the routers will form neighbor relationships.

= Some of the neighbors will form adjacencies. Forming adjacencies is dependent upon the
type of network the Hello packet is being sent across and the types of routers exchanging
the Hello packets.

= The routers will send link-state advertisements (LSAs), which contain descriptions of the
router’s links and the state of each link to the adjacent router.

= Therouters that receive the LSAs will then record the information into their link-state database
and forward the LSAs on to their respective neighbors. This allows all routers participating in
the OSPF process to have the same view of the network, although from their own perspective.

= Afterlearning all LSAs, each router will run the Dijkstra SPF algorithm to learn the shortest
path to all the known destinations. Each router uses this information to create its SPF tree.
The information contained in the SPF tree is then used to populate the routing table.

Now that you have a basic understanding of how OSPF operates, let’s take a more in-depth
look at each of the three categories previously mentioned.

Neighbor and Adjacency Initialization

Neighbor/adjacency formation is a very big part of OSPF operation. These relationships are often
easily formed over point-to-point connections, but much more complex procedures are required
when multiple OSPF routers are connected via a broadcast multi-access medium.

The Hello protocol is used to discover neighbors and establish adjacencies. Hello packets
contain a great deal of information regarding the originating router. Hello packets are multicast
or unicast out every interface on a 10-second interval for point-to-point and broadcast multi-
access interfaces and on a 30-second interval for NBMA interfaces, by default. The data con-
tained in the Hello packet can be seen in Table 5.1. It is important to remember that the router
ID, area ID, and authentication information are carried in the common OSPF header. The Hello
packet uses the common OSPF header.
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TABLE 5.1 OSPF Hello Packet Information

Originating Router Characteristic Description

Router ID The configured router ID. If one is not configured, the high-
est active IP address on the router. (Loopback addresses
are used first. If no loopback interfaces are configured,
OSPF will choose from physical and logical interfaces.)

Area ID The area to which the originating router interface belongs.
Authentication information The authentication type and corresponding information.
Network mask The IP mask of the originating router’s interface IP address.
Hello interval The period between Hello packets.

Options OSPF options for neighbor formation.

Router priority An eight-bit value used to aid in the election of the DR

and BDR. (Not set on point-to-point links.)

Router dead interval The length of time allotted for which a Hello packet must
be received before considering the neighbor down—four
times the Hello interval, unless otherwise configured.

DR The router ID of the current DR.

BDR The router ID of the current BDR.

Neighbor router IDs A list of the router IDs for all the originating router’s
neighbors.

Neighbor States

There are a total of eight states for OSPF neighbors:
Down No Hello packets have been received from the neighbor.

Attempt Neighbors must be configured manually for this state. It applies only to NBMA net-
work connections and indicates that no recent information has been received from the neighbor.
(Note: This state is not represented in Figure 5.1.)

Init A Hello packet has been received from another router, but the local router has not seen itself
in the other router’s Hello packet. Bidirectional communication has not yet been established.

2Way Hello packets have been received that include their own router ID in the Neighbor field.
Bidirectional communication has been established.

ExStart Master/slave relationship is established in order to form an adjacency by exchanging
Database Description (DD) packets. (The router with the highest router ID becomes the master.)
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FIGURE 5.1 OSPF peer initialization
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seen entered into by two DROthers. The only pair of OSPF routers, of which nei-
ther is a DR or BDR, that establish these states are those that are point-to-point
neighbors. Otherwise, one of the two routers will be a DR or BDR. This distinc-
tion may help you bisect these eight items in your mind, helping to recall their
order or orientation when you need to.

Exchange Routing information is exchanged using DD and LSR packets.

Loading Link-State Request (LSR) packets are sent to neighbors to request any new LSAs that
were found while in the Exchange state.

Full All LSA information is synchronized among adjacent neighbors.

To gain a better understanding of how an adjacency is formed, let’s consider the formation
of an adjacency in a broadcast multi-access environment. Figure 5.1 displays a flowchart that
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depicts each step of the initialization process. The process starts by sending out Hello packets.
Every listening router will then add the originating router to the neighbor database. The
responding routers will reply with all of their Hello information so that the originating router
can add them to its own neighbor table.

Adjacency Requirements

Once neighbors have been identified, adjacencies must be established so that routing (LSA)
information can be exchanged. There are two steps required to change a neighboring OSPF
router into an adjacent OSPF router:

1. Establish two-way communication (achieved via the Hello protocol).

2. Establish database synchronization—this consists of three packet types being exchanged
between routers:

= Database Description (DD) packets
=  Link-State Request (LSR) packets
= Link-State Update (LSU) packets

Once the database synchronization has taken place, the two routers are considered adjacent.
This is how adjacency is achieved, but you must also know when an adjacency will occur.

When adjacencies form depends on the network type. If the link is point-to-point, the two neigh-
bors will become adjacent if the Hello packet information for both routers is configured properly.

On broadcast multi-access networks, adjacencies are formed only between the OSPF routers
on the network and the DR and BDR, as well as between the DR and BDR. Figure 5.2 illustrates
an example. Three types of routers are pictured: DR, BDR, and DROther. DROther routers are
routers that have interfaces on the same network as the DR and BDR but only represent their
own router links, not the network, via LSAs.

FIGURE 5.2 OSPF adjacencies for multi-access networks

Ethernet
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In Figure 5.2, you can see the dotted lines connecting the DROther routers to the DR and
BDR routers. Note also that there are no dotted lines between any of the DROther routers. The
dotted lines represent the formation of adjacencies. DROther routers form only two adjacencies
on a broadcast multi-access network—one with the DR and the other with the BDR. The fol-
lowing router output indicates the assignments of routers connected via a broadcast multi-
access network as well as three point-to-point network connections.

) Note that the serial interface and subinterface connections displayed next do not
TE have DR/BDR/DROther assignments, because point-to-point and point-to-multi-
point links do not elect a DR and BDR. DR/BDR roles and election are covered
more fully in the following section, “DR and BDR Election Procedure.”

RouterA#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
172.16.22.101 1 FULL/DROTHER 00:00:32 172.16.22.101 FastEthernet0/0
172.16.247.1 1 FULL/DR 00:00:34 172.16.22.9 FastEthernet0/0
172.16.245.1 1  2WAY/DROTHER 00:00:32 172.16.12.8 FastEthernetl/0
172.16.244.1 1  2WAY/DROTHER 00:00:37 172.16.12.13 FastEthernetl/0
172.16.247.1 1  FULL/BDR 00:00:34 172.16.12.9 FastEthernetl/0
172.16.249.1 1 FULL/DR 00:00:34 172.16.12.15 FastEthernetl/0
172.16.248.1 1 2WAY/DROTHER 00:00:36 172.16.12.12 FastEthernetl/0
172.16.245.1 1 FULL/ - 00:00:34 172.16.1.105 Serial3/0.1
172.16.241.1 1  FULL/ - 00:00:34  172.16.202.2 Serial3/1
172.16.248.1 1  FULL/ - 00:00:35 172.16.1.41 Serial3/3.1
RouterA#

We need to bring up a few important points about this output. Notice that five different
interfaces are configured to use OSPF.

Interface FastEthernet 0/0 shows only a DROther and a DR. You know that there must always
be a DR and a BDR for each multi-access segment with two or more router interfaces. Deductively,
you can ascertain that RouterA must be the BDR for this segment. Furthermore, interface Fast-
Ethernet 1/0 shows neighboring DROthers, a DR, and a BDR, meaning that RouterA is also a
DROther on this network segment. What further proves this point is RouterA’s relationship with the
other DROthers. Remember that adjacencies are formed only by DRs and BDRs and their neighbors
on multi-access networks. Two DROthers will only go as far as the 2Way state with one another.

It’s also important to recognize that this command displays all OSPF neighbors and not
specific adjacencies. To learn adjacency formations, study the following summarization:

=  Valid point-to-point broadcast neighbors form adjacencies.

= Non-broadcast neighbors require special configuration (for example, neighbors on NBMA
or point-to-multipoint non-broadcast interfaces) for adjacency formation.

*  Broadcast multi-access neighbors require the election of a DR and a BDR. All other routers
form adjacencies with only the DR and BDR.
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DR and BDR Election Procedure

Each OSPF interface (multi-access networks only) possesses a configurable router priority. The
Cisco default is 1. If you don’t want a router interface to participate in the DR/BDR election,
set the router priority to 0 using the ip ospf priority command in interface configuration
mode. Here is a sample (the priority field is highlighted for ease of identification):

RouterA#show 1ip ospf interface
FastEthernet0/0 is up, Tine protocol 1is up
Internet Address 172.16.22.14/24, Area O
Process ID 100, Router ID 172.16.246.1, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State BDR, Priority 1
Designated Router (ID) 172.16.247.1, Interface address 172.16.22.9
Backup Designated router (ID) 172.16.246.1, Interface address 172.16.22.14
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:08
Neighbor Count 1is 2, Adjacent neighbor count is 2
Adjacent with neighbor 172.16.22.101
Adjacent with neighbor 172.16.247.1 (Designated Router)
Suppress hello for 0 neighbor(s)
Message digest authentication enabled
Youngest key id is 10
RouterA#

This value is key when electing the DR and BDR. Let’s go through the steps that occur in any
given router when the DR and BDR are elected for a specific multi-access network of which it
is a member:

1. The local router creates a list of eligible neighbors. The eligible neighbors are those with
which the local router has entered at least a 2Way state. The local router adds itself to this
list and to all lists that are formed from this list in subsequent steps, for which it qualifies.

2. From this list, all routers whose participating interfaces have a router priority of 0 are
removed. These routers will be among the DROthers on this network.

The local router makes note of the current DR and BDR values for later comparison.

A list of all routers not claiming to be the DR (their own Hello packets do not list them as
the DR) is compiled from the list resulting from step 2.

5. The local router will select the BDR from the list in step 4, based on the following criteria
in order:

= If one or more of the routers in the list have declared themselves the BDR, then the one
of these with the highest priority is selected to be the BDR.

= Ifall router priorities are equal, the router with the highest router ID becomes the BDR.

= If no router in the resulting list from step 4 has declared itself the BDR, then the router
with the highest router priority is selected to be the BDR.
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= If all routers have the same router priority, then the router with the highest router ID is
selected to be the BDR.

6. A list of all routers claiming to be the DR (their own Hello packets list them as the DR) is
compiled from the list resulting from step 2.

7. Thelocal router will select the DR from the list in step 6, based on the following criteria in order:
= The router with the highest router priority is selected to be the DR.
= Ifall router priorities are equal, the router with the highest router ID is selected to be the DR.

= If the resulting list from step 6 is empty, meaning that no router has declared itself the
DR, then the BDR that was selected in step 5 becomes the DR.

8. If the local router’s DR status has been altered by the preceding steps, either causing it to
become, or cease to be, the DR, based on a comparison to the results of step 3, then it will
repeat steps 4 through 7. This serves to make sure that the local router does not declare
itself both the DR and the BDR, because both may be declared by default. If selected to be
the DR, the local router will definitely not make the BDR list the next time around in step 4.
Conversely, if dethroned as the DR, the local router can become eligible to be the BDR the
next time around, by making the list in step 4.

You should remember that the previous process occurs independently for each router inter-
face when a router becomes active on a segment for which it does not detect a current DR. If a
DR and BDR already exist on the segment, any new interfaces accept the DR and BDR regard-
less of their own router ID or router priority. This minimizes changes on the segment, which can
otherwise generate new router and network LSAs, causing a need for the entire routing domain
to reconverge, which leads to temporary instability.

To further the example, if initially there is only one OSPF router interface active on the seg-
ment, it becomes the DR. The next router would become the BDR. Barring some event that
causes a router’s interface state machine to trigger a new election, all subsequent initializing
interfaces on the multi-access network would accept the existing DR and BDR and form adja-
cencies with them. In other words, OSPF does not allow preempting for the DR even if another
router becomes active that has a higher router priority or router ID. This allows for greater net-
work stability because a router with a higher priority, oscillating from up to down, will not
affect the router selected as the DR.

LSA Flooding

LSA flooding is the method by which OSPF shares routing information. Via LSU packets, LSA
information containing link-state data is shared with all OSPF routers. The network topology is
created from the LSA updates. Flooding is used so that all OSPF routers have the topology map
from which SPF calculations may be made.

Efficient flooding is achieved through the use of a reserved multicast address, 224.0.0.5 (AlISPE-
Routers). LSA updates (indicating that something in the topology changed) are handled somewhat
differently. The network type determines the multicast address used for sending updates. Table 5.2
contains the multicast address associated with LSA flooding. Networks that do not natively support
broadcasts, such as point-to-multipoint non-broadcast networks, use the adjacent router’s unicast IP
address. Figure 5.3 depicts a simple update and flood scenario on a broadcast multi-access network.
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TABLE 5.2 LSA Update Multicast Addresses

Multicast Address Description

224.0.0.5 AlISPFRouters

224.0.0.6 AlIDRouters

Once the LSA updates have been flooded throughout the network, each recipient must
acknowledge that the flooded update was received. It is also important that the recipient vali-

date the LSA update.

FIGURE 5.3 LSA updates and flooding
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LSA Acknowledgment and Validation

LSA acknowledgments are sent from a router to the originating router to acknowledge the
receipt of a LSA. There are two different methods routers can use to acknowledge receipt
of LSAs:

Explicit acknowledgment The recipient sends a link-state acknowledgment packet to the orig-
inating interface.

Implicit acknowledgment A duplicate of the flooded LSA is sent back to the originator.

Here is a packet decode of an explicit acknowledgment:

IP Header - Internet Protocol Datagram

Version: 4
Header Length: 5
Precedence: 6
Type of Service: %000
Unused: %00
Total Length: 84
Identifier: 1285
Fragmentation Flags: %000
Fragment Offset: 0
Time To Live: 1
IP Type: 0x59 OSPF (Hex value for protocol number)
Header Checksum: 0x8dda
Source IP Address: 131.31.194.140
Dest. IP Address: 224.0.0.6

No Internet Datagram Options
OSPF - Open Shortest Path First Routing Protocol

Version: 2

Type: 5 Link State Acknowledgement
Packet Length: 64

Router IP Address: 142.42.193.1

Area ID: 1

Checksum: 0x6699

Authentication Type: 0 No Authentication

Authentication Data:
........ 00 00 00 00 00 00 00 00
Link State Advertisement Header
Age: 3600 seconds
Options: %00100010
No AS External Link State Advertisements
Type: 3 Summary Link (IP Network)
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ID: 0x90fb6400
Advertising Router: 153.53.193.1
Sequence Number: 2147483708
Checksum: 0x3946
Link State Length: 28

Link State Advertisement Header
Age: 3600 seconds
Options: %00100010

No AS External Link State Advertisements

Type: 3 Summary Link (IP Network)
ID: 0x90fb6400
Advertising Router: 131.31.193.1
Sequence Number: 2147483650
Checksum: 0x25c0
Link State Length: 28

Frame Check Sequence: 0x00000000

You can tell that this is a link-state acknowledgment packet based on the OSPF header infor-
mation. You will see that it is a type 5 OSPF packet, or a link-state acknowledgment packet.
There are two methods by which an implicit acknowledgment may be made:

Direct method The acknowledgment, either explicit or implicit, is sent immediately. The
following criteria must be met before the Direct method is used:

= A duplicate flooded LSA is received.
= LSA age equals MaxAge (one hour).

Delayed method The recipient waits to send the LSA acknowledgment with other LSA
acknowledgments that need to be sent.

Validation occurs through the use of the sequencing, checksum, and aging data contained
in the LSA update packet. This information is used to make sure that the router possesses the
most recent copy of the link-state database. One important item to know about LSAs is that
there are multiple types of LSAs. We discuss the different types of LSAs in more detail in the
next chapter.

SPF Tree Calculation

Shortest Path First (SPF) trees are paths through the network to any given destination. A sep-
arate path exists for each known destination. Chapter 6 goes into complete detail about the
types of destinations and their advertisements.

Once all of the OSPF routers have synchronized link-state databases, each router is respon-
sible for calculating the SPF tree for each known destination. This calculation is done using the
Dijkstra algorithm. In order to do calculations, metrics for each link are required.
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OSPF Metrics

OSPF uses a metric referred to as cost. A cost is associated with every outgoing interface along
an SPF tree. The cost of the entire path is the sum of costs of the outgoing interfaces along the
path. Because cost is an arbitrary value as defined in RFC 2328, Cisco had to implement its own
method of calculating the cost for each OSPF-enabled interface. Cisco uses a simple equation of
108/bandwidth. The bandwidth is the configured bandwidth for the interface.

This value may be overridden by using the ip ospf cost command. The cost is manipulated
by changing the value to a number within the range of 1 to 65,535. Because the cost is assigned
to each link, the value must be changed on each interface.

TE calculate the link’s cost. When connecting links between routers from different
vendors, you may have to adjust the cost to match the other router. If both rout-
ers do not assign the same cost to a link, it can result in suboptimal routing.

%)’ Cisco bases link cost on bandwidth. Other vendors may use other metrics to

NBMA Overview

Non-broadcast multi-access networks (for example, Frame Relay and ATM) present a special
challenge for OSPF. As you know, multi-access networks use an election process to select a DR
and a BDR to represent all OSPF routers on the network. This election process requires the par-
ticipation of all routers on the multi-access network. However, Hello packets are used to facilitate
the communication for the election process. This works fine on broadcast multi-access because the
connected devices on the network can hear the AlISPFRouters multicast address for the subnet.

When you move to a non-broadcast form of multi-access network, you lose the assurance that
all connected devices are receiving the Hello packets and are participating in the DR/BDR election.

Because of the difficulty in running OSPF on NBMA networks, it’s important to know which
configuration, or environment, will be the most effective solution. The next section discusses
some possible solutions for implementing OSPF over NBMA networks.

NBMA Environments

Earlier, we mentioned that there are three types of networks: broadcast multi-access, non-broadcast
multi-access, and point-to-point. Although NBMA requires somewhat more configuration to make
OSPF operational, it also gives you the option of deciding how you want it to behave.

With extended configurations on NBMA interfaces, an administrator can cause OSPF to
behave as if it were running on one of the following five network types:

= Broadcast

= Non-broadcast
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= Point-to-point
= Point-to-multipoint
*  Point-to-multipoint non-broadcast

It is important for you to know what the Hello and Dead intervals are for each of the five
network types as well as whether the network type will elect a designated router (DR) and a
backup designated router (BDR). If you change the network type, you must make sure all other
interfaces on that particular network segment have at least the same Hello and Dead interval,
or they will not communicate. It’s a good idea if you change the network type on one interface
on the network segment to change all the other network types on all the other interfaces to
match. This is suggested but not required. You could just change the Hello and Dead intervals
for the interfaces to the same as the interface with the different network type. The only issue
with this solution is dependent upon the network type—a DR/BDR may be elected or not.

Table 5.3 summarizes the important differences between the five configurable OSPF net-
work types.

TABLE 5.3 Network Types

Hello/Dead

Intervals Elects Neighbor OSPF Packet Cisco
Network Type (seconds) DR/BDR Discovery Addressing Proprietary
Broadcast (multi- 10/40 Yes Automatic Multicast Yes
access)
Non-broadcast 30/120 Yes Manual Unicast No
multi-access
Point-to-point (with 10/40 No Automatic Multicast Yes
broadcasts)
Point-to-multipoint  30/120 No Automatic Multicast Yes
(with broadcasts)
Point-to-multipoint 30/120 No Manual Unicast No

non-broadcast

Broadcast

The default Hello interval for a broadcast network is 10 seconds and the Dead interval is four
times the Hello interval, or 40 seconds. A broadcast network will elect a DR and BDR. In
order to achieve a broadcast implementation of OSPF on an NBMA network, a full mesh
must exist among the routers. Figure 5.4 depicts what the NBMA network would have to look
like. You can see that each router has a permanent virtual circuit (PVC) configured with all
of the other routers.
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FIGURE 5.4 NBMA broadcast implementation
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This configuration guarantees that all routers have connectivity and that all are able to par-
ticipate in the DR/BDR election process. Once the DR and BDR have been chosen, the meshed
networks act as a broadcast network. All LSA updates are sent to the DR and BDR, and the DR
floods the updates out every active OSPF interface.

One of the major weaknesses with this configuration is that if one of the PVCs fails (espe-
cially if it is a PVC between a DROther and the DR), then communication is also halted between
the two adjacent peers, and the OSPF routing domain no longer functions properly.

It is also important to note that non-broadcast is the default network type on physical
NBMA interfaces. Remember, you are able to change the network type on any interface in an
OSPF process. In order to configure broadcast as the network type for an interface, you must
enter the ip ospf network broadcast command in interface configuration mode.

Non-Broadcast

A non-broadcast environment requires that all OSPF neighbors be manually configured. This is
the default setting for physical interfaces with Frame Relay encapsulation, as well as for their
point-to-multipoint subinterfaces. By manually configuring each neighbor, OSPF knows exactly
which neighbors need to participate and which neighbor is identified as the DR. Also, communi-
cation between neighbors is done via unicast instead of multicast. This configuration also requires
a full mesh and has the same weakness as the broadcast environment.

For non-broadcast networks the default Hello interval is 30 seconds and the Dead interval
is four times the Hello interval, 120 seconds. Non-broadcast multi-access networks do elect a
DR and BDR, due to their multi-access nature. In order to set which router you want as the DR,
you must set the priority in the neighbor statement to elect the neighbor as the DR. In order
to manually configure who your neighbors are, the following command must be entered in
router configuration mode for the selected OSPF process:

neighbor ip_address
ip_address = the ip address of the neighbor.
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If you would like to set the priority of this router to become the DR, you will need to append
the priority of the neighbor:

neighbor ip_address priority value
ip_address = the ip address of the neighbor.
value = the priority value of the neighbor. The value will range
from 0 to 255, with 0 meaning a router will never become the DR
and 255 being the best setting for a router to become the DR.

To manually configure a network type of non-broadcast, you need to enter the ip
ospf network non-broadcast command in interface configuration mode for the selected
interface.

Point-to-Point

A point-to-point environment uses subinterfaces on the physical interface to create point-to-
point connections with other OSPF neighbors. No DR or BDR s elected because the link is
treated as a point-to-point circuit. This allows for faster convergence.

A full mesh is not required when implementing this environment. PVCs on the subinterface
may fail, but there is still OSPF connectivity to other PVCs on the same physical interface.

The drawback of a point-to-point environment is inefficient flooding. Because of multiple
PVCs per interface and depending on the mesh of the PVCs, one LSA update can be flooded
multiple times.

The default Hello interval for point-to-point networks is 10 seconds and the Dead interval
is four times the Hello interval, 40 seconds. To change a network type to point-to-point, enter
the command ip ospf network point-to-point in interface configuration mode for the
selected interface.

Point-to-Multipoint

A point-to-multipoint environment is very similar to the point-to-point environment. No DR or
BDR is chosen. All PVCs are treated as point-to-point links. The only difference is that all the
PVCs go back to a single router. Figure 5.5 depicts the difference between a true point-to-point
environment and a point-to-multipoint deployment.

A point-to-multipoint network will send Hello packets every 30 seconds and the Dead
interval is four times the Hello interval, 120 seconds. The ip ospf network point-to-
multipoint command can be used in interface configuration mode to set the network type
as point-to-multipoint. The default behavior of simulating broadcasts is assumed, unless
the command is followed by the non-broadcast parameter. OSPF also implements host
routes to ensure spoke-to-spoke reachability in a point-to-multipoint network environment.

Now that you understand the basics of OSPF, we’re going to show you how to configure
OSPF in a single area environment.
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FIGURE 5.5 Point-to-point vs. point-to-multipoint
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Configuring OSPF

Configuring OSPF is a simple task. There are many options that are allowed within OSPF, such
as statically configuring neighbors, creating a virtual link between an area that is not physically
connected to Area 0, neighbor/adjacency encryption, and many more. The following sections
describe how to configure OSPF in different environments.

Enabling OSPF is common for all implementations of OSPF; the difference comes when you
configure parameters to make OSPF behave in the desired fashion. We’ll cover parameters for
NBMA as well.

The basic elements of OSPF configuration are:
= Enabling OSPF
= Configuring OSPF for different network types
= Configuring the OSPF area
=  Route summarization
= Route redistribution (covered in detail in Chapter 10, “Route Optimization”)
= Interface parameters

We’ll start with basic configuration of OSPF and then introduce commands relating to
NBMA, as well as the methods and commands used to verify proper configuration and opera-
tion of OSPF.

Discovering the Network with OSPF

The moment OSPF is enabled on a router and networks are added to the OSPF process, the
router will try to discover the OSPF neighbors on the connected links that support or simulate
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broadcasts. Here is a sample of which OSPF events transpire when the interface is added to an
OSPF process:

RouterA(config-router)#network 172.16.10.5 0.0.0.0 area 0
RouterA(config-router)#
OSPF: Interface Serial0 going Up
OSPF: Tried to build Router LSA within MinLSInterval
OSPF: Tried to build Router LSA within MinLSInterval”~Z
RouterA#
OSPF: rcv. v:2 t:1 1:44 rid:172.16.20.1
2id:0.0.0.0 chk:3B91 aut:0 auk: from Serial0
OSPF: rcv. v:2 t:2 1:32 rid:172.16.20.1
2id:0.0.0.0 chk:2ECF aut:0 auk: from Serial0
OSPF: Rcv DBD from 172.16.20.1 on Serial0 seq 0x71A opt Ox2 flag
w(0x7 len 32 state INIT
OSPF: 2 Way Communication to 172.16.20.1 on Serial0O, state 2WAY
OSPF: Send DBD to 172.16.20.1 on Serial0O seq Ox2E opt Ox2 flag 0x7 Ten 32
OSPF: First DBD and we are not SLAVE
OSPF: rcv. v:2 t:2 1:52 rid:172.16.20.1
aid:0.0.0.0 chk:A641 aut:0 auk: from Serial0
OSPF: Rcv DBD from 172.16.20.1 on Serial0 seq Ox2E opt 0x2 flag
=(0x2 Ten 52 state EXSTART
OSPF: NBR Negotiation Done. We are the MASTER
OSPF: Send DBD to 172.16.20.1 on Serial0 seq Ox2F opt 0x2 flag 0x3 Ten 52
OSPF: Database request to 172.16.20.1
OSPF: rcv. v:2 t:2 1:32 rid:172.16.20.1
aid:0.0.0.0 chk:35C1 aut:0 auk: from Serial0
OSPF: rcv. v:2 t:3 1:36 rid:172.16.20.1
2id:0.0.0.0 chk:5A1 aut:0 auk: from SerialO

OSPF: Rcv DBD from 172.16.20.1 on Serial0 seq Ox2F opt 0x2 flag
=0x0 Ten 32 state EXCHANGE
OSPF: Send DBD to 172.16.20.1 on Serial0 seq 0x30 opt 0x2 flag Ox1 len 32

OSPF: rcv. v:2 t:4 1:64 rid:172.16.20.1
aid:0.0.0.0 chk:F4EA aut:0 auk: from Serial0
OSPF: rcv. v:2 t:2 1:32 rid:172.16.20.1
2id:0.0.0.0 chk:35C0 aut:0 auk: from Serial0
OSPF: Rcv DBD from 172.16.20.1 on Serial0 seq 0x30 opt 0x2 flag
0x0 len 32 state EXCHANGE
OSPF: Exchange Done with 172.16.20.1 on Serial0
OSPF: Synchronized with 172.16.20.1 on Serial0O, state FULL
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This simple debug output describes exactly what we talked about earlier in this chapter
regarding LSA exchanges and the state of adjacent OSPF neighbors. The state information was
underlined for your convenience.

We used the OSPF debugging commands to produce this output. The configuration com-
mands consisted of two simple OSPF commands:

router ospf 1 This command starts the OSPF process on RouterA. The number 1 indicates the
OSPF process ID. The OSPF process ID is significant only to the router on which it is config-
ured. Using a different process ID on the same router generates a separate OSPF routing process,
which does not share routing information with any other OSPF process. This is not desirable for
basic router configurations, but is invaluable for VPN service providers in keeping customer
traffic separated.

network 172.16.10.5 0.0.0.0 area 0 This command adds the link or links associated with
172.16.10.5 to the OSPF routing process. The wildcard mask indicates that only this single IP
address is going to be included in the routing process. Area 0 indicates that the interface with
the address 172.16.10.5 is assigned to Area 0.

The generic IOS syntax for the commands is router ospf process-id and network
ip-address wildcard-mask area area-id, respectively.

This would be a good time to explain what a wildcard mask is. The wildcard mask used for
OSPF is the same type of wildcard mask used in access lists. The 0 bits signify the bits that must
be an exact match and the 1 bit represents the “don’t care” bits. For instance, if I entered the
command network 172.168.24.0 0.0.0.3 area 0, the interface on the router with the IP
address of 172.168.24.1 or 172.168.24.2 would have OSPF started on it, and the network
attached to this interface, in this case 172.168.24.0/30, would be advertised in this router’s LSA
to its neighbors.

TE OSPF's converting what you enter into the corresponding wildcard mask by
subtracting each octet’s value from 255. While this works in the real world, it is
technically incorrect when you are asked to implement the correct syntax. To
help get used to inverted wildcard masks, you can use this technique to begin
with a standard mask and convert it to a wildcard mask by subtracting each
octet’s value from 255. Note that due to the flexibility of the wildcard mask and
the lack of restriction from mixing 1s and Os (unlike with subnet masks), this
technique may yield only a starting point, but it’s still helpful until you become
more familiar with wildcard masks.

%)’ Be aware that entering the mask in standard subnet mask format will result in

Point-to-Point

Because the link described by the previous output is point-to-point, no DR/BDR election
occurred; instead, each router decided which would be the master and which would be the slave.
Once the master/slave roles had been established, DBD (another acronym for database descrip-
tion) packets containing LSA information for each router were exchanged.
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LSA exchanges continue until the link-state databases for each router are synchronized.
Once that happens, the OSPF state changes to Full.

Broadcast

Discovering the neighbors on a broadcast network is done somewhat differently. Here you will
see what happens on a broadcast multi-access network:

RouterA(config-if)#router ospf 1
RouterA(config-router)#network 172.16.230.0 0.0.0.255 area 0
OSPF: Interface Ethernet0 going Up
OSPF: Tried to build Router LSA within MinLSInterval
OSPF: Tried to build Router LSA within MinLSInterval
RouterA(config-router)#
OSPF: end of Wait on interface Ethernet0
OSPF: DR/BDR election on Ethernet0
OSPF: Elect BDR 172.16.240.1
OSPF: Elect DR 172.16.240.1
OSPF: Elect BDR 0.0.0.0
OSPF: Elect DR 172.16.240.1

DR: 172.16.240.1 (Id) BDR: none
OSPF: Build router LSA for area 0, router ID 172.16.240.1

We end the output here, because we know that once adjacencies have been established, the
link-state databases must synchronize during the Exchange state and the transfer of DBD pack-
ets containing LSA updates.

Of interest in this output is the election of the DR and BDR. Recall from the earlier series
of steps outlining the election process that the BDR is elected first and the local router will
throw its hat in the ring unless configured not to. Additionally, recall that the router considers
the DR and BDR both to be 0.0.0.0, initially, a value shown in this output, only if it is not
replaced by a valid address. This was the first router on the network to become active. There-
fore, because Ethernet 0 is the only active OSPF interface on the multi-access network, at the
moment, the local router with a router ID of 172.16.240.1 (the loopback 0 IP address) is
chosen to be the BDR, without contest.

When the process goes on to elect the DR, the only router capable is the local router. The role
of DR is also taken by 172.16.240.1, without contest. According to the election rules, because
the local router changed state with respect to DR status, the selection process is repeated in
order to make sure the same router is not both DR and BDR. Because the local router is on the
list of routers claiming to be the DR, it is no longer eligible to be the BDR, so the BDR is reset
to 0.0.0.0 before the next round of elections, which is where it remains. You can see this in the
output, because there are no other routers active on this multiaccess network and the BDR eli-
gibility list is empty. The local router again wins the DR election and the final result is that this
router is the DR and there is no BDR.

No new commands were used to create this output. The only difference was that the network
172.16.230.0 was configured on a broadcast multi-access network.
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Configuring OSPF—Single Area

The easiest (and least scalable) way to configure OSPF is to simply use Area 0. If all you want
to configure is one area, we recommend that you use Area 0, but you can use any area number.
However, once a second area is added, either the original area must be converted to Area 0 or
the new area must be numbered Area 0, because in multi-area configurations, there must be an
Area 0. Creating a single backbone area makes it easy to understand what OSPF is doing, but
once you get a number of routers in the area with all the interfaces assigned to Area 0, process-
ing time is going to be much greater and convergence slower.

To start learning, however, a single area is the perfect place to start. You have already
seen the command that is used for assigning an interface to an area. Let’s look at the con-
figuration of a few routers to get a good feeling for how it is done. Figure 5.6 depicts the
physical layout of a test network.

FIGURE 5.6 OSPF area topology
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Only two of the five configurations are shown—otherwise you would just see a lot of redun-
dant information. Notice the very specific wildcard masks in the network statements. These
facilitate the removal or addition of specific links when troubleshooting. If you have a link that
is flapping, you can easily remove it so that it does not cause LSA flooding within the area. After
the link has stabilized, it will be very easy to add the interface back in.

For example, if all of the router’s interfaces could be summarized by a network statement of
172.16.0.0 0.0.255.255, then you would need only one network statement to add all interfaces
to the OSPF process. However, if one out of the many interfaces was flapping, you could not
easily isolate that interface so that it would not cause unnecessary LSA flooding. Let’s examine
the 10S configuration for this topology:

RouterA#show running-config
Building configuration...
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Current configuration:

|
version 11.2

no service password-encryption

no service udp-small-servers

no service tcp-small-servers

!

hostname RouterA

!

enable password cisco

1

!

interface LoopbackO

ip address 172.16.240.1 255.255.255.0
|

interface Ethernet0

ip address 172.16.230.20 255.255.255.0
|

interface Serial0

ip address 172.16.10.5 255.255.255.252
clockrate 2000000
dce-terminal-timing-enable

|

interface Seriall

ip address 172.16.10.9 255.255.255.252
clockrate 2000000
dce-terminal-timing-enable

1

interface Serial2

ip address 172.16.32.1 255.255.255.0
clockrate 2000000
dce-terminal-timing-enable

|
interface Serial3

no ip address

shutdown

!
interface BRIO

no ip address

shutdown
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1
router ospf 1

network 172.16.230.0 0.0.0.255 area 0
network 172.16.32.0 0.0.0.255 area 0
network 172.16.10.5 0.0.0.0 area 0

network 172.16.10.9 0.0.0.0 area 0
!

RouterB#show running-config
Building configuration...

Current configuration:
!
version 12.0
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
|
hostname RouterB
!
enable password cisco
!
ip subnet-zero
!
1
|
interface LoopbackO
ip address 172.16.241.1 255.255.255.0
no ip directed-broadcast
!
interface Ethernet0
no ip address
no ip directed-broadcast
shutdown
!
interface Serial0
ip address 172.16.10.6 255.255.255.252
no ip directed-broadcast
no ip mroute-cache

no fair-queue
|
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interface Seriall

ip address 172.16.20.1 255.255.255.0
no ip directed-broadcast
clockrate 2000000
dce-terminal-timing-enable
|
interface Serial2

no ip address

no ip directed-broadcast
shutdown

!
interface Serial3

no ip address

no ip directed-broadcast
shutdown

!

interface BRIO

no ip address

no ip directed-broadcast
shutdown

!

router ospf 1

network 172.16.10.6 0.0.0.0 area 0

network 172.16.20.0 0.0.0.255 area 0
|

As you can see, these are very simple, straightforward configurations. All interfaces are
assigned to Area 0. The use of a host wildcard mask (0.0.0.0) has the distinct advantage of mak-
ing troubleshooting a bit easier, because affected interfaces are immediately identifiable.

An interesting fact about creating a single area is that there are no ABRs. It is possible to have
an ASBR in a single-area configuration, even without having an ABR. If external routes are
injected into the area, the router injecting them will be considered an ASBR. On the other hand,
in order to activate an ABR, any interface on the router must be assigned to a different area.

It is also important to recognize that the neighbor discovery was automatic in this particular
single-area configuration. Now let’s move on to an environment where sometimes neighbors
must be configured manually.

Configuring OSPF—Single Area (NBMA Environment)

Previously, we mentioned five different possible ways to configure NBMA network interfaces.
They are as follows:

= Broadcast

= Non-broadcast multi-access
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= Point-to-point
= Point-to-multipoint broadcast
=  Point-to-multipoint non-broadcast

We’ll outline three of these methods in this section. The IOS senses the media type for all
interfaces and assigns the default network type accordingly. When changing from the default,
the key that is common to all five configuration methods is the ip ospf network command.

This command has the options of specifying broadcast, non-broadcast, point-to-point, point-
to-multipoint (with broadcast emulation) and point-to-multipoint non-broadcast network types.

Broadcast Configuration

A full mesh among all OSPF routers is required for this environment to be configured and work
properly. A full explanation of the PVC configuration is beyond the scope of this chapter, but
here is a sample configuration:

RouterA#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
RouterA(config)#int serial 1

RouterA(config-if)#ip address 172.16.11.1 255.255.255.0
RouterA(config-if)#ip ospf network broadcast
RouterA(config-if)#encapsulation frame-relay
RouterA(config-if)#frame-relay map ip 172.16.11.2 102 broadcast
RouterA(config-if)#frame-relay map ip 172.16.11.3 103 broadcast
RouterA(config-if)#frame-relay map ip 172.16.11.4 104 broadcast
RouterA(config-if)#router ospf 1

RouterA(config-router)#network 172.16.11.0 0.0.0.255 area 0
RouterA(config-router)#~Z

RouterA#show running-config

Building configuration...

Current configuration:

!

version 11.2

no service password-encryption
no service udp-small-servers
no service tcp-small-servers
!

hostname RouterA

!

enable password cisco

l

I
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interface Loopback0

ip address 172.16.240.1 255.255.255.0
|
interface Ethernet0

ip address 172.16.230.20 255.255.255.0
|
interface Serial0

ip address 172.16.10.5 255.255.255.252
clockrate 2000000
dce-terminal-timing-enable

|

interface Seriall

ip address 172.16.11.1 255.255.255.0
encapsulation frame-relay

ip ospf network broadcast

frame-relay map ip 172.16.11.2 102 broadcast
frame-relay map ip 172.16.11.3 103 broadcast
frame-relay map ip 172.16.11.4 104 broadcast
1

interface Serial2

no ip address

shutdown

!

interface Serial3

no ip address

shutdown

!

interface BRIO

no ip address

shutdown

!

router ospf 1

network 172.16.10.5 0.0.0.0 area 0O

network 172.16.11.0 0.0.0.255 area 0
!

Connected routers would have similar configurations. The key to this configuration is to
override the default network type by using the ip ospf network broadcast command.

Non-Broadcast Configuration

This environment requires all neighbors to be statically configured so that a DR may be chosen from
the attached routers on the network segment. We use the same commands as for the configuration
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of a broadcast network, with the exception of the neighbor statements used under the OSPF rout-
ing process. Here is a sample configuration:

RouterB#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterB(config)#interface seriall

RouterB(config-if)#ip address 172.16.25.1 255.255.255.0
RouterB(config-if)#ip ospf network non-broadcast
RouterB(config-if)#encapsulation frame-relay ietf
RouterB(config-if)#frame-relay map ip 172.16.25.10 210 broadcast
RouterB(config-if)#frame-relay map ip 172.16.25.11 211 broadcast
RouterB(config-if)#frame-relay map ip 172.16.25.12 212 broadcast
RouterB(config-if)#router ospf 1

RouterB(config-router)#neighbor 172.16.25.10 priority 1
RouterB(config-router)#neighbor 172.16.25.11 priority 1
RouterB(config-router)#neighbor 172.16.25.12 priority 1
RouterB(config-router)#network 172.16.25.0 0.0.0.255 area 0
RouterB(config-router)#~Z

RouterB#

Note the parameters priority 1 at the end of the neighbor statements. The value of 1 over-
rides the default of 0. If left at the default value, the neighbor would be considered ineligible to
become the DR by the local router, and the local router would not initially send Hello state-
ments to the neighbor. For NBMA networks, a DR eligible router initially only sends Hello
packets to and enters the ATTEMPT state with other routers that also have DR potential. A pri-
ority value greater than 0 causes the local router to consider the neighbor to have DR potential.
Only if the local router is elected DR will it start sending Hello packets to all other routers.

Point-to-Multipoint

This configuration does away with the assumption that there are PVCs configured for all routers
creating a full mesh. The same ip ospf network command is used to specify that the network type
is point-to-multipoint non-broadcast. This tells the router that no DR/BDR needs to be
elected and that the interface should be treated as multiple point-to-point links. Alternatively, the
non-broadcast parameter may be left off for the default simulated broadcast behavior over

the multiple links. Here is a sample configuration:

RouterC#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterC(config)#interface serial2

RouterC(config-if)#ip address 172.16.26.1 255.255.255.0
RouterC(config-if)#ip ospf network point-to-multipoint non-broadcast
RouterC(config-if)#encapsulation frame-relay ietf
RouterC(config-if)#frame-relay local dlci 300
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RouterC(config-if)#frame-relay map ip 172.16.26.12 312 broadcast
RouterC(config-if)#frame-relay map ip 172.16.26.13 313 broadcast
RouterC(config-if)#router ospf 1

RouterC(config-router)#neighbor 172.16.26.12 cost 1
RouterC(config-router)#neighbor 172.16.26.13 cost 5
RouterC(config-router)#network 172.16.26.0 0.0.0.255 area 0
RouterC(config-router)#~Z

RouterC#

Note that the priority parameter is valid only on NBMA networks, not on point-to-
multipoint interfaces. Conversely, the cost parameter is not valid on NBMA networks, only
point-to-multipoint interfaces. We suggest that the cost parameter be specified for neigh-
bors on point-to-multipoint networks. Otherwise, the default cost will be used, which may
result in suboptimal routing.

Once the configuration has been created, it’s time to test it and make sure it works. There are
several show commands that facilitate this task, and we discuss them in the following section.

Verifying OSPF Configuration

This section describes several ways in which to verify proper OSPF configuration and operation.
Table 5.4 contains a list of OSPF show commands.

TABLE 5.4 OSPF show Commands

Command Description

show ip ospf Summarizes all relative OSPF information such as OSPF
processes, router ID, area assignments, authentication, and
SPF statistics.

show ip ospf process-id Shows the same information as the show ip ospf com-
mand but only for the specified process.

show ip ospf border-routers Displays the router IDs of all ABRs and ASBRs within the
autonomous system.

show ip ospf database Displays the link-state database.

show ip ospf interface Displays interface OSPF parameters and other OSPF infor-
mation specific to the interface.

show ip ospf neighbor Displays each OSPF neighbor and adjacency status.
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show ip ospf
The show ip ospf command is used to display OSPF information for one or all OSPF processes

running on the router. Information contained therein includes the router ID, area information,
SPF statistics, and LSA timer information. Here is a sample output:

RouterA#sho ip ospf
Routing Process "ospf 1" with ID 172.16.240.1
Supports only single TOS(TOSO) routes
SPF schedule delay 5 secs, Hold time between two SPFs 10 secs
Number of DCbitless external LSA 0
Number of DoNotAge external LSA 0
Number of areas in this router is 1. 1 normal 0 stub O nssa
Area BACKBONE(O)
Number of interfaces in this area is 3
Area has no authentication
SPF algorithm executed 17 times
Area ranges are
Link State Update Interval is 00:30:00 and due in 00:17:52
Link State Age Interval is 00:20:00 and due in 00:07:52
Number of DCbhitless LSA 0
Number of indication LSA 0
Number of DoNotAge LSA 0

RouterA#

show ip ospf border-routers

The show ip ospf border-routers command displays the process ID on the router, the route
to the ABR or ASBR, and the SPF information. Here is a sample output:

RouterC#show 1ip ospf border-routers
OSPF Process 1 internal Routing Table
Codes: i - Intra-area route, I - Inter-area route

i 172.16.240.1 [65] via 172.16.1.106, Seriall, ABR, Area 0, SPF 582
i 172.16.241.1 [65] via 172.16.1.94, Serialll, ASBR, Area 0, SPF 582
RouterC#

This is a simple output that shows only one ABR and one ASBR. In order to have an ABR, you
must have multiple areas configured. In order to have an ASBR, external routes on an external
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autonomous system must be connected to the router and redistributed from another routing pro-
tocol into OSPF.

show ip ospf database

The information displayed by the show ip ospf database command indicates the number of
links and the neighboring router ID. The output is broken down by area. Greater detail will be
given for this command and its output in Chapter 6. Here is a sample output:

RouterA#show ip ospf database

OSPF Router with ID (172.16.240.1) (Process ID 1)

Router Link States (Area 0)

Link ID ADV Router Age  Seq# Checksum Link count
172.16.240.1 172.16.240.1 1530 0x80000016 0x9C7C 4
172.16.241.1 172.16.241.1 667 0x80000008 Ox3AFF 3

RouterA#

show ip ospf interface

The show ip ospf interface command displays all interface-related OSPF information.
Data is displayed about OSPF information for all interfaces or for specified interfaces.
Information includes the interface IP address, area assignment, Process ID, router ID, net-
work type, cost, priority, DR/BDR (if applicable), timer intervals, and adjacent neighbor
information. Here is a sample output:

RouterA#show ip ospf interface
BRIO is administratively down, 1line protocol is down
OSPF not enabled on this interface
BRIO:1 is administratively down, line protocol 1is down
OSPF not enabled on this interface
BRIO:2 is administratively down, line protocol is down
OSPF not enabled on this interface
Ethernet0 is up, line protocol is up
Internet Address 10.11.230.20/24, Area O
Process ID 1, Router ID 172.16.240.1, Network Type BROADCAST, Cost: 10
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 172.16.240.1, Interface address 10.11.230.20
No backup designated router on this network
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:08
Neighbor Count 1is 0, Adjacent neighbor count is 0
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Suppress hello for 0 neighbor(s)
Loopback0 is up, Tine protocol 1is up
Internet Address 172.16.240.1/24, Area 0
Process ID 1, Router ID 172.16.240.1, Network Type LOOPBACK, Cost: 1
Loopback interface 1is treated as a stub Host
Serial0 is up, Tine protocol 1is up
Internet Address 172.16.10.5/30, Area 0O
Process ID 1, Router ID 172.16.240.1, Network Type POINT_TO_POINT, Cost: 64
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:02
Neighbor Count 1is 1, Adjacent neighbor count is 1
Adjacent with neighbor 172.16.241.1
Suppress hello for 0 neighbor(s)
Seriall is administratively down, Tine protocol is down
OSPF not enabled on this interface

show ip ospf neighbor

show ip ospf neighbor is a very useful command. It summarizes the pertinent OSPF infor-
mation regarding neighbors and the adjacency state. If a DR or BDR exists, that information is
also displayed. Here is a sample:

RouterA#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
172.16.241.1 1 FULL/ - 00:00:39 172.16.10.6 SerialO
RouterA#

Summary

OSPF is one of the most widely used routing protocols in existence today. OSPF is a link-state
routing protocol. This means that OSPF will send routing updates only when a change occurs
to the network. By sending routing updates only as changes occur, OSPF is able to better utilize
bandwidth than a distance-vector routing protocol.

OSPF supports a hierarchical network topology. OSPF is able to accomplish this topology
through the use of areas. By using areas, OSPF can segment off different parts of the network
for better routing control. In this chapter, we concerned ourselves with only a single OSPF area;
in the next chapter, we will take a look at hierarchical design using multiple OSPF areas.

To configure OSPF, you first need to determine the process ID to use. The process ID is local
to the device and allows you to configure more than one OSPF process on a device. Once the
process ID has been determined, you are ready to start configuring OSPF.
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In order to configure OSPF, you need to enable it on the device. Then you need to specify
which networks on the router you want to participate in OSPF. It’s important to remember that
the network statement in OSPF doesn’t tell OSPF which network to advertise. What the net-
work statement does do is tell OSPF which interfaces to allow to participate in OSPF. OSPF then
looks at the network address and mask to which the interface belongs and advertises that net-
work address and mask.

Now that you have an understanding of OSPF in a single area, it’s time to take it to the next
level. Let’s learn how to configure OSPF in multiple areas in the next chapter.

Exam Essentials

Know the advantages of OSPF. OSPF is a link-state routing protocol. It sends updates only
when a change has occurred to a network. Therefore, OSPF utilizes less bandwidth and has
faster convergence than a distance-vector routing protocol. OSPF also utilizes the concept of
areas in support of a hierarchical topology.

Understand the operation of OSPF. During the neighbor and adjacency initialization phase
of OSPF, a router learns of its neighbors and forms adjacencies. Once this phase has been com-
pleted, OSPF enters the LSA flooding phase. During this phase, OSPF learns the topology of the
network. The final phase of OSPF is the SPF tree calculation. Once OSPF has learned the topol-
ogy of a network, it runs an SPF calculation to determine which routes to use.

Know the different network types. OSPF consists of five different network types: broadcast
(multi-access), non-broadcast multi-access, point-to-point (broadcast), and point-to-multipoint
(both broadcast and non-broadcast). The multi-access network types elect a DR/BDR, with the
broadcast variety having default Hello/Dead intervals of 10/40, automatic neighbor discovery, and
using multicasts. The non-broadcast multi-access (NBMA) network type also elects a DR/BDR, but
has a default Hello/Dead interval of 30/120 and unicasts to neighbors that must be manually con-
figured with DR election priorities greater than 0. The point-to-point network type does not elect a
DR/BDR, has a default Hello/Dead interval of 10/40, and uses multicasts to send OSPF packets and
automatically discover neighbors. Finally, the point-to-multipoint network type does not elect a
DR/BDR and has a default Hello/Dead interval of 30/120. If the point-to-multipoint interface is con-
figured to support broadcasts, it will also use multicasts and automatically discover neighbors.
Otherwise, it uses unicasts and must be told of its neighbors and their cost.

Configure OSPF in a single area. When configuring OSPF in a single area, you first need to

determine what area you will utilize. Then you need to determine the devices and interfaces that
will participate in the area. After all the planning has been completed, all that’s left is to con-
figure OSPF on the devices.

Verify the proper operation of OSPF. Without verifying the operation of OSPF, there isn’t a
way for us to know if OSPF is actually running correctly or not. So the first thing that should
be done after configuring OSPF is to verify its operation. The commands discussed in this chap-
ter are the best way of verifying OSPF operation. Keep in mind that these same commands can
be used for troubleshooting OSPF operation as well.



Interconnecting
OSPF Areas

THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

Understand how OSPF operates in multiple areas.
Understand how to configure OSPF in multiple areas.

Identify the steps to verify OSPF operation in multiple areas.
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When route selection and configuration problems occur,
understand how to use the various show and debug
commands to determine the cause of the problem.



In this chapter, we will illustrate the scalability constraints of an
OSPF network with a single area. The concept of multi-area OSPF
will be introduced as a solution to these scalability limitations.

This chapter also identifies the various categories of routers used in multi-area configurations.
These router categories include a backbone router, internal router, area border router (ABR),
and autonomous system boundary router (ASBR). We’ll explore how these routers can use sum-
marization and default routes to reduce the amount of route information that is injected into an
area, thus reducing a router’s memory and processor overhead.

The functions of different OSPF link-state advertisements (LSAs) are very important to under-
stand for the BSCI exam, and we will detail the types of LSAs used by OSPF. We will show how
these LSAs can be minimized through the effective implementation of specific OSPF area types.

Specifically, we will examine stub areas, totally stubby areas, and not-so-stubby areas and
show how these areas can be used to minimize the number of LSAs advertised into an area.
We’ll also provide a set of design guidelines and configuration examples, as well as the syntax
required to configure route summarization at both area border routers and autonomous system
boundary routers.

You’ll learn that all areas need to have a link to Area 0. If an area is not attached to Area 0,
virtual links can be used to span transit areas in OSPF networks where all areas are not physically
adjacent to the backbone area. We will conclude with a collection of debug and show commands
that can be used to effectively monitor and troubleshoot a multi-area OSPF implementation.

OSPF Scalability

In the previous chapter, we examined the configuration of OSPF networks that contained
a single area. We saw that OSPF had significant advantages over distance-vector protocols,
such as RIP, due to OSPF’s ability to represent an entire network within its link-state data-
base, thus vastly reducing the time required for convergence.

However, let’s consider what the router does in order to give us such great performance.
Each router recalculates its database every time there is a topology change, requiring CPU over-
head. Each router has to hold the entire link-state database, which represents the topology of
the entire network, requiring memory overhead. Furthermore, each router contains a complete
copy of the routing table, requiring more memory overhead. Keep in mind that the number of
entries in the routing table may be significantly greater than the number of networks in the rout-
ing table, because we may have multiple routes to multiple networks.

With these OSPF behavioral characteristics in mind, it becomes obvious that in very large
networks, single-area OSPF has some serious scalability considerations. Fortunately, OSPF
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gives us the ability to take a large OSPF topology and break it down into multiple, more man-
ageable areas, as illustrated in Figure 6.1.

Consider the advantages of this hierarchical approach. First of all, routers that are internal
to a defined area need not worry about having a link-state database for the entire network, only
their own areas, thus reducing memory overhead. Second, routers that are internal to a defined
area now only have to recalculate their link-state database when there is a topology change
within their particular area. Topology changes in one area will not cause global OSPF recalcu-
lations, thus reducing processor overhead. Finally, because routes can be summarized at area
boundaries, the routing tables on each router need not be as large as they would be in a single-
area environment.

Of course, as we start subdividing our OSPF topology into multiple areas, we introduce some
complexity into our configuration. Therefore, in this chapter we will examine these various con-
figuration subtleties, in addition to learning strategies for effectively troubleshooting multi-area
OSPF networks.

FIGURE 6.1 OSPF areas

Multi-area OSPF network
Single area OSPF network

Categories of Multi-Area Components

This section covers the various roles that routers play in a large OSPF network. These include
backbone routers, internal routers, area border routers, and autonomous system boundary
routers. We’ll also discuss the different types of advertisements that are used in an OSPF net-
work and the different types of areas that can be configured.

OSPF Router Roles

As we alluded to earlier, routers within a multi-area OSPF network fall into different categories.
To gain an understanding of the various roles that our routers can play, let’s consider Figure 6.2.
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FIGURE 6.2 Routerroles
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Starting at the core of the given network and working our way outward, consider RouterA.
Notice that RouterA is part of Area 0. As we learned in the previous chapter, Area 0 is referred
to as the backbone area. Therefore, we can make the following definition:

Backbone router A backbone router is any router that exists (wholly or in part) in OSPF Area 0.

Another distinction we can make about RouterA is that it is contained completely within a
single area, in this case Area 0. Because all of RouterA’s interfaces are internal to a single area,
we can make the following definition:

Internal router An internal router is any router that has all of its interfaces as members of the
same area.

< Remember that a router can play more than one role. In our example, RouterA
P is both a backbone router and an internal router.

Now consider RouterB. Notice that RouterB meets the requirement to be classified as a back-
bone router (in other words, RouterB has one or more interfaces that are part of Area 0). How-
ever, unlike RouterA, RouterB is partially in Area 0 and partially in Area 10. There is yet
another term used to define routers that have interfaces in more than one area:

Area border router (ABR) An area border router is any router that is connected to multiple
OSPF areas. Cisco recommends that an ABR belong to only one OSPF process and that no
router belong to more than three areas.

Recall that the topology of an OSPF area is contained in a link-state database. Therefore,
if a router is connected to multiple areas, it will contain multiple link-state databases.



Categories of Multi-Area Components 179

This should be a design consideration when sizing a router that will function as an area
border router.

Notice also that RouterB is connected to an EIGRP network. Whether an OSPF network is
connected to an EIGRP network, a BGP network, an OSPF network with a different Process ID,
or a network running any other such external routing process, this external network may be
referred to as an autonomous system. The scenario of an OSPF router sitting at the boundary
of an external routing process leads us to a fourth category of OSPF router:

Autonomous system boundary router (ASBR) An autonomous system boundary router is
any OSPF router that is also connected to an external routing process and exchanges routing
information between the OSPF routing process and the external routing process.

The ability of an ASBR to exchange routing information between its OSPF routing process and
the external routing process to which the router is connected is not an automatic process. Such
routes are exchanged through a process called route redistribution, which is the focus of Chapter 10,
“Route Optimization.”

Link-State Advertisements

Recall that a router’s link-state database is made up of link-state advertisements (LSAs). How-
ever, just as we had multiple OSPF router categories to consider, we also have multiple types of
LSAs to consider. While the importance of LSA classification may not be immediately apparent,
you will see its application when we examine the various types of OSPF areas. Table 6.1 lists all
of the possible types of LSAs.

TABLE 6.1 LSA Types

Type Code Description

1 Router LSA

2 Network LSA

3 Network Summary LSA
4 ASBR Summary LSA

5 AS External LSA

6 Group Membership LSA
7 NSSA External LSA

8 External Attributes LSA
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TABLE 6.1 LSATypes (continued)

Type Code Description

9 Opaque LSA (link-local scope)
10 Opaque LSA (area-local scope)
11 Opaque LSA (AS scope)

There are a total of 11 LSA types in existence. For the BSCI exam, you should be concerned
with only the first five types and Type 7. We will now drill down into each of these LSA types
to give you a better understanding of each. Keep in mind that it is very important to understand
the different LSA types, not only for the exam but also for the real world.

Type 1 LSA Referred to as a router link advertisement (RLA), the Type 1 LSA is an adver-
tisement sent by a router to all other routers in its area. The Type 1 LSA contains informa-
tion about all of the router’s links in the area, the status of each link, and the cost for each
link. A router, which has connections to multiple areas, will send a Type 1 LSA to each of
the areas the router is connected to, but only describing links it has in each respective area,
not sharing this information across area boundaries.

Type 2 LSA Referred to as a network link advertisement (NLA), the Type 2 LSA is generated
only on multi-access networks, and then only by designated routers (DRs) when they are fully
adjacent with at least one other router on the network. Recall that a designated router is elected
to represent other routers in its network, and it has established adjacencies with each of the routers
within its network. The DR uses the Type 2 LSA to send out information about the state of other
routers that are part of the same network, information it has learned through receipt of Type 1
LSAs from these routers. The Type 2 LSA describes each of the routers on the DR’s network,
including the DR. Note that the Type 2 LSA is sent only to routers that are in the area containing
the network for which the advertising router is the DR.

Type 3 and Type 4 LSAs Referred to as summary link advertisements (SLAs), the Type 3 and
Type 4 LSAs are generated by area border routers. These ABRs send Type 3 and Type 4 LSAs
to all routers within a single area only. These LSAs advertise non-backbone intra-area routes, routes
within an area, into the backbone area (Area 0) and both intra-area and inter-area routes,
routes to other areas, to non-backbone areas. The only real difference between Type 3 and Type 4
LSAs is that a Type 3 will advertise networks outside of an area into an area and a Type 4 will
advertise routes to ASBRs into an area. A special example of a Type 3 LSA is created by the
default information originate command.

Type 5 LSA Referred to as AS external link advertisements, Type 5 LSAs are sent by
autonomous system boundary routers. These ASBRs use Type 5 LSAs to advertise routes
that are external to the OSPF autonomous system or a default route external to the OSPF
autonomous system that is reachable through them.

Type 7 LSA  To overcome the limitations of an ASBR not being able to belong to a stub area,
LSA Type 7, NSSA external LSA, was created. Type 7 LSAs are generated only by an ASBR in
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a not-so-stubby area (NSSA). The Type 7 LSA will propagate across the area to the NSSA ABR.
Once the Type 7 LSA reaches the ABR, the ABR will convert the Type 7 LSA into a Type 5 LSA
and propagate it to the backbone. The Type 7 LSA advertises routes that are external to the
OSPF autonomous system.

OSPF Area Types

One of our main motivations for subdividing a single OSPF area into multiple areas was to
reduce router overhead. We decided that all routers didn’t need to have the entire network
topology in their link-state databases. Let’s now examine the types of areas that can reduce
router overhead:

Stub area Whenever a route external to an AS is learned, the ASBR generates a Type 5 LSA and
floods throughout the OSPF autonomous system. Also, an ABR will generate a Type 4 LSA for
ASBRs and flood them throughout an area. In some cases all of the routers in an area don’t need
to know this information. For example, take a look at Figure 6.3.

As you can see in this figure, all routers in Area 1 must send their packets through the ABR in
order for the packets to reach a network external to the AS. In this case, the routers in Area 1
do not need to know about the Type 4 and 5 LSAs, since the ABR handles the forwarding of
packets to networks external to the AS. All the flooding of the Type 4 and 5 LSAs would do is
use up CPU power and memory on the internal routers of Area 1. A better idea would be to
make Area 1 a stub area. That way, the ABR will block the flooding of Type 4 and 5 LSAs, and
instead the ABR will generate a Type 3 LSA with a default route for all networks external to the
AS. The ABR would then flood that and any intra-area Type 3 LSA to all internal routers in
Area 1. Now all of the internal routers for Area 1 would know that if a packet is to be sent to
a network not contained within Area 1, they will forward the packet to the ABR and let it han-
dle the packet. Important items to keep in mind about stub areas are that if you need to con-
figure a virtual link, the virtual link cannot traverse a stub area and ASBRs cannot exist in a stub
area. Virtual links is covered in more detail later in this chapter.

Totally stubby area To further reduce the number of LSAs that an internal router will need to pro-
cess, the router can be configured as a totally stubby area. In addition to not propagating Types 4

and 5 LSAs, a totally stubby area does not propagate Type 3 LSAs, except for one Type 3 LSA that
advertises a default route out of the area. The only way an internal router of a totally stubby area

knows how to reach any destination not contained within the local area is through a default route
to the ABR. The function of a totally stubby area is Cisco-specific, which is an important concept to
remember when designing an OSPF network in a multi-vendor routing environment.

Not-so-stubby area (NSSA) Like a stub area, a not-so-stubby area does not propagate Type 5
LSAs, which means an ASBR cannot be part of a stub area. However, sometimes there is a need,
on a limited basis, to import external routes to an area. Such a situation is where NSSAs, which
will allow an ASBR to participate in the area, are useful. Instead of the ASBR sending out Type 5
LSAs, it will send out Type 7 NSSA External LSAs. The Type 7 LSAs cannot be advertised into
another OSPF area. So what happens is that the ABR for the NSSA receives the Type 7 LSA and
translates it into a Type 5 LSA. The Type 5 LSA is then allowed to be flooded throughout the
OSPF autonomous system.



182 Chapter 6 - Interconnecting OSPF Areas

FIGURE 6.3 Stubarea
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Basic Multi-Area Configuration

Consider the multi-area OSPF network shown in Figure 6.4. To review some of the router
classifications that we previously discussed, notice that RouterA would be classified as

both an internal router and a backbone router. Also, RouterB would be classified as both
a backbone router and an area border router. Finally, RouterC would be classified as an

internal router.

FIGURE 6.4 Sample multi-area configuration
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RouterA

interface Ethernet0

ip address 1.1.2.1 255.255.255.

interface Ethernetl

ip address 1.1.1.1 255.255.255.

!

router ospf 70
network 1.1.1.0 0.0.0.255 area
network 1.1.2.0 0.0.0.255 area

RouterB

interface Ethernet0

ip address 1.1.3.1 255.255.255.

interface Ethernetl

ip address 1.1.2.2 255.255.255.

router ospf 70
network 1.1.2.0 0.0.0.255 area
network 1.1.3.0 0.0.0.255 area

RouterC

interface Ethernet0

ip address 1.1.4.1 255.255.255.

interface Ethernetl

ip address 1.1.3.2 255.255.255.

|

router ospf 70
network 1.1.3.0 0.0.0.255 area
network 1.1.4.0 0.0.0.255 area

Basic Multi-Area Configuration
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Configuring Multi-Area OSPF

Let’s examine the syntax to configure OSPF on RouterA. First, we need to enable the OSPF pro-
cess on the router:

RouterA (config)#router ospf 70

where 70 is the Process ID.

Next, we need to identify each of the networks connected to the router that we want to par-
ticipate in the OSPF process. The network statement will actually add interfaces that have an
IP address that falls within the range specified in the network statement. In this example, we
have two networks connected to RouterA (1.1.1.0/24 and 1.1.2.0/24):

RouterA(config-router)#network 1.1.1.0 0.0.0.255 area 0

where 1.1.1.0 0.0.0.255 is the network and wildcard mask of a network connected to
RouterA and where 0 is the area that network 1.1.1.0/24 is a member of.

RouterA(config-router)#network 1.1.2.0 0.0.0.255 area 0

Note that the previous two statements could be consolidated into a single statement, such as
the following, because both interfaces are members of the same area. The same goes for the two
statements shown later for RouterC.

RouterA(config-router)#network 1.1.0.0 0.0.255.255 area 0

The syntax for RouterB is similar to that used for RouterA. The primary difference is that
RouterB is connected to two areas, for which individual network statements are necessary:

RouterB(config)#router ospf 70
RouterB(config-router)#network 1.1.2.0 0.0.0.255 area 0
RouterB(config-router)#network 1.1.3.0 0.0.0.255 area 1

The syntax for RouterC is very similar to that of RouterA. The difference is that RouterA is
internal to Area 0, thereby classifying it as a backbone router:

RouterC(config)#router ospf 70
RouterC(config-router)#network 1.1.3.0 0.0.0.255 area 1
RouterC(config-router)#network 1.1.4.0 0.0.0.255 area 1

Stub Area Configuration

Because the main purpose of having stub areas is to keep such areas from carrying external routes,
we need to review some design guidelines before configuring a stub area or a totally stubby area:

= Area 0 (the backbone area) cannot be made a stub area.

= More than one area must exist.
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= Because autonomous system boundary routers inject external routes, do not make any area
containing an ASBR a stub area. (However, see the discussion of NSSAs in this chapter.)

= Because routers within a stub area use a default route to get out of the stub area, typically
there is only one route out of the stub area. Therefore, a stub area should usually contain
only a single area border router. Keep in mind that since a default route is being used, if a
stub area contains more than one ABR, a non-optimal path may be used.

= If you decide to make a particular area a stub area, be sure to configure all the routers in
the area as stubby. If a router within a stub area has not been configured as stubby, it will
not be able to correctly form adjacencies and exchange OSPF routes.

With these guidelines in mind, let’s examine a sample configuration for a stub area. Consider
the network shown in Figure 6.5. We’re going to make Area 25 a stub area. In this example, we
won’t be concerned with the configuration of RouterA, because it does not participate in Area 235.
We will then examine the syntax for RouterB, RouterC, and RouterD.

FIGURE 6.5 OPSF configuration example continued—stub area configuration
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RouterB

interface Ethernet0

ip address 1.1.1.1 255.255.255.0
!
interface Ethernetl

ip address 10.1.1.1 255.255.255.0
!
interface Ethernet2

ip address 10.1.2.1 255.255.255.0
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router ospf 10
network 1.0.0.0 0.255.255.255 area 0
network 10.0.0.0 0.255.255.255 area 25
area 25 stub

RouterC

interface Ethernet0

ip address 10.1.1.2 255.255.255.0

|

router ospf 1
network 10.0.0.0 0.255.255.255 area 25
area 25 stub

RouterD

interface Ethernet0

ip address 10.1.2.2 255.255.255.0
|

router ospf 100
network 10.0.0.0 0.255.255.255 area 25
area 25 stub

Configuring OSPF for a Stub Area

First, we’ll configure RouterB. Notice that RouterB is an ABR and that it is the only ABR in
Area 25, as recommended in our stub area design guidelines. When configuring an ABR that is
a member of a stub area, be cautious to configure only the stub area as stubby:

RouterB(config)#router ospf 10
where 10 is the Process ID.
RouterB(config-router)#network 1.0.0.0 0.255.255.255 area 0

where 1.0.0.0 0.255.255.255 is the network and wildcard mask of a network connected to
RouterB and where 0 is the area that network 1.1.1.0/24 is a member of.

RouterB(config-router)#network 10.0.0.0 0.255.255.255 area 25

where 10.0.0.0 0.255.255.255 isa summary network and wildcard mask of networks connected
to RouterB and where 25 is the area that networks 10.1.1.0/24 and 10.1.2.0/24 are members of.

RouterB(config-router)#area 25 stub
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where 25 is the area that we have designated as stubby.

Notice that instead of using two network statements to represent networks 10.1.1.0/24 and
10.1.2.0/24, we used a single network statement specifying network 10.0.0.0/8, which will include
all the interfaces contained in these two networks. Using a summarized network statement like this
will by no means alter any routes that will be advertised. In other words, advertisements will still be
sent for both networks and a summary address of the two networks will not be sent.

We will also use the 10.0.0.0/8 summary when we configure RouterC and RouterD. Remember
that it’s critical that all routers that are members of a stub area be configured as stubby for that area.
Therefore, RouterC and RouterD will have identical OSPF configurations:

RouterC(config)#router ospf 1
RouterC(config-router)#network 10.0.0.0 0.255.255.255 area 25
RouterC(config-router)#area 25 stub

RouterD(config)#router ospf 100
RouterD(config-router)#network 10.0.0.0 0.255.255.255 area 25
RouterD(config-router)#area 25 stub

Let’s review some key elements of our stub area configuration example:
= The syntax to make a router stubby is area area-id stub.
= All routers that are part of Area 25 are configured as stubby.
= Area 25 has only one ABR (i.e., only one path out of the area).

=  The ABR used the area area-id stub command only for Area 25, not for Area 0, which
is not stubby.

Totally Stubby Area Configuration

Using the same network topology as we had for the stub area configuration, let’s examine how
to make Area 25 a totally stubby area. Remembering that the difference between a stub area and
a totally stubby area is that a totally stubby area doesn’t allow summary routes to be injected
into it; we need only change the configuration of RouterB. Because RouterB is the ABR, it will
be the router that will have the responsibility for blocking summary routes from entering the
totally stubby area. So, again consider our network, as illustrated in Figure 6.6.

RouterB

interface Ethernet0

ip address 1.1.1.1 255.255.255.0
|
interface Ethernetl

ip address 10.1.1.1 255.255.255.0
!

interface Ethernet2
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ip address 10.1.2.1 255.255.255.0

!

router ospf 10
network 1.0.0.0 0.255.255.255 area 0
network 10.0.0.0 0.255.255.255 area 25
area 25 stub no-summary

FIGURE 6.6 OPSF configuration example continued—totally stubby area configuration
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interface Ethernet0
ip address 10.1.1.2 255.255.255.0

!

router ospf 1
network 10.0.0.0 0.255.255.255 area 25
area 25 stub

RouterD

interface Ethernet0
ip address 10.1.2.2 255.255.255.0

|

router ospf 100
network 10.0.0.0 0.255.255.255 area 25
area 25 stub
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Configuring OSPF for a Totally Stubby Area

Notice that we have to change, from the previous example, only the configuration of RouterB.
We simply add the no-summary argument to the area area-id stub command:

RouterB(config)#router ospf 10
where 10 is the Process ID.
RouterB(config-router)#network 1.0.0.0 0.255.255.255 area 0

where 1.0.0.0 0.255.255.255 is the network and wildcard mask of a network connected to
RouterB and where 0 is the area that network 1.1.1.0/24 is a member of.

RouterB(config-router)#network 10.0.0.0 0.255.255.255 area 25

where10.0.0.0 0.255.255.255 isa summary network and wildcard mask of networks connected
to RouterB and where 25 is the area that networks 10.1.1.0/24 and 10.1.2.0/24 are members of.

RouterB(config-router)#area 25 stub no-summary

where the no-summary argument makes Area 25 totally stubby.

Not-So-Stubby Area Configuration

Recall that a not-so-stubby area (NSSA) is useful when there is an area that requires the injection

of external routes from an ASBR, but we still want to eliminate the injection of Type 5 LSAs from
the ABR. Figure 6.7 presents such a scenario. We want to prevent Area 0 from injecting Type 5

LSAs into Area 1, which can be assumed to originate to the right of Area 0 from an unseen ASBR,

yet we still need external routes from the RIP routing process to be injected into Area 1 and prop-
agated to other OSPF areas. The solution to these requirements is to make Area 1 an NSSA.

FIGURE 6.7 OPSF configuration example continued—not-so-stubby area configuration
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RouterA

interface Ethernet0
ip address 10.1.1.1 255.255.255.0
!
interface Ethernetl
ip address 10.1.2.1 255.255.255.0
!
router ospf 24
network 10.0.0.0 0.255.255.255 area 0

RouterB

interface Ethernet0
ip address 10.1.2.2 255.255.255.0

!

interface Ethernetl
ip address 1.1.1.1 255.255.255.0

!

router ospf 24
network 10.0.0.0 0.255.255.255 area 0
network 1.0.0.0 0.255.255.255 area 1
area 0 range 10.0.0.0 255.0.0.0
area 1 nssa

RouterC

interface Ethernet0
ip address 1.1.1.2 255.255.255.0
!
interface Ethernetl
ip address 172.16.1.1 255.255.255.0
|
router ospf 24
redistribute rip
network 1.0.0.0 0.255.255.255 area 1
default-metric 128
area 1 nssa
!

router rip
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redistribute ospf 24
network 172.16.0.0
default-metric 3

RouterD

interface Ethernet0

ip address 172.16.1.2 255.255.255.0
|
interface Ethernetl

ip address 172.16.2.1 255.255.255.0
!
router rip

network 172.16.0.0

Configuring OSPF for a Not-So-Stubby Area

Let’s examine the configuration of each of these routers, beginning with RouterA. RouterA is
a backbone router (and an internal router), which does not participate in our NSSA (Area 1).
Therefore, RouterA doesn’t need any special NSSA configuration. However, by way of review,
we will still examine its syntax:

RouterA(config)#router ospf 24
where 24 is the Process ID.

RouterA(config-router)#network 10.0.0.0 0.255.255.255 area 0

where 10.0.0.0 0.255.255.255 is a network and wildcard mask summarization of the net-
works connected to RouterA and where 0 is the area that networks 10.1.1.0/24 and 10.1.2.0/24
are members of.

RouterB does participate in the NSSA. Therefore, it will require a special configuration:

RouterB(config)#router ospf 24
RouterB(config-router)#network 10.0.0.0 0.255.255.255 area 0
RouterB(config-router)#network 1.0.0.0 0.255.255.255 area 1
RouterB(config-router)#area 0 range 10.0.0.0 255.0.0.0

where 10.0.0.0 255.0.0.0 is the network number and subnet mask of a network that sum-
marizes the individual networks within Area 0, thus reducing the number of a router’s routing
table entries.

RouterB(config-router)#area 1 nssa

where 1 is the area that is being designated as a not-so-stubby area.
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Notice that the configuration for RouterB included the command area area-id range
network_address network_mask, which can be used on area border routers to summarize the
IP address space being used by routers within a given area to other areas.

Notice also the area area-id nssa command. This command tells the router that the spec-
ified area the router is connected to is a not-so-stubby area. As we saw when configuring stub
areas, all routers within a not-so-stubby area must agree that they are connected to a NSSA (in
other words, be configured with the area area-id nssa command).

To expand upon the idea of advertising summarized routes, the area area-id range
network_address network_mask command is used to summarize inter-area routes on an
ABR. Similarly, we can summarize external routes on an autonomous system boundary router
(ASBR) with the command summary-address network_address network_mask. Proper use
of these summarization tools can greatly reduce the number of routes that have to be main-
tained by a router, thus reducing memory and processor overhead.

RouterC will be an even more complex configuration. Not only is RouterC part of an NSSA,
it also participates in an RIP routing process. In order to exchange its OSPF and RIP routes,
RouterC must perform route redistribution (route redistribution is the focus of Chapter 10):

RouterC(config)#router ospf 24
RouterC(config-router)#redistribute rip

where rip is the routing protocol whose routes are being injected into the OSPF routing process.

RouterC(config-router)#network 1.0.0.0 0.255.255.255 area 1
RouterC(config-router)#default-metric 128

where 128 is the OSPF metric value to be assigned to routes being redistributed into the OSPF
routing process.

RouterC(config-router)#area 1 nssa
RouterC(config-router)#router rip

This enables the RIP routing process on the router.
RouterC(config-router)#redistribute ospf 24
where ospf 24 is the routing process whose routes are being injected into the RIP routing process.

RouterC(config-router)#network 172.16.0.0
RouterC(config-router)#default-metric 3

where 3 is the RIP metric value (hop count) to be assigned to OSPF routes being redistributed
into the RIP routing process.

RouterD is internal to the RIP routing process. Therefore, RouterD does not require any
NSSA-specific configuration:

RouterD(config)#router rip
RouterD(config-router)#network 172.16.0.0
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OSPF Virtual Links

When designing a multi-area OSPF network, all areas should be connected to the backbone
area. However, there may be instances when an area will need to cross another area to reach the
backbone area, as shown in Figure 6.8. Because, in this example, Area 20 does not have a direct
link to Area 0, we need to create a virtual link.

FIGURE 6.8 OSPF virtual link
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The syntax for creating a virtual link across an area is
area area-id virtual-link router-id

where area-1id is the number of the transit area, in this example Area 10, and router-id is the
IP address of the highest loopback interface configured on a router or can be manually set.

To manually set the router-id, you need to enter the command router-id id-in-IP-
address-format in router configuration mode. If you do not manually set the router-id and
a loopback interface has not been configured on the router, then the router-id is the highest
IP address configured on the router.

Note that a virtual link has area border routers as the end points of the link. Virtual links will
be used, in the real world, to merge corporate networks during transition phases. When two
companies merge and the companies both have OSPF networks, both companies will have their
own Area 0. In this instance, a virtual link would be created between the discontiguous Area Os
until the networks could be fully merged.

As shown in Figure 6.9, we are going to create a virtual link from Area 20 to Area 0, with
Area 10 acting as the transit area. Let’s examine the configuration of RouterB and RouterC,
because RouterA does not have any virtual-link-specific configuration.

Here are the configurations of RouterB and RouterC:

RouterB(config)#router ospf 10
RouterB(config-router)#network 3.0.0.0 0.255.255.255 area 0
RouterB(config-router)#network 4.0.0.0 0.255.255.255 area 10
RouterB(config-router)#area 10 virtual-link 6.6.6.1



194 Chapter 6 - Interconnecting OSPF Areas

FIGURE 6.9 OSPF virtual link
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where 10 is the Area ID of the transit area and 6.6.6.1 is the highest loopback address of the
ABR joining the transit area to Area 20.

RouterC(config)#router ospf 10
RouterC(config-router)#network 4.0.0.0 0.255.255.255 area 10
RouterC(config-router)#network 7.0.0.0 0.255.255.255 area 20
RouterC(config-router)#area 10 virtual-link 5.5.5.1

where 10 is the Area ID of the transit area and 5.5.5.1 is the highest loopback address of the
ABR joining the transit area to the backbone area.

) It would not have mattered if there had been one or more routers between the
TE ABRs of Area 10. The configuration of the ABRs would have been the same,
with each one pointing to the other.

RouterA

interface Loopback0

ip address 2.2.2.1 255.255.255.0
!
internet Ethernet0

ip address 1.1.1.1 255.255.255.0
|
interface Ethernetl

ip address 3.3.3.1 255.255.255.0
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!

router ospf 10
network 1.0.0.0 0.255.255.255 area 0
network 3.0.0.0 0.255.255.255 area 0

RouterB

interface LoopbackO
ip address 5.5.5.1 255.255.255.0

!

interface Ethernet0
ip address 3.3.3.2 255.255.255.0

|

interface Ethernetl
ip address 4.4.4.1 255.255.255.0

!

router ospf 10
network 3.0.0.0 0.255.255.255 area 0
network 4.0.0.0 0.255.255.255 area 10
area 10 virtual-Tink 6.6.6.1

RouterC

interface LoopbackO
ip address 6.6.6.1 255.255.255.0

!

interface Ethernet0
ip address 4.4.4.2 255.255.255.0

|

interface Ethernetl
ip address 7.7.7.1 255.255.255.0

!

router ospf 10
network 4.0.0.0 0.255.255.255 area 10
network 7.0.0.0 0.255.255.255 area 20
area 10 virtual-Tink 5.5.5.1

195
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Verifying and Troubleshooting OSPF

Now that you know how to configure OSPF in a multiple area network, we need to focus on
how to verify that it is operating correctly and, if not, how to troubleshoot it.

Route Information

Just like with other routing protocols, you should always verify that the correct information is
in the routing table:

plano#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS Tlevel-1, L2 - IS-IS level-2, ia - IS-IS inter area
* - candidate default, U - per-user static route, o - ODR
P - periodic downloaded static route

Gateway of last resort is not set

0 TA 192.168.24.0/24 [110/112] via 10.10.10.1, 00:00:02, Serial2/0.1
20.0.0.0/24 is subnetted, 1 subnets

C 20.20.20.0 is directly connected, FastEthernet2/0
172.16.0.0/24 1is subnetted, 1 subnets

0 TA 172.16.20.0 [110/113] via 10.10.10.1, 00:00:02, Serial2/0.1
172.20.0.0/24 is subnetted, 2 subnets

C 172.20.128.0 is directly connected, Loopback0O

C 172.20.192.0 is directly connected, Loopbackl
10.0.0.0/24 is subnetted, 1 subnets

C 10.10.10.0 is directly connected, Serial2/0.1

As can be seen from this routing table, there are two routes that were learned through OSPF.
You will know the routes learned from OSPF by the code 0 in front of the route line. The code
IA after the O means the routes are inter-area routes. If you would like to view only routes
learned by OSPF, the following command may be used:

plano#show ip route ospf

0 IA 192.168.24.0/24 [110/112] via 10.10.10.1, 00:01:07, Serial2/0.1
172.16.0.0/24 1is subnetted, 1 subnets

0 IA 172.16.20.0 [110/113] via 10.10.10.1, 00:01:07, Serial2/0.1
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To view detailed information about a particular route, the following command, with the
appropriate destination attached, needs to be entered in privileged EXEC mode:

plano#show ip route 192.168.24.0
Routing entry for 192.168.24.0/24
Known via "ospf 1", distance 110, metric 112, type inter area
Last update from 10.10.10.1 on Serial2/0.1, 00:01:36 ago
Routing Descriptor Blocks:
*10.10.10.1, from 192.168.24.1, 00:01:36 ago, via Serial2/0.1
Route metric is 112, traffic share count is 1

By viewing the detailed route information in the preceding example, you can discern that the
route was learned from OSPF process 1, the distance is 110, the metric is 112, and the route is
an inter-area route.

To view the OSPF routing information known by an ABR or ASBR, you can enter the show
ip ospf border-routers command to view the internal routing table. The following is a sam-
ple output from this command:

plano#show ip ospf border-routers
OSPF Process 1 internal Routing Table
Codes: i - Intra-area route, I - Inter-area route

i 192.168.24.1 [48] via 10.10.10.1, Serial2/0.1, ABR, Area 0, SPF 6

Link-State Database Information

The command show ip ospf database will give you information about the all the LSA data
stored in the router’s OSPF link-state database. Here is a sample output from Plano’s OSPF link-
state database:

plano#show ip ospf database
OSPF Router with ID (172.20.192.1) (Process ID 1)
Router Link States (Area 0)
Link ID ADV Router Age Seq# Checksum Link count

172.20.192.1 172.20.192.1 315 0x80000003 0x8972 2
192.168.24.1 192.168.24.1 316 0x80000003 0xC11B 2
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Summary Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum
20.20.20.0 172.20.192.1 424 0x80000001 OxC2BA
172.16.20.0 192.168.24.1 473 0x80000001 OxF8AF
192.168.24.0 192.168.24.1 530 0x80000001 0x9662

Router Link States (Area 2)

Link ID ADV Router Age Seq# Checksum Link count
172.20.192.1 172.20.192.1 433 0x80000001 0xD916 1

Summary Net Link States (Area 2)

Link ID ADV Router Age Seq# Checksum
10.10.10.0 172.20.192.1 189 0x80000004 OxFD6B
172.16.20.0 172.20.192.1 304 0x80000001 0x97EO0
192.168.24.0 172.20.192.1 304 0x80000001 0x3593

This command allows you to view the entire OSPF link-state database for the router. If you
just want to view specific LSA information stored in the database, there are parameters that can
be used with the command. Note that the ADV Router column lists the router ID of the adver-
tising router.

Routing Protocol Information

In order to view detailed information about OSPF configured on the router, use the following
command:

plano#show ip ospf

Routing Process "ospf 1" with ID 172.20.192.1 and Domain ID 0.0.0.1
Supports only single TOS(TOSO) routes

Supports opaque LSA

It is an area border router

SPF schedule delay 5 secs, Hold time between two SPFs 10 secs
Minimum LSA interval 5 secs. Minimum LSA arrival 1 secs
Number of external LSA 0. Checksum Sum 0x0

Number of opaque AS LSA 0. Checksum Sum 0x0

Number of DCbhitless external and opaque AS LSA 0

Number of DoNotAge external and opaque AS LSA 0

Number of areas in this router is 2. 2 normal 0 stub O nssa
External flood 1ist Tength 0
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Area BACKBONE(0)
Number of interfaces in this area is 1
Area has no authentication
SPF algorithm executed 6 times
Area ranges are
Number of LSA 5. Checksum Sum 0x39C58
Number of opaque Tink LSA 0. Checksum Sum 0x0
Number of DCbitless LSA 0
Number of indication LSA 0
Number of DoNotAge LSA 0
Flood T1ist Tength 0
Area 2

Number of interfaces in this area is 2
It is a stub area
generates stub default route with cost 1
Area has no authentication
SPF algorithm executed 4 times
Area ranges are
Number of LSA 4. Checksum Sum Ox2A3F4
Number of opaque Tink LSA 0. Checksum Sum 0x0
Number of DCbitless LSA 0
Number of indication LSA 0
Number of DoNotAge LSA 0
Flood T1ist Tength 0

The show ip OSPF command gives detailed information on how OSPF is configured on the
router. What we can learn from the preceding output is that the router is participating in OSPF
process 1, the router ID is 172.20.192.1, it is an area border router, it has one interface config-
ured in Area 0 and two interfaces configured in Area 2, which is a stub area, and none of the
areas are using authentication. This command also informs you of the configured area type.

The following command provides you with information about the interfaces on the router
configured for OSPF:

plano#show ip ospf interface
Serial2/0.1 is up, line protocol is up
Internet Address 10.10.10.2/24, Area O
Process ID 1, Router ID 172.20.192.1, Network Type POINT_TO POINT, Cost: 48
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:07
Index 1/1, flood queue length 0
Next 0x0(0)/0x0(0)
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Last flood scan length is 1, maximum is 1

Last flood scan time is 0 msec, maximum is O msec

Neighbor Count is 1, Adjacent neighbor count is 1
Adjacent with neighbor 192.168.24.1

Suppress hello for 0 neighbor(s)

FastEthernet2/0 is up, line protocol 1is up

Internet Address 20.20.20.1/24, Area 2

Process ID 1, Router ID 172.20.192.1, Network Type BROADCAST, Cost: 1

Transmit Delay is 1 sec, State DR, Priority 1

Designated Router (ID) 172.20.192.1, Interface address 20.20.20.1

No backup designated router on this network

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:07

Index 1/2, flood queue length 0

Next 0x0(0)/0x0(0)

Last flood scan length is 0, maximum is 0

Last flood scan time is 0 msec, maximum is 0 msec

Neighbor Count is 0, Adjacent neighbor count is 0

Suppress hello for 0 neighbor(s)

For each interface configured for OSPF, this command informs you of the OSPF process ID,
the router ID, the OSPF network type, the cost, the number of neighbors, the number of adja-
cent neighbors, and the neighbor the router is adjacent with.

Viewing Neighbor Information

In OSPF, knowing who your neighbors are is very important. Many times, routing information
not being received by a router could mean that the state of the neighbor relationship hasn’t
reached full. To view who a router’s neighbors are and the state of each neighbor relationship,
use the following command:

plano#show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
192.168.24.1 1  FULL/ - 00:00:39 10.10.10.1 Serial2/0.1

In the preceding example, the router has one neighbor and the state is full. This command
would also inform you if the state were something different. The detail parameter can be
added to the end of the command line to view more detailed information:

plano#show ip ospf neighbor detail
Neighbor 192.168.24.1, interface address 10.10.10.1
In the area 0 via interface Serial2/0.1
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Neighbor priority is 1, State is FULL, 6 state changes

DR is 0.0.0.0 BDR 1is 0.0.0.0

Options 1is 0x2

Dead timer due in 00:00:39

Neighbor is up for 00:04:42

Index 1/1, retransmission queue length 0, number of retransmission 1
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)

Last retransmission scan length is 1, maximum is 1

Last retransmission scan time is 0 msec, maximum is O msec

The show ip ospf neighbor detail command provides you with detailed information about
a neighbor, such as how long the router will wait for a Hello packet before declaring the neigh-
bor as Dead.

If you would like to see the states routers go through when forming adjacencies, the debug
ip ospf adj command can be used.

plano#debug ip ospf adj

OSPF adjacency events debugging is on

plano#
Ten 32

3d02h: OSPF: Rcv DBD from 192.168.24.1 on Serial2/0.1 seq Ox1BED opt
w(0x2 flag Ox

7 Ten 32 mtu 1500 state EXSTART

3d02h: OSPF: NBR Negotiation Done. We are the SLAVE

3d02h: OSPF: Send DBD to 192.168.24.1 on Serial2/0.1 seq Ox1BED opt
=0x42 flag 0x

2 len 132

3d02h: OSPF: Rcv DBD from 192.168.24.1 on Serial2/0.1 seq Ox1BEE opt
=(0x2 flag Ox

3 len 132 mtu 1500 state EXCHANGE

3d02h: OSPF: Send DBD to 192.168.24.1 on Serial2/0.1 seq Ox1BEE opt
=(0x42 flag 0x

0 len 32

3d02h: OSPF: Database request to 192.168.24.1

3d02h: OSPF: sent LS REQ packet to 10.10.10.1, length 24

3d02h: OSPF: Rcv DBD from 192.168.24.1 on Serial2/0.1 seq Ox1BEF opt
=(0x2 flag Ox

1 len 32 mtu 1500 state EXCHANGE

3d02h: OSPF: Exchange Done with 192.168.24.1 on Serial2/0.1

3d02h: OSPF: Send DBD to 192.168.24.1 on Serial2/0.1 seq Ox1BEF opt
=(0x42 flag 0x

0 len 32
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3d02h: OSPF: Synchronized with 192.168.24.1 on Serial2/0.1, state FULL

3d02h: %0SPF-5-ADJCHG: Process 1, Nbr 192.168.24.1 on Serial2/0.1 from LOADING

to FULL, Loading Done

3d02h: OSPF: Build router LSA for area 0, router ID 172.20.192.1, seq
=(0x80000006

As you can see, this particular debug command gives you step-by-step information about
the forming of adjacencies as they occur. This command is great for troubleshooting problems
with forming adjacencies. For instance, it will inform you if the Hello times are different between
two routers. Another way to view the events occurring while forming adjacencies would be the
debug ip ospf events command.

Viewing OSPF Packets

The debug ip ospf packet command provides you with information contained within each
OSPF packet, including the version of OSPF, the router ID, and the area ID:

plano#debug ip ospf packet

OSPF packet debugging 1is on

plano#

3d02h: OSPF: rcv. v:2 t:1 1:48 rid:192.168.24.1
a2id:0.0.0.0 chk:B7DA aut:0 auk: from Serial2/0.1

3d02h: OSPF: rcv. v:2 t:1 1:48 rid:192.168.24.1
aid:0.0.0.0 chk:B7DA aut:0 auk: from Serial2/0.1

3d02h: OSPF: rcv. v:2 t:1 1:48 rid:192.168.24.1
2i1d:0.0.0.0 chk:B7DA aut:0 auk: from Serial2/0.1

The commands covered in this section provide you with great detail about OSPF and its oper-
ation. In order to become proficient with them, you will need to practice, but I don’t suggest
doing this on your company network. Issuing the debug ip ospf packet command on a pro-
duction network will cause high CPU utilization and could crash the router. So set up a lab and
start playing around with these commands, and before you know it, you’ll be able to trouble-
shoot any OSPF issues out there.

Summary

When dealing with OSPF in multiple areas, you need to understand the OSPF router types. These
router types include backbone router, internal router, area border router, and autonomous system
boundary router. A backbone router is a router that belongs to Area 0; an internal router fully
belongs to one area; an area border router is a router that belongs to more than one area; and an
autonomous system boundary router is a router that is redistributing into OSPF.
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When using OSPF in multiple areas, one area must be Area 0. Area 0 is the backbone area
for OSPF. The other areas can be of multiple area types: normal areas, stub areas, totally stubby
areas, and not-so-stubby areas. A normal area supports all LSA types except LSA Type 7. Nor-
mal areas are the default area type for OSPF. A stub area doesn’t support Type 5 LSAs. A totally
stubby area doesn’t support LSA Types 3/4 and 5. Because stub and totally stubby areas don’t
support Type 5 LSAs, an ASBR cannot belong to one of these areas. To overcome this limita-
tion, not-so-stubby areas were created.

The configuration of OSPF in multiple areas is almost the same as the configuration of OSPF in
a single area. The only difference is that you will have multiple areas assigned to at least one device.

Guess what? That’s it for OSPF. OSPF is a protocol that requires some practice and study.
Trust me, you will encounter OSPF in the real world often enough that you should dedicate
some time to it. Now we’re going to move on to the other link-state routing protocol: IS-IS.

Exam Essentials

Understand the different types of routers for OSPF. OSPF routers consist of internal, back-

bone, ABR, and ASBR. An internal router is one whose interfaces belong to only one area. A
backbone router is one in which the router has at least one interface in Area 0. An ABR has one
interface in Area 0 and at least one other interface in a different area. An ASBR is a router that
has one interface in OSPF and is redistributing into OSPF.

Know the different types of LSAs. There are six types of LSAs that you need to know:
Types 1, 2, 3/4, 5, and 7. Type 1 and 2 LSAs are generated and propagated within an area.
Type 3/4 LSAs are summary LSAs generated by an ABR. Type 5 LSAs are generated by an
ASBR to advertise routes outside of OSPF. Type 7 LSAs are generated by an ASBR contained
within an NSSA.

Know the different types of areas. There are four types of areas that you need to know:
normal, stub, totally stubby, and not-so-stubby (NSSA). A normal area allows all LSA types
into it (except Type 7 LSAs, technically). A stub area doesn’t allow Type 5 LSAs but still
allows Type 1, 2, and 3/4 LSAs. A totally stubby area allows only Type 1 and 2 LSAs. An
NSSA allows an ASBR to be added to a stub area. The ASBR will generate a Type 7 LSA
that will be converted to a Type 5 LSA at the ABR.

Know which area must be configured if multiple areas are used. When a single OSPF area is
configured, it can be any number. If multiple OSPF areas are configured, one of the areas must
be Area 0, which is the backbone area.

Understand what a virtual link is used for. In OSPF, all areas should be connected to the
backbone area, Area 0. However, sometimes this is not possible or desirable. When an area is
not connected to Area 0, you must create a virtual link, which will connect the discontiguous
area to Area 0.






Integrated IS-IS

THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v" Understand OSI terminology and Network layer protocols
used in OSI.

v" Be able to compare IS-IS and OSPF.

v Know the different types of IS-IS routers and their role in
IS-IS area design.

v" Understand why IS-IS uses a hierarchical topology.
v" Know how IS-IS establishes adjacencies.

v" Understand how to configure and verify IS-IS.



You may be interested to learn that there are other link-state rout-
ing protocols in existence besides OSPF. One of these routing pro-
tocols is known as Intermediate System to Intermediate System
(IS-IS). In fact, IS-IS is based on yet another link-state routing protocol from Novell—the Net-
ware Link Services Protocol (NLSP).

The goal of this chapter is to raise your knowledge of IS-IS to the level of knowledge you have
for OSPFE. This chapter begins with a brief history of IS-IS, followed by a description of the opera-
tion of IS-IS. After you feel comfortable with the operation of IS-IS, we will move on to the con-
figuration of IS-IS in an internetwork. This chapter concludes by exploring the methods available
to verify proper operation of IS-IS and how to troubleshoot it if it is not operating properly.

By the time you complete this chapter, you should have a thorough understanding of the
fundamentals behind IS-IS. You will also be able to implement it in a real-world network.
Pay attention to the details covered in this chapter, because IS-IS will introduce new con-
cepts that you may not be familiar with, such as Connectionless Network Services (CLNS).

Integrated Intermediate System
to Intermediate System

Typically when a link-state routing protocol is talked about, OSPF is the routing protocol that
is being referred to. There is another link-state routing protocol, known as Intermediate Sys-
tem to Intermediate System (IS-1S). IS-IS was developed by Digital Equipment Corporation as
an International Standards Organization (ISO) protocol to route Connectionless Network
Services (CLNS), which is a Network layer protocol of the Open Systems Interconnection
(OSI) suite of protocols.

IS-IS was being developed by ISO at roughly the same time OSPF was being developed by the
Internet Architecture Board (IAB). Many years ago, industry experts believed that the OSI suite
would eventually replace TCP/IP. With this in mind, it was proposed that IS-IS become the
Internet Engineering Task Force (IETF) recommended standard for routing TCP/IP. An exten-
sion was added to IS-IS to allow the simultaneous routing of both IP and CLNS. This extension
became known as Integrated IS-IS. Integrated IS-IS can route in either a CLNS environment, an
IP environment, or an environment made up of both.
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Numerous battles were fought over whether OSPF or Integrated IS-IS would become the rec-

ommended standard routing protocol for IP. When the war was over and the smoke had cleared,
OSPF had won.

So you may be wondering why you need to learn IS-IS if OSPF became the recommended

standard for IP. IS-IS is still implemented in numerous service provider backbones. With
MPLS starting to make a presence, it is certain that at some point in your career you will
encounter IS-IS. Remember that the only routing protocols that can be used for MPLS traffic
engineering are IS-IS and OSPF.

Because you have a good understanding of OSPF, learning IS-IS shouldn’t be that much of

a challenge. The two routing protocols share many of the same basic concepts:

Both of them are link-state routing protocols.

To maintain their link-state databases, both routing protocols use the Dijkstra SPF
algorithm.

Both, through the use of areas, support a hierarchical network topology.

They both use Hello packets to form adjacencies with their neighbors.

For broadcast multi-access networks, they both elect a designated router (DR).
They both support VLSM and the summarization of areas.

Both allow the use of authentication to ensure a more secure network.

Both allow multiple instances per device, OSPF with the process ID and IS-IS with a tag
after the router isis command.

Although IS-IS and OSPF share many common features, they do have quite a few differences:

Whereas OSPF routers can be part of multiple areas, an IS-IS router belongs to only one
area per routing process.

In OSPF, the boundaries of areas are set in the router. The boundaries of areas are on the
network connections between routers for IS-IS, reiterating that each router is in only one
area per routing process.

IS-IS utilizes CLNS protocol data units (PDUs) to send information between routers instead
of using IP packets, like OSPF does.

IS-IS allows for the preempting of DRs, where OSPF does not.

OSPF DROthers do not form adjacencies with other DROthers on broadcast multi-access
networks, while in the same environment, all IS-IS intermediate systems form adjacencies
with one another.

The backbone of an IS-IS network is designated by the type of routers in it instead of being
designated by an area number (0, in the case of OSPF).

Now that you know a little about the history of IS-IS and how IS-IS compares to OSPF, let’s

focus on its operation.
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Integrated IS-IS Operation

OSI uses terms that you may not currently be familiar with. Before we delve into the operation
of IS-1S, we’ll discuss the terms you need to know.

IS-IS Terminology

This section discusses some of the terms that are used when referring to IS-IS that you may not
be familiar with.

ES An end system (ES) is a non-routing network device, such as a host.
IS An intermediate system (IS) is a routing device, in our case a router.

ES-IS End System to Intermediate System (ES-IS) is the protocol that is used to enable end sys-
tems to discover intermediate systems and vice versa.

SNPA The subnetwork point of attachment (SNPA) is the point at which subnetwork services
are provided.

PDUs Protocol data units (PDUs) are the data passed between an OSI layer of one node to the
peer OSI layer of another node.

DLPDU A data link frame is referred to as a data link PDU (DLPDU).
NPDU A packet is referred to as a network PDU (NPDU).

LSP The link-state PDU (LSP) is the IS-IS equivalent of the OSPF LSA. The main difference
between the two is that the LSA is encapsulated behind the OSPF header and the IP packet,
whereas the LSP is a packet all its own.

Level 1 intermediate systems Level 1 intermediate systems route within an area. When the
destination is outside an area, they route toward a Level 2 system.

Level 2 intermediate systems Level 2 intermediate systems route between areas and toward
other ASs.

NET The network entity title (NET) uniquely defines each router on the network. The NET
is a network address, which contains a system ID and an area ID.

All of these terms play an important part in understanding the operation of IS-IS. You must
come to know and understand each of these terms. As you read through this chapter, you’ll be
able to place the terms in their proper context.

IS-IS Areas

In order for you to better understand the use of areas for IS-IS, let’s first have a quick review of
how areas are used for OSPF. Refer to Figure 7.1.
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FIGURE 7.1 OSPF areas

Area 3

OSPF area boundaries fall within a router. These routers are known as ABRs. OPSF ABRs
are allowed to have multiple interfaces in different areas. Also notice that the backbone area for
OSPF must be numbered as Area 0. One last item to remember about OSPF is that if an area is
not set up as a totally stubby area, summary LSAs will be sent into the area. This means that all
routers in that particular area will know about inter-area routes. With all of this in mind, let’s
take a look at the same topology, except this time it’s running IS-IS as the routing protocol.
Refer to Figure 7.2.

FIGURE 7.2 |S-IS areas

Backbone

The first difference you should have noticed between the OSPF network and the IS-IS
network is that the area boundaries for IS-IS are on the connections, not the routers. You
should have also noticed that the routers are all completely within an area; the routers do
not have some interfaces in one area and other interfaces in another area. Another impor-
tant item to note about IS-IS is that the backbone can have any area ID. It is not limited to
Area 0 like OSPF.
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Now you may be wondering what all the L1, L2, and L1/L2 routers are. This would be a
good time to explain these different types of routers:

L1 routers A Level 1 (L1) router is a router in a non-backbone area. L1 routers know only
about intra-area routes. All they know about inter-area routes is a default route to the L1/1.2
router for the area. All routers within a Level 1 area contain the same link-state database.
These routers receive link-state PDUs (LSPs) only from within the area. They will not receive
LSPs from other areas. L1 routers will not receive any information from an L2 router. The L1
router would be the equivalent of an internal router for OSPF.

L2 routers Level 2 (L2) routers are the backbone routers. They handle all of the inter-area
traffic. An L2 router can belong only to the backbone area. L2 routers will send LSPs to all other
L2 routers and to all L1/L2 routers, regardless of the area the L1/L2 router belongs to. The L2
router can be compared to a backbone router for OSPF.

L1/L2 routers Level 1/Level 2 (L1/12) routers are similar in function to an OSPF ABR. L1/L.2
routers will send LSPs to both L1 and L2 routers. The LSPs that the L.1/L.2 router sends to L1 routers
help it to maintain its Level 1 link-state database. The LSPs that the L1/L.2 router sends to 1.2
routers help it to maintain its Level 2 link-state database. The L1/L2 router contains two link-
state databases, and information stored in the Level 2 link-state database is not shared with any
L1 routers.

An IS-IS Level 1 area is very similar to an OSPF totally stubby area. This is because all the
L1 routers within the area know only about each other. If they need to reach a network not con-
tained within the area, they must communicate through the L1/L2 router.

Now that we’ve covered the routers, it’s a good time to talk about the three different levels
of routing for IS-IS:

Level 1 routing Level 1 routing is routing between intermediate systems within the same area.
Basically, Level 1 routing is intra-area routing, and it occurs between all routers contained
within the same area.

Level 2 routing  Level 2 routing occurs between intermediate systems in different areas. All Level 2
routing will cross the backbone at some point. You can think of Level 2 routing as inter-area routing,
and it occurs between routers in different IS-IS areas.

Level 3 routing Level 3 routing is routing between different routing domains. This type of
routing will occur when traffic needs to leave the IS-IS routing domain to reach another routing
domain. Level 3 routing is also known as internetwork routing.

Because IS-IS routers are totally contained in one area, the area ID is associated with the
entire router, per routing process, instead of with an interface as is the case with OSPF. IS-IS
allows for up to three area IDs to be associated with one routing process. The main use of mul-
tiple areas being configured on a device is for migrating from one area to another.

You now need to learn how to create an area and how to uniquely identify a router in that
area. This is accomplished through what is known as the network entity title (NET).
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Network Entity Titles

So far, we’ve discussed the commonalities and differences between IS-IS and OSPF. The main focus
of Integrated IS-IS is how it can route IP packets. What we need to remember is that IS-IS is a CLNP
protocol, not a TCP/IP protocol. This means that even though routing IP is supported, IS-IS still
communicates with CLNS PDUs. An ISO addressing scheme must be implemented for IS-IS to func-
tion. The ISO address is known as a network entity title (NET). The NET is used just like an IP
address to uniquely identify a router on the internetwork. The NET on Cisco devices may take the
form of a variety of standard Network Service Access Point (NSAP) formats. Each of these formats
has three common values:

AreaID TheareaID is typically a one- or two-octet field that precedes the system ID. The area
ID is used to signify the area the router belongs to. The area ID can span up to two octets if need
be. For the BSCI, we will concentrate on a one-octet area ID. For the NSAP addressing scheme
used with IS-IS, the area ID is everything to the left of the system ID.

System ID  The system ID is used to identify the router. It is similar to the router ID in OSPF.
The system ID can be up to eight octets in length. Cisco supports only a six-octet field for the
system ID. Whether or not the vendor you are using supports more than six octets, the number
of octets used must be the same throughout the IS-IS routing domain. Normally, the system ID
will be set to one of the MAC addresses on the router. This is not a rule, and the system ID can
be represented in a number of ways. The system ID that is used for a router must be unique
throughout the IS-IS routing domain. There must be only one system ID set per router, regard-
less of the number of routing processes. The system ID must be common across all routing pro-
cesses on the same router.

SEL The NSAP selector byte (SEL) is a one-octet field that represents the service being
offered at the network level of the device. For our implementation of IS-IS, the SEL will
always be set to 00. 00 represents the router. A good comparison to the SEL is the TCP or
UDP port number being associated with an IP address, forming a socket that identifies a
unique application instance on the internetwork. Basically, it tells you what service is being
referenced for the particular address.

As previously mentioned, the NET can come in and be entered in a variety of NSAP formats,
the last eight bytes of each serving the same function. Let’s go ahead and take a look at the three
most common formats, as shown in Figure 7.3.

As you can see, there are three common NSAP formats that the NET may be in:
= Standard eight-octet format
= OSI NSAP format
= GOSIP format

It is important that you know these three formats exist. The BSCI exam concentrates mainly on
the standard eight-octet format. So that will be the one we will focus on in this chapter.
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FIGURE 7.3 Network entity title formats

Standard 8 Octet Format
Area 0 System ID SEL

11 |
01.0000.0cff.ef48.00

0SI NSAP Format
Domain Area ID System ID SEL

| ]l 1]
35.0006.0000.0001.0000.0cff.ef48.00

GOSIP Format
AFl  ICD  DFI AAI Reserved RDI Area ID System ID SEL

NI A 1]
35.0006.70.0000a5.0000.ffdd.0001.0000.0cff.ef48.00

AFI: Authority and Format Identifier

ICD: International Code Designator

DFI: Domain Specific Part Format Identifier
AAl: Administrative Authority |dentifier
RDI: Routing Domain Identifier

SEL: NSAP Selector

Neighbor and Adjacency Initialization

IS-IS utilizes Hello PDUs to discover its neighbors and to form adjacencies with them. After the for-
mation of adjacencies, Hello PDUs are sent out every 10 seconds by default to maintain the adja-
cencies. The Hello PDU contains information about the router, the router’s capabilities, and certain
parameters about the interface sending the Hello PDU. Once the two routers agree on their respec-
tive capabilities and the parameters set forth, the routers will form an adjacency.

Sounds similar to OSPF, doesn’t it? There is one major difference you need to be aware of.
In OSPF, it is required that all routers forming adjacencies have the same Hello and Dead inter-
vals. This is not true for IS-IS. The Hello PDU contains the hold time set by the neighboring
router. The receiving router then uses this specific hold time for the neighbor. So the neighbor
is never considered dead until the hold time associated with the neighbor is exhausted. This
allows for different Hello and Dead intervals to be used by neighboring routers.

Adjacencies for IS-IS are broken down into Level 1 adjacencies and Level 2 adjacencies. Level 1
adjacencies are formed between L1 routers and neighboring L1 and L1/L.2 routers in the same
area. Level 2 adjacencies are formed between L2 routers and neighboring L2 and L1/L2 routers.
If two L1/L2 routers are neighboring, then both a Level 1 and a Level 2 adjacency will be formed
between the two routers. Adjacencies are never formed between an L1 router and an L2 router.
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Because there are two different types of adjacencies that can be formed in an IS-IS network,
there are separate Hello PDUs for Level 1 and Level 2. An L1 router sends only a Level 1 type
of Hello PDU, an L2 router sends only a Level 2 type of Hello PDU, and an L1/L2 router needs
to send both types of Hello PDUs in a broadcast multi-access network. If two L1/L2 routers are
neighbors on a point-to-point network, only one Hello PDU will be sent that contains informa-
tion for both the Level 1 and Level 2. So the L1/L2 routers will still form a Level 1 adjacency
and a Level 2 adjacency with each other.

Remember, the standards and Cisco refer to these networks as simply broadcast networks,
which is how you need to be able to recognize them, but it’s the multi-access nature of these net-
works that leads to DR election.

Designated Router

For broadcast multi-access networks, IS-IS, like OSPF, supports the election of a designated
router. The difference is that in IS-IS this designated router is known as a designated IS (DIS).
The DIS reduces the amount of traffic required for all routers to advertise their links over broad-
cast multi-access networks and the amount of traffic required to flood LSPs. The DIS advertises
a pseudonode. The pseudonode is a representation of the network all the routers are connected
to. The DIS appears in the link-state database as another router. Each router on that network
will then form one adjacency with the pseudonode.

The DIS assigns a one-octet pseudonode ID to the broadcast multi-access network, which
is then added to the system ID of the DIS to create the LAN ID. The LAN ID will be the source
of the LSPs for the pseudonode in the link-state database. Even though the DIS has its own
set of LSPs, it still generates the LSPs for the pseudonode.

One of the key differences between the OSPF DR and the IS-IS DIS is how they handle the
flooding of the LSPs. In OSPF, a router will form an adjacency only with a DR and a BDR,
which are then responsible for making sure all of the routers get the LSAs from the DR. The
BDR is there in case this goal cannot be achieved.

This is not true with the IS-IS DIS. Routers in an area will form an adjacency with the DIS,
but the routers will still form adjacencies with each other. Each router will multicast LSPs to its
neighbors. The main function of the DIS is to make sure the routers receive all the LSPs. This
is accomplished through the use of sequence number PDUs (SNPs). The use of SNPs will be cov-
ered in detail in the upcoming section, “LSP Flooding.”

Another important concept for you to understand about the DIS’s use in IS-IS is the fact that there
can be more than one DIS. Remember how there are Level 1 and Level 2 adjacencies? Well, there are
Level 1 and Level 2 DISs also. If Level 1 and Level 2 areas exist in the same broadcast multi-access
network, a DIS will be elected for each level. A DIS is not elected if it is a point-to-point network.
To make it even more interesting, the same router could end up filling the role as both the L1 DIS
and the L2 DIS. Each of the pseudonodes created would be independent of each other.

Like OSPF, IS-IS has a process for electing the DIS. The first item taken into consideration
when electing the DIS is the router priority. The router priority can be manually set to any value
between 0 and 127. A router with the priority of 0 will never be elected. The default priority for
Cisco devices is 64. The router with the highest router priority will win. Also, if a router is an
L1/L2, you can manually set the router priority for the L1 portion to a value different than the
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router’s L2 priority. If more than one router is found with the highest router ID, the highest sys-
tem ID will be used to break the tie. In order to manually set the router priority for Level 1, you
need to enter the following command in interface configuration mode:

isis priority value level-1

If you wanted to set the router priority for Level 2, you would use the same command but
replace the Level-1 keyword with the Level-2 keyword.

In order to see what the current router priority setting is for an IS-IS interface, use the show
cIns interface command. Here’s a sample output:

plano#show clns 1interface
FastEthernet2/0 is up, Tine protocol 1is up
CLNS protocol processing disabled
Serial2/0 1is up, line protocol is down
CLNS protocol processing disabled
Serial2/0.1 is down, Tine protocol 1is down
Checksums enabled, MTU 1500, Encapsulation FRAME-RELAY
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching disabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface
Next ESH/ISH in 33 seconds
Routing Protocol: IS-IS
Circuit Type: level-1-2
Interface number 0x0, local circuit ID 0x100
Level-1 Metric: 10, Priority: 127, Circuit ID: plano.00
Number of active level-1 adjacencies: 0
Level-2 Metric: 10, Priority: 0, Circuit ID: plano.00
Number of active level-2 adjacencies: 0
Next IS-IS Hello in 5 seconds
Serial2/0.16 is down, line protocol is down
CLNS protocol processing disabled
Serial2/0.17 is down, line protocol is down
CLNS protocol processing disabled
FastEthernet2/1 is up, Tline protocol 1is up
CLNS protocol processing disabled
Serial2/1 1is administratively down, Tline protocol is down
CLNS protocol processing disabled
Loopback0 is up, Tine protocol 1is up
CLNS protocol processing disabled
Loopbackl is up, Tine protocol 1is up
CLNS protocol processing disabled
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As you can deduce from the preceding output, Plano has only one interface configured for
IS-IS. The Level 1 priority is set to 127. This means that more than likely this interface will
become the DIS for the Level 1 area. The Level 2 priority is set to 0, which means this interface
will never become the DIS for the Level 2 area.

There are a couple of notes you should make about the differences between OSPF DRs and
IS-IS DISs. The first is the fact that IS-IS does not elect a backup designated router like OSPF
does. The second, and in my opinion the most interesting, is the difference in the way IS-IS and
OSPF handle the situation when a router comes online with a higher router priority than the
current designated router. If this occurs in OSPF, nothing will happen. However, IS-IS will
allow for pre-empting the DIS. This means that if a router comes online that has a higher router
priority than the current DIS, the new router will become the DIS. A new LAN ID will be cre-
ated, and new LSPs reflecting the new DIS will be generated.

IS-IS PDUs

Before we move on to the way routers flood LSPs, now would be a good time to have an
overview of the nine different types of IS-IS PDUs. There are three main categories that

IS-1S PDUs fall into:

=  Hello PDU

= Link-state PDU (LSP)

= Sequence number PDU (SNP)

Each of the three main categories can be broken down into the actual PDUs used for that
category. Let’s look at each of these categories in more detail.

Hello PDU

Hello PDUs, as we’ve previously discussed, are used to initialize and maintain router adjacencies.
There are actually three types of Hello PDUs:

Level 1 LAN IS-IS Hello PDU  The Level 1 LANIS-IS Hello PDU is used by Level 1 routers to
form adjacencies on broadcast multi-access networks. These PDUs are passed only between
Level 1 routers and L1/L2 routers to form Level 1 adjacencies.

Level 2 LAN IS-IS Hello PDU  As you can probably guess from the name, the Level 2 LAN
IS-IS Hello PDUs are used to form Level 2 adjacencies on broadcast multi-access networks.
Level 2 and L1/L2 routers use these PDUs to form Level 2 adjacencies.

Point-to-Point IS-IS Hello PDU  The point-to-point IS-IS Hello PDU is used on point-to-point
connections to form adjacencies. The point-to-point IS-IS Hello PDU can be used to form a
Level 1 or Level 2 adjacency.

If you remember from our earlier discussion, an L1/L2 router could use a combination of
these Hello PDUs to form its Level 1 and Level 2 adjacencies.
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Link-State PDU (LSP)

The link-state PDU (LSP) is used in much the same way that an OSPF router uses its LSA
packets. The LSP is used to advertise routing information. There are two possible types of
LSPs available:

Level 1 LSP  The Level 1 LSP is used to advertise Level 1 link-state routing information
between Level 1 routers. It contains data about the routing information that the advertising
Level 1 router knows. Level 1 LSPs are used to form the Level 1 link-state database.

Level 2 LSP  Level 2 LSPs are used to advertise the link-state routing information a Level 2
router knows about. This information is used to help form the Level 2 link-state database.

It is very possible that a router will utilize both types of LSPs. If a router is an L1/L2 router,
it will use the Level 1 LSP to help it form its Level 1 link-state database, and it will use the
Level 2 LSP to help it form its Level 2 link-state database. After a router receives all of the LSPs,
it utilizes the SPF algorithm to select the routes to populate its routing table.

In a broadcast multi-access network, routers will multicast LSPs. Level 1 LSPs are multicast
to the MAC address 0180.C200.0014. This MAC address is known as AlIL1ISs. MAC address
0180.C200.0015, known as AIIL2ISs, is where routers will multicast all Level 2 LSPs on a
broadcast multi-access network. Routers use unicast instead of multicast on point-to-point net-
works, because only one unicast will ever be necessary for each LSP.

Sequence Number PDU (SNP)

Sequence number PDUs (SNP) are used primarily to ensure that routers have the most up-to-date
LSPs. If you think about it, the operation of SNPs is very similar to the use of acknowledgment
packets. There are four different types of SNPs available:

Complete sequence number PDU (CSNP) Comiplete sequence number PDUs (CSNPs) con-
tain the most up-to-date list of all LSPs. When a link first comes up, CSNPs are used to ensure
the routers have the latest LSPs to form their link-state databases. CSNPs are also used period-
ically to ensure that routers have the latest information. Level 1 and Level 2 adjacencies have
their own CSNPs. In other words, a Level 1 CSNP is used only for Level 1 information, and a
Level 2 CSNP is used only for Level 2 information. CSNPs are sent out only by DISs, so you will
not find CSNPs on point-to-point connections.

Partial sequence number PDU (PSNP) A partial sequence number PDU (PSNP) contains only
the latest sequence number information for a few LSPs. Point-to-point connections do not use
CSNPs, but broadcast multi-access networks use both CSNPs and PSNPs, as outlined in the
next section, “LSP Flooding.” PSNPs can be used to request missing LSP information after
receiving CSNPs in broadcast multi-access networks. In the absence of CSNPs, point-to-point
networks use PSNPs to acknowledge the receipt of LSP routing updates. Like CSNPs, PSNPs are
also specific to the level they are representing.

Now that we have covered the different types of PDUs used in IS-IS networks, let’s take a
look at how these different PDUs are used to create a router’s link-state database.



Integrated 1S-IS Operation 217

LSP Flooding

In order to construct the router’s link-state databases, LSP flooding is utilized. In order to create
the Level 1 link-state database, Level 1 LSPs are flooded throughout the Level 1 area. Flooding
Level 2 LSPs over all Level 2 adjacencies creates a Level 2 link-state database. The creation of
these link-state databases would not be possible without the use of SNPs.

All routers on a broadcast multi-access network will receive multicast LSPs from their
neighbors. The designated IS router for Level 1 will multicast a CSNP, which contains infor-
mation about all Level 1 LSPs in its link-state database, to the multicast address AIIL1ISs.
A Level 2 DIS will do the same except it will multicast the CSNP to the AIIL2ISs multicast
address. The default time the CSNP will be multicast is 10 seconds for Cisco devices.

After the DIS has multicast the CSNP, all of the routers on that broadcast multi-access
network will compare the CSNP to all the LSPs stored in their link-state database. If a router
detects that it has an LSP that is missing from the CNSP or if the router has an LSP that is newer
than the CSNP, the router will multicast the LSP to all of its neighbors. It’s feasible that the
neighbors could detect the missing LSP in the CSNP but do nothing, because they already
received the missing LSP from their neighbor. Remember that all routers—even so-called
DROthers in OSPF parlance—form adjacencies with all other routers. Recall that there are
no DROther-to-DROther adjacencies in OSPF.

A PSNP will be multicast by a router if the router notices that an LSP contained in the CSNP is
missing from its link-state database. The DIS will then send the LSP to the router that requested it.
LSP flooding on point-to-point networks functions differently from LSP flooding on

broadcast multi-access networks. A router sends an LSP to its neighbor on the point-to-
point network. The router then waits for a PSNP to be sent from the neighbor acknowledg-
ing the receipt of the LSP. If the router doesn’t receive the PSNP in a specified period of time,
it will retransmit the LSP to the neighbor. The default time period the router will wait is five
seconds for Cisco devices.

Once a router receives all of the LSPs, it runs the SPF algorithm to select the routes to
populate its routing table.

SPF Algorithm

Once a router’s link-state database has been created, the router needs to create the shortest path
tree. The shortest path tree is then used to select the routes to populate the router’s routing table.
The IS-IS metrics that can be used to create the shortest path tree are default, delay, expense, and
error. We’re going to concentrate on default, because it’s the only IS-IS metric that is supported
by Cisco devices.

The default metric can be any value between 0 and 63, inclusive; Cisco defaults it to 10.
The default metric can be set to a different value for every IS-IS interface on the router and
for the different levels in which the interface may be participating. If you do not specify the
level of routing in which the metric should be used for SPF calculation for that interface, it will
be used for both L1 and L2 calculations, if applicable.

You can specify a different metric for each level by issuing the isis metric default_metric
[Tevel-1|Tlevel-2] command twice, once for each level. The metric for an IS-IS route is the sum



218 Chapter 7 - Integrated IS-IS

of all outgoing interfaces involved in the path. Like OSPF, the route that IS-IS will choose is the
route with the lowest metric. The maximum value IS-IS supports for a route is 1023.

IS-IS classifies routes based on whether they are L1 routes or L2 routes. L1 routes are always
internal to an IS-IS routing domain. L2 routes can be further classified as internal or external. An
L2 external route is a route that is external to the IS-IS routing domain, whereas an L2 internal
route is internal to the IS-IS routing domain. An L1 route is always preferred over an L2 route.

If multiple routes are found to a destination, the route with the best metric will be selected.
If multiple routes with the same metric are found, IS-IS will use all of the routes. For load bal-
ancing, IS-IS supports up to six paths of equal cost.

There’s one last topic we need to cover before moving on to configuring IS-IS. That topic is
the type of networks supported by IS-IS.

Network Types

One item that makes IS-IS configuration easier than OSPF is that IS-IS supports only two types
of networks instead of four. The supported network types for IS-IS are broadcast multi-access
and point-to-point. Unlike OSPF, the network types for IS-IS are non-configurable. This means
that you’re stuck with whatever network type is assigned to the interface by default.

In order for routers to form adjacencies on broadcast multi-access networks, the router sends
out either a Level 1 LAN Hello PDU or a Level 2 LAN Hello PDU, depending on whether the
router is an L1, L2, or L1/L2 router. On point-to-point networks, the routers send out a point-
to-point Hello PDU.

The network type of broadcast is assigned to all broadcast multi-access interfaces on a
router. For NBMA networks, broadcast is assigned to multipoint subinterfaces and point-to-
point is assigned to all point-to-point subinterfaces. Physical interfaces, which are connected to
NBMA networks, are considered by IS-IS to be multipoint interfaces, so the network type of
broadcast is assigned to them also. It may seem a little confusing, but multipoint WAN connec-
tions are actually treated by IS-IS the same as a broadcast multi-access LAN connection. The
same type of Hello PDUs are used, and a DIS is elected.

There is a serious problem you’ll need to watch for when IS-IS is used over NBMA networks.
That problem is Hello PDU mismatches. This occurs when two devices on the same connection
are sending different types of Hello PDUs. For instance, this problem could arise when you con-
nect a point-to-point subinterface of one router to a physical interface on another router. If you
remember correctly, the default network type for a physical interface connected to a NBMA net-
work is broadcast. So what happens in this instance is that you have one router sending Level 1
or 2 LAN Hello PDUs and the other router sending point-to-point Hello PDUs. The two routers
will not form an adjacency.

The way to overcome this issue is to make sure that both sides of the connection are either
point-to-point or multipoint. Here is a list you can memorize so you will not encounter this sit-
uation on NBMA networks:

= Physical interfaces can connect to other physical interfaces or to multipoint subinterfaces.
= Multipoint subinterfaces can connect to other multipoint subinterfaces or to physical interfaces.

=  Point-to-point subinterfaces can connect only to other point-to-point subinterfaces.
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Now that you have a good understanding of how IS-IS operates, we’ll show you how to con-
figure IS-IS.

Configuring IS-IS

An important item for you to note is to make sure the IOS your routers are running supports
CLNS. Remember, even in an IP-only environment, IS-IS still sends CLNS PDUs. If your routers
are not running an [0S that supports CLNS, you will not be able to configure IS-IS.

Figure 7.4 displays a network with three areas and five routers.

FIGURE 7.4 Multiple area IS-IS network
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We’re going to configure just Area 1 to start with. The first step is to enable IS-IS on the rout-
ers and to assign the NET. You enable IS-IS on a router with the router isis command. The
NET is set with the command net areaID.systemID.SEL:

—

. o

RouterA#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterA(config)#router 1isis

RouterA(config-router)#net 01.0000.0000.0001.00
RouterA(config-router)#~Z

RouterA#

RouterB#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
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RouterB(config)#router 1isis
RouterB(config-router)#net 01.0000.0000.0002.00
RouterB(config-router)#~Z

RouterB#

One item you should be aware of is that Cisco routers running a single instance of IS-IS are, by
default, L1/L2 routers. With that in mind, look at Figure 7.4 again. What you needed to notice is
that RouterA is an L1 router. The level of a router can be set with the is-type type command,
where type is the level of the router, either Tevel-1, Tevel-1-2, or Tevel-2-only.

As an alternative, you might issue the interface command isis circuit-type type soyou
can set the majority of the interfaces to one level, using the is-type command, while an indi-
vidual interface or two can be set differently.

So we need to go back to RouterA and configure it as an L1 router before we move on:

RouterA#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterA(config)#router isis

RouterA(config-router)#is-type level-1
RouterA(config-router)#~Z

RouterA#

While not an objective of the BSCI exam, the following information is help-

TE ful to know. IS-IS routers can participate in multiple areas, much like OSPF
can run multiple routing processes to keep routing information separate.
Unlike OSPF, multiple IS-IS areas cannot intercommunicate, because they
are actually separate routing processes, but the redistribute command
cannot be used to combine routing information from multiple processes, as
is supported by OSPF. While the area ID of each routing process must be dif-
ferent, the system ID must be the same across all processes, much like the
router ID of an OSPF router is the same across all areas in which itis a mem-
ber, but the area number varies.

Now that we have enabled IS-IS, configured the NET, and set the proper level of the router,
we need to enable IS-IS on the appropriate interfaces. Enabling IS-IS on the interface is different
from the other routing protocols we’ve covered so far. In order to enable IS-IS on an interface,
enter the ip router isis command on the appropriate interfaces:

RouterA#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterA(config)#interface e0

RouterA(config-if)#ip router 1isis

RouterA(config-if)#exit

RouterA(config)#interface s0.1
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RouterA(config-if)#ip router isis
RouterA(config-if)#°Z
RouterA#

RouterB#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterB(config)#interface s0.1

RouterB(config-if)#ip router 1isis

RouterB(config-if)#exit

RouterB(config)#interface sl.1

RouterB(config-if)#ip router isis

RouterB(config-if)#°Z

RouterB#

That’s all there is to it. Configuring IS-IS is a straightforward task.

To enable IS-IS for CLNS, enter the clns router isis command in interface
TE configuration mode.

Now that we have it configured, let’s take a look at the routing table of RouterB:

RouterB#sh 1ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set

i Ll 192.168.50.0/24 [115/20] via 192.168.40.1, Seriall.l
C 192.168.40.0/24 is directly connected, Seriall.l
C 192.168.30.0/24 is directly connected, Serial0.1l

Notice from the preceding output that the route RouterB learned from RouterA was an internal
Level 1 route.

Now that you have a feeling for how to configure IS-IS in a single area, let’s enable IS-IS on
the rest of the routers:

RouterC#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
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RouterC(config)#router 1isis
RouterC(config-router)#net 02.0000.0000.0003.00
RouterC(config-router)#is-type level-2-only
RouterC(config-router)#~Z

RouterC#

RouterD#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterD(config)#router 1isis

RouterD(config-router)#net 03.0000.0000.0004.00
RouterD(config-router)#~Z

RouterD#

RouterE#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterE(config)#router isis

RouterE(config-router)#net 03.0000.0000.0005.00
RouterE(config-router)#is-type level-1
RouterE(config-router)#~Z

RouterE#

Now that we have IS-IS enabled on all of the routers, let’s add the interfaces:

RouterC#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterC(config)#interface s0.1

RouterC(config-if)#ip router 1isis

RouterC(config-if)#exit

RouterC(config)#interface sl.1

RouterC(config-if)#ip router isis

RouterC(config-if)#°Z

RouterC#

RouterD#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterD(config)#interface s0.1

RouterD(config-if)#ip router 1isis

RouterD(config-if)#exit

RouterD(config)#interface sl.1

RouterD(config-if)#ip router isis

RouterD(config-if)#°Z
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RouterD#

RouterE#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
RouterE(config)#interface s0.1

RouterE(config-if)#ip router 1isis

RouterE(config-if)#exit

RouterE(config)#interface e0

RouterE(config-if)#ip router 1isis

RouterE(config-if)#~Z

RouterE#

After configuring all the routers for IS-IS, let’s look at the differences between the L1, 1.2, and
L1/L2 routing tables. We’ll start by taking a look at the routing table of RouterA:

RouterA#sh 1ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set

i L1 192.168.30.0/24 [115/20] via 192.168.40.1, Serial0.1l
C 192.168.40.0/24 is directly connected, Serial0.1

C 192.168.50.0/24 is directly connected, Ethernet0
i*L1 0.0.0.0/0 [115/10] via 192.168.40.2, Serial0.1l

The first item you should notice is that only two routes are learned from IS-IS, and one of the
routes is a default route. Remember that an L1 IS-IS area is similar to an OSPF totally stubby
area in that routes external to the area are not advertised into the area. The L1/L2 router,
RouterB, advertises only a default route to RouterA for all of the other networks outside the
area. RouterB knows about all of the other routes. The other internal L1 route RouterA knows
about is a directly connected interface on RouterB. Since we keep mentioning RouterB, let’s go
ahead and take a look at its routing table:

RouterB#sh ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
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i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of Tast resort is not set

ill 192.168.50.0/24 [115/20] via 192.168.40.1, Seriall.l
il2 192.168.1.0/24 [115/40] via 192.168.30.2, Serial0.1l
il2 192.168.10.0/24 [115/30] via 192.168.30.2, Serial0.1
i L2 192.168.20.0/24 [115/20] via 192.168.30.2, Serial0.1
C 192.168.40.0/24 is directly connected, Seriall.l
C 192.168.30.0/24 is directly connected, Serial0.1l

The main difference you should notice about RouterB’s routing table is that it doesn’t have
the default route in it. The reason RouterB doesn’t have a default route is that it is an L1/L.2
router. Being an L1/L2 router, RouterB forms adjacencies with the L1 routers in its area and the
backbone L2 router. That is why you see the L2 routes in the routing table. Now that you under-
stand the differences between the routes that an L1 router knows and the routes that an L1/L2
router knows, we need to examine the routing table of an L2 router. With that in mind, let’s take
a look at RouterC’s routing table:

RouterC#sh 1ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set

il2 192.168.50.0/24 [115/30] via 192.168.30.1, Seriall.l
il2 192.168.40.0/24 [115/20] via 192.168.30.1, Serial0.1
i L2 192.168.1.0/24 [115/30] via 192.168.20.2, Serial0.1
L2 192.168.10.0/24 [115/20] via 192.168.20.2, Serial0.1l
192.168.30.0/24 is directly connected, Seriall.l
192.168.20.0/24 is directly connected, Serial0.1l

N N =

As you probably expected, an L2 router has only L2 routes in its routing table. This is
because an L2 router forms adjacencies only with other L2 routers and L1/L2 routers. If you
remember back to when we were discussing how LSPs are flooded through a network, you will
recall that an L1/L2 route advertises L2 LSPs to its L2 neighbors and advertises L1 LSPs to its
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L1 neighbors. Because this occurs, all RouterC knows about the routes sent to it is that they are
L2 LSPs, even if the routes originated as L1 routes.

) Theoretically, IS-IS supports the creation of virtual links. Cisco’s implementa-
TE tion of IS-IS does not allow for the creation of virtual links.

By now, you should have a good understanding of how to configure IS-IS. What we need to
focus on now is how to make sure IS-IS is operating properly and what tools to use to trouble-
shoot it if it’s not operating properly.

Verifying and Troubleshooting IS-1S

Now that you know how to configure IS-IS in a multiple area network, we need to focus on how
to verify that it is operating correctly and, if not, how to troubleshoot it.

Route Information

Just like with other routing protocols, you should always verify that the correct information is
in the routing table:

RouterB#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set

ill 192.168.50.0/24 [115/20] via 192.168.40.1, Seriall.
il2 192.168.1.0/24 [115/40] via 192.168.30.2, Serial0.
il2 192.168.10.0/24 [115/30] via 192.168.30.2, Serial0.
il2 192.168.20.0/24 [115/20] via 192.168.30.2, SerialO.
C 192.168.40.0/24 is directly connected, Seriall.l
C 192.168.30.0/24 is directly connected, Serial0.1

L e e [

As can be seen from this routing table, there is one Level 1 route and three Level 2 routes that
were learned through IS-IS. You know that a route is a Level 1 IS-IS route by the code L1, and
you recognize a Level 2 IS-IS route by the code L2. The code I at the beginning of the line means
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that the route is an IS-IS route. If you would like to view only routes learned by IS-IS, the fol-
lowing command may be used:

RouterB#show ip route isis

ill 192.168.50.0/24 [115/20] via 192.168.40.1, Seriall.l
il2 192.168.1.0/24 [115/40] via 192.168.30.2, Serial0.1l
il2 192.168.10.0/24 [115/30] via 192.168.30.2, Serial0.1
il2 192.168.20.0/24 [115/20] via 192.168.30.2, Serial0.1

Link-State Database Information

The command show isis database gives you information about all the LSP information
stored in the router’s IS-IS link-state database. Here is a sample output from Houston’s IS-IS
link-state database:

Houston#show 1isis database

IS-IS Level-1 Link State Database

LSPID LSP Seq Num  LSP Checksum LSP Holdtime ATT/P/0L
0000.0C00.0C35.00-00  0x0000000C 0x5696 792 0/0/0
0000.0C00.40AF.00-00* 0x00000009 0x8452 1077 1/0/0
0000.0C00.62E6.00-00  0x0000000A 0x38E7 383 0/0/0
0000.0C00.62E6.03-00  0x00000006 0x82BC 384 0/0/0
0800.2B16.24EA.00-00  0x00001D9F 0x8864 1188 1/0/0
0800.2B16.24EA.01-00 0x00001E36 0x0935 1198 1/0/0

IS-IS Level-2 Link State Database

LSPID LSP Seq Num  LSP Checksum LSP Holdtime ATT/P/OL
0000.0C00.0C35.03-00  0x00000005 0x04C8 792 0/0/0
0000.0C00.3E51.00-00  0x00000007 0xAF96 758 0/0/0
0000.0C00.40AF.00-00* 0x0000000A 0x3AA 1077 0/0/0

The show isis database command allows you to view the entire IS-IS link-state database for
the router. It lists all of the LSPs the router knows about. If you see an asterisk next to an LSP
ID, that means the LSP was generated locally.

If you just want to view specific information stored in the Level 1 or Level 2 database, there
are parameters that can be used with the command. Here’s an example of viewing detailed
information about a Level 2 link-state database:

Dallas#show 1isis database detail level-2

IS-IS Level-2 Link State Database
LSPID LSP Seq Num  LSP Checksum LSP Holdtime ATT/P/OL
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0000.0C00.1111.00-00* 0x00000006 0x4DB3 1194 0/0/0
Area Address: 01
NLPID: 0xCC
IP Address: 160.89.64.17
Metric: 10 IS 0000.0C00.1111.09
Metric: 10 IS 0000.0C00.1111.08
Metric: 10 IP 160.89.65.0 255.255.255.0
Metric: 10 IP 160.89.64.0 255.255.255.0
Metric: O IP-External 10.0.0.0 255.0.0.0

The show isis database detail Tevel-2 command allows you to view the area and routing
information for each LSP stored in the particular level’s link-state database.

Viewing the database may not always help you solve an issue. If an LSP is missing from the
database, you need a way to find out why that LSP is missing. The debug isis update-
packets command can do that for you:

Austin#debug isis update-packets
ISIS-Update: Sending L1 CSNP on EthernetO
ISIS-Update: Sending L2 CSNP on EthernetO
ISIS-Update: Updating L2 LSP
ISIS-Update: Delete Tink 888.8800.0181.00 from
L2 LSP 1600.8906.4022.00-00, seq E
ISIS-Update: Updating L1 LSP
ISIS-Update: Sending L1 CSNP on EthernetO
ISIS-Update: Sending L2 CSNP on Ethernet0
ISIS-Update: Add Tlink 8888.8800.0181.00 to
L2 LSP 1600.8906.4022.00-00, new seq 10, Ten 91
ISIS-Update: Sending L2 LSP 1600.8906.4022.00-00,
seq 10, ht 1198 on TunnelO
ISIS-Update: Sending L2 CSNP on TunnelO
ISIS-Update: Updating L2 LSP
ISIS-Update: Rate Timiting L2 LSP 1600.8906.4022.00-00,
seq 11 (Tunnel0)
ISIS-Update: Updating L1 LSP
ISIS-Update: Rec L2 LSP 888.8800.0181.00.00-00 (Tunnel0)
ISIS-Update: PSNP entry 1600.8906.4022.00-00,
seq 10, ht 1196

The debug isis update-packets command gives you the details of all LSPs that the router
is sending and receiving. It also informs you of all SNPs being sent and received.

A situation can arise when authentication has been configured and neighboring routers have
conflicting passwords set. When this occurs, the routers will still form adjacencies, but neither
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will receive LSPs from the other. By using this debug command, you will be informed that an
LSP didn’t pass authentication. That’s a good indicator to check how authentication is config-
ured on each device. IS-IS authentication is beyond the scope of the BSCI exam, so we will not
cover it here.

Routing Protocol Information

In order to view detailed information about IS-IS configured on the router, use the following
command:

Austin#show clns protocol

IS-IS Router: <Null Tag>
System Id: 0000.0C00.224D.00 IS-Type: level-1-2
Manual area address(es):
01
Routing for area address(es):
01
Interfaces supported by IS-IS:
Seriall - IP
Serial0 - IP
Next global update in 530 seconds
Redistributing:
static
Distance: 10

The show c1ns protocol command gives detailed information of how IS-IS is configured on
the router. What you can learn from the preceding output is the router’s system ID, the level
of the router, the area it is participating in, the areas the router is routing, the interfaces con-
figured for IS-IS, what’s being redistributed into IS-IS, and the IS-IS cost.

The following command provides you with information about the interfaces on the router
configured for IS-IS:

plano#show clns interface
FastEthernet2/0 is up, line protocol 1is up
CLNS protocol processing disabled
Serial2/0 1is up, line protocol is down
CLNS protocol processing disabled
Serial2/0.1 is down, Tine protocol is down
Checksums enabled, MTU 1500, Encapsulation FRAME-RELAY
ERPDUs enabled, min. interval 10 msec.
CLNS fast switching disabled
CLNS SSE switching disabled
DEC compatibility mode OFF for this interface



Next ESH/ISH in 33 seconds
Routing Protocol: IS-IS

Circuit Type: level-1-2

Interface number 0x0, local circuit ID 0x100
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Level-1 Metric: 10, Priority: 127, Circuit ID: plano.00
Number of active level-1 adjacencies: 0

Level-2 Metric: 10, Priority: 0, Circuit ID: plano.00
Number of active level-2 adjacencies: 0

Next IS-IS Hello in 5 seconds

Serial2/0.16 is
CLNS protocol
Serial2/0.17 is
CLNS protocol
FastEthernet2/1
CLNS protocol

down, Tine protocol 1is down
processing disabled
down, Tine protocol is down
processing disabled
is up, line protocol is up

processing disabled

Serial2/1 is administratively down, Tline protocol is down
CLNS protocol processing disabled
Loopback0 is up, Tine protocol 1is up
CLNS protocol processing disabled
Loopbackl is up, Tine protocol 1is up
CLNS protocol processing disabled
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For each interface configured for IS-IS, the show cIns interface command informs you of
the circuit type, the IS-IS priority, the metric, and the number of active adjacencies.

Viewing Neighbor Information

For IS-1IS, it is important to know who your neighbors are. Many times routing information not
being received by a router could be caused by neighbor adjacencies not being formed. To view
who a router’s neighbors are, use the following command:

Austin#show clns is-neighbors

System Id

= Format
0000.0C00.0C35
0800.2B16.24EA
0000.0C00.3E51
0000.0C00.62E6

Interface

Ethernetl
Ethernet0
Seriall

Ethernetl

State Type
Up L1
Up L1L2
Up L2
Up L1

Priority

64
64/64
0

64

Circuit Id

0000.0C00.62E6.03
0800.2B16.24EA.01
04

0000.0C00.62E6.03

Phase V
Phase V
Phase V
Phase V

In the preceding example, the router has three Level 1 neighbors and two Level 2 neighbors.
If you noticed, one of the neighbors is an L1/L2 router, which means this router will form a
Level 1 and a Level 2 adjacency with the router. The command also informs you if the state were
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something different. The detail parameter can be added to the end of the command line to
view the area address for each of the neighbors. You can also use the command show clns
neighbors to find out IS-IS and ES-IS neighbors.

If you would like to view the Hello PDUs a router is sending and receiving, the debug isis
adj-packets command can be used:

Austin#debug isis adj-packets

ISIS-Adj: Rec L1 IIH from 0000.0c00.40af (Ethernet0), cir type 3, cir id
BBBB.BBBB.BBBB.01

ISIS-Adj: Rec L2 IIH from 0000.0c00.40af (Ethernet0), cir type 3, cir id
BBBB.BBBB.BBBB.01

ISIS-Adj: Rec L1 IIH from 0000.0c00.0c36 (Ethernetl), cir type 3, cir id
CCcc.ccce.cccc.o3

ISIS-Adj: Area mismatch, level 1 IIH on Ethernetl

ISIS-Adj: Sending L1 ITIH on Ethernetl

ISIS-Adj: Sending L2 IIH on Ethernetl

ISIS-Adj: Rec L2 IIH from 0000.0c00.0c36 (Ethernetl), cir type 3, cir id
BBBB.BBBB.BBBB.03

Debugging IS-IS adjacency packets provides you with knowledge of what Hello PDUs the
router is sending and receiving. (IIH is an abbreviation for IS-IS Hello.) This can be a powerful
tool when you’re trying to find out why routers aren’t forming adjacencies. For instance, if you
had two routers that weren’t forming adjacencies with each other and one router had a physical
interface connected to the NBMA network and the other router had a subinterface connected
to the NBMA network, it might be hard to figure out why they weren’t forming adjacencies.
With the debug isis adj-packets command, you would be informed of a Hello PDU mis-
match. That was just one example of how the command can help you out with adjacency issues.

Viewing SPF Information

Frequent SPF calculations can indicate a problem in your network. Periodic SPF calculations
occur every 15 minutes. If you are encountering more frequent calculations than the periodic
calculations, you could have a problem in your network. You can view SPF calculations with
the command show isis spf-Tog:

Austin#show isis spf-Tlog
Level 1 SPF Tlog
When  Duration Nodes Count Last trigger LSP  Triggers

00:36:38 3124 40 1 Austin.00-00 TLVCODE

00:33:25 3216 41 5 Austin.00-00 TLVCODE NEWLSP
00:31:40 3096 41 1 Dallas.00-00 TLVCODE

00:29:01 3004 41 2 Austin.00-00 ATTACHFLAG LSPHEADER
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00:29:46 3384 41
00:28:01 2932 41
00:27:30 3140 41
00:24:30 3144 41
00:21:45 2908 41
00:20:57 3148 41
00:17:46 3054 41
00:14:35 2958 41
00:12:30 3632 41
00:10:31 2988 41
00:09:44 3016 41
00:06:02 2932 41
00:04:29 2988 41
00:02:58 3228 41
00:01:29 3120 41

Austin.00-01 TLVCODE
Austin.00-00 TLVCODE
PERIODIC
Austin.01-00 TLVCODE
Austin.01-00 TLVCODE
P1ano.00-00  TLVCODE TLVCONTENT
Austin.00-00 TLVCODE
Houston.00-00 TLVCODE
PERIODIC
Austin.00-01 TLVCODE
E1Paso0.00-00 TLVCODE
P1ano.00-00  TLVCONTENT
P1ano.00-00  TLVCONTENT
Austin.00-00 TLVCODE
Waco.03-00 TLVCONTENT

W R NRRPRRPRRPRRPRRWRRRWR

This command informs you how long it was between SPF calculations, how long they took,
how many devices were involved, how many triggers caused the calculation, the last LSP that
caused the trigger, and what the triggers were. Note the timing of the periodic triggers—separated
by 15 minutes—down to the second. It really is like clockwork.

There are a number of debug commands that can be used to help you better understand what
is happening with the SPF calculations. The following is a list of some of the more common
debug commands with an explanation of each:

debug isis spf-events The debug isis spf-events command is best used when you want to
see the IS-IS routes that will be placed in the routing table. The command also informs you if a
route was rejected from being added to the routing table. This could occur if the route already
exists in the routing table with a lower administrative distance than IS-IS.

debug isis spf-triggers The debug isis spf-triggers command is best used when you need
to find out what is triggering a SPF calculation. The command informs you what level the SPF
calculation was done for and what the cause of the calculation was.

debug isis spf-statistics The debug isis spf-statistics command informs you how long
it took to perform an SPF calculation.

Before diving too deep into IS-IS troubleshooting, try the clear isis * com-
P mand. It clears up a number of adjacency issues (and others) caused by various

inconsistencies that are simply “ghosts in the machine.”

By now, you should have the proper tools at hand to configure, verify, and troubleshoot an
IS-IS network. My suggestion would be to spend time in a lab practicing configuring, breaking,
and troubleshooting IS-IS. Once you’ve done that, you’ll have the necessary knowledge to work
on IS-IS in a production network.
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Summary

See, I told you IS-IS isn’t that bad. By now, you should understand how IS-IS operates and how
to configure it.

We began by learning the different levels of IS-IS routers and what they are used for. IS-IS routers
can be categorized into one of three categories: Level 1 (L1), Level 2 (L2), or Level 1/Level 2 (L1/L.2).
A Level 1 IS-IS router belongs to a non-backbone IS-IS area and forms adjacencies with other neigh-
boring Level 1 and Level 1/2 routers in the same area. A Level 2 router belongs only to the IS-IS back-
bone area and will form Level 2 adjacencies with all neighboring Level 2 routers in its area and all
neighboring Level 1/2 routers. An L1/L2 router belongs to a non-backbone IS-IS area and will form
Level 1 adjacencies with all neighboring Level 1 routers in its area and will form Level 2 adjacencies
with all neighboring Level 2 and L1/L.2 routers.

IS-IS utilizes LSPs to populate the link-state database. SNPs are utilized to make sure LSPs
are received. IS-IS supports a designated IS (DIS) in broadcast multi-access networks. The DIS
is similar to the OSPF DR. The DIS is responsible for making sure all of the routers on the
broadcast multi-access network receive the LSPs they should.

Configuring IS-IS requires you to first enable IS-IS on the device. Once you have enabled it,
you will enter into router configuration mode. Then you need to specify the NET for the device.
In router configuration mode, you can also specify which type of IS-IS router the device is; by
default, a device is a Level 1/2 router. The last step in configuring IS-IS is to enable it on the
interfaces you want to participate in IS-IS.

IS-IS is the last of the Interior Gateway Protocols (IGPs) we will cover in the BSCI part of the
book. We will now change our focus to the Exterior Gateway Protocols (EGPs), with an empha-
sis on the Border Gateway Protocol (BGP). If you don’t feel comfortable with the information
covered so far, now would be a good time to stop and go back to those areas. It’s very important
that you have a good grasp on IGPs before moving onto EGPs.

Exam Essentials

Know the similarities and differences between OSPF and IS-IS. OSPF and IS-IS share many
characteristics; both of them are link-state routing protocols, use the Dijkstra SPF algorithm,
use a hierarchical network topology, use Hello packets to form adjacencies, utilize DRs, support
VLSM, and support authentication. They also have a few differences; an IS-IS router’s area
boundaries are on the link, IS-IS utilizes CLNS PDUs, and IS-IS supports DR pre-empting.

Understand the different router types used in IS-IS. There are three different types of IS-IS
routers: L1, L2, and L1/2. L1 routers are in a non-backbone area, know only about intra-area
routes, know about inter-area routes through a default route to the L1/L2 router for the area,
and contain the same link-state database as other L1 routers in the same area. L2 routers are the
backbone routers, handle all of the inter-area traffic, can belong only to the backbone area, and
will send LSPs to all other L2 routers and to all L1/L2 routers, regardless of the area the L1/L.2
router belongs to. L1/2 routers are similar to OSPF ABRs, contain an L1 link-state database,
and contain an L2 link-state database.
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Understand the adjacencies that different IS-IS routers form. L1 routers will form adjacen-
cies with all neighboring L1 routers and L1/2 routers in the same area. L1/2 routers will form
L1 adjacencies with all neighboring L1 and L1/2 routers in the same area. L1/2 routers will
form L2 adjacencies with all neighboring L1/2 and L2 routers regardless of area. L2 routers
will form L2 adjacencies with all neighboring L2 routers in the same area and all neighboring
L1/2 routers regardless of area.

Know what LSPs are and what they are used for. LSPs are used to advertise routing informa-
tion. An L1 LSP is used to advertise L1 link-state routing information between L1 routers and
to form the L1 link-state database. An L2 LSP is used to advertise L2 link-state routing infor-
mation between L2 routers and to form the L2 link-state database.

Know how to configure an IS-IS network. Configuring IS-IS is pretty simple. To configure
IS-IS to route only IP traffic, you need to issue the router isis command in global config-
uration mode, the net command in router configuration mode, and the ip router isis
command in interface configuration mode. To configure IS-IS in a mixed IP/CLNS environ-
ment to route both IP and CLNS traffic, you need to enter the previously discussed commands
for enabling IS-IS in an IP environment and also add the c1ns router isis command in
interface configuration mode.
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THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v" Understand how BGP operates.

v' Understand how to configure and verify BGP.



Up to this point we’ve covered how routing occurs within an
autonomous system (intra-AS routing). We have yet to cover how

routing occurs between different autonomous systems (inter-AS
routing). That is the focus of the next two chapters.

In this chapter, you’ll be introduced to the concept of Exterior Gateway Protocols (EGPs).
We’re going to concentrate our focus on the Border Gateway Protocol. The early part of this
chapter primarily consists of the theory of BGP operation such as the history, the difference
between iBGP and eBGP, neighbor relationships, and route selection. We’ll then show how to
implement BGP in its most basic form. Enabling BGP, configuring neighbors, and injecting
routes are all explained. We also cover how to verify BGP’s operation and troubleshoot it if it
isn’t operating properly. You will learn the show commands and the debug commands that can
be used to verify and troubleshoot BGP operation. Chapter 9, “Advanced Border Gateway Pro-
tocol,” covers the more in-depth concepts of BGP.

Border Gateway Protocol

Border Gateway Protocol (BGP) is known as the routing protocol for the Internet. The Internet is
made up of numerous autonomous systems. BGP is used to share routing information between the
different autonomous systems.

BGP has been around for quite some time. The first implementation of BGP occurred in 1989
and was known as BGP version 1. BGPv1 was a classful routing protocol and didn’t allow for
aggregation of routes. To overcome the limitations of BGPv3, a new form of BGP was created,
known as BGP version 4. BGPv4 was first implemented in 1993. It introduced the use of class-
less interdomain routing (CIDR) and allowed for the aggregation of routes.

BGP utilizes a reliable transport protocol for transmission. Transmission Control Protocol
(TCP) was the reliable transport protocol decided on for BGP transmissions. BGP uses port 179
of TCP for establishing connections. Because TCP is considered a reliable transport protocol at
layer 4, BGP is able to eliminate the need to implement explicit update fragmentation, retrans-
mission, acknowledgment, and sequencing.

An important item to note about BGP is that it doesn’t worry about intra-AS routing. BGP
trusts that the IGP or IGPs being utilized in the AS will take care of the intra-AS routing.
BGP concerns itself with inter-AS routing. A BGP speaker will share network reachability
information with neighboring BGP speakers. The network reachability information contains
data on all of the different autonomous systems it has traversed. This information is then
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used by the BGP speaker to create a graph, or tree, of all the autonomous systems in use. The
tree then allows BGP to remove routing loops and to enforce certain policies for its auton-
omous system.

Before we dive into the operation of BGP, it is important to understand the terms that are
used by BGP.

) BGP is defined in many Requests for Comments (RFCs), which include
TE 1771-1774, 1863, 1965-1966, 1997-1998, 2042, 2283, 2385, and 2439, to
mention a few. BGPv4, the latest version, and autonomous systems are
defined in RFC 1771.

BGP Terminology

Make sure you’re familiar with the following BGP terminology for the BSCI exam:

Autonomous system An autonomous system was originally defined as a set of devices under

the same administrative control that used a single IGP for intra-AS routing and an EGP for inter-
AS routing. With the rapid changes that have occurred over the years, the definition of an auton-
omous system has changed. An autonomous system (AS) is now considered to be a set of devices

under the same administrative control with one or more IGPs controlling intra-AS routing and

an EGP for inter-AS routing. Even though an autonomous system may have multiple IGPs oper-
ating at the same time, the autonomous system will appear to other autonomous systems as hav-
ing one coherent interior routing plan. This allows the existence of multiple IGP autonomous

systems (EIGRP 100 and EIGRP 200, for example), which are really not the same as EGP auton-
omous systems, within the same EGP AS.

BGP speaker Any routing device that is running a BGP routing process is known as a
BGP speaker.

Peers When two BGP speakers form a TCP connection between them they are known as peers.
The term neighbor is the same as the term peer.

eBGP External Border Gateway Protocol (eBGP) is the routing protocol used to exchange
routing information between BGP peers in different autonomous systems.

iBGP Internal Border Gateway Protocol (iBGP) is the routing protocol used to exchange
routing information between BGP peers in the same autonomous system.

Inter-AS routing Inter-AS routing is routing that occurs between different autonomous systems.
Intra-AS routing Intra-AS routing is routing that occurs within the same autonomous system.

The terms defined in this section will appear throughout the next two chapters.
Now that you have some of the BGP terminology down, we can focus on how BGP
operates.
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BGP Operation

BGP is known as the routing protocol of the Internet. BGP allows for the communication of
routing information between different autonomous systems spread throughout the world.

Figure 8.1 shows numerous autonomous systems, which will utilize BGP to share routing
information. There are two forms of BGP used: internal BGP (iBGP) and external BGP (eBGP).

All BGP speakers contained within the same autonomous system use internal BGP (iBGP) to
communicate with one another. There are a couple of important items to note about multiple
BGP speakers within the same autonomous system. First, all of the BGP speakers must peer with
one another. This means that you must configure a full mesh for iBGP to operate properly. This
doesn’t mean all devices must be connected to one another—just that all of the BGP speakers
must have layer 3 reachability. iBGP will utilize the TCP protocol to form the peering sessions
between the iBGP peers. There are ways to overcome the full mesh limitations, but they will be
explained in Chapter 9.

Another important characteristic of iBGP peers is that they will not advertise iBGP-learned
routes to one another. Then how do these internal routes get distributed within the AS, you ask?
By the IGP, of course. BGP is not meant to replace the IGP, and there is no comparison between
iBGP and an IGP, so don’t get caught by that common fallacy. When an iBGP speaker advertises
an eBGP-learned route to its iBGP peers, which should be all BGP speakers in its AS, there is no
need for them to advertise this route to other iBGP peers, because all of them have been informed
of the route already by the original iBGP peer. If any of these iBGP speakers also speak eBGP, it
is perfectly acceptable for them to advertise this iBGP-learned route to their eBGP peer.

External BGP (eBGP) is utilized between BGP speakers in different autonomous systems.
Like iBGP, eBGP peering sessions require the BGP speakers participating to have layer 3 con-
nectivity among themselves. TCP is then utilized by eBGP to form the peering sessions.

After forming peers, the BGP speakers use the peering information to create a loop-free map
of the autonomous systems involved. This is also known as a BGP tree.

FIGURE 8.1 Multiple autonomous systems
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Once BGP speakers have formed peers and created their BGP tree, they will start exchanging
routing information. The BGP speakers will first exchange their entire BGP routing tables. From
that point forward, the peers will exchange incremental updates of their BGP routing tables and
KEEPALIVE messages to keep the connection up.

) Understand that the BGP routing table is actually a new structure. It is not the
TE IP routing table, now that BGP entries are found in it. Instead, the BGP routing
table is much like a topology database, and it contains entries that may never
make it into the IP routing table for one reason or another. While the command
show ip route bgp will display any BGP-learned routes that make it into the IP
routing table, the command show ip bgp is required to display the contents of
the actual BGP routing table.

From a bird’s-eye view, that’s all there is to BGP. Sounds a little too easy, right? That would be
a good assumption. BGP is a very complex routing protocol. That’s why we have dedicated two
chapters to it. We will now dive into the different components that make up the way BGP operates.

Message Header Format

BGP will process a message only when the entire message has been received. BGP requires that
a message be a minimum of 19 octets to a maximum of 4,096 octets. The basic message header
format is broken down into these fields:

= 16-byte Marker field
= 2-byte Length field
= 1-byte Type field
Figure 8.2 gives the layout for the BGP message header.

Marker The Marker field is 16 bytes long. The Marker field is used to detect a loss of syn-
chronization between a set of BGP peers and also to authenticate incoming BGP messages. The
value of the Marker field depends on the type of message. If an OPEN message does not contain
authentication information, the Marker must be set to all 1s.

Length The Length field is 2 bytes long and indicates the length of the entire message including
the Marker field. The value for the Length field must be at least 19 and no more than 4,096.

FIGURE 8.2 Message header format

Marker

Length Type
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Type The Type field is 1 byte long and indicates the type code of the message. There are four
possible values for this field, as listed in Table 8.1.

TABLE 8.1 Type Field Values

Type Value Message Type

1 OPEN message

2 UPDATE message

3 NOTIFICATION message
4 KEEPALIVE message

Let’s take a more in-depth look at each of these different message types.

OPEN Message

The OPEN message is the first type of message sent after a TCP session has been formed. When the
OPEN message is accepted, a KEEPALIVE message confirming the OPEN message is returned.
After the KEEPALIVE is sent to confirm the OPEN message, incremental UPDATE messages,
NOTIFICATION messages, and KEEPALIVE messages will be exchanged between the BGP peers.

The OPEN message contains the fixed-size BGP header and the following fields, as depicted
in Figure 8.3.

FIGURE 8.3 OPEN message format

Version

My Autonomous System

Hold Time

BGP Identifier

Optional Parameters Length

Optional Parameters
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Version The Version field is 1 byte long and is used in determining the version of BGP for the
neighbors to use. BGP speakers will attempt to negotiate the highest version number that both
BGP speakers support. If a version number is specified in the version field that the other BGP
speaker does not support, an error message will be returned to the sender and the TCP session will
be torn down. The TCP session is then established again, and the version number is lowered. This
process continues until a common version number is reached.

My Autonomous System The My Autonomous System field is 2 bytes long and contains the
autonomous system number of the sending BGP speaker. This field lets the receiving BGP
speaker know the autonomous system of its neighbor and is eventually used in the creation
of the BGP speaker’s BGP tree.

Hold Time The Hold Time field is 2 bytes long and informs the receiving BGP speaker of the pro-
posed value for the holdtime by the sending BGP speaker. The receiving BGP speaker calculates the
lowest of its configured holdtime and the value in the Hold Time field. This will determine the num-
ber of seconds the BGP speaker will allow between the receipt of KEEPALIVE and/or UPDATE mes-
sages. If one of these messages is not received in the time specified by the holdtime, the neighbor is
considered dead. Each time one of the messages is received, the holdtime is reset to 0.

Unlike the negotiation for the BGP version, where a connection is reset to negotiate a common
version number, the negotiation for the holdtime does not reset the connection.

The BGP speakers can set the value for the holdtime to 0. If this occurs, no KEEPALIVE
messages are sent. This means that the connection will always be up. Having a holdtime of
0 could cause problems if one side of the connection has a loss of communications. Because
KEEPALIVE messages are not being exchanged, the other side of the connection would
never know the loss of communication occurred. If the value of the Hold Time field is not
0, it must then be at least 3.

BGP Identifier The BGP Identifier field is 4 bytes long and contains the BGP identifier of the
sending BGP speaker. The BGP identifier is similar to the router ID (RID) for OSPF. It identifies
the particular BGP speaker. Like the OSPF RID, the BGP identifier will be the highest loopback
IP address on the router. If a loopback doesn’t exist on the router, it will be the highest IP
address configured for any interface on the router. The BGP identifier is set during the startup
process of BGP. In other words, once the BGP identifier is set, it will not change unless you
restart the BGP process. It is a good idea when using BGP to configure a loopback interface to
set the BGP identifier.

Optional Parameters Length The Optional Parameters Length field is 1 byte in length and
represents the total length of the Optional Parameters field. A value of 0 for the Optional
Parameters Length field indicates that no optional parameters have been set.

Optional Parameters The Optional Parameters field is a variable-length field containing a list
of optional parameters that will be used in the BGP neighbor negotiation. Each optional param-
eter is represented by a <parameter type, parameter length, parameter value> triplet. Figure 8.4
illustrates the format of the Optional Parameters field.
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Parameter Type The Parameter Type field is 1 byte long and identifies the individual
parameter.

Parameter Length The Parameter Length field is 1 byte long and contains the length of the
Parameter Value field.

Parameter Value The Parameter Value field is of variable length and is interpreted based on
the value of the Parameter Type field.

GURE 8.4 Optional Parameters field format

Parameter Type | Parameter Length | Parameter Value (variable)

PDATE Message

After BGP speakers have become peers, they will exchange incremental UPDATE messages.
UPDATE messages contain the routing information for BGP. The information contained in
the UPDATE message is used to construct a loop-free routing environment.

un

Not only does the UPDATE message contain a feasible route to use, it also contains any
feasible routes to withdraw. A single UPDATE message can contain at most one feasible

route to use but may contain multiple unfeasible routes to withdraw.

5’ It's important to understand the distinction between a route and a prefix. Each

TE UPDATE message may advertise only a single feasible route, but it may adver-
tise multiple prefixes in its NLRI field. Said a different way, each UPDATE mes-
sage can advertise a single way to get to multiple networks. It makes sense,
then, that any network that is not accessible at the end of the advertised route
would not be in the Network Layer Reachability Information (NLRI) field of the
same UPDATE message.

The UPDATE message contains the fixed-size BGP header and the following fields, as

depicted in Figure 8.5.

Fl

GURE 8.5 UPDATE message format

Unfeasible Routes Length (2 bytes)

Withdrawn Routes (variable)

Total Path Attributes Length (2 bytes)

Path Attributes (variable)

Network Layer Reachability Information (variable)
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Unfeasible Routes Length Field

The Unfeasible Routes Length field is 2 bytes long and contains the length of the Withdrawn
Routes field. A value of 0 signifies that the Withdrawn Routes field is not present in this
UPDATE message.

Withdrawn Routes Field

The Withdrawn Routes field is of variable length and contains a list of IP address prefixes that
will be withdrawn. Each of the IP address prefixes is in the following format and is illustrated
in Figure 8.6.

FIGURE 8.6 IP address prefix formats

Length

Prefix

Length The Length field is 1 byte long and contains the length, in bits, of the IP address prefix.
If this field is set to 0, it means all IP address prefixes.

Prefix The Prefix field is of variable length and contains the IP address prefix.

Total Path Attributes Length Field

The Total Path Attributes Length (TPAL) field is 2 bytes long and contains the length of the Path
Attributes field. A value of 0 in this field signifies that there is no NLRI information in this
UPDATE message.

Path Attributes Field

The Path Attributes field is of variable length and contains a sequence of attributes about a
path. The Path Attributes field is present in every UPDATE message. Of course, it may be
empty, which will be indicated by a TPAL of 0.

The information contained in the Path Attributes field is used to track specific route infor-
mation and is also used for routing decisions and filtering. Each path attribute is broken down
into an <attribute type, attribute length, attribute value> triple.

The Attribute Type field is 2 bytes in length and consists of the Attribute Flags byte followed
by the Attribute Type Code byte.

Attribute Flags The attribute flags state whether path attributes are one of the following:

= Well-known mandatory—This attribute must be recognized by all implementations of
BGP and be present in the UPDATE message. A BGP session will be terminated if a well-
known attribute is not present in the UPDATE message.

*  Well-known discretionary—This attribute must be recognized by all implementations of
BGP but doesn’t need to be present in the UPDATE message.
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Optional transitive—This attribute allows for optional attributes that are not recog-
nized by an implementation of BGP to be passed along to a BGP speaker’s peers.

Optional non-transitive—lIf an optional attribute is not recognized by an implementation
of BGP and the transitive flag is not set, the optional attribute will not be passed on to the
BGP speaker’s peers.

The attribute’s flag sets which category a path attribute belongs to through the use of its bits:

Attribute Type Code

The first high order bit (bit 0) is the optional bit. If the bit is set to 1, the path attribute
is optional. If the bit is set to 0, the path attribute is well-known.

The second high order bit (bit 1) is the transitive bit. This bit defines whether an optional
attribute is transitive or not. An optional transitive attribute will have the bit set to 1 and
an optional non-transitive attribute will have the bit set to 0. If an attribute is well-known,
the transitive bit will always be set to 1.

The third high order bit (bit 2) is the partial bit. The partial bit will state whether the
optional transitive attribute is partial or complete. A complete optional transitive
attribute will have the bit set to 0, and a partial will have the bit set to 1. All well-
known and optional non-transitive attributes will have the partial bit set to 0.

The fourth high order bit (bit 3) is the extended length bit. The extended length bit is
used to specify whether the attribute length is 1 or 2 bytes. An attribute length of 1 byte
will have the bit set to 0, and for an attribute length of 2 bytes, the bit will be set to 1.

The four lower order bits (bits 4-7) are unused. They will be set to 0 and ignored.

The Attribute Type Code field specifies the type of path attribute.

Table 8.2 lists the possibilities for the attribute type code.

TABLE 8.2 Attribute Type Codes

Type Code Attribute Name Category

1 ORIGIN Well-known mandatory

2 AS_PATH Well-known mandatory

3 NEXT_HOP Well-known mandatory
4 MULTI_EXIT_DISC Optional non-transitive

5 LOCAL_PREF Well-known discretionary
6 ATOMIC_AGGREGATE Well-known discretionary
7 AGGREGATOR Optional transitive
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TABLE 8.2 Attribute Type Codes (continued)

Type Code Attribute Name Category

8 COMMUNITY Optional transitive

9 ORIGINATOR_ID Optional non-transitive
10 CLUSTER_LIST Optional non-transitive
11 DPA Destination point attribute for BGP
12 Advertiser BGP/IDRP route server
13 RCID_PATH/CLUSTER_ID BGP/IDRP route server
14 Multiprotocol Reachable NLRI Optional non-transitive
15 Multiprotocol Unreachable NLRI Optional non-transitive
16 Extended Communities N/A

256 Reserved for development N/A

We are going to focus on only the first 10 attribute type codes. The others are beyond the
scope of the information needed for the BSCI exam. Let’s take a more in-depth look at each of
the first 10 attribute type codes:

ORIGIN is a well-known mandatory attribute. The autonomous system that originates the
routing information creates the ORIGIN attribute. It is contained in all UPDATE messages
that propagate the routing information.

AS_PATH is a well-known mandatory attribute that contains a list of all the autonomous
systems the routing information has transited. The AS_PATH component is composed of
a sequence of AS path segments. Each AS path segment is represented by the triplet of <path
segment type, path segment length, path segment value>. When a BGP speaker advertises
a learned route to other BGP speakers in its AS, the BGP speaker will not modify the AS_
PATH attribute. When a BGP speaker advertises a learned route to other BGP speakers out-
side of its AS, it modifies the AS_PATH in the following ways:

For AS_PATH with the first path segment of AS_SEQUENCE, the BGP speaker will
append its AS number as the last part of the sequence.

For AS_PATH with the first path segment of AS_SET, the BGP speaker will add a new
path segment with the type of AS_SEQUENCE with its AS number in the sequence.

When a BGP speaker originates the route, it includes an empty AS_PATH attribute when
advertising to BGP speakers in its own AS, iBGP peers. The BGP speaker includes its AS
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number in the AS_PATH attribute when advertising to BGP speakers outside of its AS,
eBGP peers.

NEXT_HOP is a well-known mandatory attribute that specifies the IP address of the bor-
der router that should be used as the next hop to the destination specified. Following are
the rules for how the next hop is determined for the various cases that may arise:

In eBGP, the next hop is the IP address of the external neighbor that announced the route.
In iBGP:

Internal routes (from inside the AS) use as a next hop the IP address of the internal neigh-
bor that announced the route. Because iBGP peers will not re-advertise these routes to
each other, the next hop will be the iBGP peer that brought the route into the AS, the log-
ical exit point to get to the prefixes advertised with the route. Because we will have a full
mesh of TCP connections or the equivalent, all iBGP speakers will simultaneously con-
verge on this same next hop for the route.

External routes use the same next hop address as was originally injected into the AS by
eBGP. These next hop addresses remain unaltered, by default, within the AS.

In a multi-access network, the next hop will generally be the IP address of the interface
on the same multi-access media that advertised the route, very much like an IGP.

MULTI_EXIT_DISCis an optional non-transitive attribute. If multiple entry or exit points
exist to the same AS, it can be used to determine which one to use. The entry or exit point
with the lowest metric is used.

LOCAL_PREFis a well-known discretionary attribute. This attribute is used by a BGP speaker
in setting the degree of preference of a route, which is used to indicate the preferred path to exit
the AS. The BGP speaker includes this attribute in advertisements to its iBGP peers.

ATOMIC_AGGREGATE is a well-known discretionary attribute. When a BGP speaker
receives overlapping routes from its peers, it may set the ATOMIC_AGGREGATE attribute.
The attribute is set if the BGP speaker chooses a less specific route to a destination over a more
specific route—meaning the router chose a route with a shorter subnet mask rather than one
with a longer mask.

AGGREGATOR is an optional transitive attribute. When a BGP speaker performs route
aggregation, it includes in the AGGREGATOR attribute its AS number and BGP identifier.
COMMUNITY is an optional transitive attribute. The COMMUNITY attribute specifies
the communities a route belongs to. Communities are covered in more detail in Chapter 9.
ORIGINATOR_ID is an optional non-transitive attribute. A BGP speaker performing the
role of a route reflector creates this attribute. The BGP identifier of the originating route

reflector is included in the ORIGINATOR_ID attribute. This attribute is specific only to

the local AS. Route reflectors are covered in more detail in Chapter 9.

CLUSTER_LIST is an optional non-transitive attribute. The CLUSTER_LIST attribute
is composed of a list of CLUSTER_ID values. When a route reflector reflects a route, it
appends its CLUSTER_ID to the CLUSTER_LIST. Cluster IDs and route reflectors are

covered in more detail in Chapter 9.
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Network Layer Reachability Information (NLRI) Field

With BGP version 4 came the support for classless interdomain routing (CIDR). BGPv4 is able
to advertise routes regardless of classful boundaries. BGPv4 accomplishes this through the use
of the Network Layer Reachability Information (NLRI) field.

The NLRI field is a variable-length field, which contains the IP address prefix of the route.
The NLRI field consists of a 1-byte Length field and a variable-length Prefix field:

Length The Length field indicates the length of the IP address prefix. You can think of the Length
field as being similar to a subnet mask. By knowing the subnet mask, you are able to determine what
the network address is. The same is true for the Length field. If the value for the Length field is set
to 0, this indicates that all IP addresses are included.

Prefix The Prefix field is of variable length and contains the actual IP address prefix.

KEEPALIVE Message

KEEPALIVE messages are used to ensure that connectivity still exists between peers. The KEEP-
ALIVE message is made up of only the fixed-size BGP message header. A KEEPALIVE message will
be sent in order to restart the hold timer. The interval at which a KEEPALIVE message is sent is rec-
ommended to be one-third the holdtime value. This is why the holdtime must be at least 3 seconds
if it is not 0. A KEEPALIVE message will not be sent if an UPDATE message was sent during this
period of time. If the holdtime is set to 0, a KEEPALIVE message will never be sent.

NOTIFICATION Message

Whenever an error occurs during a BGP session, the BGP speaker generates a NOTIFICATION
message. As soon as the BGP speaker generates the NOTIFICATION message, the session is ter-
minated. The NOTIFICATION message contains error codes and error sub-codes that allow
network administrators to more efficiently troubleshoot the problem. Figure 8.7 lays out the
format of the NOTIFICATION message.
The Error Codes field is 1 byte in length and has six possible error codes. The Error Sub-

codes field is 1 byte in length and contains the error sub-code. Only the first three error codes
have error sub-codes. Table 8.3 lists the possible error codes and their related error sub-codes.

FIGURE 8.7 NOTIFICATION message format

Error Code Error Sub-code Data
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TABLE 8.3 Error Codes and Related Error Sub-codes

Error Code Error Sub-code

Number Type Number Type

1 Message header error
1 Connection Not Synchronized
2 Bad Message Length
3 Bad Message Type

2 OPENmessage error
1 Unsupported Version Number
2 Bad Peer AS
3 Bad BGP Identifier
4 Unsupported Optional Parameter
5 Authentication Failure
6 Unacceptable Hold Timer
7 Unsupported Capability

3 UPDATEmessage error
1 Malformed Attribute List
2 Unrecognized Well-known Attribute
3 Missing Well-known Attribute
4 Attribute Flags Error
5 Attribute Length Error
6 Invalid ORIGIN Attribute

7 AS Routing Loop
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TABLE 8.3 Error Codes and Related Error Sub-codes (continued)

Error Code Error Sub-code
Number Type Number Type
8 Invalid NEXT_HOP Attribute
9 Optional Attribute Error
10 Invalid Network Field
1 Malformed AS_PATH
4 Hold Timer expired
5 Finite State

Machine error

6 Cease

The Cease error is simply any other error than the ones listed.
Now that you have a thorough understanding of the different message types BGP uses, let’s
go ahead and take a look at how all of this comes together.

Neighbor Negotiation

Before BGP communications can occur, BGP speakers must become neighbors, or peers. The
first step in forming a peer is for the BGP speakers to form a TCP session with each other using
TCP port 179. If this does not occur, the BGP speakers will never become peers. After the TCP
session has been established, the BGP speakers send an OPEN message to each other. From that
point forward, the BGP speakers send incremental UPDATE messages, NOTIFICATION mes-
sages, and KEEPALIVE messages.

The process through which the forming of neighbors occurs is known as the finite state
machine.

Finite State Machine

The BGP finite state machine (FSM) dictates which states the peer relationship must traverse.
There are six possible states that the forming of the peers can go through. We will cover each
of the different states in this section. Figure 8.8 shows the functional relationships among the
six states in the BGP FSM.
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FIGURE 8.8 The BGP finite state machine

Established

OpenSent

Idle state The Idle state is the first state that a BGP speaker enters when starting a BGP
session. In this state, the BGP speaker is waiting for a BGP start event, refuses all incoming
BGP connections, and does not initiate any BGP connections. The start event can be initi-
ated by either the BGP speaker or the system administrator. Once a start event has occurred,
the BGP speaker will initialize all of its BGP resources. The BGP speaker then starts the
ConnectRetry timer, initiates a TCP connection to the BGP speaker that it wants to peer
with, and also listens for any connection attempt started by the other BGP speaker. The
BGP speaker then changes its BGP state to Connect. If any errors occur during this process,
the TCP session is ended and the BGP speaker’s state transitions back to Idle. A new start
event needs to occur for the BGP speaker to attempt the connection again. If the start events
are being automatically generated, the BGP speaker will wait 60 seconds before it retries the
connection. For each successive retry from then on, the time will double. This helps alleviate
persistent flapping of the BGP speaker.

Connect state In the Connect state, BGP is waiting for the TCP connection to be formed. Once
the connection is successfully completed, the BGP speaker clears the ConnectRetry timer, com-
pletes initialization, sends an OPEN message to the remote BGP speaker, and transitions its
state to OpenSent. If the TCP connection is not successfully formed, the BGP speaker restarts
the ConnectRetry timer, continues to listen for an attempted connection from the remote BGP
speaker, and transitions its state to Active. If the ConnectRetry timer expires, the BGP speaker
resets the timer, initiates a TCP session, continues to listen for an attempted connection from the
remote BGP speaker, and stays in the Connect state. If any other type of events causes an error,
the BGP speaker closes the TCP connection and transitions its state to Idle. All BGP start events
are ignored in the Connect state.
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Active state  In the Active state, the BGP speaker is attempting to initiate a TCP session with the
BGP speaker it wants to peer with. Once the connection is successfully completed, the BGP speaker
clears the ConnectRetry timer, completes initialization, sends an OPEN message to the remote BGP
speaker, and transitions its state to OpenSent. If the ConnectRetry timer expires, the BGP speaker
resets the timer, initiates a TCP session, continues to listen for an attempted connection from the
remote BGP speaker, and transitions to the Connect state. If the BGP speaker detects another BGP
speaker trying to form a TCP session with it and the remote BGP speaker’s IP address is not the
expected IP address, the BGP speaker rejects the connection, resets the ConnectRetry timer, contin-
ues to listen for an attempted connection from the remote BGP speaker, and stays in the Active state.
If any other types of events cause an error, the BGP speaker closes the TCP connection and transi-
tions its state to Idle. All BGP start events are ignored in the Active state.

OpenSent state  In the OpenSent state, the BGP speaker is waiting to receive an OPEN message
from the remote BGP speaker. Once the BGP speaker receives the OPEN message, all of the fields
are checked. If an error is detected by the BGP speaker, it sends a NOTIFICATION message to
the remote BGP speaker and terminates the TCP, and the state of the BGP speaker transitions
to Idle. If no errors are found with the OPEN message, the BGP speaker sends a KEEPALIVE mes-
sage to the remote BGP speaker, sets the keepalive timer, and sets the hold timer to the negotiated
value. The BGP speakers then negotiate the holdtime. A negotiated value of 0 means that the keep-
alive timer and the hold timer will never be reset. After the holdtime has been negotiated, the BGP
speaker determines whether the connection will be iBGP or eBGP, because this will affect the
UPDATE processing discussed shortly. If the two BGP speakers are in the same autonomous sys-
tem, the BGP type will be iBGP. If they are in different autonomous systems, the BGP type will be
eBGP. Once the type of BGP has been determined, the state transitions to OpenConfirm. During
this state, it is possible that the BGP speaker may receive a TCP disconnect message. If this should
occur, the BGP speaker transitions to the Active state. If any other types of events cause an error,
the BGP speaker closes the TCP connection and transitions its state to Idle. All BGP start events
are ignored in the OpenSent state.

OpenConfirm state In the OpenConfirm state, the BGP speaker is waiting to receive a
KEEPALIVE message from the remote BGP speaker. Once the KEEPALIVE message is
received, the BGP speaker resets the hold timer and transitions to the Established state. At
this point, the peer relationship has been formed. If a NOTIFICATION message is received
instead of a KEEPALIVE message, the BGP speaker changes its state to Idle. In the case of
the hold timer expiring before the KEEPALIVE message is received, the BGP speaker sends
a NOTIFICATION message to the remote BGP speaker, ends the TCP session, and changes
its state to Idle. The BGP speaker may receive a disconnect message from TCP. If this hap-
pens, the BGP speaker will change its state to Idle. The BGP speaker will also change its
state to Idle if a stop event is initiated automatically or by the system administrator. If any
other types of events cause an error, the BGP speaker closes the TCP connection and tran-
sitions its state to Idle. All BGP start events are ignored in the OpenConfirm state.

Established state Once a BGP speaker reaches the Established state, all of the neighbor negotia-
tions are complete. As long as everything goes right, the BGP peers exchange UPDATE messages and
KEEPALIVE messages. Each time a BGP speaker receives an UPDATE message or KEEPALIVE
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message, it resets its hold timer. If the hold timer ever expires before an UPDATE message or KEEP-
ALIVE message is received, the BGP speaker sends a NOTIFICATION message to its peer, termi-
nates the TCP session, and changes its state to Idle. The other events that will cause a BGP speaker
to change its state to Idle are if it receives a NOTIFICATION message from its peer, an error is
detected in the UPDATE message, a disconnect message is received from TCP, a stop event is initi-
ated, or any other event occurs that causes the BGP speaker to generate a NOTIFICATION mes-
sage. All BGP start events are ignored in the Established state.

Once BGP peers have reached the Established state, they will start exchanging routing infor-
mation. Now would be a good time for us to take a look at how a BGP speaker copes with the
exchange of routing information.

Route Selection

By this point, you should have a good understanding of how BGP speakers exchange routing
information. What you may not know is the process the routing information goes through when
a BGP speaker receives it and how the BGP speaker decides which routes it will accept for local
use and which of those routes it will advertise to its peers.

In order to fully understand the process the route will go through, you first need to under-
stand what the Routing Information Bases are and what they are used for.

Routing Information Bases

When a BGP speaker learns a route, that route needs to pass through the BGP speaker’s Routing
Information Base (RIB). All BGP speakers contain a RIB. A RIB is broken down into three parts:

= Adj-RIBs-In
= Loc-RIB
= Adj-RIBs-Out

Adj-RIBs-In  One Adj-RIB-In exists for each peer a BGP speaker has. This RIB is where incom-
ing BGP routes are stored. After BGP routes have been placed, they are then put through the
inbound policy engine. The inbound policy engine is where the routes are filtered or have their
attributes manipulated, based on a predefined policy set by the router’s administrator. If a BGP
route makes it through the inbound policy filter, it is then sent to the Loc-RIB.

Loc-RIB The Loc-RIB is what the router uses to make its own BGP routing decisions. The
router then sends all of the BGP routes contained in the Loc-RIB to the outbound policy engine.
The outbound policy engine is a predefined policy set by the router’s administrator for the pur-
pose of filtering and manipulating BGP routes before placing them in the Adj-RIBs-Out.

Adj-RIBs-Out If a BGP route makes it through the outbound policy engine, the route is placed
in the Adj-RIBs-Out. An Adj-RIB-Out exists for each peer of a BGP speaker. The routes that
are placed in the Adj-RIBs-Out will be advertised to the BGP speaker’s peers.

A BGP route will continue this routine for each BGP speaker it is advertised to. Figure 8.9
and the following list will give you a step-by-step look at how all of this occurs.
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FIGURE 8.9 BGP route processing
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The BGP speaker receives the BGP routes.
The received BGP routes are placed in the Adj-RIBs-In.
The BGP routes are sent to the inbound policy engine.

The inbound policy engine filters and manipulates routes based on the policy set by the
router’s administrator. BGP routes that are filtered out by the inbound policy engine are
dropped at this point.

The remaining BGP routes are then forwarded to the Loc-RIB.

The BGP speaker stores the routes in the Loc-RIB. The router uses these routes to make
BGP routing decisions.

The BGP routes are then forwarded to the outbound policy engine.

The outbound policy engine filters and manipulates routes based on the policy set by the
router’s administrator. BGP routes that are filtered out by the outbound policy engine are
dropped at this point.

The BGP routes that make it through the outbound policy engine are then forwarded to the
Adj-RIBs-Out.

The received BGP routes are then stored in the Adj-RIBs-Out.

All BGP routes stored in the Adj-RIBs-Out are then advertised to all of the BGP
speaker’s peers.

With an understanding of the function of all the different RIBs, let’s take a look at how all

of this fits into the decision process of a BGP speaker.

Decision Process

The decision process is the actual process that decides what routes the BGP speaker will accept,
the routes it will use locally, and the routes it will advertise to its peers. The decision process is
broken down into three distinct phases:

Phase 1 is responsible for calculating the degree of preference for a route learned from a
neighboring AS. This phase is also responsible for advertising the routes with the highest
degree of preference to the BGP speakers in the local AS.

Phase 2 occurs after the completion of phase 1. Phase 2’s responsibilities include deciding
which route to a specified destination is the best. It then stores this route in the BGP
speaker’s Loc-RIB. The BGP speaker uses the routes installed during this phase for making
BGP routing decisions.
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= Phase 3 begins once the Loc-RIB of the BGP speaker is updated. Phase 3 is when a BGP
speaker will determine, based on the policies set in the outbound policy engine, which
routes it will advertise to peers in neighboring autonomous systems. Route aggregation can
also be performed during this phase.

This is a high-level view of the decision process. We will now take a more in-depth look at
what actually occurs during each of the three phases.

Phase 1

Phase 1 is also known as the Calculation of Degree Preference phase. Whenever a BGP
speaker receives an UPDATE message from a peer in a neighboring AS, phase 1 will begin.
Once the BGP speaker receives the UPDATE message, it locks the Adj-RIB-In used for that
peer. The BGP speaker leaves the Adj-RIB-In locked until the completion of phase 1. For
each feasible route the BGP speaker receives, it calculates the degree of preference. The
degree of preference is the attractiveness of a route. The BGP speaker calculates the degree
of preference based on the locally preconfigured policy.

Phase 2

Phase 2 is also known as the Route Selection phase. As soon as phase 1 is complete, phase 2 will

initiate. During phase 2, the BGP speaker will lock all of its Adj-RIBs-In and unlock them once

the phase is complete. At this point, any routes that have a NEXT_HOP attribute set to an

address the BGP speaker doesn’t have a route to should be excluded. The BGP speaker will

select a route that is the only route to a destination to put in the Loc-RIB. If multiple routes exist

to the same destination, the BGP speaker will select the route with the highest degree of pref-

erence. This route will then be inserted into the BGP speaker’s Loc-RIB. In the case that multiple

routes exist to the same destination and they have the same degree of preference, the following

tiebreaking rules will apply, in order:

= If the BGP speaker is configured to use the MULTI_EXIT_DISC (MED) and the MEDs of
the routes differ, the BGP speaker will select the route with the lowest MED.

= If the BGP speaker is not configured to use the MED or the MEDs do not differ, the BGP
speaker will select the route with the lowest cost to the next-hop address.

= If the cost of the routes does not differ, the BGP speaker will select the route that was adver-
tised by a BGP speaker in a neighboring AS with the lowest BGP identifier.

= If the route was not advertised by a BGP speaker in a neighboring AS, the BGP speaker will
select the route advertised by the iBGP peer with the lowest BGP identifier.

Phase 3

Phase 3 is also known as the Route Dissemination phase. Phase 3 will initiate when any of the
following four events occur:

=  When phase 2 completes.
= When routes, stored in the Loc-RIB, to local destinations change.
*  When any locally generated routes, not learned by BGP, change.

= When a new BGP connection has been established.
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During phase 3, the routes stored in the Loc-RIB will be passed through the outbound
policy engine. The routes that make it through the outbound policy engine are then placed
in the Adj-RIBs-Out. These are the routes that the BGP speaker advertises to its peers. The
BGP speaker can optionally perform route aggregation during this phase.

Cisco’s implementation of BGP uses the following steps, in order, for route selection, assum-
ing that BGP Multipath for load sharing is not enabled:

1. If the route specifies a next hop that is inaccessible, drop the update.

2. Prefer the route with the largest weight.

3. If the weights are the same, prefer the route with the largest local preference.
4

If the local preferences are the same, prefer the route that was originated by BGP running
on this router, with those produced by the network or redistribute commands preferred
over those produced by the aggregate-address command.

5. If no route was locally originated, prefer the route that has the shortest AS_PATH. For pur-
poses of making this choice, all AS_SETs count as one, regardless of the size of the set.
Additionally, confederation AS counts are not included.

6. If all routes have the same AS_PATH length, prefer the route with the lowest origin type,
where IGP is lower than EGP, and EGP is lower than INCOMPLETE. INCOMPLETE

routes generally come from redistribution.
7. If the origin codes are the same, prefer the route with the lowest MED attribute.
If the routes have the same MED, prefer the eBGP-learned route over the iBGP-learned route.

If the routes are still the same, prefer the route through the lowest IGP metric to the BGP
next hop.

10. Prefer the route advertised by the BGP router with the lowest BGP router ID.

11. Prefer the path with the shortest cluster list length. (Refer to Chapter 9 for discussions on
route reflection.)

12. Prefer the path advertised by the neighbor with the lowest IP address, as determined by the
address used in the neighbor command for the remote TCP peer connection.

The system administrator can affect the routing decisions a BGP speaker makes. The way this
is done is through route filtering.

Route Filtering

Route filtering for BGP can be used for many different reasons. It can be used to manipulate the
attributes of a BGP, which in turn affects the way that the BGP speaker will view the route.
Route filtering can also be used to permit or deny certain routes from being accepted by the BGP
speaker or from being advertised by the speaker. BGP route filtering can occur as either ingress
filtering or egress filtering:

Ingress filtering  Ingress filtering occurs when a route is received by the BGP speaker and
passed to the inbound policy engine. At this point, the system administrator can create a policy,
which will either permit or deny certain routes. The system administrator can also set up certain
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policies, which will manipulate the BGP attributes of a route. For example, the system admin-
istrator can manipulate the local preference of a route. By doing this, the system administrator
can better control which routes are stored in the BGP speaker Loc-RIB.

Egress filtering Egress filtering occurs when a route is passed into the outbound policy engine.
Egress filtering functions the same as ingress filtering. The only difference is that the BGP
speaker is making the decisions on the routes being advertised to its peers and manipulating
those routes” BGP attributes.

There are different ways to implement BGP route filtering. The three filtering techniques that
are most commonly used are route maps, distribute lists, and prefix lists. We will take a brief
look at each of these different filtering techniques here. These filtering techniques are covered
in more detail in Chapter 9.

Route maps Out of all the filtering techniques available, route maps give the user the most
control over routing decisions. Route maps are a sequence of set and match statements. A
match statement is used to decide which IP routes to permit or deny. If the particular sequence
of the route map is permitting the IP routes, the set statement can be used to manipulate the
attributes of the path. Route maps can be implemented as either ingress or egress filters.

Distribute lists Distribute lists are filters that can be implemented as either an ingress or
egress filter. Unlike route maps where you can actually manipulate the attributes of a route,
distribute lists allow you only to permit or deny a route. A distribute list is tied to either an
access list or a prefix list. The access list or prefix list actually states which particular routes
to permit or deny.

Prefix lists Prefix lists are similar to access lists. A prefix list can be used to limit the informa-
tion advertised into a router or advertised by the router. Prefix lists give you a little more control
than access lists. The major benefit of a prefix list over an access list is that a prefix list contains
a sequence number for each line of the prefix list. This allows you to add, remove, and modify
lines in a prefix list without having to delete it and re-create it as you would an access list.

The use of ingress and egress filters gives the system administrator tremendous control over
the BGP routing decisions a BGP speaker will make. The various filtering techniques introduced
here are not limited to BGP. These filtering techniques can be used for all the other routing pro-
tocols we’ve covered so far. We will take a more detailed look at these filtering techniques in
regard to the other routing protocols covered in Chapter 10, “Route Optimization.”

BGP Synchronization

BGP synchronization seems to be a sticking point for numerous people in their study of BGP.
To fully understand BGP synchronization, you must first understand the difference between a

transit AS and a stub AS.

Transit AS A transit AS is an autonomous system connected to multiple autonomous systems,
allowing the routes learned from one autonomous system to be passed along to another auton-
omous system. Refer to Figure 8.10.
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FIGURE 8.10 Transitand stub ASs

In this example, AS 200 would be a transit AS. The routes the AS learns from AS 300 will
transit AS 200 and be received by AS 100. The same is true for AS 100. The routes AS 200
learns from AS 100 will transit the AS and be passed on to AS 300. In other words, a transit
AS is an AS that allows information learned from another AS to transit through to another AS.

Stub AS A stub AS is an AS that does not allow information to transit through it to another
AS. If you refer back to Figure 8.10, notice that both AS 100 and AS 300 are stub ASs. AS 100
and AS 300 are single-homed autonomous systems. A single-homed AS is an autonomous sys-
tem that has only one entry and exit point. All single-homed autonomous systems are stub ASs.

BGP synchronization requires that BGP be synchronized with the IGP before any transit
information can be advertised. In other words, the eBGP speaker will wait to hear an advertise-
ment of the route it learned via iBGP from the IGP running in the AS, before advertising the
route to an eBGP neighbor. To better understand this concept, refer to Figure 8.11.

In this example, R1 and R2 are eBGP peers, R2 and R4 are iBGP peers, R4 and RS are eBGP
peers, and R3 is not running BGP. What will happen when R1 sends a packet destined for RS is
that the packet is received by R2, which in turn forwards the packet to R3, because R3 is the IGP
next hop for R2 to reach R4, the BGP next hop. Because R3 is not running BGP and the BGP
routes have not been redistributed into the IGP, R3 doesn’t know how to get to RS5. So R3 will
drop the packet. There are a couple of ways to overcome this:

*  You could redistribute the BGP routes into the IGP. This would seem like the most logical
thing to do. However, redistributing BGP routes into an IGP is not a good idea. In 1994, there
were under 20,000 routes in the Internet’s BGP routing tables. At the start of 20035, there were
over 180,000 routes in the default-free Internet, so an IGP would have a meltdown if required
to carry that many routes. Never mind the continued growth that is expected.
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*  You could run iBGP on R3, which would allow you to disable BGP synchronization. By
doing this, R3 will know that to reach R5 it must forward the packet on to R4, and the route
to RS will not need to be synchronized with the IGP. Being an iBGP speaker in a full-mesh
configuration, R3 would be informed by R4 that R4 is the BGP next hop to RS at the same
time that R2 would learn that fact. Therefore, there is no need to wait for the IGP to learn this.

In general, there are two conditions that would enable synchronization to be turned off, if
either or both are true. The first is that the AS is a stub and carries no transit traffic. The second
is if all routers in the AS speak iBGP and are configured in a TCP full mesh with one another.

Because full-mesh iBGP is highly recommended and often configured, most implementations
of BGP you see in the real world will have BGP synchronization turned off. By default, BGP syn-
chronization is on. In order to turn off BGP synchronization, you need to enter the following
command in router configuration mode:

no synchronization

The information covered in this section should give you a good understanding of how BGP
synchronization occurs. In the next section, we will take a look at the use of route aggregation

in BGP.

TE routers in the AS and configuring a full mesh with no synchronization, because
black holes are still likely to develop due to a discrepancy between BGP-learned
routes and IGP-learned routes. Just because the AS will not advertise these black
holes to neighboring ASs does not mean that their existence is not a problem.

%” Synchronization with a partial mesh is not a substitute for running iBGP on all

FIGURE 8.11 BGP synchronization
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Route Aggregation

Route aggregation, also known as route summarization, is a means by which multiple routes
can be combined into a single route. By utilizing route aggregation, the number of routes in a
routing table will shrink, thus consuming less memory. BGP route aggregation can occur during
phase 3 of the BGP decision process.

There are some rules you must be familiar with concerning BGP route aggregation:

= If routes contain the MED and NEXT_HOP attributes, these attributes must be identical
in order for the routes to be aggregated.

= Paths with different attribute type codes cannot be aggregated together.
= Paths with the same attribute type codes can be aggregated together.

Computing the summary route to use was covered in detail in Chapter 2, “IP Addressing.”
If you need further practice on computing aggregate routes, refer back to Chapter 2. The con-
figuration of aggregate routes is covered later in this chapter. Now that you know what BGP
is and how it functions, you need to understand when to implement BGP and when not to
implement it.

When and When Not to Use BGP

BGP is a very complex routing protocol and doesn’t always need to be implemented in order to
route to different autonomous systems. The use of static and default routes is an alternative
to use in place of BGP. The question is, When should you use BGP and when should you use
static or default routes? The answer to that question: It depends on the scenario. Here are a few
instances when static or default routes could be used instead of BGP:

=  Theroutersin your network don’t have much memory and/or processing power. The number
of routes contained in the Internet is huge. If a router doesn’t have enough memory and/or
processing power, it can cause undue delays in your network.

= Your AS is connected to only one other AS, and you do not need to enforce any policies.

= Your network doesn’t have enough bandwidth to support the amount of traffic that BGP
must pass.

Here are a few instances when you would need to implement BGP:

= When you need to enforce inbound and/or outbound policies on information entering or
leaving your network.

=  When your network has multiple connections to different autonomous systems, and you
want your autonomous system to pass information from one autonomous system to another
autonomous system. In other words, you want your AS to be a transit AS.

*  When connecting different Internet service providers to one another.

These are only a few of the reasons to (or not to) implement BGP. The longer you spend
working with BGP in the real world, the better you will be at spotting when and when not to
use BGP. It’s like anything in life: The more you practice it, the better you will become.
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A tremendous amount of material has been covered so far in this chapter. It is very important
for you to have a good understanding of the operation of BGP before moving on to the config-
uration section of this chapter. If you do not feel comfortable with all of the information cov-
ered so far, stop and review the material. Once you feel comfortable with this information,
move on to the configuration section.

Configuring BGP

In this section, we’re going to take a step-by-step approach to configuring BGP. We will start
off with the minimal information required to configure BGP and move on to more complex con-
figurations.

Minimal BGP Configuration

We are going to start this section with the minimal information needed to configure BGP. Take
a look at Figure 8.12.

FIGURE 8.12 Basic BGPimplementation
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In order to enable BGP on a device, the following command needs to be entered in global
configuration mode:

router bgp autonomous-system-number
autonomous-system-number - the AS number of the local AS.

Now that you know the relevant command, let’s go ahead and enable BGP on each of the
devices in Figure 8.12:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#~Z

R1#

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 200

R2(config-router)#~Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 300

R3(config-router)#~Z

R3#

Now that we have enabled BGP on the router, we need to tell the BGP process which
routers we want to form peer relationships with. It’s important to note that BGP requires
you to manually set who your neighbors will be. This is accomplished through the use of
the following command:

neighbor address remote-as autonomous-system-number
address - the IP address of the remote device.
autonomous-system-number - the AS number of the remote device.

Be aware that because every bidirectional peering requires a complementary
TE neighbor statement on each peer, and because the formula for determining the
number of relationships in a full-mesh environment is n(n-1)/2, the total num-

ber of neighbor commands is twice that, or n(n-1). That can be quite a few
neighbor commands.
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With this in mind, let’s go ahead and set up our peer relationships for each device:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#neighbor 10.10.10.2 remote-as 200
R1(config-router)#~Z

R1#

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 200

R2(config-router)#neighbor 10.10.10.1 remote-as 100
R2(config-router)#neighbor 20.20.20.1 remote-as 300
R2(config-router)#"Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 300

R3(config-router)#neighbor 20.20.20.2 remote-as 200
R3(config-router)#~Z

R3#

That’s all there is to a basic BGP configuration. Now that you have the basics down, we’re
going to incorporate configuring iBGP with eBGP.

iBGP and eBGP Configuration

In this network, we will configure iBGP and eBGP. The loopback address of each router par-
ticipating in iBGP is used in the neighbor statement when referring to the router. The directly
connected interface addresses are used for the eBGP connections.

Using a loopback address for an iBGP session is a good idea. A loopback interface is always
up and will never go down unless administratively shut down. This way, if an iBGP speaker has
more than one path to its iBGP neighbor and one of the paths goes down, the connection will
stay up. The reason the TCP connection stays up is because of the existence of another route to
the same destination. When using loopback interfaces for BGP sessions, the following addi-
tional command needs to be entered in router configuration mode:

neighbor address update-source interface
address - IP address of the remote device.
interface - the interface to use as the source for the BGP session.



Configuring BGP 263

Without this command, the BGP speakers will never become peers with one another.
The reason is because the remote BGP speaker expects to receive the packet from the BGP
speaker’s loopback address, but without the update-source keyword, the BGP packet will
use the address of the outbound interface of the BGP speaker. The remote BGP speaker
will receive the packet and ignore it because that is not the address it is expecting to see.
With the update-source keyword, the packet will contain the address of the loopback
interface and not the outbound interface.

Now that you understand how this works, take a look at Figure 8.13.

We’re now going to do a step-by-step configuration of the network in Figure 8.13. When
configuring this network, we do not want BGP to be synchronized with the IGP. In order to dis-
able synchronization, you will need to enter the command no synchronization on each router
in AS 200. The loopback addresses for routers R2, R3, and R4 are as follows:

R2 Lo0-2.2.2.2
R3 Lo0-3.3.3.3
R4 Lo0-4.4.4.4

FIGURE 8.13 iBGP and eBGP network
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Armed with this information, let’s go ahead and enable BGP on all of the devices and disable
synchronization on the devices that will be running iBGP:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#~Z

R1#

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 200

R2(config-router)#no synchronization

R2(config-router)#~Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#no synchronization

R3(config-router)#~Z

R3#

Ra#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#router bgp 200

R4(config-router)#no synchronization

R4(config-router)#"Z

R4#

R5#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R5(config)#router bgp 300

R5(Cconfig-router)#"Z

R5#

Now that we have BGP enabled, let’s go ahead and assign the neighbors. Don’t forget the
update-source command for the iBGP connections:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#neighbor 10.10.10.2 remote-as 200
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R1(config-router)#~Z
R1#

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 200

R2(config-router)#neighbor 10.10.10.1 remote-as 100
R2(config-router)#neighbor 3.3.3.3 remote-as 200
R2(config-router)#neighbor 4.4.4.4 remote-as 200
R2(config-router)#neighbor 3.3.3.3 update-source Lo0
R2(config-router)#neighbor 4.4.4.4 update-source Lo0O
R2(config-router)#~Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#neighbor 2.2.2.2 remote-as 200
R3(config-router)#neighbor 4.4.4.4 remote-as 200
R3(config-router)#neighbor 2.2.2.2 update-source Lo0O
R3(config-router)#neighbor 4.4.4.4 update-source Lo0O
R3(config-router)#"Z

R3#

Ra#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R4(config)#router bgp 200

R4(config-router)#neighbor 20.20.20.1 remote-as 300
R4(config-router)#neighbor 3.3.3.3 remote-as 200
R4(config-router)#neighbor 2.2.2.2 remote-as 200
R4(config-router)#neighbor 3.3.3.3 update-source Lo0
R4(config-router)#neighbor 2.2.2.2 update-source Lo0
R4(config-router)#°Z

R4#

R5#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R5(config)#router bgp 300

R4(config-router)#neighbor 20.20.20.2 remote-as 200
R5(config-router)#"Z

R5#
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As you can see, the configuration of iBGP compared to eBGP isn’t different. What determines
whether the connection is iBGP or eBGP is whether the remote BGP speaker is in the same AS or not.

eBGP Multihop Configuration

Situations do exist where the remote BGP speaker you are going to communicate with is not

directly connected. When this occurs, it’s known as an eBGP multihop. An eBGP multihop will
occur when the connection to the remote BGP speaker is not a direct connection between the
local BGP speaker’s egress interface and the remote BGP speaker’s ingress interface. There are
a couple of different reasons why this could occur:

= There is another router in between the local BGP speaker and the remote BGP speaker that
cannot run BGP.

*  You are sourcing the BGP connection from a loopback interface on at least one of the BGP
speakers involved.

There is one important item that you must take note of when implementing eBGP multihop.
The two BGP speakers participating must have a route between them. This route can be learned
utilizing one of the different IGPs. The route cannot be a default route. If this route does not
exist, the BGP speakers will never form a peer relationship because they don’t know how to find
each other. In order to configure eBGP multihop, you must enter the following command on
both BGP speakers involved in router configuration mode:

neighbor address ebgp-multihop [tt1]
address - IP address of the remote device.

ttl - an optional parameter that can be set to inform the device the maximum
number of hops away the neighbor is. The default value is 1.

With this in mind, take a look at Figure 8.14.

In this figure, R2 will not be participating in BGP. We will also be using the loopback inter-
faces of R1 and R3 as the address of each BGP speaker. Remember from the previous example,
if loopback interfaces are used, the update-source keyword must also be used. The IP
addresses for R1 and R3 are as follows:

R1 Lo0-1.1.1.1
R3 Lo0-3.3.3.3

For this configuration, we will assume that R1 and R3 know how to reach each other. Let’s
go ahead and enable BGP and set the peers on this network:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#neighbor 3.3.3.3 remote-as 200
R1(config-router)#~Z

R1#
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R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#neighbor 1.1.1.1 remote-as 100
R3(config-router)#~Z

R3#

FIGURE 8.14 eBGP multihop

R2 is not
running BGP.

AS 100

10.10.10.0 /30

This configuration will not work as it is set up currently. We need to set the update source
on R1 and R3. We also need to set up eBGP multihop on each of those devices:

Rl#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#neighbor 3.3.3.3 update-source Lo0O
R1(config-router)#neighbor 3.3.3.3 ebgp-multihop
R1(config-router)#~Z

R1#

R3#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
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R3(config)#router bgp 200
R3(config-router)#neighbor 1.1.1.1 update-source Lo0O
R3(config-router)#neighbor 1.1.1.1 ebgp-multihop
R3(config-router)#"Z

R3#

With the addition of the update-source and ebgp-multihop keywords, this BGP config-
uration will now work. Now that you’ve configured a BGP network, we need to turn our focus
to injecting routes into BGP.

Injecting Routes into BGP

There are a couple of different ways to inject routes into BGP for advertisement:

=  You could redistribute the IGP into BGP. Redistribution is the process of injecting the rout-
ing information known by one routing protocol into another routing protocol.

*  You can manually configure the routes for BGP to advertise.

Each of these ways of injecting routes will work equally successfully. Making the decision
on which form to use depends on the number of routes you want to inject into BGP. If you
want to inject only a few routes into BGP, your best choice would be to manually configure
BGP with the routes to advertise. On the other hand, if you want BGP to advertise numerous
routes contained in your IGP, you need to redistribute the IGP into BGP. The preferred
method of injecting routes into BGP is through manual configuration and not through redis-
tribution. The reason is if you have a route that flaps, that is, appears and then disappears
continuously, routers on the Internet will penalize that route and the route could get damp-
ened or temporarily removed from their routing tables.

Let’s look at how to configure each of these different forms of injecting routes into BGP.

Manually Injecting Routes into BGP

Manually injecting routes into BGP enables you to decide the exact routes you want a BGP
speaker to advertise to its peers. The following command needs to be entered in router config-
uration mode:

network network-address mask subnet-mask
network-address - the address of the network you want to advertise.
subnet-mask - the subnet mask of the network you want to advertise.

Refer to Figure 8.15.

In this scenario, we will configure eBGP between routers R2 and R3. The loopback addresses
of R2 and R3 will be used for the BGP session. R2 and R3 are running an IGP between them
containing only the loopback addresses. R1 and R2 are running an IGP between them. So R2
knows about the Ethernet segment on R1. R1 will not run BGP. We want R2 to advertise its
connection to R1, and we also want R2 to advertise the Ethernet segment on R1 to R3. We want
R3 to advertise its Ethernet segment to R2. At this point, we will go ahead and enable BGP on
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R2 and R3. We will also set the update source and eBGP multihop information on R2 and R3.
R2’s loopback interface number is 0, and the address is 2.2.2.2. R3’s loopback interface number
is 0, and the address is 3.3.3.3:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 100

R2(config-router)#neighbor 3.3.3.3 remote-as 200
R2(config-router)#neighbor 3.3.3.3 update-source Lo0O
R2(config-router)#neighbor 3.3.3.3 ebg-multihop
R2(config-router)#"Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#neighbor 2.2.2.2 remote-as 100
R3(config-router)#neighbor 2.2.2.2 update-source Lo0O
R3(config-router)#neighbor 2.2.2.2 ebg-multihop
R3(config-router)#~Z

R3#

FIGURE 8.15 Manually injecting routes into BGP

AS 100

10.10.10.0 /30

192.168.24.0 /24
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Now that we have BGP running on each device, and they have formed peer relationships
with each other, we will go ahead and inject the routes into BGP:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 100

R2(config-router)#network 10.10.10.0 mask 255.255.255.252
R2(config-router)#network 192.168.24.0 mask 255.255.255.0
R2(config-router)#~Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#network 192.168.100.0 mask 255.255.255.0
R3(config-router)#"Z

R3#

That’s all there is to it. As you can see, manually injecting routes into BGP is not a complicated
task. You must make sure that the route you want to inject into BGP is in the BGP speaker’s routing
table. If the route is not there, BGP will not advertise it. The major drawback with manually injecting
routes into BGP occurs when there are numerous routes you want to inject. You would need to man-
ually enter all of the networks into the BGP configuration, which can become very time-consuming.
The way around that is by using redistribution.

Redistributing Routes into BGP

Redistributing routes into BGP can save you a tremendous amount of time when you need BGP to
advertise numerous routes from your network. In order to configure redistribution into BGP, the fol-
lowing command needs to be entered in router configuration mode:

redistribute protocol process-id
protocol - the routing protocol to redistribute.
process-id - if protocol is IGRP or EIGRP this the AS number.
- if protocol 1is OSPF this is the process-id.
- if protocol 1is RIP or IS-IS the process-id is not needed.

In Figure 8.16, eBGP will need to be configured between routers R2 and R3. R1 will not
have BGP configured. We will use the loopback interfaces on R2 and R3 for the BGP session.
R2’s loopback interface number is 0, and the address is 2.2.2.2. R3’s loopback interface num-
ber is 0, and the address is 3.3.3.3. R1 and R2 are running an EIGRP AS 100 as their IGP. We
will want to redistribute all of the routes R2 knows into BGP. We will also want to redistrib-
ute the Ethernet segment on R3 into BGP. The Ethernet segment on R3 does not have a rout-
ing protocol running.
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FIGURE 8.16 Redistributing routes into BGP

192.168.200.0 /24

10.10.10.0 /30

192.168.24.0 /24

192.168.100.0 /24

In order to redistribute this segment, we will need to use connected as the protocol for
redistribution. This will redistribute all of the connected interfaces on R3 into BGP. With
all of this in mind, let’s enable BGP on R2 and R3 and configure their peer relationships
with each other:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 100

R2(config-router)#neighbor 3.3.3.3 remote-as 200
R2(config-router)#neighbor 3.3.3.3 update-source Lo0
R2(config-router)#neighbor 3.3.3.3 ebg-multihop
R2(config-router)#~Z

R2#

R3#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200
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R3(config-router)#neighbor 2.2.2.2 remote-as 100
R3(config-router)#neighbor 2.2.2.2 update-source Lo0O
R3(config-router)#neighbor 2.2.2.2 ebg-multihop
R3(config-router)#"Z

R3#

We now need to configure redistribution on R2 and R3:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 100

R2(config-router)#redistribute eigrp 100
R2(config-router)#~Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#redistribute connected
R3(config-router)#~Z

R3#

By using the redistribute command, we have injected all of the EIGRP routes that R2
knows about into BGP. We have also injected the connected interface addresses from R3
into BGP. The problem you will encounter by just redistributing routes into BGP is that
there may be some routes you do not want BGP to know about. Filtering could be used to
filter out the routes that you do not want BGP to know about. We cover this concept in
detail in Chapter 9.

You should now have a good understanding of how to configure the basic components of
BGP. We will cover the configurations of the more advanced topics of BGP in Chapter 9. Now
that we have BGP configured, we need to be able to verify that it is working properly and, if any
issues occur, be able to troubleshoot them.

Verifying and Troubleshooting
the Operation of BGP

After configuring BGP, you’re going to have to be able to verify that it is operating properly and,
if it isn’t operating correctly, know how to troubleshoot it.
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Route Information

The first item you will want to check is the router’s routing table to make sure that all the routes
that should appear do appear:

R3#sh ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of Tast resort is not set

R 2.0.0.0/8 [120/1] via 20.20.20.1, 00:00:03, Serial0
3.0.0.0/32 is subnetted, 1 subnets
C 3.3.3.3 1is directly connected, LoopbackO
4.0.0.0/32 is subnetted, 1 subnets
4.4.4.4 [90/2297856] via 30.30.30.2, 00:08:25, Seriall
B 192.168.24.0/24 [20/2172416] via 2.2.2.2, 00:08:25
20.0.0.0/30 is subnetted, 1 subnets

C 20.20.20.0 is directly connected, Serial0
5.0.0.0/32 1is subnetted, 1 subnets
D 5.5.5.5 [90/2809856] via 30.30.30.2, 00:08:25, Seriall

D 192.168.200.0/24 [90/2684416] via 30.30.30.2, 00:08:25, Seriall
40.0.0.0/30 is subnetted, 1 subnets

D 40.40.40.0 [90/2681856] via 30.30.30.2, 00:08:25, Seriall
10.0.0.0/30 is subnetted, 1 subnets
B 10.10.10.0 [20/0] via 2.2.2.2, 00:08:26

192.168.100.0/24 [90/2195456] via 30.30.30.2, 00:08:26, Seriall
30.0.0.0/30 1is subnetted, 1 subnets
C 30.30.30.0 is directly connected, Seriall

In the preceding example, the router has learned two routes from BGP. The way you will
know a route has been learned from BGP is by the code B at the front of the line. The show ip
route command displays only the routes that have been placed in the router’s routing table.

A router could know more BGP routes than the ones in the routing table. For one reason
or another, the routes were not placed in the routing table. Some reasons for this may be a
synchronization issue or a route manipulation issue. If you would like to view all of the routes
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the router has learned from BGP, use the following command (note this output is not from the
same router):

R5#show ip bgp

BGP table version is 3, Tlocal router ID is 5.5.5.5

Status codes: s suppressed, d damped, h history, * valid, > best, i - internal
Origin codes: i - IGP, e - EGP, ? - incomplete

Network Next Hop Metric LocPrf Weight Path
* i3.0.0.0 3.3.3.3 0 100 07?
* i4.0.0.0 3.3.3.3 0 100 07?
* i5.0.0.0 3.3.3.3 0 100 07
* 410.10.10.0/30 2.2.2.2 0 100 0 100 i
* 420.20.20.0/30 2.2.2.2 0 100 0 100 i
* 330.0.0.0 3.3.3.3 0 100 07?
* 140.0.0.0 3.3.3.3 0 100 07?
* 7192.168.24.0 2.2.2.2 2172416 100 0 100 i
*>1192.168.100.0 30.30.30.2 2195456 100 07?
*>7192.168.200.0 30.30.30.2 2684416 100 07?

The show ip bgp command lists all of the routes that a router has learned from BGP. The
* at the beginning of a line informs you that the route is a valid BGP route. If a route has been
placed in the routing table, a > will follow the asterisk. If the route will not appear in the routing
table, nothing appears there. The i indicates that the route was learned via an internal BGP ses-
sion. The network address of the route follows. The Next Hop field is the router ID of the router
that the local router will send packets to in order to reach the destination. If a router doesn’t
have a route to the next-hop address, the route will not be placed in the routing table. The Met-
ric field is the cost associated with a route. The LocPrf field is the local preference of the route.
The default value for this field is 100. The Weight field is the weight of the route and does not
get passed to other routers because it is specific to the local router. The Path field is the auton-
omous systems a route has traversed.

Viewing Neighbor Information

It is important with BGP to know the status of a router’s BGP peering sessions. The following
command gives you a summary of the routers a router is peering with:

R3#show ip bgp summary

BGP_router identifier 3.3.3.3, local AS number 200

BGP table version is 13, main routing table version 13

10 network entries and 10 paths using 1210 bytes of memory
5 BGP path attribute entries using 528 bytes of memory

BGP activity 31/21 prefixes, 34/24 paths
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Neighbor V AS MsgRcvd MsgSent  Tb1Ver InQ OutQ Up/Down State/PfxRcd
2.2.2.2 4 100 114 139 13 0 0 01:05:50 3
4.4.4.4 4 200 108 135 13 0 0 01:05:51 0
5.5.5.5 4 200 111 148 13 0 0 00:42:32 0

As you can tell, there is more information here than just who the router’s peers are. The first line
of output informs you of the router’s BGP identifier and the local AS number. The next line that’s
underlined above tells you how many routes the router has learned from BGP. As for the peer infor-
mation contained, the command will inform you of the BGP identifier of the peer, the negotiated
BGP version between the peers, the autonomous system number of the peer, how many messages
have been sent and received, the BGP table version, how long the connection has been in the current
state, and the state of the connection. Get familiar with using the show ip bgp summary command.
It is a command you will find yourself using time and time again.

If you would like to find out more detailed information about a peer connection, you can use
the show ip bgp neighbors command:

R3#show ip bgp neighbors
BGP neighbor is 2.2.2.2, remote AS 100, external Tink
Index 3, Offset 0, Mask 0x8
BGP version 4, remote router ID 2.2.2.2
BGP state = Established, table version = 13, up for 01:20:55
Last read 00:00:55, hold time is 180, keepalive interval is 60 seconds
Minimum time between advertisement runs is 30 seconds
Received 129 messages, 0 notifications, 0 in queue
Sent 154 messages, 4 notifications, 0 in queue
Prefix advertised 51, suppressed 0, withdrawn 1
Connections established 7; dropped 6
Last reset 01:21:05, due to User reset
3 accepted prefixes consume 96 bytes
0 history paths consume 0 bytes
External BGP neighbor may be up to 255 hops away.
Connection state is ESTAB, I/O status: 1, unread input bytes: 0
Local host: 20.20.20.2, Local port: 179
Foreign host: 2.2.2.2, Foreign port: 11005

Enqueued packets for retransmit: 0, input: 0 mis-ordered: 0 (0 bytes)

Event Timers (current time is O0xBC4458):

Timer Starts Wakeups Next
Retrans 86 0 0x0
TimeWait 0 0 0x0
AckHold 86 42 0x0

SendWnd 0 0 0x0
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KeepAlive 0 0 0x0
GivelUp 0 0 0x0
PmtuAger 0 0 0x0
DeadWait 0 0 0x0

iss: 3793881560 snduna: 3793883310 sndnxt: 3793883310 sndwnd: 16289
irs: 852054893 rcvnxt: 852056670 rcvwnd: 16251 delrcvwnd: 133

SRTT: 300 ms, RTTO: 607 ms, RTV: 3 ms, KRTT: 0 ms
minRTT: 32 ms, maxRTT: 300 ms, ACK hold: 200 ms
Flags: passive open, nagle, gen tcbs

Datagrams (max data segment is 536 bytes):
Rcvd: 134 (out of order: 0), with data: 86, total data bytes: 1776
Sent: 131 (retransmit: 0), with data: 85, total data bytes: 1749

The show ip bgp neighbors command provides you with the same information provided
by the show ip bgp summary command but with more detail about each of the BGP peering
connections.

If you would like to restart a BGP peering session, you can use the clear ip bgp peer-address
command, where the peer-address is the address of the peer you would like to restart the connec-
tion with. You can also use the clear ip bgp autonomous-system-number command, where the
autonomous-system-number is the autonomous system number of the peers that you want to
restart the peering connections with. If you use the clear ip bgp * command, you will restart all
peering connections on the router.

With the show commands covered in this section, you should be able to determine whether BGP
is operating correctly or not. These commands can also aid you in the troubleshooting of BGP. If you
are not able to determine what is causing the issue, you will need to obtain more detailed informa-
tion about the information that is being passed between the BGP peers. That is where the debug
commands come into play.

Debugging BGP Information

Using the debug commands with BGP will provide you with real-time feedback of the BGP

operation. An important item to note is that the debug commands can use a tremendous

amount of the router’s processing power. When using the debug commands, use them wisely.
Below is a list of the possible debug commands for BGP:

R3#debug ip bgp ?
A.B.C.D BGP neighbor address
dampening  BGP dampening

events BGP events
keepalives BGP keepalives
updates BGP updates

<cr>
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We will take a look at each of these commands and what information they can provide.

The debug ip bgp command can be used to view the sending and receiving of OPEN mes-
sages between a local router and the routers that it is trying to peer with. This command can
help you locate a problem in the sending or receiving of an OPEN message:

R3#debug ip bgp

BGP debugging is on

03:53:28: BGP: 2.2.2.2 closing

03:53:28: BGP: 4.4.4.4 closing

03:53:28: BGP: 5.5.5.5 closing

03:53:29: BGP: 2.2.2.2 open active, delay 24384ms

03:53:29: BGP: 4.4.4.4 open active, delay 7660ms

03:53:29: BGP: 5.5.5.5 open active, delay 7192ms

03:53:36: BGP: 5.5.5.5 open active, Tocal address 3.3.3.3
03:53:36: BGP: 5.5.5.5 sending OPEN, version 4

03:53:36: BGP: 5.5.5.5 OPEN rcvd, version 4

03:53:36: BGP: 5.5.5.5 unrecognized OPEN parameter (0x2/0x6)
03:53:36: BGP: 5.5.5.5 unrecognized OPEN parameter (0x2/0x2)
03:53:36: BGP: 5.5.5.5 unrecognized OPEN parameter (0x2/0x2)
03:53:37: BGP: 4.4.4.4 open active, Tocal address 3.3.3.3
03:53:37: BGP: 4.4.4.4 sending OPEN, version 4

03:53:37: BGP: 4.4.4.4 OPEN rcvd, version 4

03:53:53: BGP: 2.2.2.2 open active, local address 3.3.3.3
03:53:53: BGP: 2.2.2.2 open failed: Connection refused by remote host
03:54:10: BGP: 2.2.2.2 passive open

03:54:10: BGP: 2.2.2.2 OPEN rcvd, version 4

03:54:10: BGP: 2.2.2.2 sending OPEN, version 4

The debug ip bgp peer-address updates command is used to view information about the
UPDATE messages being sent between BGP peers. The command lets you view all of the routes
contained in the UPDATE message. This command can aid in locating a route being withdrawn
or added that shouldn’t be. It’s also useful in locating where a route is not being added or with-
drawn that should be:

R3#debug ip bgp 2.2.2.2 updates

BGP updates debugging is on for neighbor 2.2.2.2

03:57:48: BGP: 2.2.2.2 computing updates, neighbor version 0, table
wyversion 14, starting at 0.0.0.0

03:57:48: BGP: 2.2.2.2 send UPDATE 3.0.0.0/8, next 20.20.20.2, metric
=0, path 200

03:57:48: BGP: 2.2.2.2 send UPDATE 4.0.0.0/8 (chgflags: 0x0), next
=20.20.20.2, path (before routemap/aspath update)
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03:57:48: BGP: 2.2.2.2 send UPDATE 5.0.0.0/8 (chgflags: 0x0), next
=20.20.20.2, path (before routemap/aspath update)

03:57:48: BGP: 2.2.2.2 send UPDATE 30.0.0.0/8 (chgflags: 0x0), next
=20.20.20.2, path (before routemap/aspath update)

03:57:48: BGP: 2.2.2.2 send UPDATE 40.0.0.0/8 (chgflags: 0x0), next
=20.20.20.2, path (before routemap/aspath update)

03:57:48: BGP: 2.2.2.2 send UPDATE 192.168.100.0/24, next 20.20.20.2,
wmetric 2195456, path 200

03:57:48: BGP: 2.2.2.2 send UPDATE 192.168.200.0/24, next 20.20.20.2,
wmetric 2684416, path 200

03:57:48: BGP: 2.2.2.2 3 updates enqueued (average=54, maximum=58)

03:57:48: BGP: 2.2.2.2 update run completed, ran for 40ms, neighbor
wyversion 0, start version 14, throttled to 14, check point net 0.0.0.0

03:57:48: BGP: 2.2.2.2 rcv UPDATE w/ attr: nexthop 2.2.2.2, origin i,
wmetric 2172416, path 100

03:57:48: BGP: 2.2.2.2 rcv UPDATE about 192.168.24.0/24

03:57:48: BGP: 2.2.2.2 rcv UPDATE w/ attr: nexthop 2.2.2.2, origin i,
wmetric 0, path 100

03:57:48: BGP: 2.2.2.2 rcv UPDATE about 10.10.10.0/30

03:57:48: BGP: 2.2.2.2 rcv UPDATE about 20.20.20.0/30

The debug ip bgp dampening command is used to display information about routes being
dampened. This command can aid in locating a routing loop.

To view the state transitions of routers attempting to become BGP peers, use the debug ip bgp
events command. This command can be useful in locating an attempted peering session that is
stuck in a state or oscillating between states:

R3#debug ip bgp events
BGP events debugging 1is on
04:02:56: BGP: 2.2.2.2 went from Active to Idle

04:02:56: BGP: 2.2.2.2 went from Idle to Connect

04:02:56: BGP: 2.2.2.2 went from Connect to OpenSent

04:02:56: BGP: 2.2.2.2 went from OpenSent to OpenConfirm

04:02:57: BGP: 2.2.2.2 went from OpenConfirm to Established
04:02:57: BGP: 2.2.2.2 computing updates, neighbor version 0, table

wmyversion 26, starting at 0.0.0.0

04:02:57: BGP: 2.2.2.2 update run completed, ran for 4ms, neighbor version 0,
= start version 26, throttled to 26, check point net 0.0.0.0

04:02:58: BGP: 4.4.4.4 computing updates, neighbor version 26, table
wyversion 29, starting at 0.0.0.0

04:02:58: BGP: 4.4.4.4 update run completed, ran for Oms, neighbor version 26,
wstart version 29, throttled to 29, check point net 0.0.0.0
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04:02:58: BGP: 5.5.5.5 computing updates, neighbor version 26, table
wyversion 29, starting at 0.0.0.0

04:02:58: BGP: 5.5.5.5 update run completed, ran for 4ms, neighbor version 26,
wstart version 29, throttled to 29, check point net 0.0.0.0

If you would like to view the KEEPALIVE messages a router is sending and receiving, you
can use the debug ip bgp keepalives command. This command can help you locate a con-
nection where the potential peer is encountering communication problems:

R3#debug ip bgp keepalives
BGP keepalives debugging is on
04:06:44: BGP: 5.5.5.5 sending KEEPALIVE

04:06:44: BGP: 5.5.5.5 KEEPALIVE rcvd
04:06:44: BGP: 5.5.5.5 sending KEEPALIVE
04:06:44: BGP: 5.5.5.5 KEEPALIVE rcvd
04:06:45: BGP: 4.4.4.4 sending KEEPALIVE
04:06:46: BGP: 4.4.4.4 KEEPALIVE rcvd
04:06:46: BGP: 4.4.4.4 sending KEEPALIVE
04:06:46: BGP: 4.4.4.4 KEEPALIVE rcvd
04:07:25: BGP: 2.2.2.2 sending KEEPALIVE
04:07:26: BGP: 2.2.2.2 KEEPALIVE rcvd
04:07:26: BGP: 2.2.2.2 sending KEEPALIVE
04:07:26: BGP: 2.2.2.2 KEEPALIVE rcvd

The debug ip bgp updates command provides you with information on all UPDATE mes-
sages your router is sending and receiving. With this command, you are able to view all of the
BGP routes that are being added or withdrawn:

R3#debug 1ip bgp updates

BGP updates debugging is on

04:08:33: BGP: 5.5.5.5 computing updates, neighbor version 0, table version 8,
wstarting at 0.0.0.0

04:08:33: BGP: 5.5.5.5 send UPDATE 3.0.0.0/8, next 3.3.3.3, metric 0, path

04:08:33: BGP: 5.5.5.5 send UPDATE 4.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:33: BGP: 5.5.5.5 send UPDATE 5.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:33: BGP: 5.5.5.5 send UPDATE 30.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:33: BGP: 5.5.5.5 send UPDATE 40.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:33: BGP: 5.5.5.5 NEXT_HOP part 1 net 192.168.100.0/24, next 30.30.30.2

04:08:33: BGP: 5.5.5.5 send UPDATE 192.168.100.0/24, next 30.30.30.2,
wmetric 219 5456, path



280 Chapter 8 - Border Gateway Protocol

04:08:33: BGP: 5.5.5.5 NEXT_HOP part 1 net 192.168.200.0/24, next 30.30.30.2

04:08:33: BGP: 5.5.5.5 send UPDATE 192.168.200.0/24, next 30.30.30.2,
wmetric 268 4416, path

04:08:33: BGP: 5.5.5.5 3 updates enqueued (average=57, maximum=61)

04:08:33: BGP: 5.5.5.5 update run completed, ran for 44ms, neighbor version 0,
wstart version 8, throttled to 8, check point net 0.0.0.0

04:08:34: BGP: 4.4.4.4 computing updates, neighbor version 0, table version 8,
wstarting at 0.0.0.0

04:08:34: BGP: 4.4.4.4 send UPDATE 3.0.0.0/8, next 3.3.3.3, metric 0, path

04:08:34: BGP: 4.4.4.4 send UPDATE 4.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:34: BGP: 4.4.4.4 send UPDATE 5.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:34: BGP: 4.4.4.4 send UPDATE 30.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:34: BGP: 4.4.4.4 send UPDATE 40.0.0.0/8 (chgflags: 0x8), next 3.3.3.3,
wpath (before routemap/aspath update)

04:08:34: BGP: 4.4.4.4 NEXT_HOP part 1 net 192.168.100.0/24, next 30.30.30.2

04:08:34: BGP: 4.4.4.4 send UPDATE 192.168.100.0/24, next 30.30.30.2,
wmetric 219 5456, path

04:08:34: BGP: 4.4.4.4 NEXT_HOP part 1 net 192.168.200.0/24, next 30.30.30.2

04:08:34: BGP: 4.4.4.4 send UPDATE 192.168.200.0/24, next 30.30.30.2,
wmetric 268 4416, path

04:08:34: BGP: 4.4.4.4 3 updates enqueued (average=57, maximum=61)

04:08:34: BGP: 4.4.4.4 update run completed, ran for 48ms, neighbor version 0,
wstart version 8, throttled to 8, check point net 0.0.0.0

Don’t forget that once you have issued a debug command, you need to enter the undebug
all or no debug all command to turn off debugging. In order to become familiar with the
debug commands, I suggest setting up a lab environment where you can practice them. Do not
attempt to practice debug commands in a live environment. The use of debug commands in a
live environment can cause processing issues with a router. You should use them for trouble-
shooting in a live environment only once you have sufficient experience in a lab.

Summary

We have covered a tremendous amount of material in this chapter. BGP is an Exterior Gateway
Protocol. This means that BGP is used to route between different autonomous systems. The
Internet relies heavily on BGP.
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BGP utilizes the TCP protocol and runs over port 179. Because BGP uses TCP, its traffic is
transmitted reliably. All iBGP devices must have a logical TCP connection with one another,
forming a full mesh, in order for BGP to operate smoothly.

When a BGP route is received, it is placed into the Adj-RIBs-In. From here, it is then run through
the inbound policy engine. The inbound policy engine is where BGP policies can be implemented on
incoming routes. Next, the route is run through the decision process. The decision process deter-
mines whether a route will be placed into the BGP routing table. After routes have been placed into
routing table, they are then run through the outbound policy engine. The outbound policy engine is
where BGP policies can be implemented on outbound routes. Once the outbound routes are run
through the outbound policy engine, they are then placed into the Adj-RIBs-Out.

Simple BGP configuration is not too difficult. You need to determine the autonomous system
number to use. If you’re doing this in the real world, the autonomous system number will be
assigned to you by ARIN, or you can use a private AS. Next, you need to enable BGP and con-
figure your iBGP neighbors. Remember that iBGP neighbors should be fully meshed. Finally,
you need to configure your eBGP neighbors.

BGP is a very complex routing protocol and should not be taken lightly. We have covered only
what is needed to configure a basic BGP network. Chapter 9 expands on the information con-
tained in this chapter and introduces you to the more advanced topics of BGP. If you do not have
a good understanding of BGP at this point, you need to stop and revisit the information contained
in this chapter. Having a good understanding of the operation of BGP and how to configure basic
BGP networks is essential to the understanding of the material that will be covered in Chapter 9.

Exam Essentials

Know the different message types. You need to be able to list the four different message types
utilized by BGP. BGP uses the OPEN, UPDATE, NOTIFICATION, and KEEPALIVE messages.
The OPEN message is the first type of message sent after a TCP session has been formed. When
the OPEN message is accepted, a KEEPALIVE message confirming the OPEN message is
returned. After the KEEPALIVE is sent to confirm the OPEN message, incremental UPDATE
messages, NOTIFICATION messages, and KEEPALIVE messages will be exchanged between
the BGP peers.

Know the different attribute type codes. Well-known attributes must be supported by all
BGP implementations, whereas optional attributes do not have to be supported by all BGP
implementations. Mandatory attributes must be present in all UPDATE messages, whereas dis-
cretionary attributes do not need to be present in UPDATE messages. If an attribute is transitive,
itis passed along, even if a BGP speaker doesn’t recognize it. If an attribute is non-transitive and
a BGP speaker doesn’t recognize it, the attribute is not passed along.

Explain the difference between iBGP and eBGP. iBGP is used for routing within an autono-
mous system. All devices within an autonomous system speaking iBGP should be fully meshed
or using one of the alternatives to a full-mesh configuration discussed in Chapter 9. eBGP is used
to provide routing between different autonomous systems.
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Understand BGP synchronization. BGP synchronization requires that a route be present in the
eBGP router’s IGP routing table before it will be advertised to an eBGP peer. Synchronization
ensures that a destination can be reached through IGP routing, in case there isn’t full iBGP inter-
connectivity in the AS. If all of the devices within an autonomous system are running iBGP and
are configured as a full mesh, synchronization can be disabled. Synchronization with a partial
mesh is not a substitute for a full-mesh iBGP network with no synchronization, because black
holes are still likely to develop. Just because the AS will not advertise these black holes to neigh-
boring ASs does not mean that their existence is not a problem.

Know how to configure BGP. Basic BGP configuration is relatively simple. All you need to do
is enable BGP on a device and specify who your neighbors will be. Remember that all iBGP peers
should be fully meshed unless you are using an alternative.
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Chapter 8, “Border Gateway Protocol,” introduced you to BGP
and how to configure a basic BGP network. This chapter builds
on what you learned in that chapter.

In this chapter, we will address the scalability issues associated with internal BGP. You will
learn the BGP technologies available to overcome the limitations of internal BGP. We will also
delve more deeply into the creation and enforcement of BGP policies.

By the end of this chapter, you should have the necessary knowledge and tools to begin
practicing the implementation of more advanced BGP networks. We will begin this chapter
with a look at the scalability limitations of internal BGP and what is available to overcome
these limitations.

Overcoming Scalability
Limitations of iBGP

As a network grows in size, iBGP can cause scalability issues. The main issue of concern is fully
meshing BGP inside an AS. iBGP devices will not advertise a route they have learned from an
iBGP neighbor to another iBGP neighbor, which is why iBGP requires a fully meshed network.
In small networks, this doesn’t cause any scalability issues, but as a network grows into a large
network, scalability can become a real problem. The reason fully meshing an iBGP network
causes a problem is the number of sessions needed to fully mesh the network.

Think of it like this: For 7 BGP speakers, the number of sessions needed would be (7 — 1)/2.
For a network with only four BGP speakers, you would need only six sessions. That’s not too bad,
but if you double the number of BGP speakers, you would need 28 sessions, and if you double that
number of BGP speakers, you would need 120 sessions. As you can see, the more BGP speakers
that are added, the harder it becomes to manage the number of sessions required. Not only that,
but to establish 72(n — 1)/2 sessions, you must enter twice as many configuration commands (one
at each of the two ends of the session), or n(nz — 1).

There are a couple of alternatives to fully meshed iBGP networks in use today:

= Route reflection
= Confederations

Each of these alternatives can be used by itself or together to overcome the iBGP scalability issue.
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Route Reflection

Route reflection was first defined in RFC 1966 and was later revised by RFC 2796. Route reflec-
tion allows a BGP speaker—known as a route reflector—to advertise iBGP-learned routes to
certain other iBGP peers. This overcomes the limitation of a BGP speaker’s not being able to re-
advertise iBGP learned routes to other iBGP peers, alleviating the need for a fully meshed iBGP
network. Before we dive too deeply into route reflection, there are some basic terms you need
to understand:

= Route reflection is the operation of a BGP speaker advertising an iBGP-learned route to
other iBGP peers.

= Route reflector is the BGP speaker that advertises the iBGP-learned route to other iBGP
peers.

= Reflected route is a route that has been through the route reflection operation.

= Client peers are BGP speakers, which will receive reflected routes from a route reflector and
participate in that route reflector’s cluster.

= Non-client peer is a BGP speaker that must be fully meshed and doesn’t participate in a
route reflector’s cluster.

= Cluster is a route reflector and all of its client peers.
There are three specific criteria set forth that route reflection needs to meet.
Simplicity An alternative to fully meshed iBGP must be simple to understand and configure.

Easy transition When transitioning from a fully meshed iBGP network, the alternative must
not cause a change to the topology or AS. This allows for easy migration from fully meshed
iBGP to route reflection.

Compatibility A non-compliant BGP peer must continue to participate in the AS without any
loss of BGP routing information.

In order to fully understand route reflection, we must revisit what happens to an iBGP net-
work that is not fully meshed. Refer to Figure 9.1.
In this example, the following is what happens when a route is learned by R2 from R1:

R1 sends the route to R2.
R2 receives the route and stores it locally.
R2 sends the route to R3.

R3 receives the route and stores it locally.

SO

R4 never learns the new route.

This same scenario would hold true if a route was sent from R5 to R4. In this case, R2 would
never learn the route. That is why iBGP requires a full mesh—so that R4 would advertise R5’s routes
to both R3 and R2, in which case, all iBGP speakers synchronize on this same route information. We
will now look at how route reflection overcomes this limitation in the same type of scenario.
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FIGURE 9.1 Non-fully meshed iBGP

The following list describes the three distinct cases that a route reflector may be called upon
to handle. Each case describes what the route reflector will do in response:

= Reflector receives a route from a non-client iBGP peer.

The route reflector would reflect to all clients. This behavior intentionally violates the nor-
mal iBGP behavior, which would be to not advertise the route to any iBGP peers.

= Reflector receives a route from a client peer.

The route reflector would reflect to all non-client peers and also to the client peers other
than the originator. Hence, the client peers are not required to be fully meshed. iBGP traffic
from a client to the reflector is treated the same as eBGP traffic would be.

*  Route from an eBGP peer.

The route reflector would send the update to all client and non-client peers. This behavior
is no different from behavior in a non-reflection environment.

Figure 9.2 depicts the use of route reflectors. When a route is sent from R1 to R2, the
sequence of events that will occur is as follows:

R1 sends the route to R2.
R2 receives the route and stores it locally.
R2 sends the route to R3.
R3 receives the route and stores it locally.

R3 reflects the route to R4.

S o

R4 receives the route and stores it locally.

Depending on the policies in place for the AS, R4 could have sent the route to RS.
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FIGURE 9.2 Route reflection
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There is one major disadvantage with route reflection. Using route reflectors instead of a
fully meshed iBGP can create single points of failure. A single point of failure is a point that if
it fails will cause all information for the devices below it not to reach them. A route reflector can
be a single point of failure.

To overcome this limitation, you can implement multiple reflectors in the same cluster.
Implementing redundant route reflectors for a cluster will eliminate the single point of failure.
Both route reflectors will reflect routes to all of the clients in the cluster, to each other, and
to all other iBGP peers. When one route reflector in a cluster receives a route from another
route reflector in the same cluster, it will ignore the route. This is accomplished by assigning
all route reflectors in the same cluster the same cluster ID. That way, when a route reflector
receives a route from a route reflector with the same cluster ID, it knows to ignore the route.
This aids in avoiding routing loops. If you don’t configure the cluster ID, the route reflector’s
router ID will be used. This is fine in most cases, except when multiple route reflectors are part
of the same cluster. In this case, not setting the cluster ID can cause routing loops. For best
practices, you should always configure a cluster ID.

Route reflectors can help in maintaining the scalability of iBGP. The next section takes a look
at how to configure iBGP for route reflection.
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Configuring Route Reflection for iBGP

In this section, you will learn to configure basic route reflection. After that, we will turn our
focus to multiple route reflectors within a single cluster.

Basic route reflection configuration is pretty simple. You need to decide what device will
be the route reflector, and then you need to set up the iBGP connections appropriately. The
configuration for setting up route reflection occurs on the route reflector. The client needs no
special configuration, nor does it realize anything different is taking place, nor does it behave
any differently. The following additional command is the only command that is needed to
configure a route reflector:

neighbor peer-address route-reflector-client
peer-address - the IP address of the BGP speaker you want to peer with.

The neighbor peer_address route-reflector-client command needs to be entered for
each peer that you want to become a client of this route reflector and receive other iBGP orig-
inated routes.

Let’s implement what we have just learned. Refer to Figure 9.3.

We will use R1 as the route reflector, and the client peers will be R2, R3, and R4. When con-
figuring iBGP, use the loopback interface address of each device for the BGP session and turn
off synchronization. The loopback interface information is as follows:

R1 Lo0-1.1.1.1
R2 Lo0-2.2.2.2
R3 Lo0-3.3.3.3

R4 Lo0-4.4.4.4

FIGURE 9.3 Basic route reflection
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The first task is to configure iBGP on each of the routers:

R1l#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#no synchronization
R1(config-router)#neighbor 2.2.2.2 remote-as 100
R1(config-router)#neighbor 2.2.2.2 update-source Lo0O
R1(config-router)#neighbor 3.3.3.3 remote-as 100
R1(config-router)#neighbor 3.3.3.3 update-source Lo0O
R1(config-router)#neighbor 4.4.4.4 remote-as 100
R1(config-router)#neighbor 4.4.4.4 update-source Lo0
R1(config-router)#~Z

R1#

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 100

R2(config-router)#no synchronization
R2(config-router)#neighbor 1.1.1.1 remote-as 100
R2(config-router)#neighbor 1.1.1.1 update-source Lo0
R2(config-router)#°Z

R2#

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 100

R3(config-router)#no synchronization
R3(config-router)#neighbor 1.1.1.1 remote-as 100
R3(config-router)#neighbor 1.1.1.1 update-source Lo0
R3(config-router)#~Z

R3#

R4#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#router bgp 100

R4(config-router)#no synchronization
R4(config-router)#neighbor 1.1.1.1 remote-as 100
R4(config-router)#neighbor 1.1.1.1 update-source Lo0
R4(config-router)#°Z

R4#

289
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At this point, this network will not work. We need to configure the route reflector:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#neighbor 2.2.2.2 route-reflector-client
R1(config-router)#neighbor 3.3.3.3 route-reflector-client
R1(config-router)#neighbor 4.4.4.4 route-reflector-client
R1(config-router)#"Z

R1#

That’s all there is to configuring basic iBGP route reflection. It’s important to note that addi-
tional configuration takes place only on the server. The client’s configuration actually tends to
undergo a reduction in its configuration, because neighbor statements to other clients in the
cluster are no longer used. When configuring multiple route reflectors in a cluster, we need to
assign each of the route reflectors the cluster ID for the cluster. The cluster ID can be assigned
by issuing the following command in router configuration mode:

bgp cluster-id cluster-ID
cluster-ID - The ID for the cluster.

We’re now going to implement a cluster with multiple route reflectors. Refer to Figure 9.4.

FIGURE 9.4 Multiple route reflector cluster

We will use R1 and R2 as the route reflectors, and the client peers will be R3, R4, and R35.
Each of the route reflectors needs a peering session with each of the clients. The cluster ID we
will use is 1. When configuring iBGP, use the loopback interface address of each device for the
BGP session and turn off synchronization. The loopback interface information is as follows:

R1 Lo0-1.1.1.1

R2 Lo0-2.2.2.2
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R3 Lo0-3.3.3.3
R4 Lo0-4.4.4.4
R5 Lo0-5.5.5.5

The first task is to configure iBGP on each of the routers:

R1l#conf t

Enter configuration commands, one per Tine. End with
R1(config)#router bgp 100

R1(config-router)#no synchronization
R1(config-router)#neighbor 2.2.2.2 remote-as 100
R1(config-router)#neighbor update-source Lo0
R1(config-router)#neighbor remote-as 100
R1(config-router)#neighbor update-source Lo0
R1(config-router)#neighbor
R1(config-router)#neighbor
R1(config-router)#neighbor
R1(config-router)#neighbor
R1(config-router)#~Z

R1#

remote-as 100
update-source Lo0
remote-as 100
update-source Lo0O
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R2#conf t

Enter configuration commands, one per Tline. End with
R2(config)#router bgp 100

R2(config-router)#no synchronization
R2(config-router)#neighbor 1.1.1.1 remote-as 100
R2(config-router)#neighbor update-source Lo0
R2(config-router)#neighbor remote-as 100
R2(config-router)#neighbor update-source Lo0O
R2(config-router)#neighbor remote-as 100
R2(config-router)#neighbor update-source Lo0
R2(config-router)#neighbor remote-as 100
R2(config-router)#neighbor update-source Lo0
R2(config-router)#~Z

R2#
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R3#conf t

Enter configuration commands, one per line. End with
R3(config)#router bgp 100

R3(config-router)#no synchronization
R3(config-router)#neighbor 1.1.1.1 remote-as 100
R3(config-router)#neighbor 1.1.1.1 update-source Lo0

CNTL/Z.

CNTL/Z.

CNTL/Z.
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R3(config-router)#neighbor 2.2.2.2 remote-as 100
R3(config-router)#neighbor 2.2.2.2 update-source Lo0O
R3(config-router)#~Z

R3#

Ra#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#router bgp 100

R4(config-router)#no synchronization
R4(config-router)#neighbor 1.1.1.1 remote-as 100
R4(config-router)#neighbor 1.1.1.1 update-source Lo0O
R4(config-router)#neighbor 2.2.2.2 remote-as 100
R4(config-router)#neighbor 2.2.2.2 update-source Lo0
R4(config-router)#°Z

R4#

R5#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R5(config)#router bgp 100

R5(Cconfig-router)#no synchronization
R5(Cconfig-router)#neighbor 1.1.1.1 remote-as 100
R5(Cconfig-router)#neighbor 1.1.1.1 update-source Lo0
R5(Cconfig-router)#neighbor 2.2.2.2 remote-as 100
R5(Cconfig-router)#neighbor 2.2.2.2 update-source Lo0O
R5(Cconfig-router)#~Z

R5#

The route reflectors with the appropriate cluster ID need to be configured:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#bgp cluster-id 1
R1(config-router)#neighbor 3.3.3.3 route-reflector-client
R1(config-router)#neighbor 4.4.4.4 route-reflector-client
R1(config-router)#neighbor 5.5.5.5 route-reflector-client
R1(config-router)#~Z

R1#

R2#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
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R2(config)#router bgp 100

R2(config-router)#bgp cluster-id 1
R2(config-router)#neighbor 3.3.3.3 route-reflector-client
R2(config-router)#neighbor 4.4.4.4 route-reflector-client
R2(config-router)#neighbor 5.5.5.5 route-reflector-client
R2(config-router)#~Z

R2#

That’s all there is to route reflectors. They are not the hardest technology to implement, but
they can save you a tremendous amount of time when configuring a large iBGP network, not
to mention reducing the amount of network traffic, memory, and processor overhead needed
for BGP.

Let’s turn our focus to the other alternative to a fully meshed iBGP network: confederations.

Confederations

Confederations were initially laid out in RFC 1965, which was later made obsolete by
RFC 3065. Confederations allow you to break one autonomous system into multiple mini-
autonomous systems. Think of it this way: [ have one AS for all of Texas. I decide that the
number of iBGP connections needed for this region is going to be tremendous. So I decide to
segment the AS into major city locations. I would create a mini-AS each for Dallas, Austin,
and Houston. These three areas will consider each of the others to be a different autonomous
system, even though they are part of the same AS. Any AS external to the AS for Texas will
not even know that the Texas AS has been segmented into mini-autonomous systems. This
allows iBGP to run only within each mini-AS. The sessions between the mini-autonomous sys-
tems will be eBGP sessions. The outside world knows about only the AS for Texas.

This allows the administrator to cut down on the number of iBGP connections within the AS
and, if need be, administer policies between the mini-autonomous systems. Before we get too
deep into confederations, there are a few terms that should first be explained:

= AS confederation is a collection of autonomous systems that appear to the outside world
as one autonomous system.

= AS confederation identifier (ID) is an AS number that represents the confederation as a
whole and is advertised to other autonomous systems.

= Member-AS is an AS that is contained within the confederation.
= Member-AS number is an AS number that represents the particular member-AS.
= Mini-AS is also known as the member-AS.

= Private AS is an AS number that should not be advertised to the outside world. The AS
numbers reserved for private autonomous systems are 64512 to 65534, with 65535 the
absolute last AS value being officially reserved and not part of the private AS space.

= Public AS is an AS number that must be assigned. The public AS number range is 1 to
64,511 and is assigned by ARIN.
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When implementing confederations, it’s important to note that all BGP speakers participat-
ing in a mini-AS must be fully meshed for iBGP. In other words, the rules that apply for iBGP
within a normal AS still apply to the mini-AS. This means that routing within the mini-AS will
perform the same as iBGP routing in a normal AS. So we could use route reflectors within the
mini-AS to further reduce the full-mesh issue. The NEXT_HOP, MED, and LOCAL_PREF
attributes will be retained when crossing mini-AS boundaries.

Figure 9.5 depicts the use of confederations. The following is the sequence of events that
occur when a route is sent from R1 to R2:

1. R1 sends the route to R2. R1 knows only about AS 200; it doesn’t know about the mini-ASs.
R2 receives the route from R2 and stores it locally.
R2 sends the route to its iBGP peers, R3 and R4.

R3 and R4 receive the route and store it locally.

o~ 0N

R4 sends the route to RS. This is an eBGP session. RS will see the route as coming from the
mini-AS.

RS receives the route and stores it locally.
RS sends the route to iBGP peers, R6 and R7.

R6 and R7 receive the route and store it locally.

© ® N o

R7 sends the route to R8. This is an eBGP session. R8 sees the route as coming from AS 200.
R8 does not know anything about the mini-ASs.

FIGURE 9.5 Confederation
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How is this able to happen? When confederations were developed, two new AS_PATH seg-

ment types were also created (you may remember the segment types of AS_SEQUENCE and
AS_SET from the AS_PATH attribute discussion in Chapter 8):

AS_CONFED_SEQUENCE is an ordered set of member-AS numbers in the local confed-
eration that the UPDATE message has traversed. This is an AS_PATH segment Type 3.

AS_CONFED_SET is an unordered set of member-AS numbers in the local confederation
that the UPDATE message has traversed. This is an AS_PATH segment Type 4.

To understand how this works, refer back to Figure 9.5. We will take a step-by-step look at

what happens to the AS_PATH as it traverses the confederation.

1
2
3
4.
5
6
7

10.
1.
12.
13.
14.

15.

16.

17.

R2 receives the route from R1.

R2 does nothing to the AS_PATH, because it doesn’t have any eBGP peers to send the route to.
R2 sends the route to both of its iBGP peers in the member-AS.

R3 and R4 receive the route from R2.

R3 does nothing to the AS_PATH because it doesn’t have any eBGP peers to send the route to.
R4 checks to see if its eBGP peer is part of the same confederation. In this case, it is.

R4 then checks the AS_PATH to see if the first segment is of type AS_CONFED_SEQUENCE.
In this case, it is not. So R4 appends an AS_CONFED_SEQUENCE type with its member-AS
number. If the first segment had been of type AS_CONFED_SEQUENCE, R4 would have just
added its member-AS number to the sequence.

R4 sends the route to RS.

RS receives the route from R4.

RS does nothing to the AS_PATH, because it doesn’t have any eBGP peers to send the route to.
RS sends the route to its iBGP peers.

R6 and R7 receive the route from RS5.

R6 does nothing to the AS_PATH, because it doesn’t have any eBGP peers to send the route to.

R7 checks to see if its eBGP peer is part of the same confederation. In this case, it is not part
of the same confederation.

R7 removes the segment of type AS_CONFED_SEQUENCE from the AS_PATH. R7 then
adds the confederation ID to the end of the AS_SEQUENCE. If an AS_SEQUENCE had not
existed, R7 would have added a segment of type AS_SEQUENCE to the AS_PATH, includ-
ing its own confederation ID.

R7 sends the route to RS.

R8 receives the packet. When R8 looks at the AS_PATH, it never sees the member-AS numbers
because the AS_CONFED_SEQUENCE was removed from the AS_PATH by R7. R8 sees the
confederation ID, which is understood to be the neighboring non-confederation AS, in the
AS_SEQUENCE segment.

That’s really all there is to the operation of confederations. With all this information in hand,

we can start to configure confederations.
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Configuring Confederations

When configuring confederations, you first need to enable BGP on the devices. The router
bgp member-AS-number command will accomplish this. After BGP has been enabled, you
will be required to configure all BGP speakers participating in the confederation with the con-
federation ID. The following command can be used in router configuration mode for BGP to
accomplish this:

bgp confederation identifier confederation-ID
confederation-ID - the AS number you want advertised to all BGP peers
outside of the confederation.

After successfully configuring the confederation ID on all BGP speakers participating in the
confederation, you need to specify on each of these BGP speakers what the member-AS numbers
are to all member-ASs in the confederation. This is done so the BGP speaker can determine
whether its BGP peer is part of the confederation. The following command needs to be entered
in router configuration mode:

bgp confederation peers AS-number [..AS-number]
AS-number [..AS-number] - all of the member-AS numbers of all of the
member-ASes participating in the confederation. This does not include
the local member-AS the BGP speaker 1is part of.

This command, along with the normal commands used to configure BGP, is all that’s needed
to configure confederations. There are a couple of rules you need to keep in mind when config-
uring confederations:

= When configuring neighbor statements for BGP peers in the confederation, use their
respective member-AS numbers.

*  When configuring a BGP speaker in a neighboring AS to a peer with a BGP speaker in the
confederation, use the confederation ID in the neighbor statement.

= When enabling BGP on a BGP speaker in a member-AS, use the member-AS number.

We will configure the BGP network depicted in Figure 9.6. You need to use the loopback
interfaces of all routers for the BGP sessions. You do not need to take care of the IGP. We will
assume it is already configured correctly and includes the loopback interfaces:

R1Lo0-1.1.1.1
R2 Lo0-2.2.2.2
R3 Lo0-3.3.3.3
R4 Lo0-4.4.4.4
R5 Lo0-5.5.5.5
R6 Lo0-6.6.6.6
R7 Lo0-7.7.7.7
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FIGURE 9.6 Configuring confederations
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We will start by configuring the member-AS 65000:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 65000

R2(config-router)#no synchronization
R2(config-router)#bgp confederation identifier 200
R2(config-router)#bgp confederation peers 65001
R2(config-router)#neighbor 3.3.3.3 remote-as 65000
R2(config-router)#neighbor 3.3.3.3 update-source Lo0O
R2(config-router)#neighbor 4.4.4.4 remote-as 65000
R2(config-router)#neighbor 4.4.4.4 update-source LoO
R2(config-router)#"Z

R2#

R3#conf t
Enter configuration commands, one per Tline. End with CNTL/Z.
R3(config)#router bgp 65000
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R3(config-router)#no synchronization
R3(config-router)#bgp confederation identifier 200
R3(config-router)#bgp confederation peers 65001
R3(config-router)#neighbor 2.2.2.2 remote-as 65000
R3(config-router)#neighbor 2.2.2.2 update-source Lo0O
R3(config-router)#neighbor 4.4.4.4 remote-as 65000
R3(config-router)#neighbor 4.4.4.4 update-source Lo0
R3(config-router)#°Z

R3#

Ra#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#router bgp 65000

R4(config-router)#no synchronization
R4(config-router)#bgp confederation identifier 200
R4(config-router)#bgp confederation peers 65001
R4(config-router)#neighbor 2.2.2.2 remote-as 65000
R4(config-router)#neighbor 2.2.2.2 update-source Lo0O
R4(config-router)#neighbor 3.3.3.3 remote-as 65000
R4(config-router)#neighbor 3.3.3.3 update-source Lo0O
R4(config-router)#°Z

R4#

Now that we have iBGP configured for member-AS 65000, let’s go ahead and configure
iBGP for member-AS 65001:

R5#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R5(config)#router bgp 65001

R5(Cconfig-router)#no synchronization

R5(Cconfig-router)#bgp confederation identifier 200
R5(Cconfig-router)#bgp confederation peers 65000
R5(config-router)#neighbor 6.6.6.6 remote-as 65001
R5(Cconfig-router)#neighbor 6.6.6.6 update-source Lo0O
R5(config-router)#"Z

R5#

R6#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R6(config)#router bgp 65001

R6(config-router)#no synchronization

R6(config-router)#bgp confederation identifier 200
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R6(config-router)#bgp confederation peers 65000
R6(config-router)#neighbor 5.5.5.5 remote-as 65001
R6(config-router)#neighbor 5.5.5.5 update-source Lo0O
R6(config-router)#"Z

R6#

At this point, we have iBGP configured for each of the member-ASs in AS 200. We now need
to configure eBGP between the two:

R4#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#router bgp 65000

R4(config-router)#neighbor 5.5.5.5 remote-as 65001
R4(config-router)#neighbor 5.5.5.5 update-source Lo0
R4(config-router)#neighbor 5.5.5.5 ebgp-multihop
R4(config-router)#°Z

R4#

R5#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R5(Cconfig)#router bgp 65001

R5(Cconfig-router)#neighbor 4.4.4.4 remote-as 65000
R5(Cconfig-router)#neighbor 4.4.4.4 update-source Lo0
R5(Cconfig-router)#neighbor 4.4.4.4 ebgp-multihop
R5(Cconfig-router)#~Z

R5#

Recall from the section in Chapter 8 on eBGP multihop that we must utilize the ebgp-
multihop parameter of the neighbor command whenever we establish an eBGP peering
relationship with an interface on a router that the router being configured is not directly
connected to. This includes loopback interfaces, to which nothing is ever directly con-
nected. They’re logical interfaces, not physical ones.

The last item we need to configure is the connections to the neighboring AS:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router bgp 100

R1(config-router)#no synchronization
R1(config-router)#neighbor 2.2.2.2 remote-as 200
R1(config-router)#neighbor 2.2.2.2 update-source Lo0
R1(config-router)#neighbor 2.2.2.2 ebgp-multihop
R1(config-router)#~Z

R1#
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R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 65000

R2(config-router)#neighbor 1.1.1.1 remote-as 100
R2(config-router)#neighbor 1.1.1.1 update-source Lo0O
R2(config-router)#neighbor 1.1.1.1 ebgp-multihop
R2(config-router)#~Z

R2#

R7#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R7(config)#router bgp 300

R7(config-router)#no synchronization
R7(config-router)#neighbor 6.6.6.6 remote-as 200
R7(config-router)#neighbor 6.6.6.6 update-source Lo0O
R7(config-router)#neighbor 6.6.6.6 ebgp-multihop
R7(config-router)#~Z

R7#

R6#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R6(config)#router bgp 65001

R6(config-router)#neighbor 7.7.7.7 remote-as 300
R6(config-router)#neighbor 7.7.7.7 update-source Lo0O
R6(config-router)#neighbor 7.7.7.7 ebgp-multihop
R6(config-router)#°Z

R6#

That’s all there is to configuring confederations. An important item to remember is that route
reflectors and confederations can be used together to better scale iBGP. In some cases, you may
be required to implement a route reflector inside of a member-AS. This is a totally legitimate
solution. You would just need to configure the confederation and route reflector the same as
you normally would. No extra commands are needed.

BGP Filters

Filters are a means by which BGP routes can be blocked, permitted, or manipulated. All of these
concepts help in creating a BGP policy. Chapter 8 briefly discussed the use of filters to block or
permit traffic. In this section, we will discuss those concepts in more detail and also take a look
at how filters can be used to manipulate BGP routes.
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We will also take an in-depth look at distribute lists, prefix lists, and route maps. We con-
clude this section with a discussion of how to manipulate BGP routes.

Distribute Lists

Distribute lists can be used to filter inbound or outbound advertisements for a BGP session to a peer.

Distribute lists are an effective tool in deciding which routes the router will accept or send out.
Distribute lists rely on either a standard access list or an extended access list to decide which

routes to permit or deny. In order to create a distribute list, you need to follow the following process:

1. Decide the routes that need to be blocked from and/or accepted by the router.

2. Determine whether an inbound filter on the router or an outbound filter on another device
would be better to use.

3. Create an access list to deny the routes to be blocked and to permit the routes that need to
be advertised.

4. Add the distribute list to the appropriate BGP sessions.
The command you need to use to implement the distribute list is as follows:
neighbor peer-address distribute-list access-Tist-number [in | out]
peer-address - address of the BGP peer you want to apply the filter to.

access-1ist-number - the number of the access list you created for
the distribute Tist.

After taking a look at Figure 9.7, we will utilize a distribute list to filter a route. We will start
by going through the four steps previously mentioned.

FIGURE 9.7 Distribute list

192.168.24.0 /24
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1. The route to R1’s Ethernet segment needs to be blocked from R3.
2. In order to prevent unnecessary UPDATE messages for the route, it would be a better
choice to put an outbound filter on R2.
3. Create the access list on R2:
R2#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#access-1ist 1 deny 192.168.24.0 0.0.0.255
R2(config)#access-Tist 1 permit any

R2(config)#~Z
R2#
) When creating an access list, there is an implicit deny all at the end of the
TE access list. If a permit any had not been added to the access list, all routes

would have been denied.

4. Add the distribute list to the BGP session on R2 for R3. The address used by R3 for the BGP
session is 3.3.3.3:
R2#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 200
R2(config-router)#neighbor 3.3.3.3 distribute-Tist 1 out
R2(config-router)#"Z
R2#

That’s all there is to configuring distribute lists. The major drawback of distribute lists for
BGP filtering is that they rely on an access list. Access lists are not flexible. If you need to deny
a new route or permit a new route, you need to delete the access list and reconfigure it with the
new information. That is where prefix lists can help.

Prefix Lists

Prefix lists were first introduced in 10S 12.0. They operate in much the same way as distribute
lists. Prefix lists are generally used to filter routes. Prefix lists can be combined with route maps.
We will discuss that in more detail in the next section.

The first two steps covered for distribute lists are the same for prefix lists:

1. Decide which routes need to be blocked from and/or accepted by the router.

2. Determine whether an inbound filter on the router or an outbound filter on another device
would be better to use.
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Where the processes differ is in the last two steps. Instead of creating an access list, you need
to create a prefix list. Instead of attaching the distribute-T1ist keyword to the neighbor
statement, you need to attach the prefix-T1ist keyword to the neighbor statement. Thus, the
third and fourth steps for prefix lists would be as follows:

3. Create a prefix list.
4. Attach the prefix-1ist keyword to the neighbor statement.

You may be wondering, if distribute lists and prefix lists are so similar, why not use distribute
lists and forget about prefix lists? Remember: Distribute lists rely on an access list. An access list
reads from top to bottom, and any new line of the access list you add is placed at the end of the
access list. The problem occurs if you need to permit or deny a new route closer to the beginning
of the access list after the access list has been created. In order to accomplish this, you would
need to remove the access list and configure a new access list. Prefix lists overcome this limita-
tion with the use of sequence numbers. For instance, if you had a prefix list that had sequence 10
and sequence 15 and you decided you needed to enter a new prefix list line before sequence 135,
you could use sequence 11, 12, 13, or 14 to accomplish this. Prefix lists are easier to manage as
a network grows in size. An important item to remember about prefix lists is that they have an
implicit deny all at the end of them.

When configuring a prefix list, if you do not specify a sequence number, the first line of the
prefix list will start at 5 and each additional line added increments by 5. To configure a prefix
list, the following command needs to be used in global configuration mode:

ip prefix-Tlist Tist-name [seq seq-value] {permit | deny} network/len
= [ge ge-value] [le Te-value]
list-name - the name to use for the prefix list.
seqg-value - the numeric value of the sequence. seq is an optional paramater.
network - the network address.
Tlen - the Tength of the subnet mask.
ge-value - the from value of the range.
Te-value - the to value of the range.

The Te-value and the ge-value can be used to create a range of addresses to permit or deny
for the network address entered. You can also use the values independently of each other. For
instance, if the network address of 192.168.24.0 /24 was entered and the ge-value of 28 was
used, any addresses within the network address with a subnet mask equal to or greater than /28
would be the addresses that would be matched. If the Te-vaTue of 28 had been used instead of
the ge-value, any addresses within the network address with a mask between /24 and /28 would
be the addresses that were matched.

Now that you know the syntax, we will walk through the configuration of a line for a prefix list:

R1l#conf t
Enter configuration commands, one per Tline. End with CNTL/Z.
R1(config)#ip prefix-Tist ?
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WORD Name of a prefix Tist
sequence-number Include/exclude sequence numbers in NVGEN

R1(config)#ip prefix-Tlist 1 ?

deny Specify packets to reject
description Prefix-list specific description
permit Specify packets to forward

seq sequence number of an entry

R1(config)#ip prefix-Tlist 1 seq ?
<1-4294967294> Sequence number

R1(config)#ip prefix-list 1 seq 10 ?
deny Specify packets to reject
permit Specify packets to forward

R1(config)#ip prefix-Tlist 1 seq 10 permit ?
A.B.C.D 1IP prefix <network>/<length>, e.g., 35.0.0.0/8

R1(config)#ip prefix-Tlist 1 seq 10 permit 192.168.24.0/24 ?
ge Minimum prefix length to be matched
Te Maximum prefix length to be matched
<cr>

To permit all or deny all routes, the following prefix list lines can be used:

ip prefix-1ist name permit 0.0.0.0/0 le 32
ip prefix-Tlist name deny 0.0.0.0/0 le 32

Name is the name of the prefix list. You can optionally specify the sequence number.
After the prefix list has been created, you need to apply it to the appropriate BGP session. The
command to associate a prefix list with a BGP session is as follows:

neighbor peer-address prefix-1ist name {in | out}
peer-address - address of the BGP peer you want to apply the filter to.
name - the name of the prefix Tist to associate.

Now that you understand how to create and apply prefix lists, let’s put that knowledge to
work. Refer to Figure 9.8.
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FIGURE 9.8 Prefix lists

o

192.168.100.0 /24

192.168.24.0 /24

192.168.200.0 /24

We will now apply the four steps:

1. R1’s Ethernet segment 192.168.24.0 /24 and R2’s Ethernet segment 192.168.100.0 /24
should not be advertised to R3. All other BGP routes should.

2. Inorder to prevent unneeded UPDATE messages for the routes, it would be a better choice
to put an outbound filter on R2.

3. Create the prefix list on R2:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#ip prefix-Tist TEST seq 10 deny 192.168.24.0/24
R2(config)#ip prefix-Tist TEST seq 15 deny 192.168.100.0/24
R2(config)#ip prefix-Tlist TEST seq 20 permit 0.0.0.0/0 le 32
R2(config)#°Z

R2#

4. Add a prefix list to the BGP session on R2 for R3. The address used by R3 for the BGP
session is 3.3.3.3:
R2#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#router bgp 200
R2(config-router)#neighbor 3.3.3.3 prefix-Tist TEST out
R2(Config-router)#~Z
R2#
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Route Maps

Route maps can be used to filter as well as manipulate BGP routes. A route map is made
up of a sequence of conditions. A sequence in a route map is composed of the following
command:

route-map name {permit | deny} [sequence-number]
name - the name of the route map. All sequences in a route map must
have the same value for the name.
sequence-number - specifies the position of the condition.

After this command is entered, you will enter route map configuration mode. This may be
a mode of the router that you have not experienced. In this mode, you will configure the specific
conditions for the particular sequence of the route map. The conditions consist of match and
set commands. The match command is used to specify the criteria for the sequence. The set
command specifies the action that will occur if the condition defined by the match statement is
met. A route map can match on any of the following match statements:

match as-path Used to match a BGP autonomous system path access list.
match community-Tist Used to match a BGP community.
match interface Used to distribute any routes that have their next hop out one

of the interfaces specified.

match ip address Used to match any routes that have a destination network
address that is permitted by the specified standard access list,
extended access list, or prefix list.

match ip next-hop Used to match any routes that have a next-hop address
permitted by the specified standard access list, extended access
list, or prefix list.

match ip route-source Used to match any routes that have been advertised by any
address in the range referenced by the specified standard
access list, extended access list, or prefix list.

match metric Used to match any routes with the specified metric.
match route-type Used to match any routes with the specified type.
match tag Used to match any routes with the specified tag.

As you can probably tell, there are quite a few conditions that can be matched. Covering all
of these different match conditions is beyond the scope of this study guide. We will visit the most
relevant throughout the rest of this section and in Chapter 10, “Route Optimization.”
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The actions that can be specified with the set command are as numerous as those for the
match command:

set

set

set

set

set

set

set

set

set

set

set

set

set

set

set

set

set

set

set

as-path
automatic-tag
comm-Tist
community
dampening

default interface

interface

ip default next-hop

ip next-hop
ip precedence

ip qos-group

ip tos
Tevel
Tocal-preference

metric

metric-type

origin
tag

weight

Used to modify the AS_PATH attribute.

Used to automatically compute the tag value.

Used to set the BGP community list for deletion.

Used to set the BGP COMMUNITY attribute.

Used to set the parameters for BGP route flap dampening.
Used to set the default output interface.

Used to set the output interface.

Used to set the default next-hop address along the path.
Used to set the next-hop address.

Used to set the IP Precedence field.

Used to set a group ID that can be used later to classify packets
into groups for collective QoS treatment.

Used to set the IP Type of Service field.
Used to set where to import the route.
Used to set the BGP LOCAL_PREEF path attribute.

Used to set the metric value for the destination routing
protocol.

Used to set the type of metric for the destination routing
protocol.

Used to set the BGP origin code.
Used to set the tag value for the destination routing protocol.

Used to set the BGP weight for the routing table.

After configuring the route map using the set and match statements, you need to apply the
route map to the neighbor session that you would like to apply the filter to. This can be accom-
plished with the following command:

neighbor peer-address route-map name [in |out]
peer-address - the address used by the peer for the BGP session.
name - the name of the route map.

Let’s take a look at Figure 9.9.
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FIGURE 9.9 Route map

192.168.200.0 /24

What we want to do is deny network 192.168.24.0 /24 from being advertised to R3. We do
want R2 to know the route. The address used by R3 for the BGP session is 3.3.3.3:

R2#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R2(config)#access-1ist 1 permit 192.168.24.0 0.0.0.255
R2(config)#route-map FILTER1 deny 10
R2(config-route-map)#match ip address 1
R2(config-route-map)#route-map FILTER1 permit 20
R2(config-route-map)#exit

R2(config)#router bgp 200

R2(config-router)#neighbor 3.3.3.3 route-map FILTERL out
R2(config-router)#"Z

R2#

That’s really all there is to using route maps to filter.

) A route map can also be used with the redistribute command to affect routes
TE that are being redistributed into the routing protocol.

Configuring route maps to manipulate routes is basically the same as configuring
them to filter traffic. We will use the same example as in Figure 9.9. This time, instead
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of blocking network 192.168.24.0 /24, we will permit it, but we will manipulate its local
preference:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#access-Tist 1 permit 192.168.24.0 0.0.0.255
R2(config)#route-map FILTER1 permit 10
R2(config-route-map)#match ip address 1
R2(config-route-map)#set local-preference 200
R2(config-route-map)#route-map FILTER1 permit 20
R2(config-route-map)#exit

R2(config)#router bgp 200

R2(config-router)#neighbor 3.3.3.3 route-map FILTER1 out
R2(config-router)#°Z

R2#

What we did in this example was adjust the LOCAL_PREF of the route to 200 for R3.

Route maps are a very powerful tool and can be used to manipulate routes as well as filter
them. To become proficient with route maps, you need to practice using them. I would suggest
trying them with different conditions, such as using a prefix list instead of an access list, or
manipulating the different BGP attributes. It is well worth your time to learn route maps
extremely well, because they are used for most complex routing scenarios.

TE and it uses AS path lists to filter routes. An AS path list allows you to filter
routes based on the ASs they have traversed. Configuring AS path filters is
beyond the scope of this study guide and is not covered here. You can visit
Cisco’s website for more information on configuring AS path filters.

%)’ There is one other filter that can be used for filtering routes. This is a filter list,

Communities

Filtering information based on the IP prefix can become tedious in large networks because of
the number of potential routes. There is a way to overcome this and it’s known as commu-
nities. A community is a group of destinations that have some common attribute. Destina-
tions can be added to a community by setting their COMMUNITY attribute. Routing policies
can then be enforced based on using the COMMUNITY attribute to affect routing decisions.
Destinations can be grouped into a single community or multiple communities regardless of
their physical location and autonomous system. By default, all routes belong to the Internet,
a well-known community.
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There are other well-known communities, besides the Internet, that a destination can belong to:

=  NO_EXPORT—A route belonging to this community will not be advertised to an eBGP
peer. This includes member-ASs within a confederated AS.

= NO_ADVERTISE—A route belonging to this community will not be advertised to any
BGP peer, whether it’s iBGP or eBGP.

= LOCAL_AS—This community was first introduced in Cisco I0S 12.0. Routes belonging
to this community will be advertised to other mini-ASs belonging to the same confedera-
tion. The routes are not be advertised outside of the confederation.

= Internet—This is the default community all BGP speakers belong to. No type of route
filtering is used.

In order to add a route to a community, you need to create a route map and use the set
community command to add the route to the community. This can occur for routes being adver-
tised to the BGP speaker from a peer, routes being advertised from the BGP speaker to a peer,
and routes being redistributed into BGP.

For example, we want to add route 192.168.200.0 /24 to community 200, and we want to
add all other routes to the NO_EXPORT community. EIGRP 100 is redistributing the routes
into BGP. This is the configuration that needs to occur:

R2#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R2(config)#access-Tist 1 permit 192.168.200.0 0.0.0.255
R2(config)#route-map COMMUNITY1l permit 10
R2(config-route-map)#match ip address 1
R2(config-route-map)#set community 200
R2(config-route-map)#route-map COMMUNITY1 permit 20
R2(config-route-map)#set community no-export
R2(config-route-map)#exit

R2(config)#router bgp 200

R2(config-router)#neighbor 3.3.3.3 route-map COMMUNITY1 in
R2(config-router)#~Z

R2#

If community 200 already existed, the keyword add1itive would have needed to be added
to the end of the set community command. In order to remove routes from a community, the
command set community none would need to be used.

The previously mentioned commands will not fully configure a community. The COM-
MUNITY attribute is stripped from outgoing BGP updates. In order to enable the propa-
gating of community information to a peer, the following command needs to be entered in
BGP configuration mode:

neighbor peer-address send-community
peer-address - the address used by a BGP peer for the BGP session.
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Once communities have been configured for a network, you can use the communities to filter
and manipulate the routes belonging to the community. In order to accomplish this, you first
need to create a community list. The community list contains all of the communities that you
want the policy to affect. In order to create a community list, use the following command in glo-
bal configuration mode:

ip community-list number {permit | deny} community-number

number - the number of the community Tist. For a standard community
Tist it will be from 1 - 99. For an extended community list it will
be from 100-500. We will only Took at standard.

community-number - one or more community numbers configured by the set
community command. If entering multiple communities, separate them
with a space.

Once you have created your community list, you can then use it within a route map. In order
to use community list to perform the matches for a route map, you need to use the match
community number command within the route map, where the number is the community list
number.

L In the real world, you need to check with your ISP to ensure that they will accept
ING communities.

Peer Groups

It is quite common for a BGP speaker to use the same update policies for its peers. An update
policy consists of the same outbound route maps, distribute lists, filter lists, update source, and
so on. Having to configure the same update policy on a BGP speaker for all of its neighbors can
become strenuous, and more important, when making modifications to the update policy, there
is room for errors. There is a way around this, and it’s known as peer groups. Peer groups allow
you to group all of a BGP speaker’s neighbors that need to use the same policy into one group.
The update policy is then applied to all members of that peer group.
A peer group update policy can contain any of the options listed in Table 9.1.

TABLE 9.1 Update Policy Options

Option Description
advertise-map Specifies the route map for conditional advertisement.
advertisement-interval Sets the minimum interval between sending eBGP

routing updates.
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TABLE 9.1 Update Policy Options (continued)

Option

Description

default-originate

description

inbound/outbound distribute-Tist

ebgp-multihop

inbound/outbound filter-Tist

maximum-prefix

next-hop-self

password

inbound/outbound prefix-Tist
remote-as

remove-private-AS

inbound/outbound route-map
route-reflector-client
send-community
soft-reconfiguration
timers

unsuppress-map

update-source
version

weight

Originates the default route to this neighbor.
Creates a neighbor-specific description.
Filters updates to/from this neighbor.

Allows eBGP neighbors not on directly connected
networks.

Establishes BGP filters.

Sets the maximum number of prefixes accepted from
this peer.

Disables the next-hop calculation for this neighbor.
Sets a password.

Applies a prefix list to a neighbor.

Specifies a BGP neighbor.

Removes a private AS number from outbound
updates.

Applies a route map to a neighbor.

Configures a neighbor as a route reflector client.
Sends the COMMUNITY attribute to this neighbor.
Per neighbor soft reconfiguration.

Sets BGP per neighbor timers.

Route map to selectively unsuppress suppressed
routes.

Source of routing updates.
Sets the BGP version to match a neighbor.

Sets the default weight for routes from this neighbor.
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The network depicted in Figure 9.10 would be a good candidate for peer groups.

FIGURE 9.10 Peergroups

Routers R3, R4, and RS would be a good choice for a peer group on R2. That is, they’d be
a good choice as long as the update policies for all of them are the same. In this example, all you
would need to do is set up one update policy and apply it to BGP sessions for R3, R4, and RS.

An important item to note about peer groups is that the peers do not all need to belong to
the same AS. You can have a peer group that contains eBGP peers and iBGP peers.

So you may be wondering how to configure peer groups. It’s actually a three-step process.

1. Create the peer group.
2. Assign the options to the peer group.
3. Assign the respective peers to the peer group.

First, we’re going to look at creating the peer group. In order to create a peer group, the
following command needs to be entered in router configuration mode for BGP:

neighbor name peer-group
name - the name of the peer group.

Once this command has been entered, the peer group has been created.
After creating the peer group, you need to assign the options for the peer group. The options
that are available for the update policy were listed in Table 9.1. The command to use is as follows:

neighbor name option
name - the name of the peer group.
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option - the option to use in the update policy.

It’s important to note that an update policy can be made up of numerous options.

Once the update policy has been configured, you need to assign the respective peers to
the peer group. This can be accomplished with the following command in router configu-
ration mode:

neighbor peer-address peer-group name
peer-address - the address of the peer used for the BGP session.
name - the name of the peer group.

That’s all there is to it. If you ever need to make a modification to the peer group update
policy, you can make the modification once and it will take effect on all of the BGP sessions
with the peers in the peer group. For peers that need more options than are in the update
policy for the peer group, all you need to do is specify the other options needed. Those peers
will still participate in the peer group. The easiest way to think of a peer group is to think
of it as a template of the most common update policy options among a group of peers.

In order for updated peer group information to take effect, you need to clear the
TE BGP sessions that belong to the peer group.
Now that you have an understanding of how peer groups work and the basic components
required to configure them, we will walk through putting all of the steps together. Refer to Fig-

ure 9.11.

FIGURE 9.11 Peer group configuration

192.168.200.0 /24
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In this example, eBGP has already been configured between R1 and R2. What we need to do
is configure iBGP for AS 200. We will use a peer group on R2 for R3, R4, and RS. R2 will per-
form as a route reflector for the AS. LoO on routers R3, R4, and RS will be used as the source
interface for the BGP session to R2. R2 will use its LoO interface as the source for the BGP ses-
sions to all iBGP devices. The addresses for each of the device’s LoO interfaces are as follows:

R2-2.2.2.2
R3-3.3.3.3
R4-4.4.4.4
RS5-5.5.5.5

The Ethernet segment on R1 with the address of 192.168.100.0 /24 should not be advertised
to R3, R4, and RS. All other routes should be known.
We will start by configuring the route map to block the network 192.168.100.0 /24:

R2#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R2(config)#access-1ist 1 permit 192.168.100.0 0.0.0.255
R2(config)#route-map PEERGROUPFILTER deny 10
R2(config-route-map)#match ip address 1
R2(config-route-map)#route-map PEERGROUPFILTER permit 20
R2(config-route-map)#exit

R2(config)#

Now that we have configured the route map, we need to create the peer group on R2:

R2(config)#router bgp 200
R2(config-router)#neighbor PEERGROUP1 peer-group
R2(config-router)#

After creating the peer group, we need to configure the update policy:

R2(config-router)#neighbor PEERGROUP1 remote-as 200
R2(config-router)#neighbor PEERGROUP1 route-reflector-client
R2(config-router)#neighbor PEERGROUP1 update-source 100
R2(config-router)#neighbor PEERGROUP1 route-map PEERGROUPFILTER out

Finally, we need to add the respective peers to the peer group:

R2(config-router)#neighbor 3.3.3.3 peer-group PEERGROUP1
R2(config-router)#neighbor 4.4.4.4 peer-group PEERGROUP1
R2(config-router)#neighbor 5.5.5.5 peer-group PEERGROUP1
R2(config-router)#"Z

R2#
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That s all that is needed for the configuration on R2. The configuration on the peers isn’t any
different from a normal BGP configuration:

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router bgp 200

R3(config-router)#neighbor 2.2.2.2 remote-as 200
R3(config-router)#neighbor 2.2.2.2 update-source 100
R3(config-router)#°Z

R3#

Ra#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#router bgp 200

R4(config-router)#neighbor 2.2.2.2 remote-as 200
R4(config-router)#neighbor 2.2.2.2 update-source 100
R4(config-router)#~Z

R4#

R5#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R5(config)#router bgp 200

R5(Cconfig-router)#neighbor 2.2.2.2 remote-as 200
R5(Cconfig-router)#neighbor 2.2.2.2 update-source 100
R5(Cconfig-router)#~Z

R5#

Peer groups can be used to cut down on the amount of configuration needed in large BGP
networks. They can also help to eliminate errors that occur when attempting to configure mul-
tiple update policies that are supposed to contain the same information.

Multi-homing

Multi-homing is the process of having more than one connection to one or more service pro-
viders. We are going to take a look at two different types of multi-homing: multi-homing to a
single service provider and multi-homing to multiple service providers.

Single service provider Multi-homing to a single service provider provides redundancy for your
network in case one of the connections to the service provider goes down. There are a couple of
different ways you can accomplish this. The first would be to use the same router in your network
for both connections to the service provider. This is probably the easiest way. It does introduce a
single point of failure to the service provider. The other way would be to use different routers in
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your network to make separate connections to the service provider. This is the more complicated
way. The advantage is you don’t have a single point of failure to the service provider. When multi-
homing to a single service provider, you don’t need to use BGP unless routing policies are required.

Multiple service providers Even with different types of multi-homing that can occur to a single
service provider, there is still the limitation of the service provider itself being a single point of fail-
ure. Multi-homing to multiple service providers overcomes this limitation. With multi-homing to
multiple service providers, you still have the same options of connecting to it as you do with multi-
homing to a single service provider. There is an item that you need to take note of when connecting
to multiple service providers: If you are using BGP to connect to the multiple service providers and
your eBGP devices are running iBGP between themselves, there is the possibility of your AS
becoming a transit AS. This means that the service providers could end up passing traffic through
your AS. This could consume part of your bandwidth and cause congestion in your network. If
you don’t want the service providers to use your network, you need to implement BGP policies
that do not allow it. For instance, you could use the NO_EXPORT community on routes coming
in from each of the providers. This would allow your local BGP speakers to learn the routes, but
the routes would not be propagated to the other service provider. Another way would be to create
an AS path filter that allows only routes originated from your AS to be advertised out. You would
then need to apply the filters to each of the outgoing BGP sessions. These are only a couple of ways
of preventing your AS from becoming a transit AS.

So, how can you create a multi-homed environment? Actually, there are a few ways:

Default static routes Default static routes are the easiest way to configure multi-homing. All
they require are the configuration of two default routes: one pointing to each of the service pro-
vider’s devices. You would then need to add a metric to the end of each of the static routes. Give
the lower metric to the route you want to be your primary connection. Give the higher metric
to the route you want to back up the primary. That way, if the primary connection encounters
trouble, the backup will take effect. When the primary line becomes the backup, it will resume
the role of transporting the data to the service provider. The limitation to this is that traffic may
end up taking a less optimal path to the destination.

Common IGP  Another means of communicating with the provider is to use a common agreed-
upon IGP. The service provider can then inject any routes into the IGP. You would then redistrib-
ute these routes into your local IGP. By doing this, you are better able to make routing decisions
based on the best metric of the routes. The problem with this method is that you do not want too
many routes being advertised into your local IGP. Too many routes in a routing table can cause

latency in your network. Another problem with using this method is that you will still receive a

default route for all of the other routes that have not been injected into the IGP. That in turn means
that the traffic you are sending still may not take the best path to the destination.

BGP BGP allows for the greatest control of the routing decisions by your local devices. By
enabling BGP to the service provider, you are able to enforce policies on the routes you are
receiving. This enables you to better state which paths to take, ensuring that your traffic is tak-
ing the best path to the destination. This is true only when you are accepting the full routing
table from the service provider. There are times when you will be accepting only a partial rout-
ing table from the service provider. In this case, you are still able to enforce BGP policies on the
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routes you are receiving. There isn’t a guarantee when accepting partial routing tables that your
traffic is taking the best path to the destination. The control you have over the BGP policies that
you’re able to enforce still makes the use of BGP a better choice than using a common IGP with
the service provider.

Resolving Next-Hop Issues

In Chapter 8, we discussed how a BGP speaker must know how to reach the next hop of a route
before that route can be used. In many cases, iBGP devices will not know how to reach the eBGP
speaker of a neighboring AS. The reason is that the remote eBGP speaker is not participating in
the IGP of the local AS. If this occurs, there is a way around it. The next-hop-self command
can be used to manipulate the NEXT_HOP attribute of a route.

In Figure 9.12, R2 and R3 are running an IGP for AS 200, and R2 is not including its direct
connection to R1 in the IGP. This would cause an issue. Any BGP routes from R1 that R3
learned would not be used by R3. The reason is that any route leaving AS 100 destined for
AS 200 would have its NEXT_HOP attribute set to R1, but R3 doesn’t know how to get to R1.
One way to overcome that would be to use the neighbor peer-address next-hop-self
command on R2, where the peer-address is the address used by R3 for the BGP session. What
would happen at this point is that any route being passed from R2 to R3 would have the NEXT_
HOP attribute set to R2. In this case, R3 would be able to use the routes from AS 100 because
it knows how to reach R2 and R2 knows how to reach R1.

FIGURE 9.12 Next-hopissues
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Route Aggregation

Route aggregation, or route summarization, is the process of advertising a single route for mul-
tiple routes. This is useful in limiting the number of routes that will be stored in a routing table,
thus cutting down on the amount of memory and processing power required.

In small networks, route aggregation may not be an important item to implement, but in large
networks it can be very important. By default, BGP has route summarization enabled. This means
in BGP that when a route is redistributed from an IGP into BGP, only the classful portion of the
address is accepted. This may not always be the most desired situation. The problem that can arise
is that the most optimal path is not selected. In order to disable automatic route summarization
for BGP, you need to enter the following command in router configuration mode for BGP:

no auto-summary

If you want to summarize information contained in BGP, you can accomplish this by man-
ually configuring aggregate routes. In order to configure an aggregate address, you need to enter
the following command in router configuration mode:

aggregate-address address mask

This command creates a summary address in the BGP routing table, if at least one more specific
route exists. The summarized route will have the ATOMIC_AGGREGATE attribute set to
show that some information may be missing. Also, the summarized route will appear as coming
from the AS that it was created in. Creating a summary address in this manner will not stop the
advertisement of more specific routes.

If you would like to suppress more specific routes from being advertised, you need to enter
the following command in router configuration mode for BGP:

aggregate-address address mask summary-only

Appending the summary-onTy parameter to the end of the aggregate-address command sup-
presses the advertisement of more specific routes. This command can be useful when you need
to limit the size of the routing tables.

There is one last way to create a summarized route. The following command creates a sum-
marized route, and instead of setting the ATOMIC_AGGREGATE attribute, it adds a segment
of type AS_SET to the AS_PATH attribute:

aggregate-address address mask as-set

The as-set parameter is used chiefly to keep track of the complete series of autonomous sys-
tems that originated the aggregate’s component routes so that they’re included in subsequent
updates. This feature helps reduce loops in the case of the aggregate making its way into any of
the originating autonomous systems. A potential downside is that the BGP routing table’s entry
of the aggregate might change every time one of the component routes goes down, thereby
removing the associated AS from the AS set.



320 Chapter 9 - Advanced Border Gateway Protocol

Summarized routes can be used to limit the size of a routing table. Limiting the size of the
routing table cuts down on the amount of memory and processing power required. If you need
a refresher on how to determine what the summarized route should be, refer back to Chapter 2,
“IP Addressing.”

Summary

This chapter covered the more advanced topics of BGP. Because of iBGP requiring a full mesh,
it introduces scalability limitations. To overcome these scalability limitations, route reflectors
and/or confederations can be used.

A cluster consists of a route reflector and its clients. In the cluster, all of the clients must have
a logical connection to the route reflector. However, clients are not required to have a logical
connection to each other. When a client advertises a route to the route reflector, the route reflec-
tor will send, or reflect, that route to all of the other clients in the cluster. By doing this, route
reflectors eliminate the need for a fully meshed iBGP network.

Confederations allow for the creation of mini-autonomous systems within an autonomous
system. To the outside world, these mini-autonomous systems look as if they are just one auton-
omous system, but to each other they appear as different autonomous systems. This helps to
decrease the size of the iBGP network that must be fully meshed.

One of the most powerful features of BGP is its ability to implement policies. Policies are rules
that will be applied to certain routes. These policies can be implemented through the use of route
maps, distribute lists, and prefix lists. When the same policy needs to be applied to multiple peers,
you should use peer groups. Peer groups allow the creation of a single outbound policy that can
then be applied to multiple peers. This decreases the number of configuration errors by decreasing
the amount of configuration required.

As you can probably tell by now, BGP is a very complex routing protocol. The topics
covered in this chapter are complex BGP configurations. You will need to spend time in a
lab environment to fully understand the different advanced features of BGP. Do not try to
implement any of these features in a live production environment until you have spent time
in a test environment mastering them.

Exam Essentials

Explain the alternatives to fully meshed iBGP networks. One of the problems with iBGP is
that it must be fully meshed. There are two alternatives to using a fully meshed iBGP network:
route reflectors and confederations or a combination of the two.

Explain the operation of route reflectors. A route reflector is an alternative to using a fully
meshed iBGP network. A route reflector cluster consists of a route reflector and route reflector
clients. The route reflector learns routes from route reflector clients. The route reflector then
sends these routes to the other route reflector clients in the cluster.
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Explain the operation of a confederation. A confederation is another alternative to a fully
meshed iBGP network. When using confederations, you’re able to break your autonomous sys-
tem down into mini-autonomous systems. These mini-autonomous systems look at each other
as if they are different autonomous systems; however, other autonomous systems regard the
mini-autonomous systems as one autonomous system.

Explain the purpose of communities. BGP routes can be grouped into communities. These
communities can then have policies applied to them. Communities allow you to be more gran-
ular in the creation of BGP policies.

Explain multi-homing. When an autonomous system has more than one eBGP connection to
one or more autonomous systems, it is known as multi-homing. When using multi-homing, you
need to decide whether you want your autonomous system to allow information from one
remote autonomous system to transit to another. If you do not want information transiting your
autonomous system, you need to create BGP policies to disallow this action.
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Route Optimization

THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v" Understand how to select and configure the different
methods for controlling route updates.

v Know how to configure and verify route redistribution.

v Know how to configure policy-based routing using
route maps.

v" Understand the concepts relating to route summarization.



In this chapter, we are going to take the information you learned
about filtering in the last chapter and show how it can be applied
to the different IGPs. We will also explain policy-based routing
and the need for it in networks. We conclude this chapter with a look at networks running
multiple IGPs and how to share routing information between them. We also look at route
summarization and how it can be used with the different IGPs.

Companies are no longer able to use bandwidth as a resolution for issues. Most companies
are going to be looking for the engineer who can optimize their current network. This will help
companies to better use the resources they currently have and provide a more reliable network.
The engineer who can optimize a company’s current network and provide better uptime will be
in high demand.

Filtering

Like BGP filtering, filtering for IGPs can provide a means of controlling the routing infor-
mation that is being passed throughout the network. In this section, we will look at three
technologies that can aid in the control of routing information and traffic:

= Access groups

= Distribute lists

= Route maps

Access Groups

Access groups do not filter routes; they are used to filter packets traversing a device. An access
group is applied to an interface in order to allow and/or deny certain information from entering
or leaving a device. You can actually think of access groups as a security measure.

Access groups apply standard or extended IP access lists to an interface. In order to configure
an access group, the following command needs to be entered on the interface you want the
access group to apply to:

ip access-group number [in | out]
number - the number of the access Tist to apply to the access group.

Now would be a good time to look at Figure 10.1.
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FIGURE 10.1 Access groups
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In this example, it has been decided that no host on 192.168.24.0 /24 should be able to con-
tact any host on 192.168.50.0 /24. You can accomplish this with the use of access groups. You
have two options at this point: The first option would be to create a standard access list on R2
denying information from 192.168.24.0 /24 and permitting all other traffic. You would then
need to apply the access group to R2’s EQ interface as either inbound or outbound—in this case,
it would be outbound. The problem with this is that the traffic from R1 that is going to be
denied is still going to pass over the link, using up extra bandwidth. The best choice, and your
second option, would be to create an extended access group on R1, denying traffic from
192.168.24.0 /24 destined for 192.168.50.0 /24. You would then need to apply the access
group to R1’s EQ interface as either inbound or outbound—in this case, it would be inbound.
By doing this, no extra bandwidth on the connection would be used. This solution would better
optimize your network.

Now that you understand the concept behind access groups, let’s go ahead and configure the
more optimized solution described in the preceding paragraph:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.

R1(config)#access-1ist 100 deny ip 192.168.24.0 0.0.0.255 192.168.50.0
=0.0.0.255

R1(config)#access-Tist 100 permit ip any any

R1(config)#interface el

R1(config-if)#ip access-group 100 in

R1(config-if)#~Z

R1#

That’s all there is to access groups. Remember that access groups do not filter routes; they
filter traffic.
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Distribute Lists

Distribute lists for IGPs function the same as distribute lists used for BGP. The implementation of
distribute lists is a little different than for BGP. In BGP, you specified the distribute list on the session
that you wanted to enforce it on. With the IGP routing protocols, you need to specify the distribute
list as either inbound or outbound for the entire routing protocol, which means it will affect all inter-
faces on the device participating in the selected routing protocol. You are able to overcome this by
specifying at the end of the distribute list the interfaces that you want to apply it to.

You need to enter the following command in router configuration mode for the selected rout-
ing protocol in order to configure the distribute list:

distribute-Tlist {number | prefix name} {in | out}[interface]

number | prefix name - the number of the access list to use or the
name of the prefix 1list to use.

interface - this is optional. If you specify interfaces the
distribute 1ist will only affect the interfaces entered for the
selected routing protocol. If you do not specify an interface the
distribute Tist will apply to all interfaces on the device
participating in the selected routing protocol.

One difference that you may have noticed between the IGP distribute list and the BGP dis-
tribute list is that you can use prefix lists with the IGP distribute list.

4 Remember: In order to use prefix lists, you must be running Cisco 10S 12.0
ITE or greater.

So let’s take a look at configuring distribute lists with IGP. Refer to Figure 10.2.

What we want to do here is set up two distribute lists on R1. The first distribute list will block
the network 192.168.50.0 /24 from being advertised to R3. The second will need to block the
network 192.168.88.0 /24 from being advertised to R2 and R3:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#access-1ist 1 deny 192.168.50.0 0.0.0.255
R1(config)#access-1ist 1 permit any
R1(config)#access-Tist 2 deny 192.168.88.0 0.0.0.255
R1(config)#access-Tist 2 permit any
R1(config)#router eigrp 100
R1(config-router)#distribute-Tist 1 out sl
R1(config-router)#distribute-1ist 2 out
R1(config-router)#"Z

R1#
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FIGURE 10.2 IGP distribute list
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That’ll do it. The distribute list that we have put in place will block the necessary routes from
being advertised.

Route Maps

Route maps for IGPs allow you to filter and/or manipulate routes during redistribution or policy-
based routing. Because policy-based routing and redistribution are covered in detail later in this
chapter, we’re just going to have a quick review of route maps.

Route maps are broken up into sequences. Each sequence has its own conditions. If the
sequence of a route map is permit and the condition laid forth in the match statement is met,
the sequence can apply the conditions in the set statements. The set statements allow the user
to specify what actions to perform on any route that has met the condition in the match state-
ment. If the sequence is of type deny, no set statements will be able to be used.

- Remember: A list of match statements in a sequence has an implicit deny all at
TE the end of it.

By using sequences, you’re able to manipulate the route map without having to delete it and
reconfigure the modified route map.
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You cannot directly use a route map as you can with BGP. BGP allows you to attach a route
map to a BGP session for filtering and/or manipulation of the routing information passing over
the session. IGPs do not allow you to do this. You must use a route map with either redistribu-
tion or policy-based routing.

Policy-Based Routing

Policy-based routing is a means by which administrators can implement routing that strays
from the standard routing laid out in destination-based routing protocols. Destination-based
routing protocols will route based on the shortest path to a destination. Policy-based routing
allows an administrator to determine where they want to route traffic. Some reasons to imple-
ment policy-based routing are as follows. Keep in mind, these are not the only reasons admin-
istrators might base their decisions on:

= Traffic may need to be routed based on the type of traffic. For instance, non-interactive traf-
fic, such as e-mail, may need to be routed over slower connections, and interactive traffic may
need to be routed over faster connections.

= Traffic may need to be load-balanced in a way that differs from how the standard routing
protocols would handle load balancing.

= Traffic may need to be prioritized based on the type of traffic it is.

= Traffic may need to be classified based on the source network or based on some other
method. You would need to implement this type of policy-based routing when traffic from
one network needs precedence over another network’s traffic.

Policy-based routing is enabled on the inbound interface of the policy router that the
traffic will be coming in on. You specify a route map, which will control enforcing the pol-
icies. The route map is then associated with the interface on which the policy needs to
be enforced.

In order to enable policy-based routing, you need to configure a route map to enforce the
policies. You then need to enable policy-based routing on the interface where these policies
need to be enforced. In order to enable policy-based routing, you need to enter the following
command on the appropriate interface:

ip policy route-map name
name - the name of the route map.

Let’s look at some of the different policies that can be enforced and how to configure them.

- Policy-based routing can also be applied so that it takes into account the traffic
TE generated on the device it is applied to. To do this, enter the ip local policy
route-map name command in global configuration mode.
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Source-Based Policies

Source-based policy routing allows you to make the routing decisions based on where the traffic
originates. Refer to Figure 10.3.

FIGURE 10.3 Source-based policies
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We need to create a policy on R1 that will send the traffic from network 192.168.200.0 /24
destined for network 192.168.50.0 /24 and network 192.168.100.0 /24 out R1’s ATMO0/0 inter-
face. All other traffic destined for these networks needs to be routed across R1’s S1/0 interface.

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.

R1(config)#access-Tist 100 permit ip 192.168.200.0 0.0.0.255
=192.168.50.0 0.0.0.255

R1(config)#access-Tist 100 permit ip 192.168.200.0 0.0.0.255
=192.168.100.0 0.0.0.255

R1(config)#access-Tist 110 permit ip any 192.168.50.0 0.0.0.255

R1(config)#access-1ist 110 permit ip any 192.168.100.0 0.0.0.255

R1(config)#route-map POLICY1l permit 10

R1(config-route-map)#match ip address 100

R1(config-route-map)#set interface atm0/0

R1(config-route-map)#route-map POLICY1l permit 20

R1(config-route-map)#match ip address 110

R1(config-route-map)#set interface s1/0

R1(config-route-map)#exit

R1(config)#interface sl/1
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R1(config-if)#ip policy route-map POLICY1l
R1(config-if)#exit

R1(config)#interface e2/0
R1(config-if)#ip policy route-map POLICY1l
R1(config-if)#exit

R1(config)#interface e2/1
R1(config-if)#ip policy route-map POLICY1l
R1(config-if)#~Z

R1#

4 By using the keyword default before interface or next-hop (to be illustrated

ITE next) in the set clause, you can allow the interfaces and next hops of explicit
routes to take precedence, with these settings coming into play only when such
explicit routes do not exist. The examples here override any explicit routes,
which may not be what you intend in every situation.

Type of Traffic Policies

Type of traffic policy routing allows you to make routing decisions based on the type of traffic
that is crossing the policy router. Refer to Figure 10.4.

In this scenario, we need to create a policy on R1 so that all traffic entering R1 from R2 and
R3 will be routed based on the type of traffic. In this case, we need to send all SMTP traffic over
the connection to ISP 2 and all other traffic over the connection to ISP 1. This time, we will set
the next hop instead of the exit interface:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#access-Tist 100 permit tcp any any eq smtp
R1(config)#route-map TRAFFICPOLICY1l permit 10
R1(config-route-map)#match ip address 100
R1(config-route-map)#set ip next-hop 172.16.80.1
R1(config-route-map)#route-map TRAFFICPOLICY1 permit 20
R1(config-route-map)#set ip next-hop 172.16.90.1
R1(config-route-map)#exit

R1(config)#interface s1/0

R1(config-if)#ip policy route-map TRAFFICPOLICY1l
R1(config-if)#exit

R1(config)#interface S1/1
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R1(config-if)#ip policy route-map TRAFFICPOLICY1l
R1(config-if)#~Z
R1#

FIGURE 10.4 Type of traffic policies
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Type of Service Policies

Type of service policies allow the tagging of a packet with the defined classification by set-
ting the IP precedence or type of service (ToS) values. By allowing the packets to be tagged
with the defined classification, the administrator is able to define the different classes of ser-
vice at the perimeter of the network and implement quality of service (QoS), defined for
each class of service in the core of the network. The QoS can be implemented through
the use of priority, custom, and weighted fair-queuing techniques. Using QoS eliminates the
need to define the class of service at every WAN interface in the core of the network.

We are going to explore configuring only the ToS policies. We will not look at setting up queu-
ing. If you would like more information on queuing, please refer to Cisco’s website. Figure 10.5
depicts a network that could use ToS policies.
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FIGURE 10.5 Type of service policies
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In this scenario, we will configure ToS policies on R1 and R4. The policy on R1 needs to set
the ToS for network 192.168.1.0 /24 for maximum reliability and network 192.168.10.0 /24 for
minimum delay, and all other traffic needs to be set to normal. The policy on R4 needs to set the
ToS for network 192.168.100.0 /24 for maximum throughput and network 192.168.200.0 /24

for minimum monetary cost, and all other traffic needs to be set to normal.

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#access-Tist 1 permit 192.168.1.0 0.0.0.255
R1(config)#access-Tist 2 permit 192.168.10.0 0.0.0.255
R1(config)#route-map TOSPOLICY1l permit 10
R1(config-route-map)#match ip address 1
R1(config-route-map)#set ip tos max-reliability
R1(config-route-map)#route-map TOSPOLICY1 permit 20
R1(config-route-map)#match ip address 2
R1(config-route-map)#set ip tos min-delay
R1(config-route-map)#route-map TOSPOLICY1 permit 30
R1(config-route-map)#set ip tos normal
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R1(config-route-map)#exit
R1(config)#interface s1/0

R1(config-if)#ip policy route-map TOSPOLICY1
R1(config-if)#exit

R1(config)#interface S1/1

R1(config-if)#ip policy route-map TOSPOLICY1l
R1(config-if)#~Z

R1#

R4#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R4(config)#access-Tist 1 permit 192.168.100.0 0.0.0.255
R4(config)#access-Tist 2 permit 192.168.200.0 0.0.0.255
R4(config)#route-map TOSPOLICY1l permit 10
R4(config-route-map)#match ip address 1
R4(config-route-map)#set ip tos max-throughput
R4(config-route-map)#route-map TOSPOLICY1l permit 20
R4(config-route-map)#match ip address 2
R4(config-route-map)#set ip tos min-monetary-cost
R4(config-route-map)#route-map TOSPOLICY1l permit 30
R4(config-route-map)#set ip tos normal
R4(config-route-map)#exit

R4(config)#interface s1/0

R4(config-if)#ip policy route-map TOSPOLICY1
R4(config-if)#exit

R4(config)#interface S1/1

R4(config-if)#ip policy route-map TOSPOLICY1
R4(config-if)#°Z

R4#

333

Through the use of policy-based routing, the administrator will have better control of the
path that a packet follows. Policy-based routing also allows the administrator to overcome
the shortest path limitations put in place by standard destination-based routing protocols.

Verifying and Troubleshooting
Policy-Based Routing Operation

After implementing policy-based routing, you need a way to verify that it is operating properly, and
if it is not, then you need to be able to troubleshoot it. That’s what will be covered in this section.
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The show ip policy command lists all the interfaces configured for policy-based routing
and their associated route maps:

R1l#show ip policy
Interface Route map
FastEthernet0/0policy3
Serial0/0.1 policy2
Serial0/0.2 policyl
Serial0/0.3 policy2

From the preceding output, you can determine which interfaces have policy-based routing
enabled and which route map is enforcing the policy. After you have determined the interfaces
that have policy-based routing enabled, you can view the contents of the route map that is
enforcing the policy. You can view all the route maps on the router with the command show
route-map:

R1#show route-map
route-map policyl, permit, sequence 10
Match clauses:
ip address (access-Tlists): 1
Set clauses:
ip next-hop 192.168.10.1
Policy routing matches: 0 packets, 0 bytes
route-map policyl, permit, sequence 20
Match clauses:
Set clauses:
Policy routing matches: 0 packets, 0 bytes
route-map policy2, permit, sequence 10
Match clauses:
ip address (access-Tists): 2
Set clauses:
ip next-hop 192.168.20.1
Policy routing matches: 0 packets, 0 bytes
route-map policy2, permit, sequence 20
Match clauses:
Set clauses:
Policy routing matches: 0 packets, 0 bytes
route-map policy3, permit, sequence 10
Match clauses:
ip address (access-1lists): 3
Set clauses:
ip next-hop 192.168.30.1



Verifying and Troubleshooting Policy-Based Routing Operation 335

Policy routing matches: 253 packets, 27965 bytes
route-map policy3, permit, sequence 20

Match clauses:

Set clauses:

Policy routing matches: 0 packets, 0 bytes

The preceding output informs you what is being used as the match condition and, if a match
is made, what the set condition is. The output also provides you the number of matches for a
sequence of the route map.

The debug ip policy command can be used to determine what policy-based routing is
doing. This command provides you with information on the packets that were matched and the
related routing information. It also informs you when a packet doesn’t match.

Consider the network in Figure 10.6.

FIGURE 10.6 Debugging policy-based routing

192.168.100.0

Below is the configuration and output from an exchange between the routers LAB1 and
LAB2, regarding LAB3:

LABl#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
LAB1(config)#access-Tist 100 permit ip any 192.168.100.0 0.0.0.255
LAB1(config)#route-map Sendtotl permit 10
LAB1(config-route-map)#match ip address 100
LAB1(config-route-map)#set interface s0O
LAB1(config-route-map)#exit

LAB1(config)#interface s2

LAB1(config-if)#ip policy route-map Sendtotl
LAB1(config-if)#"Z

LABl#debug ip policy

Policy routing debugging is on
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LAB2#ping 192.168.100.1

LAB1#

8wad: IP: s=192.168.12.2 (Serial2), d=192.168.100.1, len 100, policy match

8w4d: IP: route map SENDTOT1, item 10, permit

8w4d: IP: s=192.168.12.2 (Serial2), d=192.168.100.1 (Serial0), len 100,
wpolicy routed

8w4d: IP: Serial2 to Serial0 192.168.100.1

LAB1#

LAB2#ping 10.0.0.1

LAB1#

8wad: IP: s=192.168.12.2 (Serial2), d=10.0.0.1 (Serial0), len 100,
wpolicy rejected -- normal forwarding

LAB1#

Notice how the 56K link on LAB1’s interface S1 is not used in this exchange. This policy may
have been necessary because a protocol such as RIP was load-balancing across the two links, as
if they were equal. The result of the PBR configuration is that traffic coming in LAB1’s S2 inter-
face, bound for the 192.168.100.0 network, is forced over the T1, making traffic flow much
faster overall.

Redistribution

We briefly discussed redistribution in Chapter 8, “Border Gateway Protocol.” To refresh you,
redistribution is the process of allowing routing information known in one routing protocol to
be shared with another routing protocol. It should be noted here that routing protocols are the
only items that can be redistributed into. You can redistribute such items as connected inter-
faces, static routes, and default routes into a routing protocol.

There are two types of redistribution available: one-way redistribution and mutual redistri-
bution. One-way redistribution occurs when routing information contained in a routing proto-
col is shared with another routing protocol, but the other routing protocol doesn’t share its
routing information with the sharing protocol. Mutual redistribution is the process of two rout-
ing protocols sharing their routing information with each other.

Before we get too far into redistribution, we should revisit some of the topics discussed earlier
in this study guide. If you can remember back to the first chapter, we discussed how routes were
selected for the routing table. Administrative distance is the first deciding factor in selecting
which route to place in the routing table. The route with the lowest administrative distance is
the route that will be selected. If you do not remember the administrative distance values, this
would be a good time to go back and review. There is a chance that more than one route to the
same destination will have the same administrative distance. When this occurs, the route with
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the lowest metric is the route that will be selected; if load balancing is in use multiple routes may
be selected. Each routing protocol calculates the metric in its own way.

Another topic that’s important to review is the difference between classful and classless rout-
ing protocols. Classful routing protocols do not advertise the subnet mask of a route. So either
received routes are handled as classful routes, meaning that they are assumed at the classful
boundaries, or they take the subnet mask of the subnet they were received on, if they share the
same major network number. Classless routing protocols send the subnet mask with the route.
This allows for better use of addressing. One of the problems you will run into with redistribu-
tion occurs when you need to redistribute from a classless routing protocol to a classful routing
protocol. We will cover this topic in more detail later in this chapter.

Now would be a good time to go back and briefly revisit all of the IGPs that we have dis-
cussed thus far:

RIP If you remember from our earlier discussion, there are actually two versions of RIP: RIPv1
and RIPv2. RIPv1 is a classful routing protocol, whereas RIPv2 is a classless routing protocol.
Both versions of RIP use a metric known as hop count. Hop count is the number of routers that
a packet must pass through to reach its destination.

IGRP and EIGRP IGRP and EIGRP are Cisco proprietary routing protocols. Both use a com-
posite metric made up of the following:

= Bandwidth
= Delay

= Reliability
= Load

IGRP is a classful routing protocol, whereas EIGRP is a classless routing protocol. Remember:
If IGRP and EIGRP are running on the same router and both of them are using the same auton-
omous system number, they will automatically redistribute with each other. If they do not have
the same autonomous system number, you will need to manually redistribute between them.
These are the only IGPs we will discuss in this study guide that behave in this manner.

)/ Although redistribution occurs automatically from IGRP to EIGRP when

A&TE identical AS numbers are used, the resulting route entries in EIGRP do not
have the same administrative distance as EIGRP routes originated within
the EIGRP AS. While native routes carry an administrative distance of 90,
routes redistributed into EIGRP, even those from the same AS in IGRP, carry
an administrative distance of 170, far less trustworthy or desirable. The con-
verse is not true, because IGRP has no default mechanism for favoring
native routes over redistributed routes to the same destination network. As
you will see in this chapter, however, you can influence the use of redistrib-
uted routes by how you set their metrics.

OSPF and IS-IS  OSPF and IS-IS are both classless routing protocols. Both of these protocols
also use the Dijkstra algorithm to calculate the cost of a link.
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Classless to Classful Redistribution

The problem with classless to classful redistribution lies in the fact that a route that you are
attempting to redistribute to the classful routing protocol isn’t of classful boundaries. So
how do you overcome this? Careful planning. Summarization is the best means of resolving
this issue.

You need to first determine which of the routes that are going to be redistributed do not fall
on a classful boundary. Once you have determined this, you can summarize the routes. An
important item to note is if you are going to manually summarize a route, the route must be
summarized before it reaches the router that it will be redistributed on. If this does not occur,
the route will not be redistributed.

Filtering with Redistribution

When redistributing, it may not always be desirable to redistribute all of the routes contained
in the routing protocol. If this is the case, you can filter the routes that you are going to redis-
tribute. You can accomplish this through the use of a route map.

Another time you may need to use filtering is when performing mutual redistribution in multiple
places between the same routing protocols. The reason for this is you may not find it desirable to
have the same route redistributed into the other protocol from multiple routers.

Configuring Redistribution

This section takes a look at how to configure redistribution for RIPv1 and RIPv2, IGRP,
EIGRP, OSPF, and IS-IS. We conclude this section with the use of filters with redistribution.

RIP

When redistributing routes into RIP, you need to configure two items:

= The routing protocol to redistribute into RIP

= The metric to use for the routes from the other routing protocol
These items can be configured in one of two ways:

= Add the metric to the redistribution line. This will provide the same metric for all of the
routes that are being redistributed with the redistribution line.

*  Use the default-metric command with the simple metric to specify the metric for all
routes being redistributed into RIP. You can then configure the redistribution line without
the metric attached to it. The issue with this method is that all routes from all redistribu-
tions occurring on this router into RIP will have the same metric.
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So let’s take a look at how to configure these two different scenarios. We will start with
including the metric with the redistribution line. Refer to Figure 10.7.
We will configure one-way redistribution from IGRP AS 100 into RIP on R1:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router rip

R1(config-router)#redistribute igrp 100 metric 1
R1(config-router)#~Z

R1#

Now we will configure the same type of redistribution, but this time we will use the
default-metric command:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router rip

R1(config-router)#default-metric 1
R1(config-router)#redistribute igrp 100
R1(config-router)#~Z

R1#

That’s all there is to configuring basic redistribution into RIPv1 and RIPv2. If you do not
specify a metric when redistributing into RIP, the default will be 0. Because RIP doesn’t under-
stand a metric of 0, the routes will not be used. So you must specify a metric. We will cover the
classless to classful redistribution issues a little later in this section.

FIGURE 10.7 Redistribution into RIP
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IGRP

Redistribution into IGRP is very similar to redistribution into RIP. When redistributing routes
into IGRP, you need to configure two items:

*  The routing protocol to redistribute into IGRP
= The metric to use for the routes from the other routing protocol
These items can be configured in one of two ways:

*  Add the metric to the redistribution line. This will provide the same metric for all of the
routes that are being redistributed with the redistribution line.

= Use the default-metric command with the composite metric to specify the metric for all
routes being redistributed into IGRP. You can then configure the redistribution line with-
out the metric attached to it. The issue with this method is that all routes from all redistri-
butions occurring on this router into IGRP will have the same metric.

So let’s take a look at how to configure these two different scenarios. We will start with

including the metric with the redistribution line. Refer to Figure 10.8.
We will configure one-way redistribution from RIP into IGRP AS 100 on R1:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router +igrp 100

R1(config-router)#redistribute rip metric 100 100 200 1 1500
R1(config-router)#~Z

R1#

Now we will configure the same type of redistribution, but this time we will use the
default-metric command:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router +igrp 100

R1(config-router)#default-metric 100 100 200 1 1500
R1(config-router)#redistribute rip

R1(config-router)#~Z

R1#

ITE must enter bandwidth, delay, reliability, load, and MTU when redistributing

%’ Even though IGRP and EIGRP use bandwidth and delay by default, you
into them.
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FIGURE 10.8 Redistribution into IGRP

IGRP AS 100

As we said at the beginning of this section, basic IGRP redistribution is almost the same as basic
RIP redistribution. IGRP requires you to specify a metric, except when the redistribution occurs with
another instance of IGRP or EIGRP. All instances of IGRP and EIGRP use the same composite style
of metrics. This means that the metric will carry across the redistribution. Redistributing any other
routing protocol, except IGRP or EIGRP, into IGRP requires you to set the metric. If a metric is not
specified, the metric value defaults to 0. Because IGRP uses a composite metric, it will not under-
stand a metric of 0 and the routes will not be used. So you must specify a metric.

EIGRP

Basic EIGRP redistribution is exactly the same as basic IGRP redistribution. EIGRP, however,
is a classless routing protocol. Like IGRP, EIGRP requires you to specify a metric except when
the redistribution occurs with another instance of EIGRP or IGRP. All instances of EIGRP and
IGRP use the same composite style of metrics, meaning that the metric will carry across the
redistribution. Redistributing any other routing protocol, except EIGRP or IGRP, into EIGRP
will require you to set the metric. If a metric is not specified, the metric value defaults to 0.
Because EIGRP uses a composite metric, it will not understand a metric of 0 and the routes will
not be used. Be smart and always supply a metric for routes being redistributed into EIGRP.

OSPF

When redistributing into OSPF, it is not required to set a metric. If a metric is not stated, the
default will be 20. It is a good idea to set the metric so all of the redistributed routes do not have
the same metric.

Because OSPF is a classless routing protocol, it accepts routes that are not of classful bound-
aries. In order for OSPF to accomplish this, you need to append the keyword subnets to the end
of the redistribution line. The subnets keyword allows for classless routes to be redistributed
into OSPF. Without the subnets keyword, OSPF will accept only classful routes and will reject
classless routes. Refer to Figure 10.9.
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FIGURE 10.9 OSPF redistribution
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We will need to configure redistribution from EIGRP AS 100 into OSPF 1 on R1. We will
assign the metric of 100 to the redistributed routes. We also need to make sure that the redis-
tributed routes are in their classless form:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router ospf 1

R1(config-router)#redistribute eigrp 100 metric 100 subnets
R1(config-router)#~Z

R1#

OSPF also allows you to define what type of external routes the redistributed routes are:
Type 1 or Type 2. To accomplish this, you need to add the metric-type keyword to the redis-
tribution line specifying the type of route.

Refer back to the network in Figure 10.9. The same redistribution needs to occur, except this
time we need to make sure that all routes coming from EIGRP AS 100 are marked as Type 2
external routes:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router ospf 1

R1(config-router)#redistribute eigrp 100 metric 100 subnets metric-type 2
R1(config-router)#"Z

R1#

If you would like to set a default metric for all routes redistributed into OSPF, you would use
the default-metric command with the value of the metric.

An important item to note is that you can run multiple OSPF processes on the same router.
These different OSPF processes do not automatically redistribute between themselves. You need
to configure redistribution in order for the different OSPF processes to share routing informa-
tion with one another.
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The Two Metric Types of OSPF

As mentioned in this section, OSPF defines two external metric types: Type 1 and Type 2. By
default, routes are redistributed into OSPF as Type 2. From the perspective of the router com-
puting the cost to a route external to the OSPF autonomous system, a Type 1 external route
(marked with E1 in the IP routing table) has a metric that is the sum of the internal OSPF cost,
all the way back to the ASBR, and the external redistributed cost. From the viewpoint of the
same router, a Type 2 external route (marked with E2 in the IP routing table) has a metric equal
only to the redistributed cost that the ASBR originally advertised, with no premium for path-
ways back internal to the ASBR.

IS-IS

Like OSPF, IS-IS does not require you to set a metric. If a metric is not defined, the default will
be 0. IS-IS does understand 0 as a valid metric. You should still define a metric, however. Unlike
the other routing protocols, IS-IS does not support the default-metric command, which
requires you to set the metric on the redistribution line.

When redistributing into IS-IS, it is suggested that you specify whether the routes are internal or
external and the level of the routes being redistributed. If you do not specify these things, IS-IS will
default redistributed routes to internal Level 2 routes. This in turn will represent the metrics of these
connections the same way it would represent the metrics of any internal IS-IS route. So it is advisable
if you are redistributing routes into IS-IS to set them as external routes. This way, the metric will be
higher and will better represent that the route is not an internal route to the IS-IS process.

It is important to note that IS-IS is a classless routing protocol and doesn’t require extra con-
figuration in order to redistribute classless routes. Let’s refer to Figure 10.10.

In this example, we’re going to configure R1 so that the routes from EIGRP AS 100 are
redistributed into IS-IS. We will set the metric of these routes to 10 and set them to external
Level 2 routes:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router isis

R1(config-router)#redistribute eigrp 100 metric 10 metric-type external
R1(config-router)#"Z

R1#

Other routing protocols do not require you to specify anything about them when redistrib-
uting their routes into another routing protocol, but IS-IS does. When redistributing IS-IS into
another routing protocol, you must specify whether the routes you want to redistribute are
Level 1 (Tevel-1 keyword), Level 2 (Tevel-2 keyword), or Level 1/Level 2 (Tevel-1-2 key-
word) routes. If you specify Level 1 routes, no Level 2 routes will be redistributed, and vice
versa. So in order to redistribute all routes from IS-IS into another routing protocol, you must
specify Level 1 and Level 2 routes.
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FIGURE 10.10 IS-IS redistribution
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In the previous example, we redistributed routes from EIGRP AS 100 into IS-IS. This time,
let’s reverse the process, and in doing so, redistribute only the Level 2 routes from IS-IS into

EIGRP AS 100:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router eigrp 100

R1(config-router)#redistribute isis level-2 metric 100 100 200 1 1500
R1(config-router)#"Z

R1#

This configuration will redistribute only the IS-IS Level 2 routes into EIGRP AS 100. If we
wanted all IS-IS routes to redistribute into EIGRP AS 100, we would need to use the following
configuration:

Rl#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router eigrp 100
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R1(config-router)#redistribute isis level-1-2 metric 100 100 200 1 1500
R1(config-router)#~Z
R1#

That’s really all there is to basic IS-IS redistribution. So far, we have described basic redis-
tribution into all of the IGPs covered in this study guide. We’re now going to look at redistrib-
uting connected interfaces, static routes, and default routes into the different routing protocols.
We will then conclude the redistribution section with a look at VLSM to FLSM redistribution
and incorporating filters into redistribution.

Connected Interfaces, Static Routes, and Default Routes

There are instances when you will find it important to redistribute your static and default routes
and your connected interfaces into a routing protocol. You may be thinking, “Okay, I under-
stand the static and default route redistribution, but when would I ever need to redistribute a
connected interface?” That is a legitimate question. There are instances when you will have an
interface participating in a routing protocol, but you still need to redistribute that interface into
the routing protocol. This is probably a little confusing.

Remember back to when I briefly mentioned VLSM to FLSM redistribution and how you
may need to summarize routes to be able to redistribute them? The routes must be summarized
before they reach the redistributing router, because a router has no way of redistributing a sum-
mary route that it created. The redistributed route must come from its own routing table. In the
case one of the routes that need to be summarized is directly connected to the redistributing
router, you cannot summarize the route at that point. The only option you may have is to redis-
tribute the connected interface on the neighboring router on the other side of the link into the
routing protocol. You could then create a summary route including that route, which the neigh-
boring router would advertise to the redistributing router, and the redistributing router would
be able to redistribute the summary route into the classful routing protocol. Redistributing
routes based on connected networks also comes in handy when you do not wish to include the
network in the routing process, but you would like the route based on that network in the rout-
ing process.

In addition to illustrating the redistribution of connected interfaces, we’re going to take a
look at how to redistribute static and default routes into each of the different IGPs.

Connected Interfaces

Redistributing connected interfaces is pretty simple. For all of the routing protocols we’ve dis-
cussed, all you need to do is use the keyword connected instead of another routing protocol.
Let’s take a look at redistributing connected interfaces into RIP, IGRP, EIGRP, OSPF, and IS-IS.

RIP

Rl#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router rip
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R1(config-router)#redistribute connected metric 1
R1(config-router)#~Z
R1#

IGRP

R1l#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R1(config)#router igrp 100

R1(config-router)#redistribute connected metric 100 100 200 1 1500
R1(config-router)#"Z

R1#

EIGRP

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router eigrp 100

R1(config-router)#redistribute connected metric 100 100 200 1 1500
R1(config-router)#~Z

R1#

OSPF

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router ospf 1

R1(config-router)#redistribute connected metric 100 subnets
R1(config-router)#~Z

R1#

IS-IS

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router isis

R1(config-router)#redistribute connected metric 0 metric-type external
R1(config-router)#"Z

R1#

As you can see, redistributing connected interfaces into the routing protocols is really no dif-
ferent from redistributing another routing protocol into them.



Configuring Redistribution 347

Static Routes

Redistributing static routes is just as simple as redistributing connected interfaces. All you need
to do is use the static keyword instead of a routing protocol. The following are examples for
each of the routing protocols discussed.

RIP

R1l#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
R1(config)#router rip

R1(config-router)#redistribute static metric 1
R1(config-router)#"Z

R1#

IGRP

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router igrp 100

R1(config-router)#redistribute static metric 100 100 200 1 1500
R1(config-router)#~Z

R1#

EIGRP

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router eigrp 100

R1(config-router)#redistribute static metric 100 100 200 1 1500
R1(config-router)#~Z

R1#

OSPF

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router ospf 1

R1(config-router)#redistribute static metric 100 subnets
R1(config-router)#"Z

R1#
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I1S-IS

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router isis

R1(config-router)#redistribute static ip metric 0 metric-type external
R1(config-router)#~Z

R1#

Default Routes

When redistributing default routes into RIP, IGRP, and EIGRP, you redistribute them the same
way you redistribute static routes. Redistributing default routes into IS-IS and OSPF differs
from the way you do it for their counterpart static routes.

OSPF

OSPF ASBRs do not by default advertise default routes. In order to enable the advertising of a
default route, the default-information originate command needs to be used. Whatever
OSPF router you enter this command on, even if the router is not currently an ASBR, will
become an ASBR. It’s just like issuing the redistribute command. The command makes the
router become an ASBR in software.

The default-information originate command advertises default routes to the other
routers participating in the OSPF process if the ASBR has a default route of its own. So if the
default route were to be removed from the ASBR’s routing table, the ASBR would cease origi-
nating the default information and OSPF would declare that route unreachable. In order to
overcome the issue of the ASBR requiring its own default route before originating the default
route, OSPF allows for the keyword always to be appended to the default-information
originate command. With the use of the always keyword, the ASBR always sends a default
route into OSPF, even if there is not a default route available in its own routing table. If the
OSPF process has only one default, this is a good approach. If there is more than one router orig-
inating a default route, you should not use the always keyword. The following is an example
of a default route being redistributed into OSPF:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#ip route 0.0.0.0 0.0.0.0 10.10.10.1
R1(config)#router ospf 1
R1(config-router)#default-information originate
R1(config-router)#~Z

R1#

IS-IS

Like OSPF, IS-IS uses the default-information originate command to redistribute default
routes into IS-IS. IS-IS, however, does not support the use of the always keyword. Default routes
redistributed into IS-IS are advertised only to the Level 2 area. The default route is not advertised
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into a Level 1 area. Level 1 areas have their own way of discovering default gateways. The fol-
lowing is a sample of a default route being redistributed into IS-IS:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#ip route 0.0.0.0 0.0.0.0 10.10.10.1
R1(config)#router isis
R1(config-router)#default-information originate
R1(config-router)#~Z

R1#

OSPF allows you to set a metric value and a metric type for the default route. IS-IS does not
allow you to set these values for a default route.

Classless to Classful Redistribution

There are only two routing protocols we’ve covered for which we really need to worry about
classless to classful redistribution: RIPv1 and IGRP. The problem is these two routing protocols
are still used in networks today.

So what causes the problem with redistribution between classless and classful routing pro-
tocols? The problem arises because classful routing protocols do not send a subnet mask with
a route. Because classless routing protocols do send the subnet mask with the route, you will
encounter situations where you need to redistribute routes into the classful routing protocol
that do not fall within the classful boundaries.

How do we overcome these instances? There are actually two ways you can overcome the
classless to classful redistribution limitation:

= Make sure you have summarized all networks to their classful boundaries that need to be
redistributed before they reach the redistributing router.

= On the redistributing router, create a static route with the classful variant of the classless route
and point it to interface null0. Redistribute the static route into the classful routing protocol.

Null0 is an interface that doesn’t exist. The null0 interface can be used with static routes to
route a packet into a black hole of sorts. In other words, if you have traffic that you do not want
to reach a particular destination, you can create the static route for that destination with the
next-hop interface pointing to null0. Any traffic that enters the router destined for the network
specified in the static route is sent to the null0 interface and dropped. In other words, the traffic
will not reach that destination.

So if static routes to null0 keep packets from reaching a destination, why would we ever want
to use that type of static route for classless to classful redistribution? The reason we would do
this is the route will be advertised into the classful routing protocol. All of the traffic destined
for that network is forwarded back to the router that originated the classful advertisement from
its static route. Because the originating router has more specific routes for the destination, it will
use those routes and will never use the route to null0, hence solving the redistribution limitation.

To better understand these two methods, we will walk through a couple of examples. We’ll
start with the summarization solution. Refer to Figure 10.11.
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FIGURE 10.11 Summarization solution
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You should’ve noticed in Figure 10.11 that Area 1 has the address 172.16.168.0 /24. If you just
set up normal redistribution between OSPF 1 and RIPv1, that route would not be redistributed.
So what we need to do is create an area range on R3 to summarize Area 1 to 172.16.0.0 /16. Once
the area range is set up, then redistribution can be configured and the route will be redistributed.
Here’s the configuration that would accomplish this:

R3#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R3(config)#router ospf 1

R3(config-router)#area 1 range 172.16.0.0 255.255.0.0
R3(config-router)#~Z

R3#

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router rip

R1(config-router)#redistribute ospf 1 metric 1
R1(config-router)#"Z

R1#
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Now let’s look at the option of creating a static route pointing to null0. We will first need
to configure on R1 a static route for 172.16.0.0 255.255.0.0 pointing to null0. We would then
redistribute the static route into RIP. The following is the configuration to accomplish this:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#ip route 172.16.0.0 255.255.0.0 null0
R1(config)#router rip

R1(config-router)#redistribute static metric 1
R1(config-router)#~Z

R1#

This scenario would accomplish the same task as the first. The method you use is up to you.
Either one will accomplish the task.

Filtering with Redistribution

Using route maps to filter and/or manipulate routes for redistribution is a very powerful tool.
When redistributing routes, you may not want all of the routes contained within a routing pro-
tocol to be shared with another routing protocol. The way to accomplish this would be to set
up a route map to block the routes.

Route maps can also be used to manipulate routes during redistribution. You may ask yourself,
“When would you want to do that?” One of the reasons to manipulate the routes is when all of
the routes being redistributed shouldn’t have the same metric. Remember that using a default-
metric command will set all routes being redistributed into the routing protocol on that router
to the same metric. If you use the metric keyword on the redistribution line, you will set all routes
being redistributed during that particular instance to the same metric. If you do not want all of the
routes being redistributed during an instance of redistribution, you can create a route map to filter
the routes based on the IP prefix and then set the metric for those particular routes.

Let’s go ahead and take a look at a couple of these examples. Refer to Figure 10.12.

FIGURE 10.12 Filtering during redistribution
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In this example, we will redistribute the routes contained in EIGRP AS 100 into OSPF 1.
However, we do not want the route 192.168.200.0 /24 redistributed into OSPF 1. We do want
all other routes and any future routes to be redistributed. First, we need to create a route map
that will deny that route and permit all other routes. We will then configure the redistribution
and include the route map:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.

R1(config)#access-Tist 1 permit 192.168.200.0 0.0.0.255

R1(config)#route-map EIGRPTOOSPF deny 10

R1(config-route-map)#match ip address 1

R1(config-route-map)#route-map EIGRPTOOSPF permit 20

R1(config-route-map)#exit

R1(config)#router ospf 1

R1(config-router)#redistribute eigrp 100 metric 100 subnets route-map
= ETIGRPTOOSPF

R1(config-router)#~Z

R1#

That will do it. All other routes will be permitted, and 192.168.200.0 /24 will be denied.
Now that you understand how to filter routes with route maps for redistribution, let’s build
on it. This time, we still want to block route 192.168.200.0 /24 and set the metric of route
192.168.100.0 /24 to 150, and for any future routes, we want their metric to be set to 100:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.

R1(config)#access-1ist 1 permit 192.168.200.0 0.0.0.255

R1(config)#access-1ist 2 permit 192.168.100.0 0.0.0.255

R1(config)#route-map EIGRPTOOSPF deny 10

R1(config-route-map)#match ip address 1

R1(config-route-map)#route-map EIGRPTOOSPF permit 20

R1(config-route-map)#match ip address 2

R1(config-route-map)#set metric 150

R1(config-route-map)#route-map EIGRPTOOSPF permit 30

R1(config-route-map)#set metric 100

R1(config-route-map)#exit

R1(config)#router ospf 1

R1(config-router)#redistribute eigrp 100 metric 100 subnets route-map
= ETGRPTOOSPF

R1(config-router)#"Z

R1#
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Here’s a breakdown of what will occur:

1. 192.168.200.0/24 will match the statement contained in sequence 10. Because sequence 10
is a deny sequence, the route will not be redistributed.

2. 192.168.100.0 /24 will match the statement contained in sequence 20. Since the condition
says to set the metric to 150, the route’s metric will be set to 150. The route is redistributed
because the sequence is a permit.

3. All other routes will be accepted by sequence 30 since no match statement was specified.
The metric of all the routes will be set to 100 as specified by the set metric action, and
then all routes will be redistributed because the sequence is a permit.

Using route maps with redistribution is an important concept to grasp. They are used
frequently in the real world. In order to master the concepts of redistribution and redistri-
bution with route maps, you need to spend time practicing using them. It will help you in
the long run.

Summarization

We would like to revisit the topic of route summarization here. Route summarization is the pro-
cess of combining multiple network ranges into one network range. We have briefly discussed
the use of route summarization for most of the IGPs we’ve covered in this study guide and BGP.
We’d like to take a minute to go over those again and also show you how to use summarization
for routes being redistributed into a routing protocol. We will look at each of the routing pro-
tocols individually.

Routing protocols such as RIPv1, RIPv2, IGRP, EIGRP, and BGP support automatic sum-
marization. Automatic summarization will occur when routing information crosses a classful
network boundary. Manual summarization is supported by RIPv2, EIGRP, IS-IS, OSPF, and
BGP. RIPv1 and IGRP do not support the concept of manual summarization, because they are
classful routing protocols. They do, however, automatically summarize on classful network
boundaries, leading to their lack of support for discontiguous subnets.

EIGRP

EIGRP uses summarization the same way, whether it’s for a route originating in EIGRP or a route
being redistributed into EIGRP. In order to summarize a route, you need to use the ip summary-
address eigrp AS# command on the interface you want to perform the summarization. The fol-
lowing is an example of an EIGRP summary route being placed on interface Serial O:

R1l#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#interface s0O
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R1(config-if)#ip summary-address eigrp 100 172.16.0.0 255.255.0.0
R1(config-if)#~Z
R1#

This configuration creates a summary address of 172.16.0.0 /16 for EIGRP AS 100 that will
be advertised to the neighbor on interface SO.

OSPF

The way you would configure a summary address for internal OSPF routes is different from the
way you would configure a summary address for a route being redistributed into OSPF.

To configure summary addresses for internal OSPF routes, you use area ranges. For instance,
Area 1 has the following network addresses in it:
= 172.16.16.0 /24
= 172.16.32.0 /24
= 172.16.48.0 /24

We want to be able to send out one route for all of the routes contained in Area 1. We
would need to create a summary address of 172.16.0.0 /18. If you do not remember how to
summarize addresses, refer back to Chapter 2, “IP Addressing.” In order to implement this,
you would need to create an area range for this summary address on the ABR for Area 1.
Here’s the configuration required:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router ospf 1

R1(config-router)#area 1 range 172.16.0.0 255.255.192.0
R1(config-router)#~Z

R1#

If the same addresses in the preceding example that we needed to summarize were redistrib-
uted into OSPF, we would need to use the command summary-address address mask on the
ASBR that was performing the redistribution. The following is the needed configuration:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router ospf 1

R1(config-router)#summary-address 172.16.0.0 255.255.192.0
R1(config-router)#~Z

R1#

It’s important to note that this command can be used only on an ASBR, and it must be used
for routes being redistributed into OSPF.
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IS-IS

IS-IS summarizes internal routes and redistributed routes in the same way as in the previous sec-
tion about OSPF. In order to summarize routes for IS-IS, you must use the summary-address
command with one of the following keywords:

= Tevel-1 will summarize routes redistributed into the Level 1 area.

= Tlevel-2 will summarize Level 1 routes that are going into the Level 2 backbone. It will also
summarize routes that are being redistributed into the Level 2 backbone.

= Tlevel-1-2 will perform both Level 1 and Level 2 summarization.
The following routes are contained in a Level 1 area:

172.16.126.0 /24

172.16.4.0 124

172.16.48.0 /24

In order to configure summarization, you would first need to figure out the summary address
for these routes. In this case, the summary address would be 172.16.0.0 /17. Then you would
configure the summary address on the Level 1/2 router attached to the area. Here’s the config-
uration that needs to be entered on the Level 1/2 router:

R1l#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
R1(config)#router isis

R1(config-router)#summary-address 172.16.0.0 255.255.128.0 level-2
R1(config-router)#"Z

R1#

This configuration summarizes the three routes into one route, and the Level 2 backbone would
know of only this one route.

Summary

When all of these techniques are used together, they can help optimize a network’s performance.
In turn, they can help you better perform your job.

There are many methods to use for filtering routing information. These methods include
access groups, distribute lists, and route maps. Access groups are used to filter traffic crossing
a router, distribute lists are used to filter routing updates, and route maps are used to filter
routes being redistributed.

Policy-based routing allows for routing to occur in a method that differs from the rules estab-
lished by dynamic routing protocols. This is accomplished by creating a policy that will define
how certain traffic should be routed for certain destinations.
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Route information is not shared between different routing domains, by default (except
between IGRP and EIGRP using the same AS number). In certain situations, you may want to
share route information between these different routing domains. When this is the case, you
need to configure redistribution.

The larger a routing table is, the more CPU cycles are required to route information. In an
effort to reduce the size of routing tables, you can use summarization. Routing protocols such
as RIPv1, RIPv2, IGRP, EIGRP, and BGP support automatic summarization. Automatic sum-
marization will occur when routing information crosses a classful network boundary. Manual
summarization is supported by RIPv2, EIGRP, IS-IS, OSPF, and BGP.

We’ve covered a tremendous amount of information in this part of the study guide. You
should feel a sense of accomplishment in making it this far. The topics covered here are intended
not only to help you pass the BSCI exam but to help you succeed in the networking field. Take
time to practice and solidify your understanding of these topics so that you may better perform
your job and take the next step up the ladder of networking knowledge.

Exam Essentials

Explain the use of filters. There are many methods to use for filtering routing information.
These methods include access groups, distribute lists, and route maps. Access groups are used
to filter traffic crossing a router, distribute lists are used to filter routing updates, and route
maps are used to filter routes being redistributed.

Explain why policy-based routing is used and when it should be used. Policy-based routing
allows routing to occur in a method that differs from the rules established by dynamic routing pro-
tocols. This is accomplished by creating a policy that defines how certain traffic should be routed
for certain destinations.

Understand the concept of redistribution. Route information is not shared between different
routing domains by default (except between IGRP and EIGRP using the same AS number). In
certain situations, you may want to share route information between these different routing
domains. When this is the case, you need to configure redistribution.

Understand why summarization is needed. The larger a routing table is, the more CPU
cycles are required to route information. In an effort to reduce the size of routing tables, you
can use summarization. Routing protocols such as RIPv1, RIPv2, IGRP, EIGRP, and BGP
support automatic summarization. Automatic summarization will occur when routing
information crosses a classful boundary. Manual summarization is supported by RIPv2,

EIGRP, IS-IS, OSPF, and BGP.
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THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v" Understand the three-layer hierarchical design model and
know the function of each of the three layers: Access,
Distribution, and Core.

v' Choose the correct routing protocol given specific design
requirements.

v" Recognize the benefits of route summarization and apply
proper route summarization to a hypothetical scenario.



This chapter covers the Cisco three-layer hierarchical design model
and talks about the proper layout of IP addressing to allow route
aggregation through summarization. We will also discuss how these
design considerations are affected by the routing protocol selected and why one routing protocol is
more desirable given a set of circumstances. Network design is very subjective, and some people have
strong views on the topic. Mainly, good network design is a function of experience and planning. We
will try to help you understand the considerations for good network design.

Three-Layer Hierarchical Design Model

You’ll likely use the Cisco three-layer hierarchical design model as a guideline when designing
a network using the three-layer network design method. It consists of the Access, Distribution,
and Core layers. The Access layer is where end users gain access to the network. The Distribu-
tion layer is a point where multiple Access layer devices are aggregated to the next layer. The
last layer—the Core layer—is where all distribution devices are connected, and it also connects
to other Core layer devices.

These are not hard and fast rules. You can even have a more hierarchical design in your net-
work by hanging another Access layer below the first Access layer. This way, the higher Access
layer takes on a partial role of the Distribution layer for the lower level Access layer, which is
why it is sometimes called an N-tier design approach. The advantages to using this design model
are improved fault isolation, ease of understanding for new engineers, easy network growth,
and the cost savings that come from a more efficient network.

Because this is a design guideline, you can also think of the three-layer hierarchy from a WAN or
campus network perspective. Both have three layers and both perform aggregation at each level, but
there are some distinct differences. In the WAN, the three layers are all routers, and the aggregation
is mainly for routes and secondarily for bandwidth. The campus network is usually a LAN where
the three layers are a combination of routers or layer 3 switches and layer 2 switches. It is used
mainly for bandwidth aggregation and secondarily for route summarization. Figure 11.1 shows a
three-layer WAN hierarchy, and Figure 11.2 shows a three-layer campus hierarchy. We will discuss
the WAN and campus considerations for each layer in detail.

Access Layer

The Access layer is the first layer that users encounter, and it’s where some access control can be
performed and packets can be marked.. Now we’ll look at the WAN and campus network hier-
archies of the Access layer and demonstrate how the Access layer is utilized for each.
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FIGURE 11.1 Three-layer WAN hierarchy
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In the WAN hierarchy, the Access layer consists of mainly lower speed routers that connect a
remote site to a Distribution layer router within the same geographic region. The speed of the
router depends upon the bandwidth requirements at the remote site. Layer 3 access control is
provided at this layer, as is the optional marking of packets.

There can be a backup connection to a second Distribution layer router within the same
region, which allows redundancy from the remote site in case a circuit is disrupted. To fur-
ther enhance redundancy, a second Access layer router can be deployed at the remote site,
which is connected to a second Distribution layer router in case the router or circuit is dis-
rupted. In this case, a protocol such as HSRP, VRRP, or GLBP is used to allow these routers
to appear as a single router to make the failover transparent to the end users. These proto-
cols allow two or more routers to appear as one to back each other up in case one fails or
to distribute the routing load among a number of routers. The level of redundancy needed
depends upon the number of users that will be affected and the business importance of this
remote site.
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FIGURE 11.2 Three-layer campus hierarchy
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Because the Access layer provides access to the rest of the network through slower WAN
links, congestion can occur. The Access layer can perform a traffic shaping function to ensure
that congestion is left in check using Random Early Detection (RED), Weighted Random
Early Detection (WRED), or Distributed Weighted Random Early Detection (DWRED)
technologies. These technologies randomly drop packets in TCP flows when a buffer starts to
become too full. This will avoid the buffer filling to capacity and the router needing to drop
every packet.

If this is a large remote site, the Access layer router will also need to aggregate routes from
the remote site to reduce the number of routes sent to the Distribution layer. This is usually
not the case since remote sites generally have small networks.

Access Layer for the Campus Network

In a campus network, the Access layer is where users gain access to the network, and it is
the first device they connect to. This is usually a layer 2 switch with high port density that
connects users on a floor, or part of a floor, to a Distribution layer switch. This is where
layer 2 access control using VLAN access control lists (VACLSs) is performed and optionally
packets can be marked.

The marking or coloring of packets is used to identify traffic flows and give that traffic the
required priority or level of service that it needs. For example, FTP packets can be marked as
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the lowest priority and voice packets as the highest priority. This way, the FTP or other lower
priority packets on congested links will not delay the voice packets.

sl Cisco does not suggest access controls be used at this level of the campus net-

ING work, but this information has been included to let you know that VACLs can be
configured at this layer. In Cisco’s opinion, the Access layer is not a legitimate
place for access control.

The Access layer can also implement VLANS to allow hosts to be on the same subnet without
requiring that they be connected to the same switch. The VLAN can span multiple Access layer
switches if you trunk it to the Distribution layer. The Distribution layer will allow intra-VLAN
traffic to be switched to the appropriate Access layer switch. Figure 11.3 shows how hosts on
different switches can belong to the same local VLAN.

With Cisco’s adoption of 802.1x, used to authenticate both wireless and wire line users, the
Access layer in the campus network can also offer authentication services for devices connecting
to the network. This requires the user to enter a username and password, which are checked
against an authentication server such as RADIUS or TACACS+, to gain access to the network.
You no longer need to worry about exposing your network to intruders who might connect
their laptops to the corporate network in the lobby or a training room, and it’s very useful for
keeping rogue wireless access points off the network.

FIGURE 11.3 Local VLANs
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Redundancy is one of the key aspects of this design model. The Spanning Tree Protocol (STP)
is used to ensure a loop-free layer 2 network. This allows multiple links between an Access layer
switch and the Distribution layer, where STP will block all but one connection between them.
It can take up to 30 seconds for a redundant connection to start forwarding packets, and so
because of this delay, enhancements have been made to the STP algorithm. These enhancements
include Cisco’s uplink-fast and 802.1w, or Rapid Spanning Tree Protocol (RSTP), and can
achieve sub-second failover to a redundant link. Sometimes the Access layer utilizes a layer 3
switch and provides for smaller broadcast domains, which takes some of the pressure from the
Distribution layer.

Distribution Layer

The middle layer of the hierarchical model is the Distribution layer, and it is the glue that holds
the Access and Core layers together. It is used for both IP address and bandwidth aggregation,
plus it is where additional access control and queuing can be configured.

Distribution Layer for the WAN Network

In a WAN network, the Distribution layer routers will take in many lower speed links from the
Access layer and aggregate them to a higher speed link to the Core layer. The distribution rout-
ers will also be connected to one another to reduce congestion on the links to the core. This will
also eliminate the need to send traffic to the core that is destined for the same region it was
sourced from.

Because aggregation is the mantra for this layer of the hierarchys, it is very important that you
assign IP addresses correctly or this layer can become a bottleneck in your network. The distri-
bution router will aggregate routes into the core for all access networks in its region. The rout-
ing tables on these routers can become quite large because they need to know how to reach all
access networks in their region, plus all aggregated networks in the core.

Redundancy can be achieved by using multiple circuits from the distribution routers to the
core. Because there are usually no client devices at this layer of the hierarchy, using a redun-
dancy protocol such as HSRP, VRRP, or GLBP is not necessary. A dynamic routing protocol
will provide route redundancy from the Access layer and to the Core layer.

Distribution Layer for the Campus Network

Within a campus network, the Distribution layer is the workhorse that will take all Access layer
layer 2 switches and aggregate their bandwidth to the Core layer. The Distribution layer is
either a large router or a layer 3 switch. Because this is the first layer 3 device the traffic has
encountered, layer 3 access controls are applied at this layer.

When using a layer 3 switch, VLANSs can be utilized to allow hosts on multiple Access layer
switches to use the same layer 3 network address space. This can enhance security by allowing
only the hosts on the VLAN to communicate directly with one another. Communications
between subnets can then be subject to layer 3 access control.
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You can optionally configure the marking of packets for quality of service (QoS) at this layer,
but it is not advised because the Access layer is a better place for this service. Instead, you can
configure queuing to ensure that higher priority traffic will be processed first if there is conges-
tion on the links.

Redundancy is achieved by using a layer 2 redundancy technology such as STP on both the
Core and the Access layers. Multiple interfaces can be aggregated through inverse multiplexing
if greater bandwidth is needed to the core of the network.

Core Layer

The Core layer is a high-speed data pump that is the backbone of the network and should not
be burdened by additional services. It receives traffic on one interface and quickly switches it to
the appropriate outbound interface to provide increased packet switching and an optimized

transport. The Core layer should not be marking or filtering any traffic but can use information
in the packets to enqueue traffic to ensure QoS across the backbone. The keys to a good Core
layer are redundancy, fast convergence, and independence from the connection technology (for
example, SONET, GigE, and ATM). The core in a WAN network looks different from the core
in a campus network because the first operates at layer 3 and the second operates at layer 2.

Core Layer for the WAN Network

The devices in the core of a WAN network are usually very-high-speed routers that can sustain
operating at very high bandwidths. They look at the layer 3 address within each packet and switch
the packet to the outbound interface based upon that address. High-speed switching techniques,
such as Cisco Express Forwarding (CEF), are utilized to increase packet-switching speed and
ensure that packets are not delayed.

Like the distribution routers, they are connected to one another to ensure an optimum path
through the backbone. With route summarization, the routing tables in the core routers should
be pretty small to ensure a shorter lookup time and conserve system resources.

Core Layer for the Campus Network

The devices in the core of a campus network are usually layer 2 switches that have high-speed
links from the Distribution layer. Sometimes multiple interfaces are aggregated to increase the
bandwidth from the Distribution layer to the core. The Core layer can optionally have layer 3
switches to provide for greater segmentation of the network and reduce the workload for the
Distribution layer. If layer 3 switches are used, then the core looks more like the WAN network
and functions very much the same.

This is the layer where WAN and Internet routers reside for traffic exiting the local area net-
work. Redundancy is achieved by utilizing a layer 2 redundancy technology such as STP, and
trunking between core devices is used to increase bandwidth. When you add layer 3 switches on
every layer of the campus network, it looks and acts like the WAN network design but with
higher bandwidths. Next, we will talk about allocating IP addresses within your network and
what design considerations you need to watch out for.
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IP Address Assignment

IP address assignment is a crucial aspect of network design. If you assign IP addresses to the net-
work arbitrarily, there will be no way that route summarization can take place. Your network
will not scale because the routing tables on all the routers in your network will become very
large and will have performance problems. As the number of routes grows, the amount of mem-
ory needed to store and manipulate those routes increases. There is also increased CPU and net-
work utilization. When you design a network with summarization in mind, you will reduce the
size of the routing tables in all routers in your network, which allows them to do their job more
efficiently. Plus, readdressing a network to resolve these problems can be very difficult, costly,
and time-consuming.

If you are using RFC 1918 address space within your network, then it’s a little easier because
you have such a huge block of address space to allocate from. If you don’t have the luxury of
a large address space and you need to allocate from a smaller block, then you need to plan very
well. You also need to leave plenty of address space for growth.

We will be using the 10.0.0.0/8 IP address space from RFC 1918 in our examples of a large
national network. Figure 11.4 illustrates the sample network that we will be allocating
addresses for.

You can see that there are four major regions at the core of the network and that each region
has two core routers. Each core router is connected to a core router in each other region, which
allows redundant connections among all regions. Each region is going to be allocated ¥4 of the
total address space available within that region. Instead of seeing thousands of routes for each net-
work within a given region, the other core routers will see only a single aggregate route from that
region. Table 11.1 shows the breakdown of the address space and which regions it is allocated to.

FIGURE 11.4 Sample network
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TABLE 11.1 Address Space and Regional Allocation

Region Address Space
North 10.0.0.0/10
East 10.64.0.0/10
West 10.128.0.0/10
South 10.192.0.0/10

If one region needs more addresses, then you would need to change the allocations. You
don’t always have an even 1/4 split, but you may have a 1/2, 1/4, 1/8, 1/8 split. This is fine, but
you should try to allocate each region from address space that can be aggregated to a small num-
ber of prefixes.

Now we will look at a single region and see how these addresses are further divided to
accommodate the number of devices within a zone. Each zone represents a single geographical
area and acts as an aggregation point for that area. Figure 11.5 shows the West region and the
zones within that region.

There are 10 zones in the West region, and each zone is allocated V16 of the address space allo-
cated to the entire region. The region was allocated 10.128.0.0/10. Table 11.2 shows the 10
zones and their address space allocation.

FIGURE 11.5 Westregion network
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TABLE 11.2 The 10 Zones and Their Address Space Allocation

Zone Address Space
Northern California 10.128.0.0/14
Central California 10.132.0.0/14
Southern California 10.136.0.0/14
Pacific Northwest 10.140.0.0/14
Utah-Wyoming 10.144.0.0/14
Nevada 10.148.0.0/14
Colorado 10.152.0.0/14
Idaho-Montana 10.156.0.0/14
Arizona 10.160.0.0/14
New Mexico 10.164.0.0/14

Each one of these zones contains two distribution routers for redundancy, and each distri-
bution router has a connection to one of the core routers for its region. California, as you can
see, has three zones because there are so many sites that need connectivity in that state.

Each distribution router also has a connection to two other zones so it can have a fast path
to other portions of the network. Usually these inter-region connections are engineered to
accommodate patterns of heavy traffic between two zones within a region. They also act as
backups in case the connection to the core is disrupted.

Let’s now look at a single zone and see how its address space is further subdivided to meet
the need of the sites within that geographical region. This is where a site is connected to the rest
of the network and where the access routers reside. Figure 11.6 shows the Utah-Wyoming zone
and all its sites.

You can see that access routers connect a single site to the distribution router within the
zone. There can be multiple sites within a single city, but they usually have connections only
back to the distribution routers and not to each other. Address space at this point is allo-
cated on an as-needed basis. If you are using RFC 1918 addresses, then you can be a little
generous, but if you’re using address space you’ve paid for, then you need to be stingier and
allocate only those addresses needed. You should allocate the number of addresses that you
predict will be needed in about two years. This will allow you enough for growth but will
not allocate too many. Because we are using RFC 1918 address space, each site is allocated
at least one Class C address, with some needing two or four Class C addresses. We are allo-
cating the 10.144.0.0/24 address space for WAN links.
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Table 11.3 shows how we have allocated addresses to the remote sites.

TABLE 11.3

Sites and Their Address Space Allocation

erican Fork
/’\
Y

.16.0/2210.144.21.0/24
Orem
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Site

Address Space

Rock Springs
Provo

Salt Lake City
Laramie
Cody

St. George
Midvale
Cheyenne

Green River

10.144.1.0/24

10.144.2.0/23

10.144.4.0/22

10.144.8.0/24

10.144.9.0/24

10.144.10.0/24

10.144.11.0/24

10.144.12.0/23

10.144.14.0/24
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TABLE 11.3 Sites and Their Address Space Allocation (continued)

Site Address Space
Jackson Hole 10.144.15.0/24
Ogden 10.144.16.0/22
Orem 10.144.20.0/24
American Fork 10.144.21.0/24

We have used only three percent of the addresses available in the zone. This allows us to
increase the number of sites within the zone without needing to allocate more address space.
The distribution routers for the Utah-Wyoming zone will need to advertise only a single aggre-
gate route (10.144.0.0/14) to the core and to the other distribution routers, which will reduce
the size of the routing table.

We hope this helps you understand why IP address allocation and assignment are very
important in a good network design. We also hope this gives you a good understanding of how
this allocation is accomplished. For more information about summarization, look back at
Chapter 2, “IP Addressing.” Now let’s talk about how routing protocols can work with you or
against you when designing a network.

Considering Routing Protocols
in Network Design

In the previous section, you learned how to allocate IP addresses to allow for aggregation
through summarization. In this section, we will discuss the different routing protocols and how
they can be configured to meet the network design requirements. When designing a network,
one routing protocol can meet certain requirements, while another one cannot. These require-
ments usually include one or more of the following:

= Summarize network route advertisements.

= Support a large number of devices within a network.

= Offer speedy convergence to promote network stability.
= Use a hierarchical network design.

There are many routing protocols available, but to facilitate the summarization requirement,
the protocol needs to be a classless routing protocol. This means that it must send the subnet mask
in its routing updates. Supporting a large number of devices and offering speedy convergence can
be seen as mutually exclusive, but some protocols have features to make both possible.
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Other routing protocols such as Routing Information Protocol version 1 (RIPv1) and Inte-
rior Gateway Routing Protocol (IGRP) are classful, so they do not support these requirements.
RIP version 2 (RIPv2) is a classless routing protocol but does not scale in a large network
because of slow convergence. Because of these limitations, we will look at Open Shortest Path
First (OSPF), Enbanced Interior Gateway Routing Protocol (EIGRP), Integrated Intermediate
System to Intermediate System (IS-1S), and Border Gateway Protocol (BGP), in that order.

OSPF

OSPF is an industry-standard classless IP routing protocol available on most networking hard-
ware that switches packets at layer 3. It is a link-state routing protocol used to route traffic
within a routing domain, and we assume that you know how OSPF operates. OSPF allows for
aggregation of addresses but only at area border routers (ABRs) or autonomous system bound-
ary routers (ASBRs). Routes within a single area cannot be aggregated. OSPF in multiple areas
requires a hierarchical network addressing design because it uses one backbone area, with indi-
vidual areas directly connected to the backbone area, and ABRs advertise summary routes, at
best. Not designing hierarchically for multiple areas tends to break the OSPF routing domain.
Because of the way OSPF operates, you need to make sure that the borders of your OSPF

areas correspond to the transition points from one layer to another. For example, Figure 11.7
shows how the border between Areas 0 and 1 and Areas 2 and 0 occurs at the distribution router
where summaries are sent into Area 0.

FIGURE 11.7 OSPFsummarization
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This way, all the routes under each distribution router in Area 1 can be aggregated to a single
route—10.12.0.0/16—into Area 0 and from Area 2 using 10.13.0.0/16. Area 0 routers will see
only two aggregate routes and not the individual routes that make up Areas 1 and 2. This is
done by configuring the range of IP addresses that will be found in that area.

If you are also looking to aggregate routes between core routers, then OSPF will not be your
routing protocol of choice. This is because there is no border between two OSPF areas that cor-
responds to the connection between the two core routers. You would need to have a third area
configured between the core routers, but this would break how OSPF operates and is not a good
design practice.

OSPF has a feature called a stub area, which allows a lower end router to operate in a larger
OSPF network without using a lot of system resources. No external routes are carried into the
stub area. A default route is the only way a router within a stub area can know how to get to
any external network. This router knows how to get to other networks within the same area and
knows the summary routes from other areas, but all external routes are filtered out at the ABR.
This makes it possible for a large number of devices to be supported within a network.

Cisco has added another feature to the concept of stub areas called the totally stubby area. This
area type filters out not only external routes at the ABR but also summary advertisements from
other areas. Only a default route and routes within that area are shown in the routing table.

These two features assist with your design considerations because if you have an area where
the routers are having problems running the SPF, or Dijkstra, algorithm because of insufficient
system resources, you can make that area a stub or totally stubby area. You can also increase
the number of routers within an area without affecting the entire network. This will also
decrease the time needed for the network to converge when a change occurs. Only those changes
needed are advertised into the area that needs that information.

EIGRP

EIGRP is a Cisco proprietary classless IP routing protocol used for routing inside an auton-
omous system (AS). EIGRP does not have the concept of areas. EIGRP is an advanced dis-
tance-vector routing protocol due to its basis in distance-vector principles with simultaneous
link-state features. EIGRP automatically summarizes at classful boundaries, but allows you
to turn this feature off and manually summarize at any interface. This means that you can
advertise one summary route out one interface and another summary route out another inter-
face. Figure 11.8 illustrates the summary routes that would be advertised.

This is a very powerful feature that allows you to summarize not only up to the Core layer
of the network but also down to the Access layer and over to other devices in the same layer of
the network. You don’t need to summarize everywhere, but it’s a nice feature to have.

For example, EIGRP does not have a concept like an OSPF totally stubby area, but you can
emulate this by advertising a default summary route out all interfaces connected to lower layer
routers. This way, they see only one route to the outside world in their routing table. You will be
able to run EIGRP on a lower end router. This technique does not work if the lower layer routers
have multiple connections to the upper layer routers. The router would get two default routes and
would attempt to load-balance between them, which might not be the desired result.
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FIGURE 11.8 EIGRP summarization
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The time needed for convergence can be decreased for EIGRP by reducing the number of routing
advertisements within a portion of your network, which promotes network stability. EIGRP has
added the concept of stub routing, but it is different than an OSPF stub area. This feature is used to
limit the number of query packets that need to be sent and tracked when a route is removed from
the topology table. When a route goes missing from the topology table, EIGRP marks it as active and
sends out query messages to its neighbors to see if they have a route to the network. This continues
until every router is contacted, and if a query packet gets lost or a neighbor is unreachable, the route
can become stuck in active (SIA), which is a bad thing to happen. An EIGRP router does not send
these messages to neighbors on networks when the router is configured as a stub, which decreases
the amount of time needed to reconcile an active route.

Multi-access interfaces, such as Ethernet and frame relay, are supported by EIGRP stub rout-
ing only when all routers on that interface’s segment, except the central distribution hub router
to which all the stub routers direct their traffic, are configured as stub routers.

IS-IS

Integrated Intermediate System to Intermediate System (IS-IS) is a classless IP routing protocol that
is similar to OSPF because both use the Dijkstra algorithm. It is a link-state routing protocol with
areas just like OSPF has and so also requires a hierarchical network design to support multiple areas.
Because it is like OSPF, it has the same restrictions that OSPF has with regard to needing to sum-

marize only at the borders of areas. Figure 11.9 shows how you would summarize using IS-IS.
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FIGURE 11.9 I[S-IS summarization
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You can see from Figure 11.9 that IS-IS is summarizing into the Level 2, or backbone, area
from the Level 1 area. You might notice that in OSPF a router can be in two areas, but in IS-IS
a router can be in only one area. The transition from one area to another happens on the link
between routers and not within the router itself.

Areas in IS-IS are what we call in OSPF totally stubby, meaning that the only routes within
an area are routes contained in the area and a default route. Because IS-IS has natural totally
stubby areas, the amount of system resources needed for a Level 1 router is smaller and can
mean that you can have many routers within a single Level 1 area. This is a good thing, but it
could lead to suboptimal routing because each Level 1 router will send traffic to the nearest
Level 2 router to exit the area. This router may not be the closest to the traffic’s final destination.

To attempt to combat the suboptimal routing problem, IS-IS has a feature called route leak-
ing. Route leaking occurs when Level 2 routes are sent, or leaked, into a Level 1 area from the
Level 2 router. This allows the Level 1 router to make a more informed routing decision regard-
ing the leaked routes. It will send traffic to the Level 2 router that is closest to the destination,
and not the closest Level 2 router.

BGP

BGPv4 is a classless IP routing protocol that is used to route traffic on the global Internet. BGP
is considered a path-vector routing protocol and is used to route between routing domains or
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autonomous systems. If you are connecting your network to the global Internet from two dif-
ferent Internet service providers (ISPs), you must run BGP between your autonomous system
and your ISPs” ASs.

Like EIGRP, you can summarize at any time, but unlike EIGRP, which summarizes at the
interface level, you can summarize at the neighbor level, to each neighbor differently. Recall that
BGP establishes TCP connections to its neighbors, which do not have to be physically attached,
meaning multiple neighbors of a particular BGP speaker could be found out the same interface.
We assume that you know how BGP works, so let’s see how BGP can summarize by looking at
Figure 11.10.

Because we’re using BGP between neighboring routers—called peers—you can see from Fig-
ure 11.10 that we are summarizing to upstream neighbors, going from AS 200 to AS 100 and
from AS 300 to AS 100 at the transition points between the layers of our network. In addition
to summarizing routing advertisements, you can advertise the more specific routes as well. This
allows you to route a section of your network differently than the rest of the network.

To promote stability within a BGP network, the protocol has a feature called dampening.
This feature sets a penalty value for a route that was in the routing table and was recently with-
drawn. If this cycle of advertisements and withdrawals continues, the route will be suppressed.
This means that it will not make it into the routing table and will not be propagated to other
BGP peers. Once a period of stability has been established for this route, it will be reinstated into
the routing table and will be advertised to its BGP peers. This is so that instability in one portion
of the network will not cause instability in the entire network.

FIGURE 11.10 BGP summarization
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Summary

While the Cisco three-layer hierarchical design model is just a guideline and not a set of strict
rules, you’ll still want to follow it pretty closely when designing your own networks. Because
there are many networks and no two are identical, this model can be tailored to fit your par-
ticular requirements.

The Access layer is where everything starts. Here the user gains access to the network
through high port density layer 2 switches, and local VLANSs can be used. Local VLANs can
also provide a level of flexibility by allowing a VLAN to span many Access layer switches,
allowing all ports within the VLAN to be protected from the rest of the network by layer 3
access control lists.

The Distribution layer is the workhorse of the model and where layer 3 is terminated. Aggre-
gation and summarization take place here, and connections into the core are fast, so they do not
become a bottleneck in the network.

The Core layer is primarily made up of fast layer 2 switches or high-end routers. The Core
layer should be able to provide for fast packet switching and optimized transport through the
backbone of the network. No filtering or access control should be configured at this level
because it would slow the switching of the devices in this layer.

Proper IP address allocation should be a top priority when designing a network. Without it,
you will not be able to summarize your network advertisements and thus slow down the Dis-
tribution layer, causing the Distribution layer to become the bottleneck in the network.

While IGRP, RIPv1, and RIPv2 are good routing protocols, they are not well suited for larger
networks with a complicated network design. OSPF, IS-IS, EIGRP, and even BGP can be used
within your large network to accomplish almost any network design requirement. They allow
summarization and allow each routing protocol to scale in a large network. OSPF and IS-IS are
the only protocols that require a hierarchical topology, but EIGRP and BGP can certainly work
in that kind of environment.

Exam Essentials

Understand the three-layer network design model. The three layers are the Access, Distribu-
tion, and Core layers. You also need to know that the Core and Access layers consist mainly of
layer 2 switches, and the Distribution layer has either a high-speed router or a layer 3 switch.

Know what happens at each layer of the three-layer model. In a campus network, the
Access layer is a high port density layer 2 switch that can use VLANS to allow hosts on dif-
ferent switches to belong to the same layer 3 subnet. The Distribution layer in a campus net-
work is the workhorse where layer 3 is terminated and summarized, plus it is where access
lists are configured. In a campus network, the Core layer is used for packet switching and
optimized transport across the backbone of the network.
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Understand where you can summarize using each routing protocol. OSPF and IS-IS can be
configured to summarize only at the border of each area, but EIGRP and BGP can summarize
at the interface and neighbor levels, respectively.

Know which routing protocols require a hierarchical network design. Both OSPF and IS-IS
require a hierarchical network design because both have a single backbone area, with other
areas directly connected to the backbone area.
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The Campus Network

THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v Identify the correct Cisco Systems product solution given a
set of network switching requirements.

v" Describe the Enterprise Composite Model (Campus
Infrastructure, Server Farm, Enterprise Edge, Network
Management) used for designing networks.

v Identify enterprise network needs for performance,
scalability, and availability.

v" Understand the physical, data-link, and network layer
technologies used in a multilayer switched network.

v" Describe the Enterprise Composite Model components and
explain how switches fit into these roles.



The definition of a campus network has never been straight-
forward, but the common description is a group of LAN segments
within a building or group of buildings that connect to form one
network. Typically, one company owns the entire network, including the wiring between build-
ings. This local area network (LAN) typically uses Ethernet, Token Ring, Fiber Distributed
Data Interface (FDDI), or Asynchronous Transfer Mode (ATM) technologies. The size of the
campus network is not defined, as it may be inside a single large building or spread across some-
thing as large as a distributed university campus. In fact, with the advent of Metro Ethernet, it
may even be dispersed across different towns.

ITE prise. Some enterprises are global, and some are very self-contained. An
Enterprise network may consist of several campus networks as well as pos-
sible WAN cores—that really depends on the size of the enterprise.

%’ An Enterprise network connects all shared services and data within an enter-

The main challenge for network administrators is to make the campus network run effi-
ciently and effectively. To do this, they must understand current campus networks as well as the
new emerging campus networks. Therefore, in this chapter, you will learn about current and
future requirements of campus internetworks (the connecting of several campuses). We’ll
explain the limitations of traditional campus networks as well as the benefits of the emerging
campus designs. You will learn how to choose from among the new generation of Cisco
switches to maximize the performance of your networks. Understanding how to design for the
emerging campus networks is not only critical to your success on the Switching exam, it’s also
critical for implementing production networks.

As part of the instruction in network design, we’ll discuss the specifics of technologies, includ-
ing how to implement Ethernet and the differences between layer 2, layer 3, and layer 4 switching
technologies. In particular, you will learn how to implement FastEthernet, Gigabit Ethernet, Fast
EtherChannel, and multilayer switching (MLS) in the emerging campus designs. This will help you
learn how to design, implement, and maintain an efficient and effective internetwork.

You will learn about the Cisco hierarchical model, which is covered in all the Cisco courses. In
particular, you will learn which Catalyst switches can—and should—Dbe implemented at each layer
of the Cisco model. You will also learn how to design networks based on switch and core blocks.
Finally, you will learn about SAFE, the Cisco secure blueprint for enterprise networks, including a
description of the network in terms of modules and how they are constructed and interact.

This chapter provides you with a thorough overview of campus network design (past,
present, and future) and teaches you how, as a network administrator, to choose the most
appropriate technology for particular network needs. This will enable you to configure and
design your network now, with the future in mind.
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Understanding Campus Internetworks

The history of networking is a history of ebbs and flows. From the initial networks, which were
designed to provide access to simple central, shared resources on the mainframe computer, we
moved to the distributed architecture of networks in the 1990s. This has been followed by a
move toward server farms, which in many ways appear to be a return to the old centralized net-
working from the past.

Mainframes were not always discarded; some still carry out huge batch processing tasks in
banks and insurance companies, but many just became storage areas for data and databases. The
NetWare or NT server took over as a file/print server and soon started running most other pro-
grams and applications as well. Groups of servers running sympathetic applications were clus-
tered together in domains, or other administrative groups, and new directory services emerged to
allow easy discovery of domain services. Networks were developed to find the simplest, cheapest,
and most reliable mechanisms to establish and maintain connectivity with the resources.

Over the last 20 years, we have witnessed the birth of the LAN and the growth of WANs
(wide area networks) and the Internet. More than anything else, the Internet is changing our
lives daily, with ever-increasing numbers of online transactions taking place, education and
entertainment services becoming available, and people just plain having fun communicating
with each other in exciting new ways.

So how will networks evolve in the 21st century? Are we still going to see file and print serv-
ers at all branch locations, or will servers migrate to common locations? Are all workstations
going to connect to the Internet with ISPs to separate the data, voice, and other multimedia
applications? I wish I had a crystal ball.

Looking Back at Traditional
Campus Networks

In the 1990s, the traditional campus network started as one LAN and grew and grew until seg-
mentation needed to take place just to keep the network up and running. In this era of rapid
expansion, response time was secondary to just making sure the network was functioning.
Besides, the majority of applications were store-and-forward, such as e-mail, and there was little
need for advanced quality of service options.

By looking at the technology, you can see why keeping the network running was such a chal-
lenge. Typical campus networks ran on 10BaseT or 10Base2 (thinnet). As a result, the network
was one large collision domain—not to mention even one large broadcast domain. Despite these
limitations, Ethernet was used because it was scalable, effective, and somewhat inexpensive
compared to other options. (IBM “owned” Token Ring, and getting it installed frequently
meant getting in IBM to do it—sometimes expensive and often impractical.) ARCnet was used
in some networks, but Ethernet and ARCnet are not compatible, and the networks became two
separate entities. ARCnet soon became history. Token Ring became marginalized. Ethernet
became king.
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Because a campus network can easily span many buildings, bridges were used to connect the
buildings; this broke up the collision domains, but the network was still one large broadcast
domain. More and more users were attached to the hubs used in the network, and soon the per-
formance of the network was considered extremely slow.

Performance Problems and Solutions

Availability and performance are the major problems with traditional campus networks. Avail-
ability is affected by the number of users attempting to access the network at any one time, plus
the reliability of the network itself. The performance problems in traditional campus networks
include collisions, bandwidth, broadcasts, and multicasts.

Collisions

A campus network typically started as one large collision domain, so all devices could see and
also collide with each other. If a host had to broadcast, then all other devices had to listen, even
though they themselves were trying to transmit. And if a device were to exhibit a jabber (mal-
function by continually transmitting), it could bring down the entire network.

Because routers didn’t really become cost effective until the late 1980s, bridges were used
to break up collision domains. That created smaller collision domains and was therefore an
improvement, but the network was still one large broadcast domain and the same old
broadcast problems still existed. Bridges also solved distance-limitation problems because
they usually had repeater functions built into the electronics and/or they could break up the
physical segment.

Bandwidth

The bandwidth of a segment is measured by the amount of data that can be transmitted at any
given time. Think of bandwidth as a water hose; the amount of water that can go through the
hose depends on two elements:

= Pressure
=  Distance

The pressure is the current, and the bandwidth is the size of the hose. If you have a hose that
is only Y4-inch in diameter, you won’t get much water through it regardless of the current or the
size of the pump on the transmitting end.

Another issue is distance. The longer the hose, the more the water pressure drops. You can
put a repeater in the middle of the hose and re-amplify the pressure of the line, which would
help, but you need to understand that all lines (and hoses) have degradation of the signal, which
means that the pressure drops off the further the signal goes down the line. For the remote end
to understand digital signaling, the pressure must stay at a minimum value. If it drops below this
minimum value, the remote end will not be able to receive the data. In other words, the far end
of the hose would just drip water instead of flow. You can’t water your crops with drips of
water; you need a constant water flow.



Looking Back at Traditional Campus Networks 383

The solution to bandwidth issues is maintaining your distance limitations and designing your
network with proper segmentation of switches and routers. Congestion on a segment happens
when too many devices are trying to use the same bandwidth. By properly segmenting the net-
work, you can eliminate some of the bandwidth issues. You never will have enough bandwidth
for your users; you’ll just have to accept that fact. However, you can always make it better.

Broadcasts and Multicasts

Remember that all protocols have broadcasts built in as a feature, but some protocols can really
cause problems if not configured correctly. Some protocols that, by default, can cause problems if
they are not correctly implemented are Internet Protocol (IP), Address Resolution Protocol (ARP),
Network Basic Input/Output System (NetBIOS), Internetwork Packet Exchange (IPX), Service
Adpvertising Protocol (SAP), and Routing Information Protocol (RIP). However, remember that
there are features built into the Cisco router Internetworking Operating System (IOS) that, if cor-
rectly designed and implemented, can alleviate these problems. Packet filtering, queuing, and choos-
ing the correct routing protocols are some examples of how Cisco routers can eliminate some
broadcast problems.

Multicast traffic can also cause problems if not configured correctly. Multicasts are broad-
casts that are destined for a specific or defined group of users. If you have large multicast groups
or a bandwidth-intensive application such as Cisco’s IPTV application, multicast traffic can
consume most of the network bandwidth and resources.

To solve broadcast issues, create network segmentation with bridges, routers, and switches.
However, understand that you’ll move the bottleneck to the routers, which break up the broad-
cast domains. Routers process each packet that is transmitted on the network, which can cause
a bottleneck if an enormous amount of traffic is generated.

Understanding Broadcast Effects

Justin case anyone is still confused about broadcasts, consider this analogy: Suppose you worked
in an office where there was a telephone system that included a broadcast capability. Every time
the phone rang, everyone would have to answer it and listen to who the broadcast transmission
was aimed at—“Hello, is that the Domain Name Server?” How long would it be before all these
interruptions caused you to throw the phone out of the window? That’s what broadcasts do to PCs.
Each interruption causes single-tasking operating systems to stop what they are doing—writing to
the hard drive, processing, and so on—and answer the phone.

Virtual LANs (VLANS) are a solution as well, but VLANS are just broadcast domains with
artificial boundaries. A VLAN is a group of devices on different network segments defined as
a broadcast domain by the network administrator. The benefit of VLANSs is that physical loca-
tion is no longer a factor for determining the port into which you would plug a device into the
network. You can plug a device into any switch port, and the network administrator gives that
port a VLAN assignment. Remember that routers or layer 3 switches must be used for different
VLAN:S to intercommunicate.
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The 80/20 Rule

The traditional campus network placed users and groups in the same physical location. If a new
salesperson was hired, they had to sit in the same physical location as the other sales personnel
and be connected to the same physical network segment in order to share network resources.
Any deviation from this caused major headaches for the network administrators.

The rule that needed to be followed in this type of network was called the 80/20 rule because
80 percent of the users’ traffic was supposed to remain on the local network segment and only
20 percent or less was supposed to cross the routers or bridges to the other network segments.
If more than 20 percent of the traffic crossed the network segmentation devices, performance
issues arose. Figure 12.1 shows a traditional 80/20 network.

Because network administrators are responsible for network design and implementation,
they improved network performance in the 80/20 network by making sure that all the
network resources for the users were contained within the local network segment. The
resources included network servers, printers, shared directories, software programs, and
applications.

FIGURE 12.1 A traditional 80/20 network
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The New 20/80 Rule

With new web-based applications and computing, any PC can be a subscriber or publisher at any
time. Also, because businesses are pulling servers from remote locations and creating server farms
(sounds like a mainframe, doesn’t it?) to centralize network services for security, reduced cost, and
administration, the old 80/20 rule is obsolete and could not possibly work in this environment. All
traffic must now traverse the campus backbone, which means we now have a 20/80 rule in effect.
20 percent of what the user performs on the network is local, whereas up to 80 percent crosses the
network segmentation points to get to network services. Figure 12.2 shows the new 20/80 network.

FIGURE 12.2 A 20/80 network

The problem with the 20/80 rule is not the network wiring and topology as much as it is the
routers themselves. They must be able to handle an enormous number of packets quickly and effi-
ciently at wire speed. This is probably where I should be talking about how great Cisco routers are
and how our networks would be nothing without them. I’ll get to that later in this chapter—trust me.

Virtual LANs

With this new 20/80 rule, more and more users need to cross broadcast domains (VLANSs), and
this puts the burden on routing, or layer 3 switching. By using VLANSs within the new campus
model, you can control traffic patterns and control user access easier than in the traditional
campus network. Virtual LANs break up broadcast domains by using either a router or a switch
that can perform layer 3 functions. Figure 12.3 shows how VLANSs are created and might look
in an internetwork.
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FIGURE 12.3 VLANs break up broadcast domains in a switched internetwork.
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Chapter 14, “VLANSs, Trunks, and VTP,” includes detailed information about VLANs and
how to configure them in an internetwork. It is imperative that you understand VLANSs, because
the traditional way of building the campus network is being redesigned and VLANSs are a large
factor in building the new campus model.

Introducing the New Campus Model

The changes in customer network requirements—in combination with the problems with col-
lision, bandwidth, and broadcasts—have necessitated a new network campus design. Higher
user demands and complex applications force the network designers to think more about traffic
patterns instead of solving a typical isolated department issue. We can no longer just think
about creating subnets and putting different departments into each subnet. We need to create
a network that makes everyone capable of reaching all network services easily. Server farms,
where all enterprise servers are located in one physical location, really take a toll on the existing
network infrastructure and make the way we used to design networks obsolete. We must pay
attention to traffic patterns and how to solve bandwidth issues. This can be accomplished with
higher end routing and switching techniques.
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Because of the new bandwidth-intensive applications, video and audio being delivered to the
desktop, as well as more and more work being performed on the Internet, the new campus
model must be able to provide the following:

Fast convergence When a network change takes place, the network must be able to adapt very
quickly to the change and keep data moving swiftly.

Deterministic paths Users must be able to gain access to a certain area of the network without fail.

Deterministic failover The network design must have provisions that make sure the network
stays up and running even if a link fails.

Scalable size and throughput As users and new devices are added to the network, the network
infrastructure must be able to handle the new increase in traffic.

Centralized applications Enterprise applications accessed by all users must be available to
support all users on the internetwork.

The new 20/80 rule Instead of 80 percent of the users’ traffic staying on the local network,
80 percent of the traffic now crosses the backbone and only 20 percent stays on the local network.

Multiprotocol support Campus networks must support multiple protocols, both routed and
routing protocols. Routed protocols are used to send user data through the internetwork (for
example, IP or IPX). Routing protocols are used to send network updates between routers,
which will in turn update their routing tables. Examples of routing protocols include RIP,
Enhanced Interior Gateway Routing Protocol (EIGRP), and Open Shortest Path First (OSPF).

Multicasting Multicasting is sending a broadcast to a defined subnet or group of users. Users
can be placed in multicast groups, for example, for videoconferencing.

QoS We need to be able to prioritize different traffic types.

Network Services

The new campus model provides remote services quickly and easily to all users. The users have
no idea where the resources are located in the internetwork, nor should they care. There are
three types of network services, which are created and defined by the administrator and should
appear to the users as local services:

= Local services
=  Remote services

=  Enterprise services

Local Services

Local services are network services that are located on the same subnet or network as the users
accessing them. Users do not cross layer 3 devices, and the network services are in the same
broadcast domain as the users. This type of traffic never crosses the backbone.



388 Chapter 12 - The Campus Network

Remote Services

Remote services are close to users but not on the same network or subnet as the users. The users
would have to cross a layer 3 device to communicate with the network services. However, they
might not have to cross the backbone.

Enterprise Services

Enterprise services are defined as services that are provided to all users on the internetwork.
Layer 3 switches or routers are required in this scenario because an enterprise service must be
close to the core and would probably be based in its own subnet. Examples of these services
include Internet access, e-mail, and possibly videoconferencing. When servers that host enter-
prise services are placed close to the backbone, all users would be the same distance from the
servers, but all user data would have to cross the backbone to get to the services.

Using Switching Technologies

Switching technologies are crucial to the new network design. Because the prices on layer 2
switching have been dropping dramatically, it is easier to justify the cost of buying switches for
your entire network. This doesn’t mean that every business can afford switch ports for all users,
but it does allow for a cost-effective upgrade solution when the time comes.

To understand switching technologies and how routers and switches work together, you must
understand the Open Systems Interconnection (OSI) model. This section will give you a general
overview of the OSI model and the devices that are specified at each layer.

TE sions in which it is included throughout the rest of this book. For more detailed
information about the OSI model, please see CCNA: Cisco Certified Network
Associate Study Guide, 4th edition, by Todd Lammle (Sybex, 2004).

%)’ You'll need a basic understanding of the OSI model to fully understand discus-

Open Systems Interconnection (OSI) Model

As you probably already know, the Open Systems Interconnection (OSI) model has seven layers,
each of which specifies functions that enable data to be transmitted from host to host on an inter-
network. Figure 12.4 shows the OSI model and the functions of each layer.

The OSI model is the cornerstone for application developers to write and create networked
applications that run on an internetwork. What is important to network engineers and techni-
cians is the encapsulation of data as it is transmitted on a network.
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FIGURE 12.4 The OSI model and the layer functions

Application * File, print, message, database, and application services
Presentation » Data encryption, compression, and translation services
Session * Dialog control
Transport * End-to-end connection
Network * Routing
Data Link * Framing
Physical * Physical topology

Data Encapsulation

Data encapsulation is the process by which the information in a protocol is wrapped, or con-
tained, in the data section of another protocol. In the OSI reference model, each layer encapsu-
lates the layer immediately above it as the data flows down the protocol stack.

The logical communication that happens at each layer of the OSI reference model doesn’t
involve many physical connections, because the information each protocol needs to send is
encapsulated in the layer of protocol information beneath it. This encapsulation produces a set
of data called a packet (see Figure 12.5).

FIGURE 12.5 Dataencapsulation at each layer of the OSI reference model
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Looking at Figure 12.5, you can follow the data down through the OSI reference model as
it’s encapsulated at each layer. Cisco courses typically focus only on layers 2 through 4.

Each layer communicates only with its peer layer on the receiving host, and they exchange pro-
tocol data units (PDUs). The PDUs are attached to the data at each layer as it traverses down the
model and is read only by its peer on the receiving side. Each layer has a specific name for the PDU,
as shown in Table 12.1.

TABLE 12.1 OSI Encapsulation

OSI Layer Name of Protocol Data Units (PDUs)
Transport Segments/Datagram

Network Packets

Data Link Frames

Physical Bits

Starting at the Application layer, data is converted for transmission on the network and then
encapsulated in Presentation layer information. When the Presentation layer receives this infor-
mation, it looks like generic data. The Presentation layer hands the data to the Session layer,
which is responsible for synchronizing the session with the destination host.

The Session layer then passes this data to the Transport layer, which transports the data from
the source host to the destination host in a reliable fashion. But before this happens, the Net-
work layer adds routing information to the packet. It then passes the packet on to the Data Link
layer for framing and for connection to the Physical layer. The Physical layer sends the data as
1s and Os to the destination host. Finally, when the destination host receives the 1s and Os, the
data passes back up through the model, one layer at a time. The data is de-encapsulated at each
of the OSI model’s peer layers.

At a transmitting device, the data encapsulation method is as follows:

1. User information is converted to data for transmission on the network.

2. Data is converted to segments at the Transport layer, and any reliability parameters
required are set up.

3. Segments are converted to packets or datagrams at the Network layer, and routing infor-
mation is added to the PDU.

4. Packets or datagrams are converted to frames at the Data Link layer, and hardware
addresses are used to communicate with local hosts on the network medium.

5. Frames are converted to bits, and 1s and Os are encoded within the digital signal.

Now that you have a sense of the OSI model and how routers and switches work together,
it is time to turn your attention to the specifics of each layer of switching technology.
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Layer 2 Switching

Layer 2 switching is hardware based, which means it uses the Media Access Control (MAC) address
from the host’s network interface cards (NICs) to filter the network. Switches use application-
specific integrated circuits (ASICs) to build and maintain filter tables. It is okay to think of a layer 2
switch as a multiport bridge.

Layer 2 switching provides the following;:

*  Hardware-based bridging (MAC)
= Wire speed

= High speed

=  Low latency

= Low cost

Layer 2 switching is so efficient because there is no modification to the data packet, only to
the frame encapsulation of the packet, and only when the data packet is passing through dis-
similar media (such as from Ethernet to FDDI).

Use layer 2 switching for workgroup connectivity and network segmentation (breaking up
collision domains). This enables you to create a flatter network design and one with more net-
work segments than traditional 10BaseT shared networks.

Layer 2 switching has helped develop new components in the network infrastructure:

Server farms  Servers are no longer distributed to physical locations, because virtual LANs can
be used to create broadcast domains in a switched internetwork. This means that all servers can be
placed in a central location, yet a certain server can still be part of a workgroup in a remote branch,
for example.

Intranets These enable organization-wide client/server communications based on a web
technology.

These new technologies are enabling more data to flow off local subnets and onto a routed
network, where a router’s performance can become the bottleneck.

Limitations of Layer 2 Switching

Layer 2 switches have the same limitations as bridge networks. Remember that bridges are good if
you design the network by the 80/20 rule: users spend 80 percent of their time on their local segment.
Bridged networks break up collision domains, but the network is still one large broadcast
domain. Similarly, layer 2 switches (bridges) cannot break up broadcast domains, which can cause
performance issues and limit the size of your network. Broadcasts and multicasts, along with the
slow convergence of spanning tree, can cause major problems as the network grows. Because of

these problems, layer 2 switches cannot completely replace routers in the internetwork.

Routing

We want to explain how routing works and how routers work in an internetwork before dis-
cussing layer 3 switching next. Routers and layer 3 switches are similar in concept but not
design. In this section, we’ll discuss routers and what they provide in an internetwork today.
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Routers break up collision domains as bridges do. In addition, routers also break up broadcast/
multicast domains.
The benefits of routing include:

= Breakup of broadcast domains
=  Multicast control

=  Optimal path determination

*  Traffic management

= Logical (layer 3) addressing

= Security

Routers provide optimal path determination because the router examines each and every
packet that enters an interface and improves network segmentation by forwarding data pack-
ets to only a known destination network. Routers are not interested in hosts, only networks.
If a router does not know about a remote network to which a packet is destined, it will just
drop the packet and not forward it. Because of this packet examination, traffic management
is obtained.

The Network layer of the OSI model defines a virtual—or logical—network address. Hosts
and routers use these addresses to send information from host to host within an internetwork.
Every network interface must have a logical address, typically an IP address.

Security can be obtained by a router reading the packet header information and reading
filters defined by the network administrator (access control lists).

Layer 3 Switching

The only difference between a layer 3 switch and a router is the way the administrator creates
the physical implementation. Also, traditional routers use microprocessors to make forward-
ing decisions, and the switch performs only hardware-based packet switching. However,
some traditional routers can have other hardware functions as well in some of the higher end
models. Layer 3 switches can be placed anywhere in the network because they handle high-
performance LAN traffic and can cost-effectively replace routers.

Layer 3 switching is all hardware-based packet forwarding, and all packet forwarding is
handled by hardware ASICs. Layer 3 switches really are no different functionally from a tradi-
tional router and perform the same functions, which are listed here:

= Determine paths based on logical addressing

=  Run layer 3 checksums (on header only)

= Use time to live (TTL)

= Process and respond to any option information

= Can update Simple Network Management Protocol (SNMP) managers with Management
Information Base (MIB) information

= Provide security
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The benefits of layer 3 switching include the following;:
*  Hardware-based packet forwarding
=  High-performance packet switching
= High-speed scalability
=  Low latency
= Lower per-port cost
= Flow accounting
= Security

= Quality of service (QoS)

Layer 4 Switching

Layer 4 switching is considered a hardware-based layer 3 switching technology that can also
consider the application used (for example, Telnet or FTP). Layer 4 switching provides addi-
tional routing above layer 3 by using the port numbers found in the Transport layer header to
make routing decisions. These port numbers are found in Request for Comments (RFC) 1700
and reference the upper layer protocol, program, or application.

Layer 4 information has been used to help make routing decisions for quite a while. For example,
extended access lists can filter packets based on layer 4 port numbers. Another example is account-
ing information gathered by NetFlow switching in Cisco’s higher end routers.

The largest benefit of layer 4 switching is that the network administrator can configure a
layer 4 switch to prioritize data traffic by application, which means a QoS can be defined for
each user. For example, a number of users can be defined as a Video group and be assigned more
priority, or bandwidth, based on the need for videoconferencing.

However, because users can be part of many groups and run many applications, the layer 4
switches must be able to provide a huge filter table or response time would suffer. This filter
table must be much larger than any layer 2 or 3 switch. A layer 2 switch might have a filter table
only as large as the number of users connected to the network, maybe even smaller if some hubs
are used within the switched fabric. However, a layer 4 switch might have five or six entries for
each and every device connected to the network! If the layer 4 switch does not have a filter table
that includes all the information, the switch will not be able to produce wire-speed results.

Multilayer Switching (MLS)

Multilayer switching (MLS) combines layer 2, 3, and 4 switching technologies and provides
high-speed scalability with low latency. It accomplishes this combination of high-speed
scalability with low latency by using huge filter tables based on the criteria designed by the
network administrator.

Multilayer switching can move traffic at wire speed and also provide layer 3 routing, which
can remove the bottleneck from the network routers. This technology is based on the concept
of route once, switch many.
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Multilayer switching can make routing/switching decisions based on the following:

= MAC source/destination address in a Data Link frame

IP source/destination address in the Network layer header
= Protocol field in the Network layer header
= Port source/destination numbers in the Transport layer header

There is no performance difference between a layer 3 and a layer 4 switch because the routing/
switching is all hardware based.

) MLS will be discussed in more detail in Chapter 18, “Multilayer Switching.”
TE

It is important that you have an understanding of the different OSI layers and what they pro-
vide before continuing on to the Cisco three-layer hierarchical model.

Understanding the Cisco
Hierarchical Model

Most of us learned about hierarchy early in life. Anyone with older siblings learned what it was
like to be at the bottom of the hierarchy! Regardless of where we were first exposed to hier-
archy, most of us experience it in many aspects of our lives. Hierarchy helps us to understand
where things belong, how things fit together, and what functions go where. It brings order and
understandability to otherwise complex models. If you want a pay raise, hierarchy dictates that
you ask your boss, not your subordinate. That is the person whose role it is to grant (or deny)
your request.

Hierarchy has many of the same benefits in network design that it has in other areas. When
used properly in network design, it makes networks more predictable. It helps us to define and
expect at which levels of the hierarchy we should perform certain functions. You would ask
your boss, not your subordinate, for a raise because of their respective positions in the business
hierarchy. The hierarchy requires that you ask someone at a higher level than yours. Likewise,
you can use tools such as access lists at certain levels in hierarchical networks and you must
avoid them at others.

Let’s face it, large networks can be extremely complicated, with multiple protocols, detailed
configurations, and diverse technologies. Hierarchy helps us to summarize a complex collection
of details into an understandable model. Then, as specific configurations are needed, the model
dictates the appropriate manner for them to be applied.
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The Cisco hierarchical model is used to help you design a scalable, reliable, cost-effective
hierarchical internetwork. Cisco defines three layers of hierarchy, as shown in Figure 12.6, each
with specific functionality.

FIGURE 12.6 The Cisco hierarchical model
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The three layers are as follows:
= Core
= Distribution
= Access

Each layer has specific responsibilities. Remember, however, that the three layers are logical
and not necessarily physical. “Three layers” does not necessarily mean “three separate devices.”
Consider the OSI model, another logical hierarchy. The seven layers describe functions but not
necessarily protocols, right? Sometimes a protocol maps to more than one layer of the OSI
model, and sometimes multiple protocols communicate within a single layer. In the same way,
when you build physical implementations of hierarchical networks, you might have many
devices in a single layer, or you might have a single device performing functions at two layers.
The definition of the layers is logical, not physical.

Before we examine these layers and their functions, consider a common hierarchical design,
as shown in Figure 12.7. The phrase “keep local traffic local” has almost become a cliché in the
networking world. However, the underlying concept has merit. Hierarchical design lends itself
perfectly to fulfilling this concept. Now, let’s take a closer look at each of the layers.
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FIGURE 12.7 A hierarchical network design
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Core Layer

The core layer is literally the core of the network. At the top of the hierarchy, the core layer is
responsible for transporting large amounts of traffic both reliably and quickly. The only purpose
of the core layer of the network is to switch traffic as quickly as possible. The traffic transported
across the core is common to a majority of users. However, remember that user data is processed
at the distribution layer, and the distribution layer forwards the requests to the core, if needed.

If there is a failure in the core, every single user can be affected. Therefore, fault tolerance at
this layer is an issue. The core is likely to see large volumes of traffic, so speed and latency are
driving concerns here. Given the function of the core, we can now look at some design specifics
to consider. Let’s start with some things you know you don’t want to do:

*  Don’t do anything to slow down traffic. This includes using access lists, routing between
VLANS, and packet filtering.

=  Don’t support workgroup access here.

*  Avoid expanding the core when the internetwork grows (that is, adding routers). If perfor-
mance becomes an issue in the core, give preference to upgrades over expansion.

There are a few things that you want to make sure to get done as you design the core:

= Design the core for high reliability. Consider Data Link technologies that facilitate both speed
and redundancy, such as FDDI, FastEthernet (with redundant links), Gigabit Ethernet, or
even ATM.
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=  Design with speed in mind. The core should have very little latency.

= Select routing protocols with lower convergence times. Fast and redundant Data Link con-
nectivity is no help if your routing tables are shot!

Distribution Layer

The distribution layer is sometimes referred to as the workgroup layer and is the communica-
tion point between the access layer and the core. The primary function of the distribution layer
is to provide routing, filtering, and WAN access and to determine how packets can access the
core, if needed. The distribution layer must determine the fastest way that user requests are ser-
viced (for example, how a file request is forwarded to a server). After the distribution layer
determines the best path, it forwards the request to the core layer. The core layer is then respon-
sible for quickly transporting the request to the correct service.

The distribution layer is the place to implement policies for the network. Here, you can exer-
cise considerable flexibility in defining network operation. Generally, the following should be
done at the distribution layer:

= Implement tools such as access lists, packet filtering, and queuing.

*  Implement security and network policies, including address translation and firewalls.
= Redistribute between routing protocols, including static routing.

*  Route between VLANSs and other workgroup support functions.

*  Define broadcast and multicast domains.

Things to avoid at the distribution layer are limited to those functions that exclusively belong
to one of the other layers.

Access Layer

The access layer controls user and workgroup access to internetwork resources. The access layer
is sometimes referred to as the desktop layer. The network resources that most users need are
available locally. Any traffic for remote services is handled by the distribution layer. The fol-

lowing functions should be included at this layer:

= Continued (from distribution layer) access control and policies.
=  Creation of separate collision domains (segmentation).
= Workgroup connectivity to the distribution layer.

= Technologies such as dial-on-demand routing (DDR) and Ethernet switching are frequently
seen in the access layer. Static routing (instead of dynamic routing protocols) is seen here
as well.

As already noted, having three separate levels does not have to imply having three
separate routers. It could be fewer, or it could be more. Remember that this is a layered
approach.
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Using Cisco Catalyst Products

Understanding the campus size and traffic is an important factor in network design. A large
campus is defined as several or many colocated buildings, and a medium campus is one or more
colocated buildings. Small campus networks have only one building.

By understanding your campus size, you can choose Cisco products that will fit your business
needs and grow with your company. Cisco switches are produced to fit neatly within its three-layer
model. This helps you decide which equipment to use for your network efficiently and quickly.

It should be noted that the Cisco range of switches is in a transitional phase between two
operating systems. The Catalyst Operating System (CatOS) is the traditional method and is
often referred to as using set commands because when configuring, the command often begins
with the word “set.” Switches in this line include the 4000 and the 6000/6500.

The switches based on the IOS are called Catalyst IOS (CatlOS) switches. The interface to
configure these switches resembles that of the IOS router but isn’t entirely the same. Anyone
familiar with configuring a router, though, will be comfortable configuring one of these
switches. The switches that use this include the 2950, the 3550, and the 8500 series.

) With some switches—for instance, the 6000/6500 series—you have a choice
TE between the two types of operating systems. When this occurs, the CatOS is
the default OS. This is liable to change as Cisco promotes the transition to
10S-based offerings.

Cisco Express Forwarding (CEF) allows for real layer 3 switches to forward traffic based on
a complete layer 3 topology map. This map is shared with the ASICs at each port, enabling each
port to know which port a packet should be forwarded to. Rather than forwarding based on
MAC address, forwarding is done by layer 3 address. Only switches that have true layer 3 capa-
bilities can do this type of switching. These devices include the 3550 series, the 4000 series, the
6000/6500 series with PFC2, and the 8500 series.

There are two general rules when it comes to Cisco switches: The lower model numbers usu-
ally cost less, and purchasing a device with more ports drives down the per-port cost. In addi-
tion, the model number may typically be split into two sections: For slot-based switches, the
second number usually refers to the number of physical slots it has. The 6509 is a nine-slot
device in the 6500 family of switches.

Access Layer Switches

The access layer, as you already know, is where users gain access to the internetwork. The
switches deployed at this layer must be able to handle connecting individual desktop devices to
the internetwork. The switches here are usually characterized as having a large number of ports
and being low cost. Most access switches don’t have a lot of frills.
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The Cisco solutions at the access layer include the following;:

2950 Provides switched 10/100 Mbps to the desktop. All ports are capable of full duplex, and
options include Gigabit Ethernet interfaces. The standard Cisco IOS means that the switch supports
functionality for basic data, video, and voice services. All Catalyst 2950 and 2955 switches also sup-
port the Cisco Cluster Management Suite (CMS) software, which allows users to use a standard web
browser to simultaneously configure and troubleshoot multiple Catalyst desktop switches.

3550 Provides a range of stackable selections that can be used as access switches with the
Standard Multilayer Software Image (SMI). Many options are available, including 24 and 48
ports, inline power for IP telephony, and a range of 10/100/1000Mbps ports.

ITE able, Cisco also has a product called the Inline Power Patch Panel that adds

%)’ If power for IP phones is required but a switch with inline power is not avail-
inline power to an existing Catalyst switch.

4000 Providesa 10/100/1000Mbps advanced high-performance enterprise solution for up to
96 users and up to 36 Gigabit Ethernet ports for servers. Some models also support the delivery
of inline power for IP telephones.

Distribution Layer Switches

As discussed earlier, the primary function of the distribution layer is to provide routing, filter-

ing, and WAN access and to determine how packets can access the core, if needed.
Distribution layer switches are the aggregation point for multiple access switches and must

be capable of handling large amounts of traffic from these access layer devices. The distribution

layer switches must also be able to participate in MLS and be able to handle a route processor.
The Cisco switches that provide these functions are as follows:

3550 series This range includes a variety of stackable switches supporting a huge range of fea-
tures. Full IOS operation complete with MLS is available, and this makes the switch suitable for
both access layer and distribution layer switching.

4000 series One of the most scalable switches, the 4000 can be used as a distribution switch
if the supervisor IV engine supporting MLS is installed. The 4000 series switches support
advanced QoS, security, and flexibility, achieved with a range of modules. Numerous chassis
are available, providing advanced features such as non-blocking architecture and resilience
through redundant supervisors. This range has been given a real boost by Cisco.

6000 The Catalyst 6000 can provide up to 384 10/100Mbps Ethernet connections, 192
100FX FastEthernet connections, or 130 Gigabit Ethernet ports. (With the recent release of the
10/100/1000 card, the 6500 can now support up to 384 10/100/1000 Ethernet connections.) In
addition to regular connections, IP telephone connections with inline power are also supported.
The 6000 can be outfitted with a Multilayer Switch Feature Card (MSFC) to provide router
functionality as well as a Policy Feature Card (PFC) for layer 3 switching functionality.
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Core Layer Switches

The core layer must be efficient and do nothing to slow down packets as they traverse the back-
bone. The following switches are recommended for use in the core:

6500 The Catalyst 6500 series switches are designed to address the need for gigabit port

density, high availability, and multilayer switching for the core layer backbone and server-

aggregation environments. These switches use the Cisco IOS to utilize the high speeds of the
ASICs, which allows the delivery of wire-speed traffic management services end to end.

8500 The Cisco Catalyst 8500 is a core layer switch that provides high-performance switch-
ing. The Catalyst 8500 uses ASICs to provide multiple-layer protocol support, including IP, IP
multicast, bridging, ATM switching, and policy-enabled QoS.

All these switches provide wire-speed multicast forwarding, routing, and Protocol Indepen-
dent Multicast (PIM) for scalable multicast routing. These switches are perfect for providing the
high bandwidth and performance needed for a core router. The 6500 and 8500 switches can
aggregate multiprotocol traffic from multiple remote wiring closets and workgroup switches.

Applying the Building Blocks

Remember the saying, “Everything I need to know I learned in kindergarten?” Well, it appears
to be true. Cisco has determined that following the hierarchical mode they have created pro-
motes a building-block approach to network design. If you did well with building blocks in your
younger years, you can just apply that same technique to building large, multimillion-dollar net-
works. Kind of makes you glad it’s someone else’s money you’re playing with, doesn’t it?

In all seriousness, Cisco has determined some fundamental campus elements that help you
build network building blocks:

Switch blocks Access layer switches connected to the distribution layer devices

Core blocks Support of multiple switch blocks connected together with 4000, 6500, or
8500 switches

Within these fundamental elements, there are three contributing variables:
Server blocks Groups of network servers on a single subnet
WAN blocks Multiple connections to an ISP or multiple ISPs

Mainframe blocks Centralized services to which the enterprise network is responsible for pro-
viding complete access

By understanding how these work, you can build large, expensive networks with confidence
(using someone else’s money). After the network has been built, you need to allow the switches
to talk to each other to allow for redundancy and to route around outages. We will cover these
topics later in this section after the blocks are discussed.
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Switch Block

The switch block is a combination of layer 2 switches and layer 3 routers. The layer 2 switches
connect users in the wiring closet into the access layer and provide 10Mbps or 100Mbps ded-
icated connections; 2950 Catalyst switches can be used in the switch block.

From here, the access layer switches connect into one or more distribution layer switches,
which will be the central connection point for all switches coming from the wiring closets.
The distribution layer device is either a switch with an external router or a multilayer
switch. The distribution layer switch then provides layer 3 routing functions, if needed.

The distribution layer router prevents broadcast storms that could happen on an access layer
switch from propagating throughout the entire internetwork. The broadcast storm would be
isolated to only the access layer switch in which the problem exists.

Switch Block Size

To understand how large a switch block can be, you must understand the traffic types and the
size and number of workgroups that will be using them. The number of switches that can col-
lapse from the access layer to the distribution layer depends on the following;:

= Traffic patterns

= Routers at the distribution layer

= Number of users connected to the access layer switches
*  Distance VLANSs must traverse the network

= Spanning tree domain size

If routers at the distribution layer become the bottleneck in the network (which means the
CPU processing is too intensive), the switch block has grown too large. Also, if too many broad-
casts or multicast traffic slow down the switches and routers, your switch blocks have grown
too large.

) Having a large number of users does not necessarily indicate that the switch
TE block is too large; too much traffic going across the network does.

Core Block

If you have two or more switch blocks, the Cisco rule of thumb states that you need a core
block. No routing is performed at the core, only transferring of data. It is a pass-through for the
switch block, the server block, and the Internet. Figure 12.8 shows one example of a core block.

The core is responsible for transferring data to and from the switch blocks as quickly as pos-
sible. You can build a fast core with a frame, packet, or cell (ATM) network technology. The
Switching exam is based on an Ethernet core network.
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FIGURE 12.8 Thecore block

Switch block A Switch block B

Core Core

Typically, you would have only one subnet configured on the core network. However, for
redundancy and load balancing, you could have two or more subnets configured.

Switches can trunk on a certain port or ports. This means that a port on a switch can be a
member of more than one VLAN at the same time. However, the distribution layer will handle
the routing and trunking for VLANSs, and the core is only a pass-through after the routing has
been performed. Because of this, core links do not carry multiple subnets per link; the distribu-
tion layer does.

A Cisco 6500 or 8500 switch is recommended at the core, and even though only one of those
switches might be sufficient to handle the traffic, Cisco recommends two switches for redun-
dancy and load balancing. You could consider a 4000 or 3550 Catalyst switch if you don’t need
the power of the 6500 or the 8500.

Collapsed Core

A collapsed core is defined as one switch performing both core and distribution layer functions;
however, the functions of the core and distribution layer are still distinct. The collapsed core is
typically found in a small network.

Redundant links between the distribution layer and the access layer switches, and between
each access layer switch, can support more than one VLAN. The distribution layer routing is the
termination for all ports. Figure 12.9 shows a collapsed core network design.
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FIGURE 12.9 Collapsed core

Switch block A Switch block B
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connectivity

Core connectivity

In a collapsed core network, the Spanning Tree Protocol (STP) blocks the redundant links to
prevent loops. Hot Standby Routing Protocol (HSRP) can provide redundancy in the distribu-
tion layer routing. It can keep core connectivity if the primary routing process fails.

Dual Core

If you have more than two switch blocks and need redundant connections between the core and
distribution layer, you need to create a dual core. Figure 12.10 shows an example of a dual-core
configuration. Each connection would be a separate subnet.

In Figure 12.10, you can see that each switch block is redundantly connected to each of the
two core blocks. The distribution layer routers already have links to each subnet in the routing
tables, provided by the layer 3 routing protocols. If a failure on a core switch takes place, con-
vergence time will not be an issue. HSRP can be used to provide quick cutover between the
cores. (HSRP is covered in Chapter 20, “Quality of Service (QoS).”)

Core Size

Routing protocols are the main factor in determining the size of your core. This is because
routers, or any layer 3 device, isolate the core. Routers send updates to other routers, and
as the network grows, so do these updates, so it takes longer to converge or to have all the
routers update. Because at least one of the routers will connect to the Internet, it’s possible
that there will be more updates throughout the internetwork.

The routing protocol dictates the size of the distribution layer devices that can communicate
with the core. Table 12.2 shows a few of the more popular routing protocols and the number
of blocks each routing protocol supports. Remember that this includes all blocks, including
server, mainframe, and WAN.
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FIGURE 12.10

Dual-core configuration

Switch block A

Switch block B

Core block

TABLE 12.2

Blocks Supported by Routing Protocols

Maximum Number Number of Subnet Maximum Number of
Routing Protocol of Peers Links to the Core Supported Blocks
OSPF 50 2 25
EIGRP 50 2 25
RIP 30 2 15

Scaling Layer 2 Backbones

Typically, layer 2 switches are in the remote closets and represent the access layer, the layer
where users gain access to the internetwork. Ethernet switched networks scale well in this envi-
ronment, where the layer 2 switches then connect into a larger, more robust layer 3 switch rep-
resenting the distribution layer. The layer 3 device is then connected into a layer 2 device
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representing the core. Because routing is not necessarily recommended in a classic design model
at the core, the model then looks like this:

Access Distribution Core

Layer 2 switch Layer 3 switch Layer 2 switch

Spanning Tree Protocol (STP)

Chapter 15, “Layer 2 Switching and the Spanning Tree Protocol (STP),” and Chapter 16, “Using
Spanning Tree with VLANS,” detail the STP, but some discussion is necessary here. STP is used
by layer 2 bridges to stop network loops in networks that have more than one physical link to the
same network. There is a limit to the number of links in a layer 2 switched backbone that needs
to be taken into account. As you increase the number of core switches, the problem becomes that
the number of links to distribution links must increase also, for redundancy reasons. If the core is
running the Spanning Tree Protocol, then it can compromise the high-performance connectivity
between switch blocks. The best design on the core is to have two switches without STP running.
You can do this only by having a core without links between the core switches. This is demon-
strated in Figure 12.11.

Figure 12.11 shows redundancy between the core and distribution layer without spanning
tree loops. This is accomplished by not having the two core switches linked together. However,
each distribution layer 3 switch has a connection to each core switch. This means that each
layer 3 switch has two equal-cost paths to every other router in the campus network.

FIGURE 12.11 Layer 2 backbone scaling without STP




406 Chapter 12 - The Campus Network

Scaling Layer 3 Backbones

As discussed in the previous section, “Scaling Layer 2 Backbones,” you’ll typically find layer 2
switches connecting to layer 3 switches, which connect to the core with the layer 2 switches.
However, it is possible that some networks might have layer 2/layer 3/layer 3 designs (layer 2
connecting to layer 3 connecting to layer 3). But this is not cheap, even if you’re using someone
else’s money. There is always some type of network budget, and you need to have good reason
to spend the type of money needed to build layer 3 switches into the core.

There are three reasons you would implement layer 3 switches into the core:

= Fast convergence
*  Automatic load balancing

=  Elimination of peering problems

Fast Convergence

If you have only layer 2 devices at the core layer, the STP will be used to stop network loops if
there is more than one connection between core devices. The STP has a convergence time of
more than 50 seconds, and if the network is large, this can cause an enormous number of prob-
lems if it has just one link failure.

STP is not implemented in the core if you have layer 3 devices. Routing protocols, which can
have a much faster convergence time than STP, are used to maintain the network.

Automatic Load Balancing

If you provide layer 3 devices in the core, the routing protocols can load-balance with multiple
equal-cost links. This is not possible with layer 3 devices only at the distribution layer, because
you would have to selectively choose the root for utilizing more than one path.

Elimination of Peering Problems

Because routing is typically performed in the distribution layer devices, each distribution layer
device must have “reachability” information about each of the other distribution layer devices.
These layer 3 devices use routing protocols to maintain the state and reachability information
about neighbor routers. This means that each distribution device becomes a peer with every
other distribution layer device, and scalability becomes an issue because every device has to keep
information for every other device.

If your layer 3 devices are located in the core, you can create a hierarchy, and the distribution
layer devices will no longer be peers to each other’s distribution device. This is typical in an envi-
ronment in which there are more than 100 switch blocks.
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SAFE

SAFE is Cisco’s Secure Blueprint for Enterprise Networks, the stated aim of which is to provide
information on the best practice for designing and implementing secure networks. Recently, the
issue of security in networking has been receiving a huge amount of attention. As part of this
attention, Cisco has been at the forefront of developing this process, which is based upon the
products of Cisco and its partners.

The SAFE methodology involves creating a layered approach to security, such that a failure
at one layer does not compromise the whole network. Instead, it operates like a military
“defense in depth.”

) Defense in depth is a concept that explains how it is expected that an enemy
TE will be able to penetrate your defensive perimeter, but that it will take time
and effort. Multiple lines of defense slow down an attacker and give you more
time to discover and stop them. Additionally, each line of defense can have
its own procedures, in the hope that the attacker may not be skilled in all
countermeasures.

One of the main features of this new set of principles is that it defines a slightly different mod-
ular concept from the original core, distribution, and access layers. That is not to say that these
original layers are no longer used in design; rather, the SAFE approach is to use an alternative.
In practice, designers see both methods as useful and may appropriate features from each. The
basis for the new modular design concept is shown in Figure 12.12.

FIGURE 12.12 Enterprise Composite Module

SP Edge
Enterprise Enterprise Frame/ATM
Campus Edge ISPA
ISP B
PSTN

This high-level diagram shows only three blocks. Each block represents a different functional
area, providing a modular understanding of the security issues. From our perspective, we need
to focus in a little more on the detail, and this is expanded in the main SAFE block diagram,
shown in Figure 12.13.
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FIGURE 12.13 Enterprise SAFE block diagram
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Figure 12.13 shows a much clearer breakout of the actual modules inside SAFE that need to
be managed and secured. Each module has its own threats and protection issues. It is not
expected that every network would be built using all modules, but rather that this provides a
framework for understanding the security issues involved and isolating them.

From the perspective of the Cisco CCNP training program, we need to focus in again, this
time looking in a little more detail at the Campus Module, as shown in Figure 12.14.

Note that the Campus Module contains a number of smaller modules, each of which is asso-
ciated with a specific function:

Management Module Designed to facilitate all management within the campus network as
defined by the SAFE architecture. The Management Module must be separated from the man-
aged devices and areas by a firewall, by separate VLANSs, and by separate IP addresses and sub-
net allocation.
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Building Module SAFE defines the Building Module as the part of the network that contains
end-user workstations and devices plus the layer 2 access points. Included in this are the Build-
ing Distribution Module and Building Access Module.

Building Distribution Module This module provides standard distribution layer services to
the building switches, including routing, access control, and, more recently, QoS (quality of
service) support.

Building Access Module The Building Access Module defines the devices at the access
layer, including layer 2 switches, user workstations, and, more recently, IP telephones.

Core Module This module follows the principles of the core part of the standard Cisco three-
layer module, focusing on transporting large amounts of traffic both reliably and quickly.

Server Module The main goal of the Server Module is to provide access to the application ser-
vices by end users and devices.

FIGURE 12.14 Enterprise Campus Module detailed diagram
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Summary

Cisco Systems manufactures a large, varied, and ever-changing range of equipment. Over the
years, the acquisition of a number of companies producing switches has meant that the range
has not always appeared entirely consistent, but as time marches on, some of the differences in
the underlying basics of the equipment are beginning to disappear. The most obvious differ-
ences in switch models now comes down to two factors: Are the switches modular (4000, 6500)
or fixed footprint (2950, 3550), and do they support just layer 2 (2950) or can you buy a layer 3
capability (4000, 6500, 3550)?

Of course, the next question that arises is, “Which switch should I choose?” Naturally there
are issues of cost and size (in terms of ports and so on), but that may not be sufficient to help
you design a complex network. So Cisco has pioneered some design guidelines that will help you
put a specific Cisco box into a “location” in your internetwork, dependent upon the technolo-
gies required at that network point.

In order to understand all of this, there are two specific areas that we had to focus on. The
first was how Cisco defines the network design model, in terms of redundancy, QoS, through-
put, security, and so on, and how the Cisco models explain that to us. Cisco uses a three-layer
model in which the access layer is used to provide redundant access to end users, the distribution
layer manages policy, and the core layer provides fast access to the network backbone. Cisco
also has a second model, related to its Secure Blueprint for Enterprise Networks (SAFE) guide-
lines, called the Enterprise Composite Module, which allows easy identification of modules
such as the Management, Campus, Enterprise Edge, and SP Edge modules.

The second area we focused on was what technologies are available. Switches have tradi-
tionally been layer 2 devices, operating by forwarding data using MAC address tables. This
is fast, but not very scalable, which means that routers, operating at layer 3, have been used.
Modern devices can commonly combine the switching and routing processes, resulting in
layer 3 switching. Layer 4 switching is an extension of that process, using the port fields inside
TCP and UDP to assist with forwarding decisions. The total effect is commonly referred to as
multilayer switching—MLS.

Exam Essentials

Understand the concept behind the three-layer model. In order to provide some framework
to the design process, Cisco has designed the three-layer model, with the built-in principles that
functionality can be assigned to a specific layer. This allows easier equipment selection and con-
figuration, as long as you remember which layer does what! The access layer is used to provide
access for most users into the rest of the network. The distribution layer is used for routing, fil-
tering, and for some access tasks. Finally, the core layer is used to link switch blocks, and noth-
ing that slows traffic down should be run here.
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Understand the reasoning behind each of the switch block types. A switch block is a collec-
tion of switching devices that provide access and distribution layer functions. Each of the block
models has specific needs, and the Cisco range of equipment is designed to carry out the appro-
priate tasks. The result is that different switches perform optimally at different layers. Servers
may benefit from duplex connectivity and larger bandwidth than clients, due to the aggregated
traffic, and because SAFE planning demands that the network be protected in depth, blocks
must be clearly defined.

Understand the different product lines and the individual products that Cisco has available for

switching tasks. Some Cisco devices are standard layer 2 switches and use just the MAC address
for forwarding. This is simple, cheap, and pretty fast. But the limits of scalability mean that such
devices cannot be used throughout the network, so Cisco also manufactures switches that provide
real layer 3 services. Understanding the needs of different layers assists with the selection of the
correct switch and the planning of the appropriate configuration, which might be simple layer 2
switching, or possibly MLS.
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v' Describe LAN segmentation with VLANSs.
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switch block.

v" Provide connectivity from an end user station to an access
layer device.

v' Configure a switch for initial operation.

v" Apply I0S command set to diagnose and troubleshoot a
switched network.

v' Configure Fast EtherChannel and Gigabit EtherChannel on
inter-switch links.



We have come a long way since the beginning of networking. We
have lived through several mini-revolutions, and now we find our-
selves at a time when Ethernet is king. Gaining ground over all
rivals until most of them are left only in memory, this simple protocol has grown to support data
transfer at 10, 100, 1000 and (almost) 10,000 Mbits/second (Mbps). What a happy life being a
network manager, knowing that your favorite protocol has expansion capability for the future.

This inherent growth capability, combined with the creation of a sound hierarchical network
that follows the Cisco three-layer model, means that you too can be a LAN top gun.

This chapter helps you understand the different contention media available. Contention is
the media access process used by Ethernet. This book covers only contention media because it
is the most widely used; for the pragmatic reasons of cost, simplicity, and ease of implementa-
tion, Ethernet (or its variations) runs on most of the networks in the world.

But the development of faster Ethernets has changed many of the original concepts along the
way. The full-duplex connectivity option has removed the need for the contention algorithm,
because each transmitting station has access to its own pair of wires. Some Gigabit Ethernet
implementations may demand a larger minimum frame size, and switched Ethernet removes the
need for the collision algorithm by using micro-segmentation to create mini-collision domains.
So, first we’ll review the basics of Ethernet networking and then move on to how to use the var-
ious flavors of Ethernet networking in your access, distribution, and core networks.

After you have learned about the different Ethernet cable media types, you’ll learn how to log
in and configure both a set-based switch and an IOS-based switch. The set-based switch we will
focus on is the modular 4000 series, and the IOS switches are the new 2950 and the excellent
3550, which supports several bells and whistles. Those old hands among you will notice the
retirement of the 1900 series switches, which ran both a version of the IOS and a menu inter-
face. You will also see that the 5000 series has gone as the same way. So long, old friend.

On the accompanying CD, there’s a hands-on lab in which you’ll connect the switches
together and configure them.

Understanding Cable Media

To know when and how to use the different kinds of cable media, you need to understand what users
do on the corporate network. The way to find this information is to ask questions. After that, you
can use monitoring equipment to really see what is going on inside the network cabling. Before you
deploy an application on a corporate network, carefully consider bandwidth requirements as well
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as latency issues. More and more users need to compete for bandwidth on the network because of
bandwidth-consuming applications. Although layer 2 switches break up collision domains and cer-
tainly help a congested network if correctly designed and installed, you must also understand the dif-
ferent cable media types available and where to use each type for maximum efficiency. That’s where
this chapter comes in.

The Background of IEEE Ethernet

In 1980, the Digital Equipment Corporation, Intel, and Xerox (DIX) consortium created the
original Ethernet. Predictably, Ethernet_II followed and was released in 1984. The standards-
setting organization, the Institute of Electrical and Electronics Engineers (IEEE), termed this the
802.x project. The 802.x project was initially divided into three groups:

= The High Level Interface (HILI) group became the 802.1 committee and was responsible
for high-level internetworking protocols and management.

= The Logical Link Control (LLC) group became the 802.2 committee and focused on end-
to-end link connectivity and the interface between the higher layers and the medium-access-
dependent layers.

*  The Data Link and Medium Access Control (DLMAC) group became responsible for the
medium-access protocols. The DLMAC ended up splitting into three committees:

= 802.3 for Ethernet
= 802.4 for Token Bus
= 802.5 for Token Ring

DEC, Intel, and Xerox pushed Ethernet, while Burroughs, Concord Data Systems,
Honeywell, Western Digital—and later, General Motors and Boeing—pushed 802.4. IBM
took on 802.5.

The IEEE then created the 802.3 subcommittee, which came up with an Ethernet standard
that happens to be almost identical to the earlier Ethernet_II version of the protocol. The two
differ only in their descriptions of the Data Link layer. Ethernet_II has a Type field, whereas
802.3 has a Length field. Even so, they’re both common in their Physical layer specifications,
MAC addressing, and understanding of the LLC layer’s responsibilities.

4 See CCNA: Cisco Certified Network Associate Study Guide, 4th edition, by
ITE Todd Lammle (Sybex, 2004) for a detailed explanation of Ethernet frame types.

Ethernet_II and 802.3 both define a bus-topology LAN at 10Mbps, and the cabling defined
in these standards is identical:
10Base2/Thinnet Segments up to 185 meters using RG58 coax at 50 ohms.
10Base5/Thicknet Segments up to 500 meters using RG8 or RG11 at 50 ohms.
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10BaseT/UTP All hosts connect by using unshielded twisted-pair (UTP) cable with a central
device (a hub or switch). Category 3 UTP is specified to support up to 10Mbps, Category 5 to
100Mbps, Category Se to 1000Mbps, and Category 6 to 1000Mbps.

) Category be and Category 6 cables are relatively new. While both are
TE designed to support data running at up to 1000 Mbits/second, the quality
of the cables differs in that Category 5e still has performance specified at
100MHz and Category 6 has the performance specified at speeds of up to
250MHz. Category 6, if installed to the correct standard, provides better
quality signal transfer.

LAN Segmentation Using Switches

Ethernet is the most popular type of network in the world and will continue to be so,
ensured by the low cost of implementation coupled with the huge installed base of equip-
ment. It is therefore important for you to understand how hubs and switches work within
an Ethernet network.

By using switched Ethernet in layer 2 of your network, you no longer have to share band-
width with the different departments in the corporation. With hubs, all devices have to share the
same bandwidth (collision domain), which can cause havoc in today’s networks. This makes a
switched Ethernet LAN much more scalable than one based on shared Ethernet.

4 Hubs are layer 1 devices. The best way to think of them is as multi-port repeaters,
%DTE repeating everything that comes their way, including runt frames, giant frames,
and frames failing the frame check sequence at the end.

Even though layer 2 switches break the network into smaller collision domains, the net-
work is still one large broadcast domain. Nowadays, switched Ethernet has largely replaced
shared hubs in the networking world because each connection from a host to the switch is in
its own collision domain. This is often referred to as micro-segmentation (as opposed to seg-
mentation, where a legacy bridge may have created only two LAN segments). Remember that,
with shared hubs, the network was one large collision domain and one large broadcast
domain, whereas layer 2 switches break up collision domains on each port, but all ports are
still considered, by default, to be in one large broadcast domain. Only virtual LANs, covered
in Chapter 14, “VLANSs, Trunks, and VTP,” break up broadcast domains in a layer 2
switched network.

Switched Ethernet is a good way to allocate dedicated 10Mbps, 100Mbps, or 1000Mbps
connections to each user. By also running full-duplex Ethernet, you can theoretically double the
throughput on each link. In the next sections, we’ll discuss how Ethernet is used in your net-
work, the differences between the Ethernet types, and the half- and full-duplex options.
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Using Ethernet Media in Your Network

In this section, you’ll learn the difference between the Ethernet media types and how to use them
in your networks. We’ll cover the following Ethernet types:

= 10BaseT
= FastEthernet
= Gigabit Ethernet

10BaseT

10BaseT stands for 10 million bits per second (Mbps), baseband technology, twisted-pair. This
Ethernet technology has the highest installed base of any network in the world. It runs the car-
rier sense multiple access collision detection (CSMA/CD) protocol and, if correctly installed, is
an efficient network. However, if it gets too large and the network is not segmented correctly,
problems occur. It is important to understand collision and broadcast domains and how to cor-
rectly design the network with switches and routers.

Using 10BaseT at the Access Layer

10BaseT Ethernet is typically used only at the access layer, and even then, FastEthernet (100BaseT)
is quickly replacing it as the prices for 100BaseT continue to drop. It would be poor design to place
10BaseT at the distribution or core layers. You need transits that are much faster than 10BaseT at
these layers to aggregate user traffic.

Distance

The distance that 10BaseT can run and be within specification is 100 meters (330 feet). The
100 meters includes the following:

* 5 meters from the switch to the patch panel

= 90 meters from the patch panel to the office punch-down block

= 5 meters from the punch-down block to the desktop connection

This doesn’t mean that you can’t run more than 100 meters on a cable run; it just is not guar-
anteed to work.

FastEthernet

FastEthernet is 10 times faster than 10Mbps Ethernet. The great thing about FastEthernet is
that, like 10BaseT, it is still based on the CSMA/CD signaling. This means that you can run
10BaseT and 100BaseT on the same network without any problems. What a nice upgrade path
this type of network can give you. You can put all your clients on 10BaseT and upgrade only
the servers to 100BaseT if you need to. However, you can’t even buy a PC that doesn’t have a
10/100 Ethernet card in it anymore, so you really don’t need to worry about compatibility and
speed issues from the user’s perspective.



M8 Chapter 13 - Connecting the Switch Block

Using FastEthernet at All Three Layers

FastEthernet works great at all layers of the hierarchical model. It can be used to give high per-
formance to PCs and other hosts at the access layer, provide connectivity from the access layer
to the distribution layer switches, and connect the distribution layer switches to the core net-
work. Connecting a server block to the core layer would need, at a minimum, FastEthernet or
maybe even Gigabit Ethernet.

IEEE Specifications for FastEthernet

There are two different specifications for FastEthernet, but the IEEE 802.3u is the most popular.
The 802.3u specification is 100Mbps over Category 3, twisted-pair (typically just Category 5
or 5-plus is used for FastEthernet). The second Ethernet specification, called 802.12, used a dif-
ferent signaling technique, called Demand Priority Access Method (DPAM), which was more
efficient than the CSMA/CD access method. The IEEE passed both methods in June 19935, but
because 802.3 Ethernet had such a strong name in the industry, 802.12—also called 100VG-
AnyLAN—has virtually disappeared from the market. As with the Macintosh and NetWare
operating systems, it doesn’t mean anything if you have a better product; it matters only how
you market it.

The IEEE 802.3u committee’s goals can be summarized as follows:

=  Provide seamless integration with the installed base.

= Provide 100BaseT at only two times (or less) the cost of 10BaseT.
= Increase aggregate bandwidth.

= Provide multiple-vendor standardization and operability.

= Provide time-bounded delivery.

Precisely speaking, 802.12 is usually referred to as 100VG-AnyLAN. 100 is for

TE 100Mbps, VG is for voice-grade cable, and AnyLAN is because it was supposed
to be able to use either Ethernet or token-ring frame formats. The main selling
point—the use of all four pairs of voice-grade cable—was also its main draw-
back. This feature is useful if all you have is VG, but it's overshadowed com-
pletely by 100BaseT if you have Category 5 cable or better. Developed at the
time that Category 5 was becoming popular, wide-scale implementations of
new cabling systems just completely sidelined 802.12.

Media Independent Interface (MIl)

FastEthernet requires a different interface than 10BaseT Ethernet. 10Mbps Ethernet used the
attachment unit interface (AUI) to connect Ethernet segments. This provided a decoupling of the
MAC layer from the different requirements of the various Physical layer topologies, which
allowed the MAC to remain constant but meant the Physical layer could support any existing and
new technologies. However, the AUI interface could not support 100Mbps Ethernet because of
the high frequencies involved. 100BaseT needed a new interface, and the media independent inter-
face (MII) provides it.
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100BaseT actually created a new subinterface between the Physical layer and the Data Link
layer, called the Reconciliation Sublayer (RS). The RS maps the 1s and Os to the MII interface.
The MII uses a nibble, which is defined as 4 bits. AUI used only 1 bit at a time. Data transfers
across the MII at one nibble per clock cycle, which is 25MHz. 10Mbps uses a 2.5MHz clock.

Full-Duplex Ethernet and FastEthernet

Full-duplex Ethernet can both transmit and receive simultaneously and uses point-to-point con-
nections. It is typically referred to as “collision free” because it doesn’t share bandwidth with
any other devices. Frames sent by two nodes cannot collide because physically separate transmit
and receive circuits are between the nodes.

Both 10Mbps and 100Mbps Ethernet use four of the eight pins available in standard Cat-
egory 5 UTP cable. Pin 1 on one side and pin 3 on the other are linked, as are pins 2 and 6.
When the connection is configured for half duplex, the data can flow in only one direction at
a time, while with full duplex, data can come and go without collisions because the receive
and send channels are separate.

Full duplex is available when connected to a switch but not to a hub. Full duplex is also avail-
able on 10Mbps, 100Mbps, and Gigabit Ethernet. Because it eliminates collisions, a full-duplex
connection will disable the collision detection function on the port.

Using Full-Duplex Ethernet in the Distribution Layer

Full-duplex Ethernet provides equal bandwidth in both directions. But because users typically
work with client/server applications using read/write asymmetrical traffic, arguably the best
performance increase gained by full-duplex connectivity would be in the distribution layer, not
necessarily in the access layer. Nonetheless, the ease with which it can be implemented and the
increase in throughput—no matter how incremental—means that many networks run full
duplex throughout the network.

Full duplex with flow control was created to avoid packets being dropped if the buffers on
an interface fill up before all packets can be processed. However, some vendors might not inter-
operate, and the buffering might have to be handled by upper-layer protocols instead.

Auto-Negotiation

Auto-negotiation is a process that enables clients and switches to agree on a link capability. This
is used to determine the link speed as well as the duplex being used. The auto-negotiation pro-
cess uses priorities to set the link configuration. Obviously, if both a client and a switch port can
use 100Mbps, full-duplex connectivity, that would be the highest priority ranking, whereas
half-duplex, 10Mbps Ethernet would be the lowest ranking.

Auto-negotiation uses Fast Link Pulse (FLP), which is an extension to the Normal Link Pulse
(NLP) standard used to verify link integrity. NLP is part of the original 10BaseT standard. Com-
monly, these auto-negotiation protocols do not work that well, and you would be better off to
configure the switch and NICs to run in a dedicated mode instead of letting the clients and
switches auto-negotiate. Later in this chapter, we’ll show you how to configure your switches
with both the speed and duplex options.
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Auto-negotiation is one of the most common causes of frame check sequence (FCS) and align-
ment errors. If two devices are connected and one is set to full-duplex and the other to half-duplex,
one is sending and receiving on the same two wires while the other is using two wires to send and
two wires to receive. Statically configuring the duplex on the ports eliminates this problem.

) Intermittent connectivity issues can often be traced to auto-negotiation prob-
TE lems. If a single user occasionally has long connectivity outages, statically set-
ting speed and duplex on both ends often helps.

Distance

FastEthernet does have some drawbacks. It uses the same signaling techniques as 10Mbps Ethernet,
so it has the same distance constraints. In addition, 10Mbps Ethernet can use up to four repeaters,
whereas FastEthernet can use only one or two, depending on the type of repeater. Table 13.1 shows
a comparison of FastEthernet technologies.

TE cern when using a hub-based half-duplex system. Once we move to a switched
Ethernet environment, the collision domains are considerably reduced in size and
we don’t need repeaters, and the use of full-duplex Ethernet removes the need to
detect collisions entirely, changing the CSMA/CD operation to just CSMA.

% Of course, the issue of the number of Ethernet repeaters in use is really only of con-

TABLE 13.1 Comparison of FastEthernet Technologies

Technology Wiring Category Distance

100BaseTX Category 5 UTP wiring; Categories 6 and 7 are now avail- 100 meters
able. Category 6 is sometimes referred to as Cat 5 plus.
Two-pair wiring.

100BaseT4 Four-pair wiring, using UTP Category 3, 4, or 5. 100 meters

100BaseFX Multimode fiber (MMF) with 62.5-micron fiber-optic core 400 meters
with a 125-micron outer cladding (62.5/125).

Gigabit Ethernet

In the corporate market, Gigabit Ethernet is the new hot thing. What is so great about Gigabit
is that it can use the same network that your 10Mbps and 100Mbps Ethernet now use. You cer-
tainly do have to worry about distance constraints, but what a difference it can make in just a
server farm alone!
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Just think how nice it would be to have all your servers connected to Ethernet switches with
Gigabit Ethernet and all your users using 100BaseT-switched connections. Of course, all your
switches would connect with Gigabit links as well. Add xDSL and cable to connect to the Inter-
net, and you have more bandwidth than you ever could have imagined just a few years ago. Will
it be enough bandwidth a few years from now? Probably not. If you have the bandwidth, users
will find a way to use it.

) Parkinson’s Law states that data expands to fill the space available for storage,
TE but experience shows that this law can be equally applied to bandwidth.

Using Gigabit Ethernet in the Enterprise

Cisco’s Enterprise model shows a number of different blocks, as defined in Chapter 12, “The
Campus Network.” Gigabit Ethernet has value in a number of these different blocks.

The Server Module is a natural choice, because the high demand placed on the network
bandwidth by some modern applications would certainly be able to utilize gigabit availability.

The Building Distribution Module carries large amounts of inter-VLAN traffic, and as the 20/80
rule kicks in even more, this additional traffic would benefit from gigabit-speed data transfer.

The Core Module is responsible for connecting all other modules, and it is certain that giga-
bit throughput would suit the three general principles of core data requirements: speed, speed,
and more speed!

The Management Module, Building Module, and Edge Distribution Module are less likely
at the moment to need gigabit speeds. Most management machines have less data to transfer
than applications, most users would be more than satisfied with 100Mbps full duplex, and the
slower WAN speeds at the edge of the network does not need serving by gigabit transfer. None-
theless, there is rarely such a thing as an average network, and you would be well advised to con-
sider carefully where you might get the best from this exciting technology.

Protocol Architecture

Gigabit Ethernet became an IEEE 802.3 standard in the summer of 1998. The standard was
called 802.3z. Gigabit is a combination of Ethernet 802.3 and Fiber Channel and uses Ether-
net framing the same way 10BaseT and FastEthernet do. This means that not only is it fast,
but it can run on the same network as older Ethernet technology, which provides a nice migra-
tion plan. The goal of the IEEE 802.3z was to maintain compatibility with the 10Mbps and
100Mbps existing Ethernet network. They needed to provide a seamless operation to forward
frames between segments running at different speeds. The committee kept the minimum and
maximum frame lengths the same. However, they needed to change the CSMA/CD for half-
duplex operation from its 512-bit times to help the distance that Gigabit Ethernet could run.

Will Gigabit ever run to the desktop? Maybe. Probably. People said that FastEthernet would
never run to the desktop when it came out, but it’s now common. If Gigabit is run to the desk-
top, however, it’s hard to imagine what we’ll need to run the backbone with. 10000BaseT to the
rescue! Yes, 10 Gigabit Ethernet is out!
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) In fact, there is now a 10 Gigabit Ethernet Alliance—a group of vendors and
TE other interested parties who together have created the technology behind
IEEE 802.3ae, the 10 Gigabit Ethernet standard.

Comparing 10BaseT, FastEthernet, and Gigabit Ethernet

There are some major differences between FastEthernet and Gigabit Ethernet. FastEthernet uses
the MII, and Gigabit uses the gigabit media independent interface (GMII). 10BaseT used the
AUL A new interface was designed to help FastEthernet scale to 100Mbps, and this interface
was redesigned for Gigabit Ethernet. The GMII uses an eight-bit data path instead of the four-
bit path that FastEthernet MII uses. The clocking must operate at 125MHz to achieve the
1Gbps data rate.

Time Slots

Because Ethernet networks are sensitive to the round-trip-delay constraint of CSMA/CD, time
slots are extremely important. Remember that in 10BaseT and 100BaseT, the time slots were
512-bit times. However, this is not feasible for Gigabit because the time slot would be only
20 meters in length. To make Gigabit usable on a network, the time slots were extended to
512 bytes (4096-bit times!). However, the operation of full-duplex Ethernet was not changed
at all. Table 13.2 compares the new Gigabit Ethernet technologies.

TABLE 13.2 Comparison of Gigabit Ethernet Technologies

Technology Wiring Category Cable Distance
1000BaseCX Copper-shielded twisted-pair 25 meters
1000BaseT Copper Category 5, four-pair wiring, UTP 100 meters
1000BaseSX MMF using 62.5 and 50-micron core, usesa 260 meters

780-nanometer laser

1000BaselLX Single-mode fiber that uses a 9-micron From 3 kilometers up to
core, 1300-nanometer laser 10 kilometers
1000BasezZX 9-micron single-mode fiber or disposition- Up to 100 kilometers

shifted fiber
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@ Real World Scenario
Jumbo Frames

If Gigabit Ethernet is used from source to destination, you might consider using jumbo frames.
These are Ethernet frames that are 9000 bytes long. Jumbo frames don’t work well if Gigabit
is not used from end to end because fragmentation will take place, causing a small amount of
latency. Although jumbo frames aren’t likely to be used to the desktop, they can speed up the
process of data transfer between servers. An e-commerce web server that makes a lot of calls
to a database and gets large amounts of data at once would be a good candidate.

Connecting and Logging In to a Switch

The new range of Cisco switches—the 2950 and 3550—run a version of IOS. This makes con-
figuring the switch very similar to configuring a router. The 4000 series is still set based, which
means you use the command set to configure the router. Throughout the rest of this book, we’ll
show you commands for these switches.

As a general guideline, you would be expected to use the 2950 as an access layer switch
(because of its cheap per-port cost) and then utilize the more powerful 3550 at the distribution
layer. Although these are only rough guidelines, the 3550 does support an internal routing
option, which gives it the additional features essential in a modern distribution switch, and the
2950 has a number of different port types and densities, which provide relatively cheap con-
nections for desktop PCs.

There are two types of operating systems that run on Cisco switches:

IOS based You can configure the Catalyst 2950 and 3550 switches from a command-line
interface (CLI) that is almost identical to the one used on Cisco routers. The only differences are
some of the commands, which are switch-specific.

Set based Uses older, set-based CLI configuration commands. The current Cisco switches that
use the set-based commands are the 4000 and the 6000 series.

)’ The shelf life of CatOS —the set-based operating system installed on older

A&TE switches such as the 4000, 5000, and 6000 series—is now very short. Although
Cisco has not publicly stated that itis notincluded in the current exam, my feel-
ing is that questions on CatOS will become fewer until they gradually disap-
pear. | have left CatOS configuration examples and questions in this revision of
the book because you may come across them either during the exam or “in the
wild,” but | would advise you to check the Cisco website regularly for informa-
tion regarding its demise.
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Cabling the Switch Block Devices

You can physically connect to a Cisco Catalyst switch by connecting either to the console port
or to an Ethernet port, just as you would with a router.

Connecting to the Console Port

The 2950, 3550, and 4000 series switches all have a console port on the back, which is
an RJ-45 port. The console cables for these switches are rolled cables. (Older 5000 series
switches have a console connector that uses only an RS-232-type connector, which comes
with the switch when purchased.)

After you connect to the console port, you need to start a terminal emulation program, such
as HyperTerminal in Windows. The settings are as follows:

= 9600bps

= 8 data bits
= No parity

= 1 stop bit

= No flow control

L Do not connect an Ethernet cable, ISDN, or live telephone line into the console
ING port. The voltage levels are higher, and the result may well be a burned-out
console port.

Connecting to an Ethernet Port

The Catalyst 2950 and 3550 series switches have a number of different arrangements of ports. They
are not modular in the sense that the 4000 series switches are. All ports are at least 10/100Mbps, and
some also support 1000Mbps. Connecting hosts to any of these ports requires a straight-through
cable, but to connect the ports to another switch as an uplink, you must use a crossover cable.

The Catalyst 4000 switches can run either 10Mbps or 100Mbps on any port, depending on
the type of cards you buy. Gigabit cards are also available. The supervisor cards always take the
first slot and have two FastEthernet or Gigabit Ethernet ports for uplinks using either copper or
fiber. All devices connected into either the 2950/3550 or 4000 series switches must be within
100 meters (330 feet) of the switch port.

- When connecting devices such as workstations, servers, printers, and routers

@TE to the switch, you must use a straight-through cable. Use a crossover cable to
connect between switches.

When a device is connected to a port, the port status light-emitting diode (LED) light (also

called the port link LED or link state LED) on the switching module panel comes on and stays

on. If the light does not come on, the other end might be off or there might be a cable problem.
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Also, if a light comes on and off, a speed matching or duplex problem may exist. I’ll show you
how to check that in the next section.

4000 Switch Startup

The 4000 series switch loads the software image from flash and then asks you to enter a pass-
word, even if there isn’t one set. Press Enter, and you will see a Console> prompt. At this point,
you can enter Enable mode and configure the switch by using set commands:

BOOTROM Version 5.1(2), Dated Apr 26 1999 10:41:04
BOOT date: 08/02/02 BOOT time: 08:49:03
Uncompressing NMP image. This will take a minute...
DownTloading epld sram device please wait ...
Programming successful for Altera 10K10 SRAM EPLD
Updating epld flash version from 0000 to 0600

Cisco Systems Console

Enter password: [Press return here]
2001 Mar 22 22:22:56 %SYS-5-MOD_OK:Module 1 is online
2001 Mar 22 22:23:06 %SYS-5-MOD_OK:Module 2 1is online

Console>

2950 Switch Startup

When you connect to the 2950 console, the IOS is booted. As the switch boots, it will show diag-
nostics on the screen. It displays the version of code, information about the flash storage, var-
ious part and serial numbers, and so on. If there is no saved configuration file, you are presented
with an option to enter the basic configuration using a process called setup:

System serial number: FOCO650W11A
--- System Configuration Dialog ---
Would you Tike to enter the initial configuration dialog? [yes/no]:

If you enter yes, then the following menu is displayed:
Would you Tike to enter the initial configuration dialog? [yes/no]: yes
At any point you may enter a question mark '?' for help.

Use ctrl-c to abort configuration dialog at any prompt.
Default settings are in square brackets '[]'.

Basic management setup configures only enough connectivity
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for management of the system, extended setup will ask you
to configure each interface on the system

Would you Tlike to enter basic management setup? [yes/no]:

The menu is self-explanatory, but quite limited. You can set the switch name, enter pass-
words, set up vlan1, and assign IP addresses to interfaces. The rest of the configurations are
defaults, and to be honest, it is rare for anyone to use this method of configuration.

< You can exit the setup mode at any time by pressing Ctrl+C, and you can enter
P the setup mode from the privileged mode by entering the command setup.

The alternative is to answer no to the option to enter setup, and then you are presented with
the user-mode switch prompt:

Switch>
No passwords are set, and entering the command enab1e will take you to the privileged prompt:

Switch#

Cisco I0S- and Set-Based Commands

In this section, you’ll learn how to configure the basics on both types of switches. Specifically,
you’ll learn how to do the following;:

= Set the passwords.

= Set the host name.

= Configure the IP address and subnet mask.
= Identify the interfaces.

= Set a description on the interfaces.

= Configure the port speed and duplex.

= Verify the configuration.

= FErase the switch configuration.

Setting the Passwords

The first thing you should do is configure the passwords. You don’t want unauthorized users
connecting to the switch. You can set both the user-mode and privileged-mode passwords, just
as you can with a router. However, you use different commands.

As with any Cisco router, the login (user-mode) password can be used to verify authorization
of the switch, including Telnet and the console port. The enable password is used to allow access
to the switch so the configuration can be viewed or changed.
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4000 Series Set-Based Switch

To configure the two passwords on a 4000 series switch, use the command set password for
the user-mode password and the command set enablepass for the enable password:

2001 Mar 21 06:31:54 %SYS-5-MOD_OK:Module 1 1is online
2001 Mar 21 06:31:54 %SYS-5-MOD_OK:Module 2 1is online

Console> en

Enter password:

Console> (enable) set password ?

Usage: set password

Console> (enable) set password [Press enter]
Enter old password:

Enter new password:

Retype new password:

Password changed.

When you see the Enter old password prompt, you can leave it blank and press Enter if
you don’t have a password set. The output for the Enter new password prompt doesn’t show
on the console screen. If you want to clear the user-mode (login) password, type in the old pass-
word and then just press Enter when you’re asked for a new password.

To set the enable password, type the command set enablepass and then press Enter:

Console> (enable) set enablepass
Enter old password:

Enter new password:

Retype new password:

Password changed.

Console> (enable)

You can type exit at this point to log out of the switch completely, which will enable you
to test your new passwords.

2950 and 3550 Switches

The commands for setting the passwords are the same as for a router. Those of you used to con-
figuring the password levels on a 1900 switch will find that they are optional on an IOS-based
device. The enable secret password supersedes the enable password and automatically encrypts
the displayed password by default.

Switch>enable

Switch#conf t

Enter configuration commands, one per Tline. End with CNTL/Z.
Switch(config)#enable ?
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Tast-resort Define enable action if no TACACS servers respond
password Assign the privileged level password

secret Assign the privileged level secret

use-tacacs Use TACACS to check enable passwords

)’ As you can see from the script, the password can be set locally or can be
A&TE assigned using a protocol called TACACS.

Switch(config)#enable secret ?
0 Specifies an UNENCRYPTED password will follow
5 Specifies an ENCRYPTED secret will follow
LINE The UNENCRYPTED (cleartext) 'enable' secret
Tevel Set exec level password

Entering the password with no additional options causes the password to be encrypted
automatically, thus preventing it from being read by unauthorized viewers. You can see that
san-fran has become $1$dytq$1j716VIbtocypNs1DgW2X.

Switch(config)#enable secret san-fran
Switch(config)#°Z
Switch#show running-config

Building configuration...

Current configuration : 1404 bytes
!

version 12.1

no service pad

service timestamps debug uptime
service timestamps log uptime

no service password-encryption

!

hostname Switch

1

enable secret 5 $1$dytq$1j716VIbtocypNs1DgW2X.
!

TE enable password, it is common practice for many users to set only the enable

% Because the enable secret password takes precedence over the standard
secret. More complex security is commonly obtained using TACACS.
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The remote access Telnet (vty) password prevents unauthorized access by other network
users. By default, this is disabled, and the show running-configcommand will display no vty
numbers. The passwords are set using the line mode, after which they will appear, as in the fol-
lowing example:

Switch#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
Switch(config)#1ine vty 0 4
Switch(config-Tine)#login

% Login disabled on 1line 1, until 'password' is set
% Login disabled on Tine 2, until 'password' is set
% Login disabled on Tine 3, until 'password' is set
% Login disabled on Tine 4, until 'password' is set
% Login disabled on Tine 5, until 'password' is set
Switch(config-Tine)#password telnet
Switch(config-Tine)#~Z

Switch#

Now the running configuration displays both the lines configured for access and the password:

Switch#show running-config
Building configuration...

Current configuration : 1448 bytes
[output omitted]

Tine con 0

Tine vty 0 4
password telnet
Togin

Tine vty 5 15
Togin

|

end

Setting the Host Name

The host name on a switch, as well as on a router, is only locally significant. A good rule of
thumb is to name the switch after the location it is serving.

P whatsoever on the network or for name resolution. However, it is helpful to set

é/ In this case, this means that the switch’s host name doesn’t have any function
a host name on a switch so you can identify the switch when connecting to it.
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) Management applications such as Cisco Works, and processes such as the
TE Cisco Discovery Protocol (CDP), use the host name of a device to differentiate
it from other devices. Not changing the host name can lead to some confusion
and cause more work to find out just which “switch” is having problems.

2950 and 3550 Switches

The switch command to set the host name is exactly as it is with any router. The 2950 and 3550
begin life with a device name of “Switch.” Setting the host name is simple:

switch#

switch#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
switch(config)#hostname Terry_2950

Terry_2950(config)#"Z

Terry_2950#

Setting the IP Information

You do not have to set any IP configuration on the switch to make it work. You can just plug
in devices, and they should start working, as they do on a hub. IP address information is set so
that you can either manage the switch via Telnet or other management software, or configure
the switch with different VLANs and other network functions.

4000 Series Set-Based Switch
To set the IP address information on a 4000 series switch, configure the supervisor engine that

is plugged into slot 1 of every switch. This is called the in-band logical interface. Use the com-
mand set interface scO:

Terry_4000> (enable) set interface sc0 172.16.10.17 255.255.255.0
Interface scO IP address and netmask set.

By default, the switch is configured for VLAN 1, which can be seen by using the show interface
command. Notice also that the broadcast address for the subnet shows up and that you can change
it by entering it with the set interface scO command (but we can think of only one reason that
you would want to change it—to mess with the people in your MIS department):

Terry_4000> (enable) show interface

s10: flags=51<UP,POINTOPOINT,RUNNING>

sTip 0.0.0.0 dest 0.0.0.0

sc0: flags=63<UP,BROADCAST,RUNNING>

vlan 1 inet 172.16.10.17 netmask 255.255.255.0 broadcast 172.16.10.255
Terry_4000> (enable)
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The command set interface s10 ip_address mask would be used for modem access to
the switch. This enables addressing on the Serial Line Internet Protocol (SLIP) process. Before
accessing the switch via a modem, the modem process must be enabled on the switch by using the
set system modem enable command. The modem operates at a speed of 9600bps by default.

@ Real World Scenario
Remote Management

Many organizations have a large number of switches that need to be managed, and adminis-
trators often need access directly to the console port for remote management. A setup that
allows remote access direct to the console port is desirable because some problems will pre-
vent Telnet or management access, which means you have to physically be there. Not some-
thing you want to do at 3 A.m.!

Rather than installing several modems and telephone lines, consider an access server. A 3600
with asynchronous modules, for example, can have over 100 such connections for up to 16
devices at a time and also allow for security features such as a RADIUS or TACACS+ authenti-
cation server or an |0S firewall configuration.

2950 and 3550 Switches

Cisco recommends that you use VLAN 1 for management of the switch device and then create
other VLAN:Ss for users. By default, all interfaces are in VLAN 1, supporting the plug-and-play
operation of switches. To set the IP configuration, you should use the command ip address
in interface mode, as shown here:

Terry_2950#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
Terry_2950 (config)#int vlan 1

Terry_2950 (config-if)#ip address 172.16.1.1 255.255.255.0
Terry_2950(config-if)#no shut

Terry_2950 (config-if)#°Z

Terry_2950#

) Don’t worry just yet what a VLAN is; we will be covering that in Chapter 15,
TE “Layer 2 Switching and the Spanning Tree Protocol (STP).” For the moment,
just concentrate on getting the switch up and running, using as many defaults
as possible.
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Remember that as far as IP is concerned, the switch is simply another host. This means that
the default gateway should also be set, and the command is ip default-gateway, which is a
global-mode command:

Terry_2950(config)#ip default-gateway 172.16.1.254
Terry_2950(config)#"Z
Terry_2950#

Terry_2950#sho run
Building configuration...

[output cut]

interface Vlanl

ip address 172.16.1.1 255.255.255.0
no ip route-cache

!

ip default-gateway 172.16.1.254

ip http server

|

Terry_2950#

ING address to a different VLAN on a 2950, the original IP address is immediately
stripped off VLAN 1 and the VLAN is shut. If you are connected to the switch via
a Telnet connection, you will be cut off from the switch. So reassigning the IP
address to a different VLAN on a 2950 switch should only be carried out when
connected to the console port.

ﬁl‘ Itis possible to assign the IP address to any VLAN, but if you assign another IP

Identifying Switch Interfaces

It is important to understand how to access switch ports. The 4000 series uses the sTot/port
command. The I0S-based switches use the type sTot/port command.

4000 Series Set-Based Switch

You can use the show command to view port statistics on a 4000 switch. Notice that, by default,
the duplex and speed of the port are both set to auto. Also, typically the ports on a 4000 and
6000 series switch can be enabled, but it might be necessary to configure the ports so that they
can be enabled with the set port enable command. You can turn off any port with the set
port disable command as follows:

Terry_4000> (enable) show port ?
Usage: show port
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show port <mod_num>
show port <mod_num/port_num>
Terry_4000> (enable) show port 2/1
Port Name Status Vlan Level Duplex Speed Type

2/1 connect 2 normal auto auto 10/100BaseTX

Terry_4000> (enable) set port disable 2/1

Port 2/1 disabled.

Terry_4000> (enable) show port 2/1

Port Name Status Vlan Level Duplex Speed Type

2/1 disabled 1 normal auto auto 10/100BaseTX

Terry_4000> (enable) set port enable 2/1
Port 2/1 enabled.
Terry_4000> (enable) show port 2/1

Port Name  Status Vlan Level Duplex Speed Type
2/1 connect 1 normal auto auto 10/100BaseTX
4 The command show config displays the complete current configuration of the
ITE set-based switch.

2950 and 3550 Switches

These switches take the type sTot/port command with either the interface command or the
show command. The interface command enables you to set interface-specific configurations.
As the range of 2950 and 3550 switches increases, it may be that several slots are available. The
following example demonstrates a 2950:

Terry_2950#config t
Enter configuration commands, one per Tine. End with CNTL/Z
Terry_2950(config)#interface fastEthernet ?

<0-2> FastEthernet interface number
Terry_2950(config)#interface fastEthernet 0/?

<1-24> FastEthernet interface number
Terry_2950(config)#interface fastEthernet 0/1
Terry_2950(config-if)#?
Interface configuration commands:

arp Set arp type (arpa, probe, snap) or timeout
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bandwidth Set bandwidth informational parameter
carrier-delay Specify delay for interface transitions
cdp CDP 1interface subcommands

[output cut]

spanning-tree Spanning Tree Subsystem

speed Configure speed operation.

storm-control storm configuration

switchport Set switching mode characteristics
timeout Define timeout values for this interface

To configure the FastEthernet ports, the command is interface fastethernet 0/#:

Notice that we demonstrate the following commands with spaces or without—

You can switch between interfaces by using the interface fa 0/# command.
P
it makes no difference.

Terry_2950(config-if)#interface fa 0/2
Terry_2950(config-if)#interface fa0/3
Terry_2950(config-if)#exit

You can view the ports with the show interface command:

Terry_2950#show interface fa0/1
FastEthernet0/1 is down, Tline protocol is down
Hardware is Fast Ethernet, address is 000b.be53.2c01 (bia 000b.be53.2c01)
MTU 1500 bytes, BW 10000 Kbit, DLY 1000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, Toopback not set
Keepalive set (10 sec)
Auto-duplex, Auto-speed
input flow-control is off, output flow-control 1is off

[output cut]

Configuring Interface Descriptions

You can set a description on an interface, which will enable you to administratively set a name
for each interface. As with the host name, the descriptions are only locally significant.
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4000 Series Set-Based Switch

To set a description for the 4000 switch, use the set port name sTot/port command. Spaces
are allowed. You can set a name up to 21 characters long;:

Terry_4000> (enable) set port name 2/1 Sales Printer

Port 2/1 name set.

Terry_4000> (enable) show port 2/1

Port Name Status Vlan Level Duplex Speed Type

2/1 Sales Printer notconnect 2 normal auto auto 10/100BaseTX

2950 and 3550 Switches

For the 2950 and 3550 series switches, use the description command. You cannot use spaces
with the description command, but you can use underscores if you need to:

Terry_2950#config t

Enter configuration commands, one per Tine. End with CNTL/Z.
Terry_2950(config)#interface fa0/1
Terry_2950(config-if)#description Finance_VLAN
Terry_2950(config-if)#interface fa0/2
Terry_2950(config-if)#description trunk_to_Building_4
Terry_2950(config-if)#

You can view the descriptions with either the show interface command or the show
running-config command:

Terry_2950#sho run
Building configuration...

Current configuration : 1387 bytes
!

version 12.1

no service pad

service timestamps debug uptime
service timestamps log uptime
no service password-encryption
!

hostname Terry_2950

!

ip subnet-zero

!

spanning-tree extend system-id
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|
interface FastEthernet0/1
description Finance_VLAN

no ip address

!

interface FastEthernet0/1
description trunk_to_Building_4
no ip address

[output cut]

Configuring the Port Speed and Duplex

By default, all 10/100 ports on the 2950, 3550, and 4000 are set to auto-detect the speed and
duplex of the port.

4000 Series Set-Based Switch
Because the ports on a 10/100 card are auto-detect, you don’t necessarily have to set the speed

and duplex. However, there are situations where the auto-detect does not work correctly, and
by setting the speed and duplex, you can stabilize the link:

Terry_4000> (enable) set port speed 2/1 ?

Usage: set port speed <mod_num/port_num> <4|10|16|100]|auto>
Terry_4000> (enable) set port speed 2/1 100

Port(s) 2/1 speed set to 100Mbps.

If you set the port speed to auto, both the speed and duplex are set to auto-negotiate the link.
You can’t set the duplex without first setting the speed:

Terry_4000> (enable) set port duplex 2/1 ?

Usage: set port duplex <mod_num/port_num> <full|half>
Terry_4000> (enable) set port duplex 2/1 full

Port(s) 2/1 set to full-duplex.

Terry_4000> (enable) ~C

Notice that the command Ctrl+C was used in the preceding code. This is a break sequence used
on both types of switches.
You can view the duplex and speed with the show port command:

Terry_4000> (enable) show port 2/1
Port Name Status Vlan Level Duplex Speed Type

2/1 Sales Printer notconnect 2 normal full 100 10/100BaseTX
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2950 and 3550 Switches
You can configure multiple options on any port. Speed can be set to 10, 100, or auto, and duplex

can be set to half, full, or auto. You cannot configure duplex to full if the speed is set to auto. Here
is an example from a 2950:

Terry_2950(config)#int fa0/1
Terry_2950(config-if)#speed ?

10 Force 10 Mbps operation

100 Force 100 Mbps operation

auto Enable AUTO speed configuration

Terry_2950(config-if)#speed 100
Terry_2950(config-if)#duplex ?
auto Enable AUTO duplex configuration
full Force full duplex operation
half Force half-duplex operation

Terry_2950(config-if)#duplex full
Terry_2950(config-if)#"Z
Terry_2950#

Terry_2950#sho int fa0/1
FastEthernet0/1 is down, Tine protocol is down
Hardware is Fast Ethernet, address is 000b.be53.2c01 (bia 000b.be53.2c01)
Description: Finance_VLAN
MTU 1500 bytes, BW 10000 Kbit, DLY 1000 usec,
reliability 255/255, txload 1/255, rxload 1/255
Encapsulation ARPA, Toopback not set
Keepalive set (10 sec)
Full-duplex, 100Mb/s

Verifying Connectivity

It is important to test the switch IP configuration. You can use the “big three” tests of Ping,
Traceroute, and Telnet on all IOS-based switches and the 4000 and 6000 as well.

4000 Series Set-Based Switch

Use the IP utilities Ping, Telnet, and Traceroute to test the switch in the network as follows:

Terry_4000> (enable) ping 172.16.10.10
172.16.10.10 is alive
Terry_4000> (enable) telnet ?
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Usage: telnet <host> [port]
(host is IP alias or IP address in dot notation: a.b.c.d)
Terry_4000> (enable) traceroute
Usage: traceroute [-n] [-w wait] [-i initial_tt1] [-m max_tt1] [-p dest_port]
[-g nqueries] [-t tos] host
[data_size]
(wait = 1..300, initial_ttl = 1..255, max_tt] 1..255
dest_port = 1..65535, nqueries = 1..1000, tos = 0..255
data_size = 0..1420, host is IP alias or IP address in
dot notation: a.b.c.d)

)’ You can use the keystrokes Ctrl+Shift+6, then X, as an escape sequence.

o

2950 and 3550 Switches

You can use the Ping and Traceroute programs, and you can telnet into and out of any of the
switches, as long as a password has been set up:

Terry_2950#ping 172.16.10.10
Sending 5, 100-byte ICMP Echos to 172.16.10.10, time out is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max 0/2/10/ ms

< You can omit the word telnet and just enter the host name or IP address of the
P target host, if you wish.

Terry_2950#conf t

Terry_2950(config)#ip host jack 172.16.10.10

Terry_2950(config)#°Z

Terry_2950#ping jack

Sending 5, 100-byte ICMP Echos to 172.16.10.10, time out is 2 seconds:

Success rate is 100 percent (5/5), round-trip min/avg/max 0/2/10/ms

Physical Troubleshooting

If the ping test doesn’t work, make sure IP addressing and gateways are set up correctly. If they
are, and no other part of the network is having problems, there is a good chance that the prob-
lem has to do with the Physical layer.
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When testing Physical layer connectivity, it is important to focus the tests on the cabling and
on the interfaces. In those instances when it is possible, test the port on the switch by plugging
in a laptop directly. Plugging the patch cord into a different port can test the cable inside the
wall. Finally, test the NIC by plugging the PC into a different cable run and port.

Saving and Erasing the Switch Configuration

The 10S-based switches hold their configuration in the running-config file. Using the
command copy running-config startup-config copies this file to nonvolatile RAM
(NVRAM), where it is saved as the startup-config file. The 4000 series switches auto-
matically copy their configuration to NVRAM. You can delete the configurations if you
want to start over.

P Protocol (TFTP) server, but despite your best efforts, things will go wrong at
some time in any network. First, make sure that the TFTP server is available
using the ping command. Ensure that access to the server directory is
authorized and then enter the command copy running-config (or copy
startup-config) tftp. A small menu follows, prompting you for the server
IP address and filename to be stored. The router indicates a successful (or
unsuccessful) file transfer.

é/ Itis also common to back up the configuration files on a Trivial File Transfer

2950 and 3550 Switches

The command show running-config (abbreviated here to show run), displays the configu-
ration file the switch is currently implementing;:

Terry_2950#show run
Building configuration...

Current configuration : 1411 bytes
!

version 12.1

no service pad

service timestamps debug uptime
service timestamps log uptime

no service password-encryption

!

hostname Terry_2950

|

[output cut]
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The command show startup-config (abbreviated here to show star), displays the con-
figuration file the switch has saved in NVRAM. It follows that this is the file that will be imple-
mented when the switch is next started. Note that the two displays are slightly different:

Terry_2950#show star

Using 1411 out of 32768 bytes
!

version 12.1

no service pad

service timestamps debug uptime
service timestamps log uptime
no service password-encryption
!

hostname Terry_2950

!

[output cut]

To delete the startup configuration file, use the command erase startup-config. This will
require a reboot of the switch to arrive at an empty configuration file. You can not erase the
running-config file.

Terry_2950#erase ?
flash: Filesystem to be erased
nvram: Filesystem to be erased
startup-config Erase contents of configuration memory

4000 Series Set-Based Switch

To delete the configurations stored in NVRAM on the 4000 series switch, use the clear config
a1l command. The erase a1l command deletes the contents of flash without warning. Be care-
ful! Here is the code:

Terry_4000> (enable) clear config ?
Usage: clear config all
clear config <mod_num>
clear config rmon
clear config extendedrmon
Terry_4000> (enable) clear config all
This command will clear all configuration in NVRAM.
This command will cause ifIndex to be reassigned on the next system startup.
Do you want to continue (y/n) [n]? y

System configuration cleared.
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To delete the contents of flash, use the erase all command:

Terry_4000> (enable) erase all

FLASH on Catalyst:

Type Address Location

Intel 28F016 20000000 NMP (P3) 8MB SIM

Erasing flash sector...

Terry_4000> (enable)

Terry_4000> (enable) show flash

File Version Sector Size Built

Notice that when you type erase al1 and press Enter, the switch just starts erasing the flash
and you can’t break out of it. By using a show f1ash command, you can see that the contents
of flash are now empty. You might not want to try this on your production switches. You can
use the copy tftp flash command to reload the software.

P tion questions. It seems likely that these will become ever more sophisticated,
with more complex configurations being required as time moves on, and there
will be greater emphasis placed upon such questions. Make sure that you
understand and are able to reproduce all of the commands in every chapter,
because they could crop up in any one of several simulation questions. The
hands-on labs on the accompanying CD will provide invaluable help if you
carry them out honestly.

% Cisco has recently announced that all of their examinations now have simula-

Summary

You can use several different types of Ethernet in a network, and it’s very important that you
remember the distance each type of Ethernet media can run. For instance, the distance that
10BaseT can run is 100 meters, or 330 feet. The 100 meters includes 5 meters from the switch
to the patch panel, 90 meters from the patch panel to the office punch-down block, and 5 meters
from the punch-down block to the desktop connection.

For FastEthernet, there are various specifications for each type. For 100BaseTX, Category 5
UTP wiring, Categories Se, 6, and 7 are now available. Category Se is sometimes referred to as
Cat 5 plus. 100BaseTX requires two-pair wiring and a distance of 100 meters. 100BaseT4
requires four-pair wiring, using UTP Category 3, 4, or 5. The distance for 100BaseT4 is 100 meters.
100BaseFX requires multimode fiber (MMF) with 62.5-micron fiber-optic core and a 125-micron
outer cladding (62.5/125). The distance for the 100BaseFX is 400 meters.
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For Gigabit Ethernet, the specifications for each type also vary. For instance, the 1000BaseCX
requires a copper-shielded twisted-pair and a distance of 25 meters. The 1000BaseT requires cop-
per Category 3, four-pair wiring, UTP, and 100 meters distance. The 1000BaseSX requires MMF
using 62.5 and 50-micron core, uses a 780-nanometer laser, and requires a distance of up to
260 meters. 1000BaselLX uses single-mode fiber with a 9-micron core and uses a 1300-nanometer
laser. The distance for a 1000BaseLX is anywhere from 3 kilometers to 10 kilometers. Finally, the
1000BaseZX uses single-mode fiber with a 9-micron core or disposition-shifted fiber. The dis-
tance for a1000BaseZX is up to 100 kilometers.

You need to understand how to connect to and how to configure both a set-based switch and
an [0S-based switch. It is not enough to just be able to copy down these commands and move
on to the next section. The defaults, which are set on all Cisco switches, are there for the benefit
of the plug-and-play kiddies—as a CCNP, you are expected to go far beyond that! You need to
understand why these configurations are needed, so that you can make knowledge-based judg-
ments on when to use the command options to move away from the default.

You can set host names and descriptions to identify your switch and the interfaces, enabling
you to administer the network more efficiently. And you can control access to the switch in sev-
eral ways, using console, Telnet, and enable passwords to protect against unauthorized users.
You should also be able to configure an IP address and default gateway on each switch so that
you can make remote connections, which allows you to manage your switch without having to
stand next to it. Finally, you should be able to verify the configuration by performing connec-
tivity tests around the network using the standard IP tools of Ping, Traceroute, and Telnet.

Exam Essentials

Understand how the set-based and 10S-based command lines are different. Set-based com-
mands belong to a legacy operating system purchased by Cisco when they bought the original
switching company, so they bear no resemblance to the Cisco 10S at all. The only three com-
mands in use—set, clear, and show—are used for all purposes. Interface/port configurations,
passwords, and all VLAN and trunking options are changed from the defaults using set com-
mands. Configurations are removed using clear commands, and show commands are used to
display configurations, interfaces, memory, and so on.

Newer switches, such as the 3550 and 2950, use the familiar Cisco router IOS command set. Pass-
word, host name, and other administrative commands are the same as for the router, and the only
real difference is that because this is a switch, the command options may be reduced, omitting
router specifics, such as routing, on the 2950 switches. The 3550 switches, which support native
routing, and the 4000 and 6500 series running the native IOS upgrade actually support routing
as well, and so they have a full set of IOS commands.

Understand physical network connectivity. Some cables are suitable for some tasks but not for
others, and the characteristics of each cable help determine which tasks they should be used for. For
instance, Ethernet cables can be straight-through, as used with PCs to switch connections, or cross-
over, as used for switch-to-switch links. You need to know the characteristics and limitations of each
type of cable.
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Understand logical network connectivity. There are several issues to confront with connectiv-
ity at layers 1 and 2. We know that hubs operate at layer 1 and switches operate at layer 2,
which immediately identifies some major differences. For instance, a switch allows for full-
duplex connectivity, but a hub does not. Also, turning on auto-detection for speed forces duplex
into auto-detect mode.






VLANSs, Trunks,
and VTP

THE CCNP EXAM TOPICS COVERED IN THIS
CHAPTER INCLUDE THE FOLLOWING:

v' Describe LAN segmentation with VLANSs.
v' Ensure broadcast domain integrity by establishing VLANs.

\

Configure access ports for static membership of single and
multiple VLANSs.

Describe the different Trunking Protocols.
Configure ports as 802.1Q trunks and verify their operation.

Configure ports as ISL trunks and verify their operation.

AN NN

Understand the operation of VTPv1 and VTPv2, including the
functions of domains, modes, advertisements, and pruning.

v" Configure switches in VTP domains in server, client, and
transparent modes.

v Understand local VLANs and end-to-end VLANSs, and
determine which to use.

v" Design VLAN configurations with VTP for operation in a
specific scenario.

v" Understand managed VLAN services.

v Know the features and functionality of 802.1Q Tunneling
(802.1QinQ) in service provider networks.

v' Configure auxiliary VLANs with IP technology.



You likely already know that a LAN is a group of stations that use
broadcast frames to share common services. Most legacy proto-
cols use broadcasts to carry out simple administrative functions
such as finding a server, advertising their services, and even acquiring naming and addressing
information. These days, we can go much further using a virtual local area network (VLAN).

A VLAN is a logical grouping of network users and resources connected to administratively
defined ports on a layer 2 switch. By creating these administrative groupings, you are able to create
smaller broadcast domains within a switch by assigning different ports in the switch to different sub-
networks. A VLAN is treated as its own subnet or broadcast domain. This means that when frames
are broadcast, they are switched between ports only within the same VLAN.

By using VLANS, you’re no longer confined to creating workgroups based on physical locations.
VLANS can be organized by location, function, department, or even the application or protocol
used, regardless of where the resources or users are located. VLANs can be created locally on a single
switch, or they can be extended across many switches in a LAN, using special trunk protocols to
carry the additional VLAN header information. This technique is called frame tagging, and it uses
special identification methods that either encapsulate a frame or insert a new field in a frame, to iden-
tify it as belonging to a particular VLAN as it traverses a switched internetwork fabric.

One of the real problems facing network administrators managing large switched networks
is that of consistency. With VLAN numbers and names requiring unique configuration, it is easy
to lose control of the process, resulting in conflicting information about the same VLAN.

VTP—the VLAN Trunking Protocol—was developed to deal precisely with this problem. By
creating a process where one switch can act as a server, updating other switches in the same
domain, consistency of VLAN description can easily be achieved.

Understanding the Design Benefits
of Virtual LANs

Remember that layer 2 switches break up collision domains and that only routers can break up
broadcast domains. However, virtual LANs can be used to break up broadcast domains in layer 2
switched networks. Routers are still needed in a layer 2 virtual LAN switched internetwork to enable
the different VLANSs to communicate with each other.

There are many benefits to creating VLANS in your internetwork. Remember that in a layer 2
switched network, the network is a flat network, as shown in Figure 14.1. Every broadcast packet
transmitted is seen by every device on the network, regardless of whether the device needs to
receive the data.
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FIGURE 14.1 A flat network structure

e Each segment has its own collision domain.
* All segments are in the same broadcast domain.

In a flat network, all users can see all devices. You cannot stop devices from broadcasting or
users from trying to respond to broadcasts. Your only security consists of passwords on the
servers and other devices.

By creating VLANS, you can solve many of the problems associated with layer 2 switching.

Broadcast Control

Broadcasts occur in every protocol, but how often they occur depends on the protocol, the
application(s) running on the network, and how these services are used. VLANs can define
smaller broadcast domains, which means that it is possible to stop application broadcasts to
segments that do not use the application.

Although some older applications have been rewritten to reduce their bandwidth needs,
there is a new generation of applications that are bandwidth greedy, consuming all they can
find. These are multimedia applications that use broadcasts and multicasts extensively. Faulty
equipment, inadequate segmentation, and poorly designed firewalls can also add to the prob-
lems of broadcast-intensive applications.

) For the moment, you should consider multicast traffic to be the same as broad-
TE cast traffic. The switch has no default knowledge of multicast groups, and for-
wards it out of every port. We deal with this issue in detail in Chapter 18,
“Multilayer Switching.”

These bandwidth-gobbling applications have added a new factor to network design because
broadcasts can propagate through the switched network. Routers, by default, send broadcasts
only within the originating network, but layer 2 switches forward broadcasts to all segments.
This is called a flat network because it is one broadcast domain.

As an administrator, you must make sure the network is properly segmented to keep problems
on one segment from propagating through the internetwork. The most effective way of doing this
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is through switching and routing. Because switches have become more cost-effective, a lot of com-
panies are replacing the hub-and-router network with a pure switched network and VLANs. The
largest benefit gained from switches with defined VLANGs is that all devices in a VLAN are mem-
bers of the same broadcast domain and receive all broadcasts. The broadcasts, by default, are fil-
tered from all ports that are on a switch and are not members of the same VLAN.

Every time a VLAN is created, a new broadcast domain is created. VLANSs are used to stop
broadcasts from propagating through the entire internetwork. Some sort of internal route pro-
cessor or an external router must be used in conjunction with switches to provide connections
between networks (VLANS).

Security

In a simple internetwork, host connectivity is achieved by connecting hosts to hubs and switches
that are linked together with routers. Security is then maintained at the router, but this causes
three serious security problems:

= Anyone connecting to the physical network has access to the network resources on that
physical LAN.

= A user can plug a network analyzer into the hub and see all the traffic in that network.
= Users can join a workgroup just by plugging their workstation into the existing hub.

By using VLANs and creating multiple broadcast groups, administrators now have control
over each port and user. Users can no longer just plug their workstation into any switch port
and have access to network resources. The administrator controls each port and whatever
resources it is allowed to use.

Because groups can be created according to the network resources a user requires, switches can
be configured to inform a network management station of any unauthorized access to network
resources. If inter-VLAN communication needs to take place, restrictions on a router can also be
implemented. Restrictions can also be placed on hardware addresses, protocols, and applications.

Flexibility and Scalability

VLAN:S also add more flexibility to your network by allowing only the users you want in the
broadcast domain regardless of their physical location. Layer 2 switches read frames only for
filtering; they do not look at the network-layer protocol. This can cause a switch to forward all
broadcasts. However, by creating VLANS, you are essentially creating separate broadcast
domains. Broadcasts sent out from a node in one VLAN will not be forwarded to ports config-
ured in a different VLAN. By assigning switch ports or users to VLAN groups on a switch—or
a group of connected switches (called a switch fabric)—you have the flexibility to add only the
users you want in the broadcast domain regardless of their physical location. This can stop
broadcast storms caused by a faulty network interface card (NIC) or stop an application from
propagating throughout the entire internetwork.

When a VLAN gets too big, you can create more VLANS to keep the broadcasts from consum-
ing too much bandwidth. The fewer users in a VLAN, the fewer users are affected by broadcasts.
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The Collapsed Backbone and the VLAN

To understand how a VLAN looks to a switch, it’s helpful to begin by first looking at a tradi-
tional collapsed backbone. Figure 14.2 shows a collapsed backbone created by connecting phys-
ical LANSs to a router.

Each network is attached to the router, and each network has its own logical network num-
ber. Each node attached to a particular physical network must match that network number to
be able to communicate on the internetwork. Now let’s look at what a switch accomplishes. Fig-
ure 14.3 shows how switches remove the physical boundary.

FIGURE 14.2 Switches remove the physical boundary.
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Switches create greater flexibility and scalability than routers can by themselves because
switches define the network VLANs and VLAN port assignments. You can group users into
communities of interest, which are known as VLAN organizations.

Because of switches, we don’t need routers anymore, right? Wrong. In Figure 14.3, notice
that there are four VLANS, or broadcast domains. The nodes within each VLAN can commu-
nicate with each other but not with any other VLAN or node in another VLAN. When config-
ured in a VLAN, the nodes think they are actually in a collapsed backbone, as in Figure 14.2.
What do these hosts in Figure 14.2 need to do in order to communicate to a node or host on a
different network? They need to go through the router, or other layer 3 device, just as they do
when they are configured for VLAN communication, as shown in Figure 14.3. Communication
between VLANS, just as in physical networks, must go through a layer 3 device.

If the creation of VLANSs using the existing addressing scheme does not pro-

P duce the segmentation that you need, you may have to bite the bullet and
renumber your network. But it's not all bad news. Creating a new IP addressing
scheme from the ground up may seem like a huge task, but it is greatly simpli-
fied by using an automatic addressing process such as Dynamic Host Config-
uration Protocol (DHCP).

Scaling the Switch Block

First introduced in Chapter 12, “The Campus Network,” switch blocks represent a switch or
group of switches providing access to users. These switches then connect to distribution layer
switches, which in turn handle routing issues and VLAN distribution.

To understand how many VLANS can be configured in a switch block, you must understand
the following factors:

= Traffic patterns

= Applications used

*  Network management
= Group commonality

= IP addressing scheme

Cisco recommends a one-to-one ratio between VLANSs and subnets. For example, if you
have 2000 users in a building, then you must understand how they are broken up by subnets
to create your VLANS. If you had 1000 users in a subnet—which is ridiculous—you would
create only two VLAN:S. If you had only 100 users in a subnet, you would create about
20 VLANSs or more.

It is actually better to create your broadcast domain groups (VLANSs) and then create a sub-
net mask that fits the need. That is not always possible, and you usually have to create VLANs
around an already-configured network.
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) VLANSs should not extend past the distribution switch on to the core.
TE

Defining VLAN Boundaries

When building the switch block, you need to understand two basic methods for defining the
VLAN boundaries:

= End-to-end VLANSs
=  Local VLANs

End-to-End VLANSs

An end-to-end VLAN spans the switch fabric from end to end; all switches with ports config-
ured in end-to-end VLANs understand about any and all VLANs that may be configured on the
network. End-to-end VLANSs are configured to allow membership based on function, project,
department, and so on.

The best feature of end-to-end VLANSs is that users can be placed in a VLAN regardless of
their physical location. The administrator defines the port the user is connected to as a VLAN
member. If the user moves, the administrator defines their new port as a member of their exist-
ing VLAN. In accordance with the 80/20 rule, the goal of an administrator in defining end-to-
end VLAN:S is to maintain 80 percent of the network traffic as local, or within the VLAN. Only
20 percent or less should extend outside the VLAN.

Local VLANSs

Unlike an end-to-end VLAN, a local VL AN is configured by physical location and not by func-
tion, project, department, and so on. Local VLANSs are used in corporations that have central-
ized server and mainframe blocks because end-to-end VLANS are difficult to maintain in this
situation. In other words, when the 80/20 rule becomes the 20/80 rule, end-to-end VLANSs are
more difficult to maintain, so you will want to use a local VLAN.

In contrast to end-to-end VLANSs, local VLANS are configured by geographic location; these
locations can be a building or just a closet in a building, depending on switch size. Geographi-
cally configured VLANSs are designed around the fact that the business or corporation is using
centralized resources, such as a server farm. The users will spend most of their time utilizing
these centralized resources and 20 percent or less on the local VLAN. From what you have read
in this book so far, you must be thinking that 80 percent of the traffic is crossing a layer 3 device.
That doesn’t sound efficient, does it?

Because many modern applications are not very tolerant of delay (a bit like users), you must
design a geographic VLAN with a fast layer 3 device (or devices) for interconnecting your VLANs
and for general site-to-site connectivity. Fortunately, layer 3 devices themselves are becoming
faster. The benefit of this design is that it will give the users a predetermined, consistent method
of getting to resources. But you cannot create this design with a lower end layer 3 model. In the
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past, these network types were only possible in large corporations with plenty of spending power,
but as technology develops, the price is going down.

Assigning VLAN Memberships

After your VLANS are created, you need to assign switch ports to them. There are two types of
VLAN port configurations: static and dynamic. A static VLAN requires less work initially but
is more difficult for an administrator to maintain. A dynamic VLAN, on the other hand, takes
more work up front but is easier to maintain.

Static VLANs

In a static VLAN, the administrator creates a VLAN and then assigns switch ports to it. The
association does not change until the administrator changes the port assignment. This is the typ-
ical way of creating VLANS, and it is the most secure. This type of VLAN configuration is easy
to set up and monitor, working well in a network where the movement of users within the net-
work is maintained by basically just locking the network closet doors. Using network manage-
ment software to configure the ports can be helpful but is not mandatory.

Dynamic VLANSs

If the administrator wants to do a little more work up front and add all devices” hardware
addresses to a database, hosts in an internetwork can be assigned VLAN assignments dynam-
ically. By using intelligent management software, you can enable hardware (MAC) addresses,
protocols, or even applications to create dynamic VLANSs. A dynamic VLAN will tell the
switch port which VLAN it belongs to, based on the MAC address of the device that connects
to the port.

For example, suppose MAC addresses have been entered into a centralized VLAN man-
agement application. If a node is then attached to an unassigned switch port, the VLAN
management database can look up the hardware address and assign and configure the
switch port to the correct VLAN. This can make management and configuration easier for
the administrator. If a user moves, the switch automatically assigns them to the correct
VLAN. However, more administration is needed initially to set up the database than to set
up static VLANSs, and additional administration is required for upkeep of the database.

Cisco administrators can use the VLAN Management Policy Server (VMPS) service to set up
a database of MAC addresses that can be used for the dynamic addressing of VLANs. VMPS
is a MAC-address-to-VLAN mapping database.

Configuring Static VLANs

For the Switching exam, Cisco is primarily interested in static VLAN configuration. We’ll
show you how to configure VLANSs on a Catalyst 4000 switch and on a range of Catalyst
I0S-based switches.

It is important to understand the difference between the Catalyst 4000 series VLAN config-
uration and the 10S-based VLAN configuration.
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Catalyst 4000 Series

To configure VLANSs on a Catalyst 4000 switch, use the set vlan vian# name vlan_name com-
mand. Then, after your VLANSs are configured, assign the ports to each VLAN:

Terry_4000> (enable) set vlan 2 name Sales
Vlan 2 configuration successful

After the VLAN is configured, use the set vlan vian# sTot/ports command:

Terry_4000> (enable) set vlan 2 2/1-2
VLAN Mod/Ports

Please configure additional information for VLAN 2.
Terry_4000> (enable)

The additional information the switch wants you to configure is the VLAN Trunk Protocol
(VTP) information. (VTP and trunking are covered in more detail at the end of this chapter,
where we will continue with the 4000 switch VLAN configuration.) The 4000 series switch
enables you to configure as many ports as you wish to a VLAN at one time.

Catalyst 2950 and 3550 Series

To configure VLANSs on an I0S-based switch, first you need to enter the VLAN database. This

mode is entered by typing the command vlan database. This command changes the prompt, as
can be seen from the next example. Once in this new privileged mode, use vlan vian# name vian_
name. Note that you do not enter the standard configuration mode to enter this configuration:

Terry_2950#vlan database
Terry_2950(vlan)#vlan ?
<1-1005> 1ISL VLAN index

Terry_2950(vlan)#vlan 2 ?

are Maximum number of A1l Route Explorer hops for this VLAN
backupcrf Backup CRF mode of the VLAN

bridge Bridging characteristics of the VLAN

media Media type of the VLAN

mtu VLAN Maximum Transmission Unit

name Ascii name of the VLAN

parent ID number of the Parent VLAN of FDDI or Token Ring type VLANs
ring Ring number of FDDI or Token Ring type VLANs

said IEEE 802.10 SAID
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state Operational state of the VLAN

ste Maximum number of Spanning Tree Explorer hops for this VLAN

stp Spanning tree characteristics of the VLAN

tb-vlanl  ID number of the first translational VLAN for this VLAN (or zero
if none)

tb-vlan2 ID number of the second translational VLAN for this VLAN (or zero
if none)

<cr>

Terry_2950(vlan)#vlan 2 name ?
WORD The ascii name for the VLAN

Terry_2950(vlan)#vlan 2 name marketing
VLAN 2 added:

Name: marketing
Terry_2950(vlan)#vlan 3 name production
VLAN 3 added:

Name: production
Terry_2950(vlan)#exit
APPLY completed.

Exiting....

4 Remember that a created VLAN is unused until it is mapped to a switch port or
ITE ports, and that all ports are always in VLAN 1 unless set otherwise.

After you create the VLANSs that you want, you use the show vlan command to see the con-
figured VLANSs. However, notice that, by default, all ports on the switch are in VLAN 1. To
change that, you need to go to each interface and tell it what VLAN to be a part of:

Terry_2950#show vlan

VLAN Name Status Ports

1 default active Fa0/1, FaO/2, Fa0/3, Fa0/4
Fa0/5, Fa0/6, Fa0/7, Fa0/8
Fa0/9, Fa0/10, Fa0/11, Fa0/12
Fa0/13, Fa0/14, Fa0/15, Fa0/16
Fa0/17, Fa0/18, Fa0/19, Fa0/20
Fa0/21, Fa0/22, Fa0/23, Fa0/24

2 marketing active
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3 production active

1002 fddi-default active

1003 token-ring-default active

1004 fddinet-default active

1005 trnet-default active

VLAN Type SAID MTU  Parent RingNo BridgeNo Stp BrdgMode Transl Trans2
1 enet 100001 1500 - - - - - 0 0

2 enet 100002 1500 - - - - - 0 0

3 enet 100003 1500 - - - - - 0 0

1002 fddi 101002 1500 - - - - - 0 0

1003 tr 101003 1500 - - - - - 0 0

VLAN Type SAID MTU  Parent RingNo BridgeNo Stp BrdgMode Transl Trans2
1004 fdnet 101004 1500 - - - ieee - 0 0

1005 trnet 101005 1500 - - - ibm - 0 0

Configuring the interfaces on the 2950 and 3550 is very different. After the VLANS have
been created, the interface needs to be made a member of the appropriate VLAN. The command
switchport mode access is used to tell the port that it will be a member of a single VLAN. It
is told what VLAN it is a member of with the command switchport access vlan vian#.

Terry_2950(config-if)#switchport ?

access Set access mode characteristics of the interface

host Set port host

mode Set trunking mode of the interface

nonegotiate Device will not engage in negotiation protocol on this
interface

port-security Security related command

priority Set appliance 802.1p priority

protected Configure an interface to be a protected port

trunk Set trunking characteristics of the interface

voice Voice appliance attributes
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Terry_2950(config-if)#switchport access ?
vlan Set VLAN when interface is in access mode

Terry_2950(config-if)#switchport mode access
Terry_2950(config-if)#°Z
Terry_2950#conf t

Enter configuration commands, one per Tine. End with CNTL/Z.
Terry_2950(config)#int fa 0/2
Terry_2950(config-if)#switchport ?

access Set access mode characteristics of the interface

host Set port host

mode Set trunking mode of the interface

nonegotiate Device will not engage in negotiation protocol on this
interface

port-security Security related command

priority Set appliance 802.1p priority

protected Configure an interface to be a protected port

trunk Set trunking characteristics of the interface

voice Voice appliance attributes

Terry_2950(config-if)#switchport mode ?
access  Set trunking mode to ACCESS unconditionally
dynamic Set trunking mode to dynamically negotiate access or trunk mode
trunk Set trunking mode to TRUNK unconditionally

Terry_2950(config-if)#switchport mode access
Terry_2950(config-if)#switchport access ?
vlan Set VLAN when interface is in access mode

Terry_2950(config-if)#switchport access vlan 2
Terry_2950(config-if)#"Z

Now you need to confirm that the configuration has been accepted and the port to VLAN
relationship has been established. You can use the show vlan command we used earlier, but the
VLANSs will also be shown in the running configuration:

Terry_2950#show run
00:49:36: %SYS-5-CONFIG_I: Configured from console by consolesho run
Building configuration...



Current configuration :
version 12.1

[output cut]

interface FastEthernet0/2
switchport access vlan 2

switchport mode access
no ip address

1512 bytes
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Now, type show vlan to see the ports assigned to each VLAN:

Terry_2950#show vlan

Status

VLAN Name

1 default

2 marketing
3 production

1002 fddi-default

1003 token-ring-default
1004 fddinet-default
1005 trnet-default

[output truncated]

Terry_2950#

active

active
active
active
active
active
active

Identifying VLANSs

VLANS can span multiple connected switches, which (as we stated earlier) Cisco calls a switch

fabric. Switches within the switch fabric must keep track of frames as they are received on the switch
ports, and they must keep track of the VLAN they belong to as the frames traverse the switch fabric.
Switches use frame tagging to perform this function. Switches can then direct frames to the appro-

priate port.

Fa0/1, FaO/3, Fa0O/4, Fa0/5
Fa0O/6, FaO/7, Fa0/8, Fa0/9
Fa0/10, Fa0/11, Fa0/12, Fa0/13
Fa0/14, Fa0/15, Fa0/16, Fa0/17
Fa0/18, Fa0/19, Fa0/20, Fa0/21
Fa0/22, Fa0/23, Fa0/24

Fa0/2
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There are two types of links in a switched environment:

Access link  An access link is a link that is part of only one VLAN, which is referred to as the
native VLAN of the port. Any device attached to an access link is unaware of a VLAN mem-
bership. This device just assumes it is part of a broadcast domain, with no understanding of the
physical network. Switches remove any VLAN information from the frame before it is sent to
an access-link device. Access-link devices cannot communicate with devices outside of their
VLAN unless the packet is routed through a router.

Trunk link Trunks can carry multiple VLANS. Originally named after the trunks of the telephone
system, which carry multiple telephone conversations, a trunk link is used to connect switches to
other switches, to routers, or even to servers. Trunk links are supported on FastEthernet or Gigabit
Ethernet only. To identify the VLAN that a frame belongs to, Cisco switches support two identifi-
cation techniques: Inter-Switch Link (ISL) and 802.1Q. Trunk links are used to transport VLANs
between devices and can be configured to transport all VLANS or just a few VLANSs. Trunk links still
have a native VLAN, and that VLAN is used if the trunk link fails.

Frame Tagging

The switch in an internetwork needs a way to keep track of users and frames as they travel the
switch fabric and VLANSs. Frame identification, called frame tagging, uniquely assigns a user-
defined ID to each frame. This is sometimes referred to as a VLAN ID or color.

Frame tagging is used to identify the VLAN that the packet belongs to. The tag is placed on
the frame as it enters the first switch it runs into. As long as the frame does not exit out a non-
trunk port, the frame keeps the identifying tag. This enables each switch to see what VLAN the
frame belongs to, and each switch that the frame reaches must identify the VLAN ID and then
determine what to do with the frame based on the filter table. If the frame reaches a switch that
has another trunk link, the frame can be forwarded out the trunk-link port. After the frame
reaches an exit to an access link, the switch removes the VLAN identifier. The end device
receives the frames without having to understand the VLAN identification.

If you are using NetFlow switching hardware on your Cisco switches, this enables devices on
different VLANSs to communicate after taking just the first packet through the router. This
means that communication can occur from port to port on a switch, instead of from port to
router to port, when traversing VLANS.

VLAN Identification Methods

To keep track of frames traversing a switch fabric, VLAN identification is used to identify
which frames belong to which VLAN. There are multiple trunking methods:

Inter-Switch Link (ISL) Proprietary to Cisco switches, ISL is used for FastEthernet and Gigabit
Ethernet links only. It can be used on switch ports and router interfaces as well as server interface
cards to trunk a server. Server trunking is good if you are creating functional VLANs and don’t
want to break the 80/20 rule. The server that is trunked is part of all VLANSs (broadcast domains)
simultaneously. The users do not have to cross a layer 3 device to access a company-shared server.
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IEEE 802.1Q Created by the IEEE as a standard method of frame tagging. It actually inserts
a field into the frame to identify the VLAN.

LAN Emulation (LANE) Used to communicate with multiple VLANs over ATM.

802.10 (FDDI) Used to send VLAN information over Fiber Distributed Data Interface
(FDDI). Uses a SAID field in the frame header to identify the VLAN. This is proprietary to
Cisco devices.

- The Cisco Switching exam now covers only the ISL and 802.1Q methods of

JTE VLAN identification, and the fact that the 2950, 3550, etc. series support only
802.1Q means that there should only be a small chance of ISL coming up on
the exam.

It is possible for a packet to move from one type of network, such as FDDI, to another, such
as Ethernet. Ethernet, FDDI, Token Ring, and ATM have standards enabling the switch to
translate one type into a different type. The configuration on the switch requires specifically
stating that VLAN 53 is the same thing as ATM ELAN 953, for example. The code for this is
derived from translational bridging.

Inter-Switch Link Protocol (ISL)

Inter-Switch Link Protocol (ISL) is a way of explicitly tagging VLAN information onto an
Ethernet frame. This tagging information enables VLANSs to be multiplexed over a trunk
link through an external encapsulation method. By running ISL, you can interconnect mul-
tiple switches and still maintain VLAN information as traffic travels between switches on
trunk links.

Cisco created the ISL protocol, and therefore ISL is proprietary to Cisco devices only. If you
need a nonproprietary VLAN protocol, use the 802.1Q, which is covered next in this chapter.

ISL is an external tagging process, which means that the original frame is not altered but
instead is encapsulated with a new 26-byte ISL header and a 4-byte frame check sequence (FCS)
field at the end of the frame. Because the frame is encapsulated with information, only ISL-aware
devices can read the frame. Token Ring devices can also be connected with the appropriate ports,
if VTP version 2 is being used. The size of the frame can be up to 1548 bytes long for Ethernet and
17,878 bytes for Token Ring.

On multi-VLAN (trunk) ports, each frame is tagged as it enters the switch. ISL NICs enable
servers to send and receive frames tagged with multiple VLANSs, so the frames can traverse
multiple VLANs without going though a router, which reduces latency. This technology can
also be used with probes and certain network analyzers. In addition, it enables users to attach
to servers quickly and efficiently without going through a router every time they need to com-
municate with a resource. Administrators can use the ISL technology to simultaneously
include file servers in multiple VLANS, for example.

It is important to understand that ISL VLAN information is added to a frame as soon as that
frame enters the switch. The ISL encapsulation is removed from the frame if the frame is for-
warded out an access link.
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Preventing communication from one VLAN to another might be desirable, but
P the network design might still require that some devices have access to all
VLANSs. In addition to configuring a filter on a router, you can install a network
card that is ISL- or 802.1Q-capable. This enables an e-mail server or database
server to be directly connected to all VLANs without a router being involved.

Standard for Virtual Bridged Local Area Networks (IEEE 802.1Q)

Unlike ISL, which uses an external tagging process and encapsulates a frame with a new ISL
encapsulation, 802.1Q uses an internal tagging process by modifying the existing internal Ether-
net frame. To access both links and trunk links, the frame looks as if it is just a standard Ethernet
frame because it is not encapsulated with VLAN information. The VLAN information is added to
a field within the frame itself.

Like ISL, the purpose of 802.1Q is to carry the traffic of more than one subnet down a single
cable. 802.1Q tags the frame in a standard VLAN format, which allows for the VLAN imple-
mentations of multiple vendors. The standard tag allows for an open architecture and standard
services for VLANSs and a standard for protocols in the provision of these services. Because add-
ing VLAN information to a frame affects the frame length, two committees were created to deal
with this issue: 802.3ac and 802.1Q.

The VLAN frame format defined in both the 802.1Q and 802.3ac is a four-byte field that
is inserted between the original Ethernet frame Source address field and the Type or Length
field. The CRC of the frame must be recomputed whenever the VLAN information is
inserted or removed from the frame. The Ethernet frame size can now be up to 1522 bytes
if a tag is inserted.

The VLAN Tag Protocol Identifier (TPID) is globally assigned and uses an EtherType field
value of 0x81-00. The Tag Control Information (TCI) is a 16-bit value and has three fields con-
tained within:

User Priority A three-bit field used to assign up to eight layers of priority. The highest priority
is 0, and the lowest is 7 (specified in 802.1Q).

Canonical Format Indicator (CFI) A one-bit field that is always a 0 if running an 802.3 frame.
This field was originally designed to be used for Token Ring VLANS, but it was never imple-
mented except for some proprietary Token Ring LANs.

VLAN ID (VID) The actual VLAN number that the frame is assigned upon entering the
switch (12 bits). The reserved VLAN IDs are as follows:

0x0-00 Null, or no VLAN ID, which is used when only priority information is sent
0x0-01 Default VLAN value of all switches
0x-F-FF Reserved

Because Ethernet frames can not exceed 1518 bytes, and ISL and 802.1Q frames can exceed
1518 bytes, the switch might record the frame as a baby giant frame.
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Trunking

Trunk links are point-to-point, 100Mbps, or 1000Mbps links between two switches, between
a switch and a router, or between a switch and a server. Trunk links carry the traffic of multiple
VLANS, from 1 to 1005 at a time. You cannot run trunk links on 10Mbps links.

Cisco switches use the Dynamic Trunking Protocol (DTP) to manage trunk negation in the
Catalyst switch engine software release 4.2 or later, using either ISL or 802.1Q. DTP is a point-
to-point protocol and was created to send trunk information across 802.1Q trunks. Dynamic
ISL (DISL) was used to support trunk negation on ISL links only before DTP was released in
software release 4.1; and before DISL, auto-negotiation of trunk links was not allowed.

A trunk is a port that supports multiple VLANSs, but before it became a trunk, it was the
member of a single VLAN. The VLAN it is a member of when it becomes a trunk is called a
native VLAN. If the port were to lose the trunking ability, it would revert to membership in
its native VLAN.

Configuring Trunk Ports

This section shows you how to configure trunk links on the 4000 series and the 2950/3550
series [OS-based switches.

4000 Switch

To configure a trunk on a 4000 series switch, use the set trunk command, and on the IOS-based
switch, use the trunk on command:

Terry_4000> (enable) set trunk 2/12 ?

Usage: set trunk <mod_num/port_num>

[on|off|desirable|auto|nonegotiate] [vlans] [trunk_type]

(vlans = 1..1005 An example of vlans 1is 2-10,1005)
(trunk_type = isl1,dotlq,dot10,lane,negotiate)

Terry_4000> (enable) set trunk 2/12 on sl
Port(s) 2/12 trunk mode set to on.

Port(s) 2/12 trunk type set to isl.

Terry_4000> (enable) 2003 Mar 21 06:31:54
%DTP-5-TRUNKPORTON: Port 2/12 has become is1 trunk

Port 2/12 has become a trunk port that uses ISL encapsulation. Notice that we did not specify
the VLANSs to trunk. By default, all VLANs would be trunked. Take a look at a configuration
in which we specified the VLANSs to use:

Terry_4000> (enable) set trunk 2/12 on 1-5 isl
Adding vlans 1-5 to allowed Tist.
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Please use the 'clear trunk' command to remove
vlans from allowed Tist.

Port(s) 2/12 allowed vlans modified to 1-1005.
Port(s) 2/12 trunk mode set to on.

Port(s) 2/12 trunk type set to isl.

Notice that, even though we told the switch to use VLANs 1-5, it added 1-1005 by default. To
remove VLANSs from a trunk port, use the clear vlian command. We’ll do that in a minute.
We need to explain the different options for turning up a trunk port:

on  The switch port is a permanent trunk port regardless of the other end. If you use the on state,
you must specify the frame-tagging method because it will not negotiate with the other end.

off The port becomes a permanent non-trunk link.

desirable ‘The port you want to trunk becomes a trunk port only if the neighbor port is a trunk
port set to on, desirable, or auto.

auto The port wants to become a trunk port but becomes a trunk only if the neighbor port
asked the port to be a trunk. This is the default for all ports. However, because auto switch
ports will never ask (they respond only to trunk requests), two ports will never become a trunk
if both of them are set to auto.

nonegotiate Makes a port a permanent trunk port, but because the port does not use DTP
frames for communication, there is no negotiation. If you’re having DTP problems with a switch
port connected to a non-switch device, then use the nonegotiate command when using the set
trunk command. This enables the port to be trunked, but you won’t be sent any DTP frames.

L Be careful when using the nonegotiate option. It is not unusual to set up
ING switches initially with auto or desirable trunks and then lock them down with
on, after the switch fabric has settled down. If two trunk ports are configured
with auto or desirable, they need to receive the negotiate packets to tell that
there is another trunk-capable device on the other side. If both trunk ports are
set to desirable but nonegotiate, no trunk will come up.

2950 and 3550 Series

The 2950 switches support the same options but with different commands, as in the next exam-
ple. The 2950 series supports only IEEE 802.1Q VLANSs, whereas the 3550 support ISL as well:

Terry_2950(config-if)#switchport trunk ?
allowed Set allowed VLAN characteristics when interface is in trunking mode
native Set trunking native characteristics when interface is in trunking
mode
pruning Set pruning VLAN characteristics when interface is in trunking mode
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Terry_2950(config-if)#switchport mode ?
access Set trunking mode to ACCESS unconditionally
dynamic Set trunking mode to dynamically negotiate access or trunk mode
trunk Set trunking mode to TRUNK unconditionally

Terry_2950(config-if)#switchport mode dynamic ?
auto Set trunking mode dynamic negotiation parameter to AUTO
desirable Set trunking mode dynamic negotiation parameter to DESIRABLE

Terry_2950(config-if)#switchport mode dynamic auto
Terry_2950(config-if)#°Z
Terry_2950#

Clearing VLANSs from Trunk Links

As demonstrated in the preceding sections, all VLANS are configured on a trunk link unless
cleared by an administrator. If you do not want a trunk link to carry VLAN information because
you want to stop broadcasts on a certain VLAN from traversing the trunk link, or because you
want to stop topology change information from being sent across a link where a VLAN is not sup-
ported, use the clear trunk command.

This section shows you how to clear VLANs from trunk links on both the 4000 and IOS-
based series of switches.

4000 Series

The command to clear a VLAN from a trunk link is cTear trunk sTot/port vians. Here is
an example:

Terry_4000> (enable) clear trunk 2/12 5-1005
Removing Vlan(s) 5-1005 from allowed list.
Port 1/2 allowed vlans modified to 1-4

2950 and 3550 Series Switches

The command switchport trunk allowed vlan remove vian-T1ist is used to limit which
VLAN:S can use a particular trunk:

Terry_2950(config)# interface fa 0/10
Terry_2950(config-if)# switchport trunk allowed vlan remove 2-10,12,15

Use a hyphen to show a contiguous range of VLANSs that are to be excluded and use a comma
to separate VLANS that are not contiguous. Do not leave spaces. From the configuration, you
can see that the specified VLANs have been removed from the supported list:

Terry_2950#show run
Building configuration...
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version 12.1
[output cut]

interface FastEthernet0/10

switchport trunk allowed vlan 1,11,13,14,16-1005
switchport mode trunk

no ip address

Verifying Trunk Links

On the 4000 series, you can verify your trunk ports using the show trunk command. If you
have more than one port trunking and want to see statistics on only one trunk port, you can use
the show trunk port_number command:

Terry_4000> (enable) show trunk 2/12

Port Mode Encapsulation Status Native vlan
2 e @ trunking 1
Port Vlans allowed on trunk

o2 e
Port Vlans allowed and active in management domain
2 1
Port Vlans in spanning tree forwarding state and not pruned
o1

Terry_4000> (enable)

The 2950/3550 series of Catalyst switches continue to do it differently than the 4000.
To view the trunk status of a port on one of these switches, the command show interface
interface_id switchport needs to be used:

Terry_2950#show interface fa0/10 switchport
Name: Fa0/10

Switchport: Enabled

Administrative Mode: trunk

Operational Mode: down
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Administrative Trunking Encapsulation: dotlq
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)
Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Operational private-vlan: none

Trunking VLANs Enabled: 1,11,13,14,16-1005

Pruning VLANs Enabled: 2-1001

Protected: false

Voice VLAN: none (Inactive)
Appliance trust: none
Terry_2950#

A VLAN that is enabled on the switch is one that the switch has learned exists in the switch
fabric of the LAN. Somewhere out there, a device needs that particular VLAN, or it might be
configured for future use. An active VLAN is a VLAN in which one or more ports on this switch
are members.

Using VLAN Trunk Protocol (VTP)

VLAN Trunk Protocol (VTP) was created by Cisco to manage all the configured VLANs
across a switched internetwork and to maintain consistency throughout the network. VTP
enables an administrator to add, delete, and rename VLANSs. These changes are then propa-
gated to all switches.

VTP provides the following benefits to a switched network:
=  Consistent configuration of global VLANSs across all switches in the network

*  Enabling VLANS to be trunked over mixed networks—for example, Ethernet to ATM
LANE or FDDI

= Accurate tracking and monitoring of VLANs
*  Dynamic reporting when VLANSs are added to all switches
*  Plug-and-play VLAN adding to the switched network

To enable VTP to manage your VLANSs across the network, you must first create a VIP
server. All servers that need to share VLAN information must use the same domain name, and
a switch can be in only one domain at a time. This means that a switch can share VTP domain
information only with switches configured in the same VTP domain.
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A VTP domain can be used if you have more than one switch connected in a network. If all
switches in your network are in only one VLAN, then VTP doesn’t need to be used. VTP infor-
mation is sent between switches via a trunk port between the switches.

Switches advertise VTP management domain information, such as the name, as well as a con-
figuration revision number and all known VLANSs with any specific parameters.

You can configure switches to receive and forward VTP information through trunk ports but not
process information updates nor update their VIP database. This is called VTP transparent mode.

You can set up a VIP domain with security by adding passwords, but remember that
every switch must be set up with the same password, which might be difficult. However, if
you are having problems with users adding switches to your VTP domain, then a password
can be used.

Switches detect the additional VLANs within a VTP advertisement and then prepare to
receive information on their trunk ports with the newly defined VLAN in tow. The informa-
tion would be VLAN ID, 802.10 SAID fields, or LANE information. Updates are sent out as
revision numbers that are notification +1. Any time a switch sees a higher revision number,
it knows the information it receives is more current and will overwrite the current database
with the new one.

Do you remember the clear config all command we talked about in Chapter 13, “Con-
necting the Switch Block”? Well, guess what? It really doesn’t “clear all” after all. It seems that
VTP has its own NVRAM, which means that VTP information as well as the revision number
would still be present if you perform a clear config all. You can clear the revision number
by power-cycling the switch.

VTP Modes of Operation

There are three modes of operation within a VTP domain: server, client, and transparent.
Figure 14.4 shows the three VTP modes.

@ Real World Scenario
The Threat of High Revision Numbers

Many organizations have discovered the need for physical security when a device with only
VLAN 1 but a high configuration revision number is added to the network. If a switch is a part
of a test lab and then needs to be placed into production, it is best to clear everything and
then power-cycle it. There have been instances of wiped switches erasing the VLAN setup of
large organizations because the new device had a higher configuration revision number but
had only VLAN 1. If a port belongs to a VLAN and that VLAN is removed, the port shuts down
until the VLAN exists again. Adding the VLANs back and propagating them is a snap. The has-
sle and stress occur with discovering the problem. Using a VTP password is encouraged to
prevent people from accidentally causing problems.
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FIGURE 14.4 VTP modes
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Server

VTP server mode is the default for all Catalyst switches. You need at least one server in your VTP
domain to propagate VLAN information throughout the domain. The following must be com-
pleted within server mode:

= Create, add, or delete VLANs on a VTP domain.

= Change VTP information. Any change made to a switch in server mode is advertised to the
entire VIP domain.

Global VLANSs must be configured on a server. The server adds the VLANS to the switch
configuration, so every time the switch boots up, the VLAN knowledge is propagated.

Client

VTP clients receive information from VTP servers and send and receive updates, but they cannot
make any changes to the VTP configuration as long as they are clients. No ports on a client
switch can be added to a new VLAN before the VTP server notifies the client switch about the
new VLAN. If you want a switch to become a server, first make it a client so that it receives all
the correct VLAN information, and then change it to a server. No global VTP information is
kept if the switch loses power.

Transparent

VTP transparent switches do not participate in the VTP domain, but they still receive and
forward VTP advertisements through the configured trunk links. However, for a transparent
switch to advertise the VLAN information out the configured trunk links, VTP version 2 must
be used. If not, the switch does not forward anything. VTP transparent switches can add and
delete VLANSs because they keep their own database and do not share it with other switches.
Transparent switches are considered locally significant.
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VTP Advertisements

After the different types of VTP switches are defined, the switches can start advertising VTP
information between them. VTP switches advertise information they know about only on their
trunk ports. They advertise the following:

=  Management domain name

= Configuration revision number
=  VLAN:Ss the switch knows about
= Parameters for each VLAN

The switches use multicast MAC addresses, so all neighbor devices receive the frames. A VTP
server creates new VLANSs, and that information is propagated through the VTP domain.

Figure 14.5 shows the three VTP advertisements: client, summary, and subset.

The three types of messages are as follows:

Client requests Clients can send requests for VLAN information to a server. Servers respond
with both summary and subset advertisements.

Summary These advertisements are sent out every 300 seconds on VLAN 1 and every time a
change occurs.

Subset These advertisements are VLAN-specific and contain details about each VLAN.

FIGURE 14.5 VTP advertisement content

Client Advertisement Request Summary Advertisement

) Mgmt Version code
Version fIGHAEHES D Len follows mgmt D Len
Management domain name Management domain name
Start value Config revision number

Updater identity

Subset Advertisement Updater timestamp

Mgmt MD5

Version | Code |Seq num D Len

Management domain name

Config revision number

VLAN-info field |
VLAN-info field N
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The summary advertisements can contain the following information:

Management domain name The switch that receives this advertisement must have the name
that is in this field, or the update is ignored.

Configuration revision number Receiving switches use this to identify whether the update is
newer than the one they have in their database.

Updater identity The name of the switch from which the update is sent.

Updater timestamp Might or might not be used.

MD5Digest The key sent with the update when a password is assigned to the domain. If the
key doesn’t match, the update is ignored.

Subset Advertisements

The subset advertisements contain specific information about a VLAN. After an administrator
adds, deletes, or renames a VLAN, the switches are notified that they are about to receive a
VLAN update on their trunk links via the VLAN-info field 1. Figure 14.6 shows the VTP subset
advertisement inside this field.

FIGURE 14.6 Subset advertisement

T VLAN | MgmtD
V-info-len | Status type e
VLAN ID MTU size
802.10 index
VLAN name
RSUD

The following list includes some of the information that is advertised and distributed in the
VLAN:-info field 1:

VLAN ID Either ISL or 802.1Q
802.10 SAID field that identifies the VLAN ID in FDDI
VTP VTP domain name and revision number

MTU Maximum transmission size for each VLAN

Configuration Revision Number

The revision number is the most important piece in the VTP advertisement. Figure 14.7 shows
an example of how a revision number is used in an advertisement.
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FIGURE 14.7 VTP revision number

1. Add new VLAN
2. N+1

7N
4. N+t -~ a 4. N+t
5. Sync new VLAN info 5. Sync new VLAN info

Client Client

VTP advertisements are sent every five
minutes or whenever there is a change.

Figure 14.7 shows a configuration revision number as N. As a database is modified, the VTP
server increments the revision number by 1. The VTP server then advertises the database with
the new configuration revision number.

When a switch receives an advertisement that has a higher revision number, then the switch
overwrites the database in NVRAM with the new database being advertised.

Configuring VTP

There are several options that you need to be aware of before attempting to configure the
VTP domain:

1. Consider the version number of the VTP you will run.

2. Decide if the switch is going to be a member of an already existing domain or if you are
creating a new one. To add it to an existing domain, find the domain name and password,
if used.

3. Choose the VTP mode for each switch in the internetwork.

After everything is configured, the new setup should be verified to ensure that the connec-
tions work properly.

Configuring the VTP Version

There are two versions of VTP that are configurable on Cisco switches. Version 1 is the default
VTP version on all switches and is typically used. No VTP version configuration is needed if you
will be running version 1. Version 1 and version 2 are not compatible, so it is an all-or-nothing
configuration for your switches. However, if all your switches are VTP version 2 compatible,
changing one switch changes all of them. Be careful if you are not sure whether all your switches
are version 2 compatible.
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You would configure version 2 for the following reasons:

Token Ring VLAN support To run Token Ring, you must run version 2 of the VTP protocol.
This means that all switches must be capable of running version 2.

TLV support Unrecognized type-length-value (TLV) support. If a VTP advertisement is
received and has an unrecognized type-length-value, the version 2 VTP switches will still prop-
agate the changes through their trunk links.

Transparent mode Switches can run in transparent mode, which means that they only for-
ward messages and advertisements, not add them to their own database. In version 1, the switch
checks the domain name and version before forwarding, but in version 2, the switches forward
VTP messages without checking the version.

Consistency checks Consistency checks are run when an administrator enters new information
in the switches, either with the CLI or other management software. If information is received by
an advertisement or read from NVRAM, a consistency check is not run. A switch checks the digest
on a VTP message, and if it is correct, no consistency check is made.

To configure VTP version 2 on a 4000 series, use the set vtp v2 enable command:

Terry_4000> (enable) set vtp v2 enable

This command will enable the version 2 function
in the entire management domain.

Al1 devices in the management domain should

be version2-capable before enabling.

Do you want to continue (y/n) [n]? y

VTP domain modified

Terry_4000> (enable)

The 10S-based switches once again demand that you access the VLAN database in order to
configure VTP. Both versions are supported, as shown next:

Terry_2950#vlan database

Terry_2950(v1an)#?

VLAN database editing buffer manipulation commands:
abort Exit mode without applying the changes
apply Apply current changes and bump revision number
exit Apply changes, bump revision number, and exit mode
no Negate a command or set its defaults
reset Abandon current changes and reread current database
show  Show database information
vlan Add, delete, or modify values associated with a single VLAN
vtp Perform VTP administrative functions.

Terry_2950(vlan)#vtp ?
client Set the device to client mode.
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domain Set the name of the VTP administrative domain.
password Set the password for the VTP administrative domain.
pruning Set the administrative domain to permit pruning.
server Set the device to server mode.

transparent Set the device to transparent mode.

v2-mode Set the administrative domain to V2 mode.

Configuring the Domain

After you decide which version to run, set the VTP domain name and password on the first
switch. The VTP name can be up to 32 characters long. On both the 4000 and the 10S-based
switches, you can set the VTP domain password. The password is a minimum of 8 characters
and a maximum of 64 on the 4000, and although truncated to 64 characters on the IOS-based
switches, it has no minimum value.

Terry_4000> (enable) set vtp domain ?
Usage: set vtp [domain <name>] [mode <mode>]
[passwd <passwd>]
[pruning <enable|disable>]
[v2 <enable|disable>

(mode = client|server|transparent

Use passwd '0O' to clear vtp password)
Usage: set vtp pruneeligible <vlans>

(vlans = 2..1000

An example of vlans is 2-10,1000)
Terry_4000> (enable) set vtp domain Globalnet
VTP domain Globalnet modified
Terry_4000> (enable)

Terry_2950(vlan)#vtp password ?
WORD The ascii password for the VTP administrative domain.

Terry_2950(vTlan)#vtp password globalnet
Setting device VLAN database password to globalnet.
Terry_2950(vian)#

Configuring the VTP Mode

Create your first switch as a server and then create the connected switches as clients, or whatever
you decided to configure them as. You don’t have to do this as a separate command as we did; you
can configure the VTP information in one line, including passwords, modes, and versions:

Terry_4000> (enable) set vtp domain
Usage: set vtp [domain <name>] [mode <mode>]
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[passwd <passwd>]pruning <enable|disable>]
[v2 <enable|disable>
(mode = client|server|transparent
Use passwd '0O' to clear vtp password)
Usage: set vtp pruneeligible <vlans>
(vlans = 2..1000
An example of vlans 1is 2-10,1000)
Terry_4000> (enable) set vtp domain Globalnet mode server
VTP domain Globalnet modified

On the 2950 and 3550 switches, the commands are as follows

Terry_2950#conf t
Enter configuration commands, one per Tine. End with CNTL/Z.
Terry_2950(config)#vtp ?

domain Set the name of the VTP administrative domain.

file Configure IFS filesystem file where VTP configuration is stored.

interface Configure interface as the preferred source for the VTP IP updater
address.

mode Configure VTP device mode.

password Set the password for the VTP administrative domain.

pruning Set the adminstrative domain to permit pruning.

version Set the adminstrative domain to VTP version.

Terry_2950(config)#vtp mode ?
client Set the device to client mode.
server Set the device to server mode.
transparent Set the device to transparent mode.

Verifying the VTP Configuration

You can verify the VTP domain information by using the commands show vtp domain and
show vtp statistics.
The show vtp domain command shows you the domain name, mode, and pruning information

Terry_4000> (enable) show vtp domain

Domain Name Domain Index VTP Version Local Mode Password
Globalnet 1 2 server

Vlan-count Max-vlan-storage Config Revision Notifications

5 1023 1 disabled
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Last Updater V2 Mode Pruning PruneEligible on Vlans
172.16.10.14 disabled disabled 2-1000
Terry_4000> (enable)

4000 Series

The show vtp statistics command shows a summary of VTP advertisement messages sent
and received. It also shows configuration errors if any were detected:

Terry_4000> (enable) show vtp statistics
VTP statistics:

summary advts received
subset advts received
request advts received
summary advts transmitted
subset advts transmitted
request advts transmitted

No of config revision errors
No of config digest errors
VTP pruning statistics:
Trunk Join Transmitted Join Received Summary advts received from

O O O N U1 O O O

non-pruning-capable device
2/12 0 0 0
Terry_4000> (enable)

2950 and 3550 Series Switches

On the I0S-based switches, you have to use the show vtp counters command to achieve the
same result:

Terry_2950#show vtp counters
VTP statistics:

Summary advertisements received
Subset advertisements received
Request advertisements received
Summary advertisements transmitted :
Subset advertisements transmitted
Request advertisements transmitted :
Number of config revision errors
Number of config digest errors
Number of V1 summary errors

O O O O O o o oo
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VTP pruning statistics:

Trunk Join Transmitted Join Received Summary advts received from
non-pruning-capable device

Adding to a VTP Domain

You need to be careful when adding a new switch into an existing domain. If a switch is inserted
into the domain and has incorrect VLAN information, the result could be a VTP database prop-
agated throughout the internetwork with false information.

Before inserting a switch, make sure that you follow these three steps:

1. Performa clear configall to remove any existing VLAN configuration on a set-based switch.
On the IOS-based switches, you must ensure that the new switch has no VTP configuration. If
it has, you should erase the startup-config (after saving it to a TFTP server or as a text file).

Power-cycle the switch to clear the VIP NVRAM.

Configure the switch to perform the mode of VTP that it will participate in. Cisco’s rule of
thumb is that you create several VTP servers in the domain, with all the other switches set
to client mode.

VTP Pruning

To preserve bandwidth, you can configure the VIP to reduce the number of broadcasts, multi-
casts, and other unicast packets. This is called VTP pruning. VTP restricts broadcasts to only
trunk links that must have the information. If a trunk link does not need the broadcasts, the
information is not sent. VIP pruning is disabled by default on all switches.

Figure 14.8 shows that if a switch does not have any ports configured for VLAN 5 and a
broadcast is sent throughout VLAN 3, the broadcast would not traverse the trunk link going to
the switch without any VLAN 5 members.

Enabling pruning on a VTP server enables pruning for the entire domain, and by default,
VLANSs 2 through 1005 are eligible for pruning. VLAN 1 can never prune.

Use the following command to set VLANS to be eligible for pruning;:

Terry_4000> (enable) set vtp pruneeligible ?
Usage: set vtp [domain <name>] [mode <mode>]
[passwd <passwd>] [pruning <enable|disable>]
[v2 <enable|disable> (mode = client|server|transparent

Use passwd '0' to clear vtp password)
Usage: set vtp pruneeligible <vlans>

(vlans = 2..1000

An example of vlans 1is 2-10,1000)
Terry_4000> (enable) set vtp pruneeligible 2
Vlans 2-1000 eligible for pruning on this device.
VTP domain Globalnet modified.
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FIGURE 14.8 VTP pruning
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VTP pruning limits VLAN traffic to those links that support the VLAN.

Notice once again that when you enable a VLAN for pruning, by default, it configures all the
VLANS. Use the following command to clear the unwanted VLANS:

Terry_4000> (enable) clear vtp pruneeligible 3-1005
Vlans 1,3-1005 will not be pruned on this device.
VTP domain Globalnet modified.

Terry_4000> (enable)

To verify the pruned state of a trunk port, use the show trunk command.

To set pruning on the 2950 and 3550, head into VLAN database mode. The command vtp
pruning enables the pruning process while the command switchport trunk pruning vian
remove vlan-id removes VLANs from the list of pruning-eligible VLANs:

Terry_2950#vlan database
Terry_2950(vlan)#vtp ?

client Set the device to client mode.

domain Set the name of the VTP administrative domain.
password Set the password for the VTP administrative domain.
pruning Set the administrative domain to permit pruning.
server Set the device to server mode.

transparent Set the device to transparent mode.

v2-mode Set the administrative domain to V2 mode.

Terry_2950(vlan)#vtp pruning ?
v2-mode Set the administrative domain to V2 mode.
<cr>
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Terry_2950(vian)#vtp pruning
Pruning switched ON
Terry_2950(v1an)#
Terry_2950#

Terry_2950#configure terminal
Terry_2950 (config)#interface fa 0/10
Terry_2950 (config-if)#switchport trunk pruning vlan remove 2-5,10

Auxiliary VLANs

IP telephony involves the use of an IP-based network to replace the legacy telephony services pro-
vided by PBX (private branch exchange) systems. This involves the use of an IP telephone, a call
manager, and gateway services for the access to the main telephone network. The call manager
will probably be located in a network server, and many of the gateway functions will be provided
inside the networking equipment. Cisco’s 6500 series switches support many gateway functions.

IP packets traveling to and from the PC and to and from the phone share the same physical
link to the same port of the switch. If the switch is already configured on a subnet-per-VLAN
basis, this can cause problems if insufficient IP addresses are available.

One way of meeting the demands of mixed services, such as voice and data, is to allocate a VLAN
specifically for the purpose of carrying voice traffic. These special VLANs are known as auxiliary
VLANSs. One advantage of auxiliary VLANS is that they can be used to ensure that data traveling
across the shared link does not reduce the quality of service demanded by the IP phones. Another is
that they allow the creation of a new VLAN with a new range of IP addresses just for the phones.

)’ The IEEE 802.1p protocol is used to define quality of service (QoS) at the
A&TE MAC layer. Priorities are appended to the frame and these are regenerated
at each layer 2 forwarding interface, based upon priorities established in the
switches. Thisis covered in greater detail later in this book, but | just wanted
to point out how QoS can be achieved with auxiliary VLANSs.

802.1Q Tunneling

Modern networks are increasingly more complex, with new requirements being developed as
new applications and ways of working appear. Sometimes there is a need for ISP customers to
have their VLANs extended across the service provider network. The technique that supports
this is called 802.1Q in Q, or more simply, 802.1Q tunneling. This is supported in the Catalyst
3550 series.
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As you have read in this chapter, the 802.1Q protocol provides for a tag to be inserted inside
the standard Ethernet frame carrying VLAN information. When 802.1Q tunneling is imple-
mented, this happens twice. The first time it is implemented by the customer, and the second
time it is implemented by the service provider.

At the tunnel boundary, the second tag—called the metro tag—is added, containing a VLAN
ID unique to that customer. The frames are switched across the service provider network, and
at the egress point, the metro tag is stripped and the exposed customer-specific 802.1Q frame
is forwarded to the customer.

There are some restrictions to this technology, both in terms of the configuration options and
the protocol operation. For example, these metro frames must be switched, not routed, and only
layer 2 QoS is supported. Nonetheless, as more service providers offer switched networks across
metropolitan areas, this is likely to become increasingly common.

Summary

Broadcast domains exist as layer 2 switched networks, but they can be broken up by creating
virtual LANs. When you create VLANS, you are able to create smaller broadcast domains
within a switch by assigning different ports in the switch to different subnetworks.

VLANSs can be configured on both set-based and IOS-based switches, and it is still important
to understand how to configure VLANSs on both types as well as how to set the configuration
of VLANS on individual interfaces.

Trunking enables you to send information about multiple VLANs down one link, in con-
trast to an access link that can send information about only one VLAN. Trunking is config-
ured between switches, often between the access and distribution layer switches, but could be
between any switches depending upon your particular topology. Trunking could be config-
ured between a switch and a router, or a switch and a host, where special demands exist, such
as the remote device needing to know about multiple VLANS.

The VLAN Trunk Protocol (VTP) is used to maintain consistency of VLAN information
across a domain. This doesn’t really have much to do with trunking except that VIP informa-
tion is only sent down trunk links. VTP is used to update all switches in the internetwork with
VLAN information.

Exam Essentials

Understand what a trunk is. A trunk is a link between a switch and another device that allows
the traffic from multiple VLANS to cross it. Special trunk protocols are used to carry the addi-
tional information needed, which cannot be incorporated into the standard Ethernet frame.
Two protocols—the Cisco proprietary ISL and the standards-based IEEE 802.1Q—have been
developed for this purpose. When a packet crosses a trunk, it retains any ISL or dot1q infor-
mation detailing what VLAN the packet belongs to.
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Understand the difference between ISL and 802.1Q. ISL is a Cisco proprietary VLAN format,
whereas 802.1Q is a standard. Network cards are made to support both types, which enables PCs
and servers to receive and send VLAN-specific traffic. The big difference between the two is that
ISL encapsulates the original packet in a new 30-byte frame, whereas 802.1Q just inserts a 4-byte
additional field into the existing Ethernet frame.

Know the configuration differences between the different switches. The 4000 series uses the
standard set commands, whereas the 2950 and 3550 series use IOS commands. The IOS-based
switches configure VLAN and VTP configurations in VLAN database configuration mode, but
assign interfaces to VLANS in interface configuration mode. Using CatOS, the 4000 makes no
such distinctions. But remember that the 4000 series switches, along with the 6500 and 8500,
can be upgraded to use 10S, in which case the configuration commands are standard IOS-based.

Understand when a VLAN should be used. VLANSs are used to separate broadcast traffic
into different groupings. If a switch has ports 1-10 in VLAN 1 and ports 11-20 in VLAN 2, a
packet arriving from a device connected to port 5 can’t talk to a device connected to port 15
without some sort of routing engine participating. Know that VLANSs can be used for security
as well as to break up existing large broadcast domains.

Understand what VIP is and how it is used. VTP carries VLAN information between
switches, which can be configured to be servers, clients, or transparent. VTP information
is contained within a domain, and it ensures that VLAN naming and numbering is consis-
tent within a domain, as well as reducing configuration overhead.
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In this chapter, we’ll explore the three distinct functions of layer 2
switching: address filtering, forward/filter decision-making, and
loop avoidance. We will probe the issue of loop avoidance in
depth and discuss how the Spanning Tree Protocol (STP) works to stop network loops from
occurring on your layer 2 network.

This chapter continues the discussion of layer 2 switching started in Chapter 12, “The Campus
Network.” We will consider the different modes of switching that may be employed, move on to
see how network loops occur in a layer 2 network, and then provide an introduction to STP,
including the different components of STP and how to configure STP on layer 2 switched net-
works. It is necessary for networking professionals to have a clear understanding of the STP, so
by the end of this chapter, you will know how to use STP to stop network loops, broadcast storms,
and multiple frame copies. In Chapter 16, “Using Spanning Tree with VLANs,” we’ll continue
discussing STP and provide the more complex and advanced configurations used with it.

It is typical these days to create a network with redundant links; this provides consistent net-
work availability when a network outage occurs on one link. STP provides the necessary loop-
avoidance function, but there are several additional features that can be utilized. For example,
it is possible to load-balance over the redundant links as well, and VLANSs have a special part
to play, so we will continue the discussion in Chapter 16.

Layer 2 LAN Switching

You can think of layer 2 switches as bridges with more ports. Remember from Chapter 12 that
layer 2 switching is hardware based, which means that it uses the Media Access Control (MAC)
address from the hosts’ network interface cards (NICs) to filter the network. You should also
remember how switches use application-specific integrated circuits (ASICs) to build and main-
tain filter tables.

However, there are some differences between bridges and switches that you should be aware of.
This section outlines those differences and then discusses the three functions of layer 2 switching.

Comparing Bridges to Switches
The following list describes the differences between bridges and switches. Table 15.1 provides
an overview of that comparison.

=  Bridges are software based because the program runs in RAM. Switches are hardware
based because they use ASIC chips to help make filtering decisions.
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= Bridges can have only one spanning tree instance per bridge. Switches can have many.
(Spanning tree is covered later in this chapter.)

=  Bridges can have up to only 16 ports. A switch can have hundreds.

You probably won’t go out and buy a bridge, but it’s important to understand how bridges
are designed and maintained because layer 2 switches function in a similar fashion.

TABLE 15.1 A Comparison of Bridges and Switches

Bridges Switches
Filtering Software based Hardware based
Spanning tree numbers One spanning tree instance Many spanning tree instances
Ports 16 ports maximum Hundreds of ports available

Three Switch Functions at Layer 2

There are three distinct functions of layer 2 switching:

Address learning Layer 2 switches and bridges remember the source hardware address of each
frame received on an interface and enter it into a MAC database.

The forwarding and filtering decision When a frame is received on an interface, the switch
looks at the destination hardware address and looks up the exit interface in the MAC database.

Loop avoidance If multiple connections between switches are created for redundancy, net-
work loops can occur. STP is used to stop network loops and allow redundancy.

These functions of the layer 2 switch—address learning, forward and filtering decisions, and
loop avoidance—are discussed in detail in the following sections.

Address Learning

The layer 2 switch is responsible for address learning. When a switch is powered on, the MAC
filtering table is empty. When a device transmits and a frame is received on an interface, the
switch takes the source address and places it in the MAC filter table. It remembers what inter-
face the device is located on. The switch has no choice but to flood the network with this frame
because it has no idea where the destination device is located.

If a device answers and sends a frame back, then the switch takes the source address from
that frame, places the MAC address in the database, and associates this address with the inter-
face on which the frame was received. Because the switch now has two MAC addresses in the
filtering table, the devices can now make a point-to-point connection and the frames are for-
warded only between the two devices. This is what makes layer 2 switches better than hubs. In
a hub network, all frames are forwarded out all ports every time.

Figure 15.1 shows the procedures for building a MAC database.
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FIGURE 15.1 How switches learn hosts’ locations

Station 1 sends a frame to station 3.
Destination is known; frame is not flooded.

0000.8c01.1111 0000.8c01.2222

MAC address table
E0/1: 0000.8¢01.1111
oe—— E0/2: 0000.8¢01.2222
0000.8¢01.3333 |E0/3: 0000.8¢01 .3333| 0000.8c01.4444
E0/4: 0000.8c01.4444

In the figure, four hosts are attached to a switch. The switch has nothing in the MAC address
table when it is powered on. The figure shows the switch’s MAC filter table after each device
has communicated with the switch. The following steps show how the table is populated:

1. Station 1 sends a frame to station 3. Station 1 has a MAC address of 0000.8c01.1111.
Station 3 has a MAC address of 0000.8c01.3333.

2. The switch receives the frame on Ethernet interface 0/1, examines the source and destina-
tion MAC addresses, and places the source address in the MAC address table.

3. Because the destination address is not in the MAC database, the frame is forwarded out of
all interfaces; this is called flooding.

4. Station 3 receives the frame and responds to station 1. The switch receives this frame on
interface E0/3 and places the source hardware address in the MAC database.

5. The switch knows the interface associated with station 1’s MAC address and forwards the
frame only out of that interface. Effectively, station 1 and station 3 now have a point-to-
point connection, and only those two devices will receive the frames. Stations 2 and 4 do
not see the frames.

If the two devices do not communicate with the switch again within a certain time limit, the
switch flushes the entries from the database to keep the database as current as possible.

Forwarding/Filtering Decision

The layer 2 switch also uses the MAC filter table to both forward and filter frames received on
the switch. This is called the forwarding and filtering decision. When a frame arrives at a switch
interface, the destination hardware address is compared to the forward/filter MAC database. If
the destination hardware address is known and listed in the database, the frame is sent out only
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on the correct exit interface. The switch does not transmit the frame out of any interface except
for the destination interface, thus preserving bandwidth on the other network segments. This is
called frame filtering.

If the destination hardware address is not listed in the MAC database, the frame is flooded out
all active interfaces except the interface on which the frame was received. If a device answers, the
MAC database is updated with the device location (interface).

) In modern switches, the switching or bridging table is known as the CAM or
TE TCM table. | will cover these in detail in Chapter 21, “Catalyst Switch Technol-
ogies.” For the moment, please accept that these are just tables, optimized for
pretty fast lookup.

Broadcast and Multicast Frames

Remember, layer 2 switches forward all broadcasts and multicasts by default. The forwarding/
filtering decision is not made because broadcast packets are designed to go to every device on the
segment and multicasts are destined for every device listening for a particular type of packet.
Whereas the MAC address of a given device is normally determined by the MAC address that is
burned into the network card, broadcasts and multicasts are a way of targeting multiple devices.

A broadcast targets every device on the subnet by setting all the bits in the destination MAC
address to 1. Thus, the 48-bit destination MAC address, which uses hexadecimal notation, is
FFFF.FFFF.FFFF. Every device is trained to look for frames addressed to its own unicast MAC
address and frames addressed to the broadcast MAC address. An example of a packet that every
device needs to hear is an ARP request.

A multicast is a frame that needs to be forwarded to every device that is participating in a certain
process. This process is usually defined at layer 3, so if five routers are using the EIGRP routing pro-
tocol and one sends out an update, it sends the update to the multicast IP address 224.0.0.10. Each
router is listening for any packet with that IP address as its destination, but switches don’t look at
the IP address when the frame is received—they only look at the MAC address. There is a special for-
mat that hosts use when the packet is part of a multicast process, creating a MAC address for the
frame from a reserved range. Hosts that have joined the multicast group look out for frames
addressed to the multicast MAC address. Switches don’t join the group, so they must treat multicast
frames as broadcasts, flooding them out of every interface. This process is covered in detail in Chap-
ter 19, “Understanding and Configuring Multicast Operation.”

When a switch receives either of these types of frames, the frames are then quickly flooded
out of all active ports of the switch by default. To have broadcasts and multicasts forwarded out
of only a limited number of administratively assigned ports, you can create virtual LANs, which
were discussed in Chapter 14, “VLANSs, Trunks, and VTP.”

Loop Avoidance

Finally, the layer 2 switch is responsible for loop avoidance. Now obviously, it’s a good idea to
use redundant links between switches, because they help stop complete network failures if one
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link fails. Redundant links are extremely helpful, but they can cause more problems than they
solve. The more redundancy built into a network, the more loops will occur, causing loops
within loops and exacerbating any problems caused. In this section, we’ll discuss some of the
most serious problems:

=  Broadcast storms
= Multiple frame copies
=  MAC table instability

Broadcast Storms

Without a loop-avoidance scheme, switches will flood broadcasts endlessly throughout the
internetwork. This can lead to a broadcast storm. Figure 15.2 shows how a broadcast might be
propagated throughout the network. As each broadcast reaches a network segment where mul-
tiple switch ports are connected, the frame will be duplicated as it is forwarded by all switches,
thus increasing the frame count. Broadcasts are processed by each host, and the resultant over-
head to all attached devices rapidly becomes unacceptable.

FIGURE 15.2 Broadcast storms

Segment 1

Switch A Switch B

Segment 2

Multiple Frame Copies

Another problem is that a device can receive multiple copies of the same frame because the
frame can arrive from different segments at the same time. Figure 15.3 shows how multiple
frames can arrive from multiple segments simultaneously.

All frames addressed to a host are processed, and although upper layer protocols such as
TCP may be able to easily identify that frames are duplicated, there is still an unnecessary pro-
cessing overhead. Additionally, some connectionless protocols may not realize that frames con-
tain duplicate information and may become confused.
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FIGURE 15.3 Multiple frame copies
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MAC Table Instability

Another problem is that of MAC table instability. Because the switch can receive frames from
a single MAC address on different ports (due to frames looping), the MAC table is constantly
being updated to reflect the new “location” of the course host. The result is that frames may not
be forwarded out of the correct interface, causing data to be lost, resulting in retransmission and
extra load on the network.

To solve these three problems, the Spanning Tree Protocol (STP) was developed.

Spanning Tree Operation

In layer 3 devices, which are typically routers, the routing protocols are responsible for making
sure routing loops do not occur in the network. What is used to make sure network loops do
not occur in layer 2 switched networks? That is the job of the Spanning Tree Protocol (STP).

Digital Equipment Corporation (DEC), which was purchased by Compaq before the merger
with Hewlett-Packard, was the original creator of STP. Actually, Radia Perlman is credited with
the main development of STP and should get the credit. The IEEE created its version of STP,
called 802.1D, using the DEC version as the basis. By default, all Cisco switches run the IEEE
802.1D version of STP, which is not compatible with the DEC version.

TE view is the range of values that can be set for the priority. A bridge using DEC STP
can be set as high as 255, and a switch using IEEE STP can be set as high as
65535. If the two could be used together, a bridge set as a very low priority on
DEC would stand a good chance of becoming the root in an IEEE STP network.

% The big difference between the two types of STP from an administrative point of
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The big picture is that STP stops network loops from occurring on your layer 2 network
(bridges or switches). STP switches constantly monitor the network to find all links and to make
sure loops do not occur by shutting down redundant links.

The Spanning Tree Protocol executes an algorithm called the spanning tree algorithm. Switches
choose a reference point in the network and calculate the redundant paths to that reference point.
After a loop in the network is discovered, the spanning tree algorithm chooses one path on which
to forward frames and shuts down the other redundant links to stop any frames from being for-
warded along looped paths. The reference point is called the root bridge.

There can be only one root bridge in any given network. The root bridge ports are called des-
ignated ports, and designated ports operate in what is called forwarding state. Forwarding state
ports send and receive traffic.

If you have other switches in your network, as shown in Figure 15.4, they are called non-root
bridges. However, the port that has the lowest camulative cost to the root bridge is called a root port,
and it sends and receives traffic. The cost is determined by the bandwidth of a link.

FIGURE 15.4 Spanning tree operations

100BaseT
Designated port (F) Root port (F)
2950 A 2950 B
Root bridge = Non-root bridge
Designated port (F) Nondesignated port (B)
10BaseT

Ports that forward traffic away from the root bridge are called the designated poris. Because
the root can forward traffic only away from itself, all its ports are designated ports. The other port
or ports on the bridge are considered nondesignated ports and will not send or receive traffic. This
is called blocking mode.

This section covers exactly how a group of switches determines the best path throughout the
network and how you can modify the results. This section covers port selection and link cost
values as well as the different spanning tree states that a particular port might be in.

Selecting the Best Path

Using spanning tree, a group of switches determines the best path from any point A to any point B.
To do this, all the switches need to communicate, and each switch needs to know what the network
looks like. In order to know what links should be dynamically disabled, a root bridge must be
selected and each switch needs to determine the type of each port.
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Selecting the Root Bridge

Switches or bridges running STP exchange information with what are called Bridge Protocol
Data Units (BPDUs). BPDUs multicast frames containing port cost and other information. The
bridge ID of each device is sent to other devices using BPDUs.

The bridge ID is used to determine the root bridge in the network and to determine the root
port. The bridge ID is eight bytes long and includes the priority and the MAC address of the
device. The priority on all devices running the IEEE STP version is 32768 by default. The lower
the bridge ID, the more likely a device is to become the root bridge.

At startup, switches multicast their ID inside BPDUs. To determine the root bridge, switches
in the network compare the bridge IDs they receive via the BPDUs and their own ID. Whichever
switch has the lowest bridge ID becomes the root bridge. If two switches or bridges have the
same priority value, then the MAC address is used to determine which has the lowest ID.

For example, if two switches—A and B—both use the default priority of 32768, the MAC
address will be used. If switch A’s MAC address is 0000.0c00.1111 and switch B’s MAC address
is 0000.0c00.2222, switch A would become the root bridge.

) Because each switch comes with a burned-in MAC address, if the switches use the
TE default priority, then the one with the lowest MAC address becomes the root

bridge. This means that this device will have a large number of packets passing
through it. If you have a 6509 and have spent lots of money on the fabric upgrades
to a 256GB backplane, the last thing you want is for an old switch in a closet to
become the root bridge. For this reason, it is strongly recommended that you
lower the number on the priority for core switches. Chapter 16 gives more infor-
mation on dealing with designs.

The following network analyzer output shows a BPDU broadcasted on a network. BPDUs
are sent out every two seconds by default. That might seem like a lot of overhead, but remember
that this is only a layer 2 frame, with no layer 3 information in the packet:

Flags: 0x80 802.3
Status: 0x00
Packet Length:64
Timestamp: 19:33:18.726314 02/28/2003
802.3 Header
Destination: 01:80:c2:00:00:00
Source: 00:b0:64:75:6b:c3
LLC Length: 38
802.2 Logical Link Control (LLC) Header
Dest. SAP: 0x42 802.1 Bridge Spanning Tree
Source SAP: 0x42 802.1 Bridge Spanning Tree
Command: 0x03 Unnumbered Information
802.1 - Bridge Spanning Tree
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Protocol Identifier: O
Protocol Version ID: O

Message Type: 0 Configuration Message
Flags: %00000000
Root Priority/ID: 0x8000 / 00:b0:64:75:6b:c0

Cost Of Path To Root: 0x00000000 (0)
Bridge Priority/ID: 0x8000 / 00:b0:64:75:6b:c0

Port Priority/ID: 0x80 / 0x03

Message Age: 0/256 seconds (exactly Oseconds)
Maximum Age: 5120/256 seconds (exactly 20seconds)
Hello Time: 512/256 seconds (exactly 2seconds)
Forward Delay: 3840/256 seconds (exactly 15seconds)

Extra bytes (Padding):
........ 00 00 00 00 00 00 00 00
Frame Check Sequence: 0x2e006400

Notice the cost of path to root. It is 0 because this switch is actually the root bridge.
We’ll discuss path costs in more detail later in this chapter in the section, “Selecting the
Designated Port.”

The preceding network analyzer output also shows the BPDU timers, which are used to pre-
vent bridging loops, because the timers determine how long it will take the spanning tree to con-
verge after a failure.

BPDUs are susceptible to propagation delays, which can happen because of packet length,
switch processing, bandwidth, and switch utilization problems. These delays can lead to insta-
bility in a network, because temporary loops might occur when BPDUs are not received in time
for remote switches in the network to include their information in the STP “plan.” The STP uses
timers to force ports to wait for the correct topology information.

As you can see in the output, the hello time is 2 seconds, the maximum age is 20 seconds, and
the forward delay is 15 seconds. These are the defaults.

When a switch first boots up, the only MAC address it knows is its own, so it advertises itself
as the root. As it collects BPDUs, it will acknowledge another device as the root, if necessary.
When a switch receives a BPDU advertising a device as root, with a better bridge ID than the
current root is using, the switch caches this information and waits. It will wait the duration of
the MaxAge timer before using the new root, allowing other switches in the network to also
receive the BPDU. This reduces the possibility of loops.

Selecting the Root Port

After the root bridge selection process is complete, all switches must calculate their cumulative
costs to the root bridge. Each switch listens to BPDUs on all active ports, and if BPDUs adver-
tising cost from the root are received on more than one port, the switch knows it has a redun-
dant link to the root bridge. Eventually, one switch in the loop has to determine which port will
become the root port and which port will be put into blocking state.
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To determine the port that will be used to communicate with the root bridge, the path cost
is determined. The path cost is an accumulated total cost based on the bandwidth of the links.
The IEEE 802.1D specification proved to be unworkable with the introduction of higher speed
Ethernets, and the values were recently revised to handle the new higher speed links. Both cost
values are shown in Table 15.2.

TABLE 15.2 STPLink Cost

Speed New IEEE Cost Original IEEE Cost
10Gbps 2 1

1Gbps 4 1

100Mbps 19 10

10Mbps 100 100

Included in the BPDUs that a switch sends out is the cost of getting a frame to the root bridge.
A neighboring device receives this information and adds the cost of the link the BPDU arrived
on, and that becomes the cost for the neighboring device. For example, switch A sends out a
BPDU to switch B saying that A can reach the root with a path cost of 38. The BPDU travels
across a gigabit link between switch A and B. B receives the BPDU, giving the cost of 38, and
adds the cost of the link the BPDU arrived on, which is 4. Switch B knows that it can reach the
root by sending frames through switch A with a total path cost of 42.

After the cost is determined for all links to the root bridge, the switch decides which port has
the lowest cost. The lowest cost port is put into forwarding mode, and the other ports are placed
in blocking mode. If there are equal-cost paths, the port with the lowest port ID is put into the
forwarding state. In the previous example, if switch B had two paths to the root, both with a
cost of 42, the switch needs some other way of figuring out which single path will be used. If
switch A is accessed via gigabit port 0/3 and switch C is accessed via gigabit port 0/7, switch B
will send frames via switch A because it is attached to the lower numerical port number.

Selecting the Designated Port

A designated port is one that is active and forwarding traffic, but doesn’t lead to the root. Often,
a designated port on one switch connects to the root port on another switch, but it doesn’t have
to. Because the root bridge doesn’t have any ports that lead to itself, and because its ports are
never dynamically turned off, all its ports are labeled as designated ports.

The selection of a designated port is fairly easy. If there are two switches that have equal-cost
paths to get to the root and are connected to each other, there must be some way of resolving
the topological loop that exists. The switches simply examine the bridge IDs, and whichever
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device has the lower bridge ID is the one that will be responsible for forwarding traffic from that
segment. Figure 15.4, shown earlier, illustrates this point.

Spanning Tree Port States

The ports on a bridge or switch running the STP will go through four transitional states:

Blocking Won’t forward frames; listens to BPDUs. All ports are in blocking state by default
when the switch is powered on.

Listening Listens to BPDUs to make sure no loops occur on the network before passing
data frames.

Learning Learns MAC addresses and builds a filter table, but does not forward frames.

Forwarding Bridge port is able to send and receive data. A port is never placed in forwarding
state unless there are no redundant links or the port determines that it has the best path to the
root bridge.

An administrator can put a port in disabled state, or if a failure with the port occurs, the
switch puts it into disabled state.

Typically, switch ports are in either blocking or forwarding state. A forwarding portis a port
that has been determined to have the lowest cost to the root bridge. However, if the network has
a topology change because of a failed link, or the administrator adds a new switch to the net-
work, the ports on a switch will be in listening and learning states.

Blocking ports are used to prevent network loops. After a switch determines the best path to
the root bridge, all other ports may be placed in the blocking state. Blocked ports will still
receive BPDUs.

If a switch determines that a blocked port should now be the designated port, it will go to lis-
tening state. It checks all BPDUs heard to make sure that it won’t create a loop after the port
goes to forwarding state.

Figure 15.5 shows the default STP timers and their operation within STP.

FIGURE 15.5 STP defaulttimers
Blocking
20 seconds l BPDU aging
15 seconds l Listening
!

+ 15 seconds Learning

Total = 50 seconds
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Notice the time from blocking to forwarding. Blocking to listening is 20 seconds (BPDU
aging). Listening to learning is another 15 seconds (listening). Learning to forwarding is
15 seconds (learning), for a total of 50 seconds. However, the switch could go to disabled
if the port is administratively shut down or the port has a failure.

Convergence

Convergence occurs when bridges and switches have transitioned to either the forwarding or
blocking state. No data is forwarded until convergence occurs. Convergence is important in
making sure that all devices have the same database.

The problem with convergence is the time it takes for all devices to update. Before data can start
to be forwarded, all devices must be updated. The time it usually takes to go from blocking to for-
warding state is 50 seconds. Changing the default STP timers is not recommended, but the timers can
be adjusted if they need to be. The time it takes to transition a port from the listening state to the
learning state or from the learning state to the forwarding state is called the forward delay.

@ Real World Scenario
Sizing the Network

Each device uses the timers configured on the root bridge. If the timers need to be changed, Cisco
recommends that they not be changed directly. Instead, first experiment with the spantree
diameter option. It will set the timers based on the size of the switched network. The larger the
network, the more time is allowed for propagation, which increases the timers. The default diam-
eter is seven switches across. Setting the diameter smaller than your actual network size
increases the chance of broadcast storms.

Spanning Tree Example

In Figure 15.6, the three switches all have the same priority of 32768. However, notice the MAC
address of each switch. By looking at the priority and MAC addresses of each switch, you
should be able to determine the root bridge.

Because 2950A has the lowest MAC address and all three switches use the default priority,
2950A will be the root bridge.

To determine the root ports on switches 2950B and 2950C, you need to look at the cost of
the link connecting the switches. Because the connection from both switches to the root switch
is from port 0 using a 100Mbps link, that has the best cost and both switches’ root port will then
be port 0.

Use the bridge ID to determine the designated ports on the switches. The root bridge always
has all ports as designated. However, because both 2950B and 2950C have the same cost to the
root bridge and because switch 2950B has the lowest bridge ID, the designated port will be on
switch 2950B. Because 2950B has been determined to have the designated port, switch 2950C
will put port 1 in blocking state to stop any network loop from occurring.
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FIGURE 15.6 Spanning tree example
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) The STP algorithm is often referred to after the name of its creator, Edsger W.
TE Dijkstra, as in Dijkstra’s Algorithm. It's not as descriptive as the STP algorithm,
but | still like to use it.

LAN Switch Types

One last thing we need to cover before we can move on—the actual forwarding techniques used by
switches. LAN switching forwards (or filters) frames based on their hardware destination—the
MAC address. There are three methods by which frames can be forwarded or filtered. Each method
has its advantages and disadvantages, and by understanding the different LAN switch methods
available, you can configure your switches to make smarter switching decisions.

Here are the three switching modes:

Store-and-forward With the store-and-forward mode, the complete data frame is received on
the switch’s buffer, a cyclic redundancy check (CRC) is performed on the frame, and then the
destination address is looked up in the MAC filter table.

Cut-through With the cut-through mode, the switch waits for only the destination hardware
address to be received and then looks up the destination address in the MAC filter table.

FragmentFree FragmentFree is the default mode for the Catalyst 1900 switch; it is sometimes
referred to as modified cut-through. The switch checks the first 64 bytes of a frame for frag-
mentation (because of possible collisions) before forwarding the frame.

Figure 15.7 shows the different points where the switching mode takes place in the frame.
The different switching modes are discussed in detail next.
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FIGURE 15.7 Different switching modes within a frame
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Store-and-Forward

With the store-and-forward switching method, the LAN switch copies the entire frame onto its
onboard buffers and computes the CRC. Because it copies the entire frame, latency through the
switch varies with frame length.

The frame is discarded if it contains a CRC error, if it’s too short (fewer than 64 bytes
including the CRC), or if it’s too long (more than 1518 bytes including the CRC). If the frame
doesn’t contain any errors, the LAN switch looks up the destination hardware address in its
forwarding or switching table and determines the outgoing interface. It then forwards the
frame to its destination.

* This is the mode used by modern Catalyst switches, and it further allows for
ITE quality of service (QoS) to be applied to the frame by reading additional data.
QoS is covered in detail in Chapter 20, “Quality of Service (QoS).”

Cut-Through (Real Time)

With the cut-through switching method, the LAN switch copies only the destination address
(the first six bytes following the preamble) onto its onboard buffers. It then looks up the hard-
ware destination address in the MAC switching table, determines the outgoing interface, and
forwards the frame toward its destination. A cut-through switch provides reduced latency
because it begins to forward the frame as soon as it reads the destination address and determines
the outgoing interface.

Some switches can be configured to perform cut-through switching on a per-port basis until
a user-defined error threshold is reached. At that point, they automatically change over to store-
and-forward mode so they will stop forwarding the errors. When the error rate on the port falls
below the threshold, the port automatically changes back to cut-through mode.
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FragmentFree (Modified Cut-Through)

FragmentFree is a modified form of cut-through switching. In FragmentFree mode, the switch
waits for the collision window (64 bytes) to pass before forwarding. If a packet has an error, it
almost always occurs within the first 64 bytes. FragmentFree mode provides better error check-
ing than the cut-through mode, with practically no increase in latency.

Configuring Spanning Tree

The configuration of spanning tree is pretty simple unless you want to change your timers or
add multiple spanning tree instances—then it can get complex. The timers and more advanced
configurations are covered in Chapter 16.

STP is enabled on all Cisco switches by default. However, you might want to change your
spanning tree configuration to have many spanning tree instances. This means that each VLAN
can be its own spanning tree. This is known as Per-VLAN spanning tree.

To enable or disable spanning tree on a set-based switch, use the set spantree parameter com-
mand. This is performed on a VLAN-by-VLAN basis rather than a port-by-port configuration:

Terry_4000> (enable) set spantree disable 1-1005
Spantrees 1-1005 disabled.

Terry_4000> (enable) set spantree enable 1-1005
Spantrees 1-1005 enabled.

The preceding configuration shows the disabling of spanning tree on an individual VLAN
basis. To enable spanning tree on an individual VLAN basis, use set spantree enable VLAN(s).
Cisco recommends that you do not disable spanning tree on a switch, particularly on uplinks
where a loop can occur.

@ Real World Scenario
Detecting Loops

On switches that have a CPU usage indicator, this is sometimes also called “the spanning
tree loop indicator.” It’s relatively rare to see the CPU usage indicator get much past 20 per-
cent utilization for more than a few seconds at a time. If network connectivity has been lost
and you suspect a spanning tree loop is the culprit, take a look at the CPU usage indicator.
If utilization reaches 70 percent or higher, when the switch never sees that level of usage
during normal operation, that’s a good indicator of a spanning tree loop.
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Spanning tree is enabled by default on modern switches, but you can enable or disable the pro-
tocol as needed. To enable or disable spanning tree on an IOS-based switch, use the spanning-tree
vlan vian_number command or the no spanning-tree vlan vlan_number command. Use the
show spanning-tree command to view the spanning tree status. The following configuration
shows how to enable and disable spanning tree on a 2950 switch:

Terry_2950#conf t
Terry_2950(config)#no spanning-tree vlan 1
Terry_2950(config)#"Z

Terry_2950#show spanning-tree
No spanning tree instances exist.

Terry_2950#conf t
Terry_2950(config)#spanning-tree vlan 1
Terry_2950(config)#"Z

Terry_2950#show spanning-tree

VLANOOO1
Spanning tree enabled protocol ieee
Root ID Priority 0
Address 00b0.6414.1180
Cost 100
Port 1 (FastEthernet0/1)
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 32769 (priority 32768 sy