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INTRODUCTION

THE PURPOSE OF THIS BOOK

Why did we decide to update this book on ATM once again? Mainly, because
the publisher asked us to! Seriously, though, in the fast moving telecom-
munications industry, a lot has happened since the publication of the last

edition in 1998. In case you have been asleep, Internet-based communication is
clearly the killer application for networking. Much effort is being expended for it to
support an ever-broader range of communications applications in a more cost-ef-
fective manner. During the early part of the Internet growth spurt in the mid-1990s,
ATM was an essential technology employed by Internet service providers to pro-
vide higher-speed switching than the routers of that time could support. However,
since ATM was not designed specifically to support IP, and was actually somewhat
inefficient in doing so, there arose a strong motivation to take the best parts of ATM
and put them into a protocol specifically designed to provide a high performance,
cost effective infrastructure for IP. The result of that effort has become known as
Multiprotocol Label Switching (MPLS). This is the reason that this acronym now
shares the title of this edition with ATM.

Therefore, we chose to add to this edition an extensive amount of new material
on MPLS, which was in a formative stage back in 1998. Because of its heritage of
providing better support for IP networks, MPLS shares some important character-
istics with ATM, but also has some important differences. Similarities include sup-
port of traffic engineering, Quality of Service, and the use of signaling protocols to

xix
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establish efficient switching using locally significant labels. However, ATM was envi-
sioned at the outset with a multi-service mindset that would support any previously-con-
ceived communication service, and hence has support for things like voice, circuit
emulation, and support of Frame Relay designed into it from the ground up. On the other
hand, MPLS was designed specifically to support IP, and hence has a unique set of func-
tions here that ATM does not; for example, a time-to-live counter that helps avoid routing
loops. Interestingly, the designers of MPLS have recently focused on a goal similar to the
multi-service vision of ATM. These functions are now being added to the MPLS infra-
structure, but also consider support of multiple services over IP and not just MPLS.

This book covers aspects of ATM and MPLS in parallel so that the reader can see these
similarities and differences, and appreciate the impact they have on the practical applica-
tion of these approaches in a network context. We now give a brief summary of how the
contents of this book have changed from the previous edition, with Chapter 1 providing a
more in depth overview of the book.

Part 1 of this edition removes much of the ATM marketing hype of the previous edi-
tion. Instead, it provides a more detailed outline of the book, along with more up-to-date
motivation and a summary of the standards organizations that produce much of the tech-
nical content described in this book.

Part 2 of this edition retains the extensive background information on general com-
munications technology and the historical development of voice and data protocols can
be used as a introductory course to communications or as a practical reference guide for
the practicing professional. It adds significant updates in the areas of Frame Relay, Ether-
net, and IP, and removes some details for other protocols like X.25, FDDI, and SMDS that
are in the sunset of application. Most commercial Frame Relay networks run over ATM,
and therefore this is an area of focus of this edition. We chose to continue to dedicate
many pages to these descriptions of services that were an integral part of the multi-ser-
vice vision of ATM, which is now being adopted by MPLS and IP.

Part 3 covers the basics of ATM and MPLS, starting at the physical layer and moving
up through the protocol stack to functions necessary to support a multi-service network-
ing environment. This includes not only those functions necessary to forward ATM cells
or MPLS packets, but also those necessary to determine the route and signal the associa-
tion of labels to the path that these cells or packets follow. Support for higher-layer appli-
cations over ATM has seen somewhat limited application, and the coverage of these areas
in Part 4 is reduced to make room for new material on how MPLS and IP networks could
potentially achieve the multi-service vision originally envisioned by the designers of ATM.

Also expanded on in this edition in Part 5 are updates on the hallmark of ATM—traf-
fic management and Quality of Service (QoS). This edition adds material on the initial ap-
plication of these concepts in IP and MPLS networks. Part 6 contains an introduction to
basic communications engineering as well as some updates to traffic engineering ex-
tended to apply to MPLS and IP as well as ATM networks. As is often the case in many
communication technologies, network management is often the last subject addressed,
and MPLS networks are no exception. Because ATM is relatively mature, the standards and
approaches for managing ATM-based networks have also matured and Part 7 updates
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this information. However, the same cannot be said for MPLS and therefore we outline
the potential directions under investigation at publication time.

When the ancient Chinese said, “May you live in interesting times,” they meant it as a
curse. Their bureaucratic society abhorred change, preferring the comfort of stability
over the uncertainty of progress. Part 8 explores the current era of interesting times in
communication and computer networking. This final part contains mostly new material.
Starting in the wide area network where efficient use of expensive WAN bandwidth is
key, the text objectively studies the efficiency of voice, video, and data over ATM and
MPLS or IP packet networks. We also consider the more difficult-to-quantify subjects of
complexity, scalability, and reliability, moving into the local area network, where equip-
ment price and simplicity are key considerations, because bandwidth is much less expen-
sive in the local area when compared with the wide area. An interesting divide is the
Metropolitan area network, where new applications of ATM and MPLS are being de-
signed and deployed.

INTENDED AUDIENCE
This book can be used as an up-to-date comprehensive textbook on communications net-
working, since it covers much more than just ATM and MPLS. We have taken this ap-
proach, since both ATM and MPLS have adopted the charter of supporting multiple
services. In order to understand how this is done, a complete treatment must describe
each of the multiple services that are supported. It focuses on protocols, operation, stan-
dards, technology, and services for use by the communications manager, network design
engineer, practicing professional, or student of data networking. This book also captures
important historical aspects of the development of these technologies. In general, we pro-
vide a summary augmented by an extensive list of technical references for the reader who
wishes to further delve into a particular subject.

The reader should have some prior knowledge of telecommunications principles, al-
though most of the basic concepts of communication networking are covered in Part 2.
Not only will the technical professional benefit from this book, but sales and marketing,
end users of the technology, and executives will gain a more in-depth view of how ATM
and MPLS technology and services can impact their businesses. This book should also
help practicing engineers become well-versed in the principles and empower them to
communicate these principles effectively to their management. While we strove to keep
the text accurate up to the time of publication, the reader is urged to use the references
provided to confirm information and obtain the latest published standards.

HOW TO USE THIS BOOK FOR COURSES
This book can be used to teach a single-semester course focused on MPLS and/or ATM, or
as a two-semester course on data communications with a focus in the second semester on
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the details of MPLS and/or ATM. It can be used as an intermediate-level text for data com-
munications, or can be used as a companion volume when used with an introductory book.

If the subject matter is to be taught over two semesters, we recommend that the text be
broken into two parts. Material for use in a first-semester course on a introduction to data
communications and basic architectures, protocols, technologies, and services could in-
clude Parts 1, 2, 3, and 4. Chapters of focus for a second-semester course on advanced
MPLS and ATM protocols and technologies could cover Parts 5, 6, 7 and a recap of Part 4,
with either selected outside reading or a research assignment.

A single-semester course dedicated to data communications services (circuit
switching, Frame Relay, Ethernet, IP, ATM and MPLS) focusing on MPLS and/or ATM
should consider selections from Parts 1, 2, 3, 4 and 5. The student should have a mini-
mum working knowledge of the material contained in Part 2 if this book is used in a sin-
gle-semester course.

Labs should contain design problems based on the cumulative knowledge gained
from the class readings and outside reading assignments (e.g., recent technology updates
or application notes from vendor Web sites). Assigned exercises should involve multiple
end-system and intermediate-system design problems. Because of the fluid nature of
emerging standards, students should be encouraged to use the text as a working docu-
ment, noting any changes as the standards from the sources listed in the appendices are
revised and updated. This is your book—write in it!

AUTHORS’ DISCLAIMER
Accurate and timely information as of the date of publication was provided. Some of the
standards we’ve used were merely drafts at the time of writing, and we assumed that
they would become approved standards by the time of publication. At times, we present
material that is practical for a large-scale design, but must be scaled down for a smaller
enterprise environment. Many data communications networks will operate and continue
to run quite well on a dedicated private line network, but eventually the economics of
switched technologies and services, even on the smallest scale, are worth investigating.
Please excuse the assumption that the user is ready for these advanced technologies—in
some cases it may take some time before these technologies can be implemented.
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PART I

Overview, Introduction,
Background, Motivation,

and Standards

The first chapter provides a brief introduction to ATM and MPLS,
summarizing the various aspects of the technology, including pro-
tocols, multi-service support, and network design and operation.

We then provide an overview in the form of a summary outline of the re-
mainder of the book so that the reader can use this as a guide from which
to continue reading, as well as make use of it as a reference for finding
material on a particular subject. Chapter 2 then provides additional
background and motivation for ATM and MPLS networking, and the
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multiple services for which they provide infrastructure. Finally, Chapter 3 summarizes
the standards bodies active in the specification of ATM and MPLS protocols, along with
other protocols that state how they support other services and applications. Knowing
how to get standards and what the respective roles are of the various organizations is
essential background for further study.
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CHAPTER 1

Introduction to ATM and
MPLS and Overview of

the Book
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What the heck are ATM and MPLS, and why should I care? In short, the answer is
that ATM and MPLS are usually infrastructure and not a service for end users
or applications. This means that a residential user will probably never have di-

rect access to these protocols as an end-to-end service. Furthermore, only larger enter-
prises will make use of them as either purchased from a service provider or as
infrastructure within a privately owned and managed network. Electronic equipment
(e.g., a switch or a router) implements ATM and MPLS functions on interfaces that con-
nect to transmission systems. A network is a set of ATM or MPLS nodes containing such
equipment connected by transmission links, like that shown in Figure 1-1. These nodes
exchange digitally encoded messages over these lines, either for the purpose of forward-
ing packets of information to a specific destination, or for internal control and manage-
ment purposes. These nodes may also have external interfaces that provide other services
to end users or customers. As shown in the upper left-hand corner of the figure, each
ATM cell or MPLS packet of information has a header that has an identifier, or label, that
determines what packet forwarding action the next node should take. In the example of
the figure, originating node 1 prepends the label A to some information and sends it to
node 2. This node has an entry in its forwarding table that indicates that packets received
with label A are to be sent to node 4, and that the label should be changed to B before do-
ing so. In ATM and MPLS, control protocols form an association of a sequence of label
forwarding actions along a sequence of nodes between a source and a destination, form-
ing what is called an ATM Virtual Connection (VC) or an MPLS label switched path
(LSP), as shown at the top of the figure.

Okay, if we just told you what ATM and MPLS are in a paragraph and one drawing,
then why is there an entire huge book on the subject? The answer is that actually imple-
menting the relatively simple networking concept just described turns out to have a
rather intricate and complex solution. Why is the solution so complicated, you ask. The
answer has several dimensions, all related to the addition of complexity in order to
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reduce overall cost. One important aspect of complexity lies in the fact that implementing
label switching at high speeds, like those encountered in the backbone of the Internet, is a
challenging electro-optical design problem. In order to keep costs in line, engineers must
define incredibly detailed standards for interfaces between nodes (and even interfaces
between chips within the same node) to allow manufacturers to specialize in developing
certain components and systems and achieve certain economies of scale.

But this isn’t even the really hard part. Unless one is careful in designing a data com-
munications network, the costs of paying for people to operate the network and/or de-
veloping software just to maintain it can be greater than the cost of the ATM or MPLS
nodes and the transmission links that connect them. Designers have addressed this prob-
lem by developing control protocols that automate many of the tasks involved in operat-
ing a network. For ATM, many of these protocols are derived from the telephone
network, while for MPLS, many of the protocols are based upon those originally devel-
oped to run the Internet. For example, questions of how to automate discovering what
the other nodes and links are in a large network, determining the best path for labeled
packets to traverse, and signaling the configuration of this path are all complicated algo-
rithmic problems. Add to this the fact that these algorithms are implemented as computer
communication protocols in software, which must have voluminous specifications such
that nodes manufactured by different companies and/or networks operated by different
organizations can understand each other. And as history has taught us, a large computer
program is an incredibly complex thing to develop, maintain, and operate. Progress is
continually made in the area of protocol development, since a large number of vendors
and service providers have a compelling interest to make it all work automatically, be-
cause automation achieves a tremendous cost savings as compared with manual configu-
ration. And in fact, automation is essential for networks beyond even a modest size in
order to implement packet-switched communication at all.

Unfortunately, the drivers for adding complexity don’t stop there. Since ATM and
MPLS are usually an infrastructure, and not a native service meaningful to an end-user
device, engineers must precisely agree on how to adapt a native service protocol (e.g., IP)
to a specific configuration of ATM or MPLS. Often this adaptation is itself also another
form of infrastructure within a service provider or enterprise network. Inside a network,
there are often many ATM or MPLS paths that can compete for resources at a node or
transmission line. Therefore, a whole science of applied algorithms has been defined to
route traffic to achieve a desired performance level, or Quality of Service (QoS). This can
be quite important, because some applications need a certain level of QoS in order to
function properly. There is also a driver to have complex routing algorithms to minimize
cost of expensive interfaces on ATM or MPLS nodes and the transmission links that con-
nect them. And once we’ve defined the solution to all of these problems, there is always a
need to do some amount of configuration, and based upon similar motivations there is a
strong desire to automate such activities to a certain extent to reduce ongoing operational
costs. Finally, within such a complex networking environment, it is inevitable that at some
point something will go wrong. Therefore, a whole suite of management approaches and
protocols have been defined so that organizations can operate, manage, and diagnose
problems in ATM and MPLS networks.



Therefore, the trick is to define just the right amount of complexity that gets the job
done efficiently and reliably. The description of the various aspects of complexity in ATM
and MPLS just given is essentially the outline of the book beginning at Part 3. The balanc-
ing act between complexity and cost effectiveness is a challenging engineering trade-off
and one that changes over time. Change has a number of sources. New science or designs
can drive fundamental technological advances. Other changes occur as a result of market
forces when the industry adopts a de facto standard set by some vendor or service pro-
vider. Also, regulation can play a role in changing the telecommunications geo-economic
landscape. Therefore, there is also a natural evolution of packet-switching technology
that is driven by these changes as well as the relentless human drive for ongoing innova-
tion and improvement. Communications engineers have been working on refining the
solution to the same basic problem of labeled packet switching for almost three decades,
and just summarizing this history takes several hundred pages in Part 2 of this edition. In
fact, many of the services supported in the multi-service vision of ATM and now MPLS
are these legacy services. Continuing to support legacy services on next-generation infra-
structure was an important tenet of ATM that is now being carried forward by MPLS.

So, we have a lot of material to cover to completely address the complexity defined to
achieve a reasonable level of cost effectiveness just described. Since this is a large set of
subjects, each with quite a bit of detail, the remainder of this chapter provides an over-
view of the contents of the rest of this book as a guide for the reader. This is useful to read
over to get an understanding of the way we have organized the material to help you in
deciding in what order to read these chapters. Furthermore, since many chapters
cross-reference the material in other chapters, having an understanding of the outline
should help you find information more easily.

OVERVIEW OF THIS BOOK
This book not only reviews highlights of standards, but it also applies the concepts
through illustrations, examples, and real-world applications to make the transition from
theory to application. It strives to teach the reader not only what the ATM- and
MPLS-based technologies involve, but also why each subject is important. Since the
Internet has become the de facto networking protocol standard, we focus a great deal of
material on how ATM and MPLS apply to the Internet, as well as to intranets and
extranets.

This text covers the three critical aspects of ATM and MPLS: drivers, technology, and
practical, hands-on application. It interleaves descriptive material replete with many
drawings with application notes along with the results of actual networking experience.
The book gives examples for network planners, development engineers, network design-
ers, end users, and network managers. The text cites numerous references to complemen-
tary texts and sources for the reader interested in more detail.

ATM and MPLS: Theory and Application: Foundations of Multi-Service Networking is ar-
ranged in eight parts, each with several chapters.
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Part 1 provides an overview and introduction, along with motivation and back-
ground. It also summarizes important ATM and MPLS standards bodies.

Chapter 1 provides a high-level introduction to ATM and MPLS, differentiating their
role from other protocols as a foundational network infrastructure and not an end-user
service. It also contains an overview, or roadmap, for this rather long book. Refer back
here or to the table of contents if you are looking for specific information.

Chapter 2 summarizes some of the motivations for ATM and MPLS. It summarizes the
changing environment of computing and communication networking and how this af-
fects the evolving corporate communications environment. The scope ranges from the
desktop to the local area network and client/server networking domains, to the rapidly
growing world of the Internet, intranets, and extranets. An important trend is that chang-
ing operational and competitive paradigms demand higher performance communica-
tions at reduced unit costs. Further benefits, such as integration savings, flexibility, and
economies of scale of multi-service networking, are also important. There is also a set of
technology trends that shape the development of solutions in response to these needs, in-
cluding processor enhancements, modernized transmission networks, and decreasing
switch and router costs.

Chapter 3 describes the ATM and MPLS standards bodies and the manner in which
they define the standards and specifications, complete with references to the major stan-
dards used in this book and how to acquire them. It summarizes the standards process
and how standards affect real-world implementations and networks.

Part 2 presents a comprehensive background on communications networking and
protocols, and can be used for a course on these subjects. This includes the basic concepts
of multiplexing and switching, an introduction to layered protocol models, and tutorials
on the major communication networking techniques in use today in the networking envi-
ronments.

Chapter 4 covers basics of network topologies, circuit types and services, and asyn-
chronous and synchronous transmission methods. The definitions of the terms asyn-
chronous and synchronous are covered in detail. This chapter concludes with a
comprehensive review of the principles of multiplexing and switching, with key points
illustrated through examples.

Chapter 5 begins with a brief history of packet switching. It then introduces the basic
protocol layering concepts used throughout the book. The text then discusses several lay-
ered protocol architectures as applied examples of layered protocols, for example, open
systems interconnection (OSI) and the Internet. It also presents a discussion of
connectionless and connection-oriented data services.

Chapter 6 then introduces the connection-oriented digital Time Division Multiplexing
(TDM) communication technique widely used in contemporary voice and private line
networks. The text then moves on to an in-depth review of one of ATM’s key ancestors:
the Narrowband Integrated Services Digital Network (N-ISDN) protocol stack. Here, the
reader is introduced to the concept of multiple planes of layered protocols serving the
user, control, and management functions.

Chapter 1: Introduction to ATM and MPLS and Overview of the Book 7
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Chapter 7 covers the key connection-oriented packet-switching protocols in use today:
X.25 and Frame Relay, with a focus on the latter. The text gives the origins of each proto-
col, their structure, and protocol details. Examples illustrate key points of operation for
each protocol. The text separates the description of the user and control plane protocol
stacks for Frame Relay as an introduction to a similar separation of function employed in
ATM and MPLS.

Chapter 8 describes the key connectionless packet switching protocols defined for use in
communication networks. The focus is on the Internet Protocol (IP), with some historical
information also provided for Switched Multimegabit Data Service (SMDS). This chapter
traces the background of each protocol, details the packet formats, and illustrates key oper-
ational aspects through examples. The text not only covers IP, but summarizes the entire
Internet protocol suite composed of transport and other major application protocols that
support e-mail, the Web, and streaming media applications like voice and video.

Chapter 9 presents a tutorial on bridging and routing as background for applications
described in Part 4 that support these important services. The text first introduces basic
terminology and concepts, some of which have been adopted in ATM and MPLS control
protocols. It then describes commonly used LAN protocols like Ethernet, Token Ring,
and FDDI. The text then introduces the concepts of routing and addressing.

Part 3 covers the basics of the ATM and MPLS protocol landscape, providing a struc-
tured introduction and reference to all terminology, protocols, and standards.

Chapter 10 introduces the overall broadband ISDN (B-ISDN) protocol reference model
in terms of the user, control, and management planes. The layers common to all of these
planes are physical, ATM, and ATM Adaptation Layer (AAL). It then provides a
high-level introduction to ATM. We then summarize the origins of MPLS as a method of
improving on the traffic engineering of early IP over ATM networks. It then provides an
introduction to MPLS. This chapter concludes with a discussion of consideration of the
choice between fixed-length ATM cells and variable-length packets.

Chapter 11 details the physical layer and ATM layer and corresponding MPLS proto-
cols. The text describes how a single ATM layer operates over a number of physical me-
dia. It also introduces the concepts of the ATM traffic contract, ATM service categories,
and Quality of Service (QoS), leaving further details to Part 5. This chapter covers the
manner in which MPLS labels are encoded over various physical and logical networks. It
particular, it describes how MPLS can run over SONET, ATM, Frame Relay, or Ethernet.

Chapter 12 describes the ATM Adaptation Layer (AAL), which provides support for
all higher-layer services, such as signaling, circuit emulation, Frame Relay, and IP. Since
MPLS standards are not yet complete in this area, this chapter summarizes the current
state and direction of MPLS infrastructure being defined with the aim of supporting mul-
tiple services. It describes a particular proposed encapsulation method as an example of
the type of protocol that will likely be standardized at some point. We also summarize
specific approaches proposed for supporting ATM over MPLS in this chapter.

Chapter 13 introduces the higher layers in the user plane in the WAN, the LAN, and
the internetwork; control plane signaling and routing for ATM and MPLS. This chapter
then introduces the ATM control plane and its AAL and underlying structure. This
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chapter covers the ATM user-network interface (UNI) protocols, leaving the coverage of
network-network interface (NNI) protocols to Chapter 15. It also summarizes ATM
addressing and name services.

Chapter 14 describes the concepts and control protocols involved in MPLS networks.
These include protocols that exchange routing information and those that signal the es-
tablishment of LSPs. The chapter concludes with several real-world examples of the use
of MPLS as infrastructure for traffic engineering, VPNs, and inter–service provider LSPs.

Chapter 15 covers the network-network interface (NNI) protocols defined for ATM.
The focus is on the Private/Public Network-to-Network Interface (PNNI) routing proto-
col defined by the ATM Forum. This chapter also describes the control plane protocols
employed between ATM service provider networks.

Part 4 covers ATM and MPLS support for higher-layer protocols in the user plane in
the WAN and LAN.

Chapter 16 covers the support by ATM and MPLS of voice, TDM, and video. The text
summarizes the important aspects of voice over packet technologies, and summarizes the
work on Voice and Telephony over ATM (VTOA) performed by the ATM Forum and the
related ITU work. It also summarizes the support for voice over MPLS trunking, which is
effectively a simplified version of voice over ATM. It then covers the emulation of
Time-Division Multiplexed (TDM) circuits and interworking with Narrowband ISDN
(N-ISDN) over ATM, with a summary of the work ongoing for support over MPLS as
well. Finally, the chapter concludes with protocol support for video over ATM and IP.

Chapter 17 defines the concepts of true protocol interworking, use as an access
method, or use as a common trunking vehicle. The text then details the two approaches
defined for interworking ATM with Frame Relay; one as a direct service translation and
the other as a means to trunk FR services over an ATM backbone. Both of these ap-
proaches are in wide commercial use. It also summarizes the support for interworking
ATM and SMDS. It continues with a summary of frame-based ATM protocols designed
to make ATM available to legacy devices or use transmission facilities more efficiently.
The chapter concludes with a discussion of proposed MPLS support defined for trunking
of Frame Relay.

Chapter 18 first describes standards support for carrying multiple protocols over
ATM. It then summarizes the ATM Forum’s LAN Emulation (LANE) protocol and the
problems that it addressed, and how changes to Ethernet and market forces eclipsed its
brief period of enthusiastic adoption. This chapter concludes with a description of emerg-
ing standards and deployed services using Ethernet over MPLS in metropolitan and
wide area networks.

Chapter 19 first describes the most widely implemented classical IP over ATM proto-
col for a single logical IP subnetwork. It summarizes the Multiprotocol over ATM
(MPOA) and IP multicast over ATM efforts, which were never widely deployed, and ex-
tracts lessons that MPLS-based solutions should consider. This chapter focuses primarily
on the hot topic of IP over MPLS virtual private networks (VPNs). It concludes with a dis-
cussion of the important practical topic of negotiating maximum packet sizes over ATM
and MPLS networks.



Part 5 provides the reader with an application-oriented view of the ATM and MPLS
traffic parameters, congestion control, traffic engineering, and design considerations.
Complex principles are presented in a manner intended to be more readable and under-
standable to a wider audience than in other current publications.

Chapter 20 begins a description of ATM and IP traffic and Quality of Service (QoS) ref-
erence models and terminology. Most MPLS traffic and QoS support is inherited directly
from IP. It continues with a description of the simplifying concept of ATM layer service
categories, summarized by acronyms; for example, CBR, VBR, and UBR, which corre-
spond to constant, variable, and unspecified bit rates, respectively. In parallel, we also de-
fine the IP differentiated service (Diffserv) definition of QoS. We then compare the ATM
and IP traffic and QoS parameters to illustrate their similarity. This chapter concludes
with a description of new ATM service categories designed to better support switching of
variable-length packets.

Chapter 21 details the important concept of traffic defined by a set of parameters that
are implemented by a leaky bucket for ATM or a token bucket for IP and MPLS. It then
describes how policing can enforce and how shaping can ensure compliance with a traffic
contract. The coverage continues with a discussion of queuing and scheduling tech-
niques that are often employed to deliver different levels of quality and provide fair allo-
cation of resources to various classes of traffic. This chapter concludes with a description
of how admission control ensures fair access to resources, and how hierarchical label
switching can result in a more scalable network design.

Chapter 22 covers the important topic of congestion control. It begins by defining con-
gestion and its impact. The chapter then presents a number of solutions and their range of
applications, including the levels of congestion that can occur and the types of responses
that exist; the standard method of selective discard; and long-term control by use of re-
source allocation, network engineering, and management. The chapter concludes with a
review of the closed loop flow control technique, and an in-depth description of the
ATM-based technique called Available Bit Rate (ABR).

Part 6 is the technical center of the book, providing practical guidelines and design
formulas that afford considerable insight into the benefits and applicability of ATM or
MPLS. As such, it is rather detailed and makes extensive use of mathematics. As much as
possible, we try to give a “cookbook”-style solution that allows the reader to do some ba-
sic calculations regarding their application need. The text gives references to other books
and periodicals containing further detail.

Chapter 23 covers the basic philosophy of communications engineering. Central to this
discipline is the notion of random processes that model real-world events like errors, queu-
ing, and loss. The chapter describes how electrical and optical communication signals oc-
cupy a specific frequency spectrum that determines overall transmission capacity. In the
presence of noise, Shannon’s channel capacity theorem defines the highest achievable
transmission rate on a specific channel. The text then describes how a communications sys-
tem may employ error correction or detection coding to achieve improved performance.

Chapter 24 provides an in-depth overview of traffic engineering philosophy, basic
queuing models, and approximate performance analysis for delay and loss in ATM and
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MPLS devices and networks. It includes models for estimating blocking, queuing delay,
and queuing loss performance. It also presents an in-depth discussion regarding statisti-
cal multiplexing gain and equivalent bandwidth that is the mathematical foundation for
traffic engineering. It also summarizes priority queuing performance and summarizes
the impact of self-similar traffic on performance. The emphasis is not on mathematical
rigor, but rather on usable approximations and illustration of key trade-offs.

Chapter 25 discusses additional practical network design considerations. We begin
with a discussion of the impact of loss, delay, and delay variation on various applications.
The coverage then moves to summarize guidelines on the best way to run TCP/IP over
ATM. The text then provides a model for quantifying the potential savings of voice and
data convergence. The chapter concludes with a review of the network planning and de-
sign process and the tools available to support these important activities.

Part 7 provides the reader a view of operations, network management architectures,
standards, network management protocols, and performance measurement.

Chapter 26 begins with the topic of Operations, Administration, Maintenance, and
Provisioning (OAM&P) philosophy. It concludes with a description and comparison of
the various network management architectural approaches for managing ATM and
MPLS networks.

Chapter 27 continues the theme of network management, but at the next level closer to
the actual network elements. The text describes the IETF’s Simple Network Management
Protocol (SNMP) and the ITU-T’s Common Management Interface Protocol (CMIP). It
continues with a summary of important Management Information Bases (MIBs) defined
to allow configuration and operation of ATM and MPLS network elements. This includes
a detailed description of the ATM Forum’s Integrated Local Management Interface
(ILMI) and the IETF ATM MIB (AToMMIB). It concludes with a description of how
IP-based network management tools have been applied to deployed MPLS networks.

Chapter 28 introduces ATM layer and fault management architecture, which is largely
based upon the philosophy involved in operating TDM networks. The text presents ATM
Operations and Maintenance (OAM) cell structures for use in fault detection and identifi-
cation, as well as the measurement of network performance. The chapter describes meth-
ods to ensure that a network meets specific QoS objectives through the use of
performance measurement OAM cells. At the time of writing, some of these same ap-
proaches were under consideration for extending the scope of MPLS management func-
tions, and this chapter summarizes these proposals.

Part 8 provides a comparison of technologies that complement and compete with
each other in the wide area and local area network environments. The book concludes
with a look at the future of MPLS and ATM.

Chapter 29 presents an objective comparison of ATM-, MPLS-, and IP-based ap-
proaches to multi-service networking primarily along the dimensions of efficiency,
scalability, and complexity. A key requirement for the WAN is efficient use of expensive
bandwidth, and toward this end, this chapter presents an objective efficiency analysis of
ATM and MPLS versus their competitors for support of voice, video, and data services.
We continue by discussing some objective measures of scalability. Complexity is more
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difficult to quantify, but we also discuss this important aspect, since it is often such a criti-
cal factor. This chapter also discusses other design considerations, like reliability, avail-
ability, stability, supportability, and security.

Chapter 30 concludes the book with a review of the prospects for the future use of
MPLS and ATM networking. The future for ATM is more certain, while the prospects
for MPLS are much broader. We summarize important lessons learned in the devel-
opment of MPLS from ATM and other protocols. The chapter includes an overview of
hot topics like optical networking, generalized MPLS (GMPLS), and the separation of
control and forwarding. The chapter concludes with a presentation of several pos-
sible future networking scenarios as food for thought.

ATM and MPLS have a unique set of terminology, replete with many acronyms. To
aid as a reference in deciphering what amounts to a language of its own, this book also
contains two appendixes and an index. Appendix A lists the major acronyms and abbrevi-
ations used in the book, while Appendix B provides a list of references cited in the body of
the book.

REVIEW
We introduced ATM and MPLS as an infrastructure primarily used by service providers,
which in some cases is used as a service by larger enterprise customers. They are both
simplified packet-switching technologies that can be operated at high speeds as detailed
in standards. Although simple in concept, both ATM and MPLS require a significant
amount of complexity in order to make them cost effective in a large-scale network. For
example, the automatic configuration of label-switched paths is a sophisticated, complex
set of protocols unto itself. Also, there must be some form of adaptation between the
ATM or MPLS infrastructure protocol and one that is meaningful to an end device, for ex-
ample, IP, in order to achieve the multi-service vision to which both ATM and MPLS
strive. Additionally, there is a need to ensure that just the right level of traffic is sent
through a particular node or over a transmission line to ensure that the performance nec-
essary for an application to work correctly is delivered. Finally, even with the best-laid
plans there is a need to do some configuration, and even more importantly, figure out
what went wrong and fix it. Therefore, other protocols must be defined to manage the
nodes in an ATM or MPLS network. The outline of this book is essentially the description
of how ATM and MPLS meet each of the challenges just described.
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This chapter provides some background and motivation for the use of ATM and
MPLS protocols to meet various service provider, enterprise, and consumer needs.
We begin by extracting some relevant drivers in a brief review of the history of

communications. Next, the text moves on to define various aspects of demand. Finally,
the chapter concludes with a summary of important technology trends that enable ATM
and MPLS networking.

A BRIEF HISTORY OF COMMUNICATIONS
Often, our coverage of a particular topic is in historical order. This is because we believe
that many lessons from the past are carried forward into the next generation of technol-
ogy. The newer invention retains the good qualities of the old and discards the bad. In
other words, if it isn’t broken, then don’t fix it. And, if it is broken, then try to fix it without
introducing too many new bugs. Furthermore, the newcomer technology or protocol also
must bring some important innovation, enhancement, or simplification; otherwise, it will
never be successful. The historical account of the evolution of communications protocols
shows this pattern time and again. Studying the reasons why some approaches work
better for some situations than others can yield deep insights that can help us make better
decisions going forward. Additionally, understanding the mistakes of others allows one
to move ahead more productively by avoiding those same mistakes. In a complementary
manner, knowing that a particular approach is a tried and true solution to a particular
type of problem is reassuring—that is, at least until someone comes up with a better idea.

The history of human communication is a long one, and there are several ways of
looking at it to try to discern a pattern and derive guidance and knowledge from our pre-
decessors. The following sections present several perspectives.

Recurring Trends in Encoding and Relaying
One view of the history of communication is along the dimensions of analog versus digi-
tal encoding and synchronous versus asynchronous relaying, or scheduling. Speech and
the visual arts are forms of analog-encoded information, while writing and computer sig-
nals are digitally encoded information. Communication is the process of transferring in-
formation. Analog communication was the earliest and is the most natural for many
people. The beginnings of spoken analog human communication are possibly 100,000
years old. Graphic images over 30,000 years old have been found in caves. We have been
talking and showing things to each other ever since.

Written records from ancient Syrian civilizations scribed over 5000 years old in a dis-
crete cuneiform alphabet on clay tablets mark the beginnings of digital communication.
Soon thereafter, messengers conveyed this written digital information, and eventually
this was institutionalized as a postal service. Although usually viewed as a modern phe-
nomenon, digital long-distance optical communications began over two millennia ago
when the ancient Greeks used line-of-sight optical communications to relay information
using placement of torches on towers at relay stations. The practice continued through



the seventeenth and eighteenth centuries when optical telegraphy was extensively used
in Europe. That is, until someone came along with a better idea when Samuel F.B. Morse
invented electrical telegraphy in 1846, marking the beginning of modern digital electro-
magnetic communications. Marconi invented radio telegraphy shortly afterward, en-
abling digital communication at sea and providing access to remote areas. Broadcast
analog radio communications of audio signals followed in the late nineteenth and early
twentieth centuries. Telephone companies applied this technology to analog voice com-
munication in the same time frame. Television signal broadcasting began in 1928 and be-
came commercially viable in the late 1940s, with color broadcasts occurring in the 1960s.
In the 1950s, the conversion of analog voice to digital signals began in large metropolitan
areas to make better use of installed cabling.

This was followed by the invention of packet switching in the 1960s as an offshoot
from research into secure and highly resilient military communication networks. Packet
switching includes many technologies covered in detail in the next part, including X.25,
Frame Relay, and the Internet Protocol (IP). ATM and MPLS are the latest ancestors of
packet switching in the 1990s. Fiber optic transmission and the new concept of synchro-
nous digital transmission introduced in the early 1980s moved the unceasing progress of
technology ahead another notch. From this we learned about the complexity of building a
distributed system with stringent timing synchronization requirements. The next major
leap in technology in the 1990s was wavelength division multiplexing (WDM), which is
analog and asynchronous. Switching an entire optical line or a single wavelength is a hot
topic early in the twenty-first century that promises to service the projected geometrically
increasing demand for capacity fueled by Internet-based applications.

Data Networking: Enabling Computers to Communicate
Once an organization had more than one computer and more than a few users, an urgent
need arose to interconnect these computers, which was the birth of data communications.
Beginning in the 1960s, mainframe-based networks accessed by local and remote termi-
nals evolved through the use of private networks and packet-switched services. For ex-
ample, IBM’s Systems Network Architecture (SNA) provided the means for many dumb
terminals to communicate with an intelligent host or mainframe in a hierarchical fashion.
This hierarchy developed because collecting expensive intelligence at the host and mak-
ing the terminals dumb was the most cost-effective solution at the time.

The rise of first minicomputers and then the personal computer (PC) ushered in the
era of modern data communications. It also ushered in the client/server computing para-
digm, where a not-so-dumb client terminal could do some stand-alone operations, rely-
ing on a departmental server for data or other services, such as shared printers or mass
storage. In order to interconnect these devices, local area networks (LANs) were the next
major development in the computer communications networking with the invention of
Ethernet by Xerox in 1974. Just as minicomputers invaded mainframe turf when the cost
fell to departmental budget approval levels, so too did PCs, LANs, bridges, and routers
invade the minicomputer turf. Initially, these LANs sprang up as disparate islands run by
entrepreneurial departments, but then the need arose to share the information. As
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described in Chapter 9, first bridges and then routers enabled interdepartmental connec-
tivity of diverse computing resources in a cost-effective manner.

When the need arose to interconnect these LANs, the mainframe manager and entre-
preneurial LAN managers had to work together in order to provide access from the
LANs to the mainframes. In addition, WAN interconnectivity often went beyond the
scope of a single LAN manager because costs had to be shared across multiple LANs, and
here too cooperation was necessary. The router also found its place here as the gateway
from the LAN to the WAN to fill this need, as well as the device that interconnected dis-
parate LANs running a common network layer protocol. Of course, the latest news is
how the Internet burst from relative obscurity as a research network to become the de
facto standard in networking.

Changing Organizations of People and Networks
Computer communications networks evolved over the last 30 years from centralized
mainframe computing, through the departmental minicomputer era, into the current era
of the distributed client/server processing. Traditionally, these data networks and the or-
ganizations that ran them were completely separate from voice communications net-
works and organizations. However, with technology offering the potential for
convergence of voice and data networks, this tradition is now changing as well.

A great parallel is occurring in the evolution of networks and organizations. Net-
works and entire corporate organizations are making the transition from hierarchical to
distributed structures, requiring both greater interconnection and more productivity
from each individual or group. We call this move from hierarchical to distributed struc-
ture flattening. In networking terminology, flattening means the creation of fewer net-
work elements with greater logical interconnection. In organizations, flattening often
refers to the reduction of middle management, which requires greater horizontal com-
munication and interaction within the organization. This trend continues as executives
reengineer the corporation, which in turn requires reengineering of the computing and
communications network support infrastructure.

With an ever-increasing number of two-income households, more enterprises strive
to accommodate work at home and telecommuting. The corporate world now realizes
that the quality of life and productivity improvements achieved by allowing people to
work from home, instead of fighting through hours of rush hour traffic, pay off in the
long run. Here, too, technology has been an enabler by offering higher-performance ac-
cess technologies like cable modem and digital subscriber line (DSL).

Evolving corporate infrastructures require communications networking flexibility to
respond to ever-changing business needs. Reorganizations, mergers, and layoffs fre-
quently place information workers in different physical locations, accessing different net-
work resources. These factors drive network designers to distribute the storage and
processing of data to servers supporting groups of clients. The result is that an increasing
amount of computing occurs via distributed processing using the client/server paradigm,
which is precisely the model of the Internet.
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Several technologies enable and drive this change. Distributed processing involves the
location of network intelligence (i.e., processing) to many network sites, where each site
communicates on a peer-to-peer level, rather than through a centralized hierarchy.
Client/server computing distributes the actual storage and processing of information to
many server sites as opposed to storing and processing all information at a single, cen-
tralized location. Servers provide the means for multiple clients to share applications and
data within a logical, or virtual, workgroup. Servers also allow users to share expensive
resources, such as printers, CD-ROM juke boxes, mass storage, high-speed Internet con-
nections, Web servers, and centralized databases.

DEFINING THE DEMAND FOR COMMUNICATIONS
What creates demand for communication services? What are the killer applications? What
human activities or automated system applications have an insatiable thirst for the capa-
bilities that only MPLS or ATM can provide? Part of the answer peeks out at us from the
experience of the World Wide Web (WWW). Web browsers evolved from interesting de-
mos in the early 1990s to slick professional programs on which the twenty-first-century
world now relies. Beginning as simple text pages with simple graphics, contemporary
Web applications sport animated graphics, audio, video, and an increasing set of interac-
tive applications downloaded in real time. Furthermore, the tremendous popularity of
cable television and wireless devices also shows a possible source of the future traffic. If
people spent only a fraction of the time spent watching television on multimedia Internet
communications, then the demand would be a thousand times the current level of
Internet traffic. Also, there are more wireless access devices than there are traditional
Internet users. The experience of wireless communications teaches us that convenience
and mobility are important features of communication services.

Residential and Commercial Users
Traditionally, communication users have been placed into one of two broad categories in
terms of the types of services and capacity requirements they demand: residential or
commercial. A residential user ranges from the household with dial-up modem access to
the Internet up to people with broadband Internet and/or ISDN access connections. The
set of commercial users overlaps residential use (e.g., the single-occupant home office) up
through access connections that support multiple gigabits per second. There is also a dif-
ference in the set of services that a residential user wants (or can afford), as compared
with a commercial customer. In general, residential users often want just the most basic
services, usually from only a single location or device. On the other hand, commercial us-
ers are the ones to demand the most sophisticated services, sometimes requiring simulta-
neous support for hundreds or even thousands of sites and devices. Commercial users
are candidates for use of native ATM or MPLS services, or services directly based upon
these technologies, while on the other hand, MPLS and/or ATM can provide the infra-
structure for residential as well as commercial services.
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Applications and Networks Change Faster Than Behavior
It is often easier to get people to perform existing tasks using a better tool than it is to get
them to change their overall behavior. This has been a hallmark of the historical innova-
tion of communications. For example, telegraphy was a major disruptive technology in
that it decoupled communication from transportation [Odlyzko 01]. No longer did com-
munication travel at the rate at which a messenger or postal system could transport pack-
ages—a short message could be sent across long distances in seconds to minutes. People
still communicated messages, but telegraphy made this happen much more rapidly.
E-mail and the Web are similar innovations in that an incredibly detailed message can be
sent or retrieved almost instantaneously. This is a huge step beyond physical delivery of a
document in the ability to convey information. However, in the end, the basic human be-
havior of generating a document, distributing it, and reading it have not changed—only
the applications and networking involved in this process have. In a similar vein, people
will still always need to talk to each other, and e-mail and the Web will never replace that.
Therefore, there is a tremendous drive to support human voice communication over IP,
MPLS, and ATM networks.

Geographical Aspects of Networking
There is also a strong geographic context to communications. The cost of connecting com-
puting components is much less on your desktop than across the desks in your immedi-
ate local area network (LAN). Similarly, it is less expensive to connect sites within the
same metropolitan area than it is to get connections across a country or a continent. And
finally, when communication must occur across transoceanic cables, the costs can be
quite high. In a very real sense, communication begins at the desktop, and users have
come to expect that capabilities and performance for mission-critical applications avail-
able only at their desks a few years ago will be available almost independent of geogra-
phy. However, this fact is often mitigated by a geographically defined community of
interest based upon the scope of the enterprise, language, national boundaries, or culture.

Typically, two scenarios drive enterprise needs for greater connectivity across the
metropolitan or wide area network. The first is an increased need for interconnection be-
tween distributed computing devices on remote LANs. The second is the logical exten-
sion of LAN-speed communications across wider geographic areas; for example, access
to remote intranet servers. Geographically dispersed LANs now have a range of connec-
tivity choices, ranging from dedicated circuits to switched wide area and metropolitan
area networks to broadband data services. The choice of WAN technology and services is
based upon several factors, which include cost but also features and security. In fact, con-
necting LANs across the WAN often leads to the hybrid use of private data networks in
conjunction with public WAN services in many large enterprises.



The End Result: Tremendous Internet and Data Traffic Growth
Internet traffic growth has doubled annually on average for many years, and enterprise
data traffic has consistently grown at a factor of tens of percentage points per year, far
outpacing the average growth of voice, which has been less than ten percent per year. Un-
fortunately for service providers, the revenue for Internet and data services isn’t growing
as fast as traffic. According to various accounts, the volume of Internet and data commu-
nications traffic exceeded that of voice and private line traffic some time in the late 1990s.
What is causing Internet and data traffic to grow so much more rapidly than that of voice
and traditional private lines? There are many answers: Web browsing, electronic mail,
file transfer, local area network interconnection, interactive applications, and emerging
multimedia applications are all creating demand for new data services. Think about the
amount of time you and your co-workers spend on the phone versus surfing the Web,
reading and sending e-mail messages, and sending files across the network. Think back a
few years and reflect on how this has changed. Most people would report that their use of
data networking increased markedly.

TECHNOLOGY TRENDS
A number of trends in the area of technology drive traffic growth and enable new appli-
cations. These include enhancements to the basic components that make up computers
and network elements (e.g., switches and routers), namely, processors, protocols, and
transmission systems.

Processor and Memory Cost Trends: Moore’s Law
One of the biggest trends driving the need for a high-speed network infrastructure like
ATM or MPLS is the continued growth of computing power and its use in distributed client/
server computing. Processing power (MIPS), memory size (megabytes), and display size
(megapixels) capacity are all doubling every 18 months according to Moore’s law, but
they continue to be available at the same price. This continuing enhancement of the
price-performance ratio of computers creates a tremendous demand for Internet and data
communication. Furthermore, as discussed earlier, organizational reengineering further
increases demand for bandwidth to interconnect these workstations and servers.
Mass storage of information has shrunk to a fraction of its original size and cost, so
that even a modest machine can be a server (if it is well connected), a fact that further
distributes demand.

These technologies not only propel the cost effectiveness of computing performance,
but they are also directly applicable to the electronic hardware components that implement
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communication equipment, such as ATM- and MPLS-based switches and routers. And,
although a doubling of communication speed every 18 months may seem impressive, it
turns out not to be enough to keep up with the historical Internet growth rate of annual
doubling. We come back to this subject in Chapter 30, where we discuss how MPLS con-
trol of optical networking could be the architectural change necessary to solve this scaling
problem.

Distributed Computer Communications Protocols
Desktop machines not only have the processing power the centralized host once had, but
their operating systems contain the TCP/IP suite of protocols that enable many of the
functions known as the Internet. A large set of standards details the formats, procedures,
and uses of these protocols that have resulted in a number of interoperable implementa-
tions, enabling competition in the IP, MPLS, and ATM marketplace.

Increased memory in the end stations allows protocols to implement larger retrans-
mission windows, and hence acheive increased throughput in high-performance net-
work environments. RFC 1323 increases TCP window size from 64 kilobytes to over
1 gigabyte for this very reason. Increased processing power enables the implementation
of more sophisticated flow control and windowing mechanisms. One example of a good
complexity trade-off is placement of sophisticated TCP flow control algorithms in the end
station, such that the processing can be distributed to the edges, leaving the simpler IP
forwarding function to be done by switches or routers in the core network. This is an ex-
ample of an important tenet of the Internet architecture at work; namely, moving com-
plexity (i.e., processing and storage) as close to the end system as possible.

Older network protocols like X.25 packet switching implemented complex proce-
dures just to ensure that a packet could be reliably sent from node to node, sometimes re-
quiring multiple retransmissions over noisy, error-prone analog links. The simplification
of network core switching protocols is primarily a result of essentially error-free physical
layer communications over digital facilities replacing the older error-prone analog facili-
ties. The infrequent occurrence of errors and associated retransmission is then achieved
much more cost-effectively in end systems. Simpler network protocols, such as Frame Re-
lay, ATM, and MPLS, rely on the performance of digital fiber optic transmission, which
provides very low error rates, typically less than 10–12. This means that less processing
power is required in intermediate routers, since the complexity of error detection and re-
transmission can be moved to the end system.

Modernization of Transmission Infrastructures
Fiber optics replaced digital microwave transmission in industrialized nations even more
rapidly than digital transmission systems replaced analog systems. Satellite communica-
tions have been relegated to serving as a high-quality digital transmission medium for
connectivity to remote areas or as a backup to terrestrial facilities. The nationwide and
metropolitan area networks of most service providers are almost exclusively fiber based,
and many routes employ automatic protection in the event of failure. The potential
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bandwidth between cities that could be carried over the hundreds of pairs of optical fi-
bers, each operating at terabit-per-second (1012 bps) speeds, have created a capacity glut
in certain geographic regions in the early twenty-first century.

Modern digital and fiber optic transmission communications establish a new baseline
for the performance of digital data communications, just as digital transmission made
long-distance-calling sound quality comparable to local calls in the 1980s. The low error
rates and high reliability of digital transmission over fiber optics was an important factor
in networking protocol simplification. Furthermore, the cost-effective availability of
high-speed digital transmission circuits at rates ranging from millions to billions of bits
per second is an important enabler for MPLS and ATM infrastructures.

Faster and Farther, but Never Free
Two complementary and competing phenomena are occurring simultaneously. LAN
and WAN speeds are converging such that provision of LAN-speed connectivity across
the WAN is becoming technically feasible, although cost is of course dependent on dis-
tance. Bandwidth in the WAN and the LAN, when viewed in terms of cost per mega-
bit-per-second, has steadily decreased in cost over time (years), with LAN costs
decreasing much more rapidly than WAN costs. The principal trend in LAN technology
centers on the highly cost-effective, tried and true Ethernet family of transmission sys-
tems, ranging from 10 Mbps to 10 Gbps and using twisted pair at the lower speeds and
optical fiber at the higher speeds. Although running fiber to the desktop and home costs
only a few cents per feet, it now dominates the overall cost. But here again, creative inno-
vators have found ways to squeeze even more bandwidth out of the existing twisted
pairs deployed to major enterprises and many households through cable modem and
DSL technologies, as discussed in Chapter 11.

Bandwidth in the WAN, as many pundits projected, is not yet “free” (and never will
be), but it is becoming less expensive when delivered at very high volumes between points
directly connected by optical fiber. That is, faster circuits are generally less expensive when
measured on a cost per bit per second basis. At the time of writing, “fast” means terabit per
second speeds (1012 bps) across a single fiber optic strand, as achieved through Dense
Wavelength Division Multiplexing (DWDM). However, don’t forget that you must fill up
such a high-speed circuit to achieve this economic benefit. But aggregating many
lower-speed flows into a larger stream is a fundamental concept of network infrastructure,
such as ATM or MPLS. Therefore, the enhanced cost effectiveness of increasingly
higher-speed digital transmission circuits at rates ranging from millions to billions of bits
per second is an important enabler for MPLS and ATM network infrastructures, since this
helps a service provider achieve economy of scale in the core of a network.

The Accelerating Bandwidth Principle
As discussed earlier, Moore’s law is based upon the historical trend that a computer’s
central processing unit (CPU) speed, as measured in millions of instructions per second
(MIPS), doubles every 18 months, with this performance available at a relatively constant
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price. (Of course, you have to buy twice as much capacity to get the newest model with
the latest features.) During the mainframe era, Gene Amdahl postulated that the average
application requires processing cycles, storage, and data communication speeds in
roughly equal proportion. For example, an application requiring 1 MIPS also needs 1
megabyte of storage along with 1 Kbps of peak communications bandwidth. Robert
Metcalfe (the inventor of Ethernet) postulated that communications demand grows as
the square of the number of devices that are in communication with each other. Many ex-
perts believe that Metcalfe’s prediction is too aggressive, but they agree that demand for
communications capacity is growing faster than processing speed. The number of de-
vices in communication has been growing over time due to the change from centralized
computing to the client/server paradigm, and most recently the worldwide embrace of
the Internet. One example of this trend is the number of hosts connected to the Internet,
which has been growing at a historical rate of 55 percent per year [Hobbes 02]. The in-
creases in available computing power from Moore’s law and the commensurate need for
bandwidth as posited by Amdahl, magnified by the increased communications of an ex-
panding community predicted by Metcalfe, combine to result in what we call the acceler-
ating bandwidth principle.

The accelerating bandwidth principle shows that the need for communication grows
at a rate faster than the growth of processing speed (and storage capacity) predicted by
Moore’s law due to the increased communication within an expanding community of in-
terest. Figure 2-1 illustrates an example of the accelerating bandwidth principle, with val-
ues plotted on the logarithmic scale on the y-axis versus years on the x-axis. The starting
point is a representative set of numbers starting with minicomputers in 1980 of a 1 MIPS
CPU requiring 1 Kbps of communication. We assume that the community of communica-
tion rate increases at 30 percent per year as a slower acceleration than that postulated by
Metcalfe to the linear tracking of computer capacity postulated byAmdahl’s law. The
curve labeled MIPS/CPU represents the nonlinear doubling in computing power every
18 months predicted by Moore’s law. The curve labeled Mbps/MIPS represents the non-
linear growth of the required data communication of approximately 30 percent per year.
The curve labeled Mbps/CPU, which is the product of the MIPS/CPU and Mbps/MIPS
curves, represents the data communications bandwidth predicted by the accelerating
bandwidth principle. The growth rate for the Mbps/CPU value is hyperexponential be-
cause the exponent grows at a faster than linear rate due to the combined nonlinear in-
crease in interconnection and computer communications bandwidth. This simple model
provides an explanation for how the Web drove Internet and enterprise data network
traffic growth experienced beginning in the mid-1990s.

Worldwide Cooperation for Standards
Rapid realization and industry-wide agreement on a common set of standards are essen-
tial to achieve interoperability at all levels of the network and across many hardware and
software platforms. Interoperability is important for a service provider or enterprise net-
work operator because it enables a choice between vendors. Participation in standards
bodies by vendors, service providers, and end users is essential to achieve this goal, as
described in the next chapter.
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Most industry sectors and associated standards bodies now support both ATM and
MPLS. This began with the telecommunications industry defining initial B-ISDN and
ATM standards in the late 1980s, which saw the development of early, prototype ATM
switches. The traditional customer premises multiplexer and switch vendors then
adopted ATM in the early 1990s. Next, the Internet standards folks got involved and
router, bridge, and workstation manufacturers began building standard ATM interfaces
into their products. In fact, it was ATM-standard interfaces that enabled service provid-
ers to scale the Internet in the mid-1990s by connecting routers with ATM switches. Ven-
dors developed ATM interface cards for workstations and servers in the latter part of the
1990s, which in retrospect was the peak of ATM development. Now, fewer new stan-
dards are being developed for ATM, and much of the focus of ATM is in support of Frame
Relay, voice, and circuit emulation.

As described in Chapter 10, the drive that created MPLS was to make a bigger and
better Internet. The Internet standards body, service providers, and router vendors were
the ones to drive forward this important effort, which took several years. The basic MPLS
standards are now in place, and a number of interoperability labs help ensure that
real-world implementations work together. But, a good standard is often a process of
continuing refinement, and MPLS standards continue to evolve. As described in this
book, although MPLS was initially conceived as an infrastructure better suited than ATM
for the Internet, the standards efforts of the early twenty-first century have focused on
making MPLS support multiple services, essentially trying to solve the same problem
that telephony standards had done for ATM. In fact, the standards groups who created
ATM are now trying to get involved in the MPLS standards process!

Figure 2-1. Illustration of the accelerating bandwidth principle



REVIEW
The chapter first summarized how ATM and MPLS are communications of a digital and
asynchronous form, similar to the postal services and telegraphy of the past. Also, the
change in computer communications from centralized mainframes to distributed per-
sonal computers and servers has impacted organizations as well as fueled the demand
for communication. There are two broad classes of communication users: residential and
commercial, who have different characteristics and needs. In general, applications and
networks that let people do what they have been doing, but more productively, are the
most successful; the Web and e-mail of the Internet are a case in point. Demand also has a
geographical aspect, with a community of interest generally matching that of a user’s lo-
cality. The end result is the explosive growth of Internet-related traffic. The chapter con-
cludes with a summary of the foundational technology trends of processing, protocols,
and transmission that enable the high-speed networking capabilities of ATM and MPLS.
Of course, in order to do all of this cost effectively, there must be cooperation that results
in interoperable standards, a topic covered in the next chapter.
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International Telecommunications Union (ITU)
The United Nations founded the International Telecommunications Union (ITU) in 1948
to produce telegraphy and telephone technical, operating, and tariff issue recommenda-
tions. Formerly known as the Consultative Committee International Telegraph and Tele-
phone (CCITT), the Telecommunications standardization sector, referred to as the ITU-T,
produces recommendations on B-ISDN in which ATM is but one component in an overall
set of services. During a two-year study period, the ITU-T assigns questions to study
group. These groups organize into lower-level committees and produce working docu-
ments and draft recommendations. Study group 11, for example, covers ATM signaling
protocols; while study group 13 is the lead group for IP-related functions, for example,
MPLS. For details and to obtain further information about the ITU-T, see their Web site
at http://www.itu.int.

The ITU-T is a members-only standards organization, with fees charged based upon
the class of membership. The ITU-T standards documents are called “Recommenda-
tions” but have a much stronger meaning, particularly when interworking between ser-
vice providers in different countries. Recommendations are available to members, or to
the general public for a fee. Hard copy, CD-ROM, and downloadable forms of these doc-
uments are available at www.itu.int.

The ITU-T organizes recommendations covering various aspects of B-ISDN in a set of
alphabetically identified series. The following series are relevant to ATM and MPLS:

� Series E Telephone network and N-ISDN

� Series F Non-telephone telecommunication services

� Series G Transmission systems and media

� Series H Transmission of non-telephone signals

� Series I Integrated services digital network

� Series M Maintenance

� Series Q Switching and signaling

� Series Y MPLS and IP related work

In this book, ITU-T Recommendations are cited as [ITU a.xxxx], where a is one of the
preceding series letters and xxxx is the specific Recommendation number. As can be seen
from the References section, the ITU-T has approved a large number of ATM-related rec-
ommendations, and a few MPLS ones.

ATM Forum
The ATM Forum started up in January 1992 as a members-only organization with the
charter of accelerating the pace of ATM standardization, interoperability, and education.



There are several categories of membership, which have different levels of rights and
privileges. The principal focus of this book is the output of the technical committee,
which consists of specifications that once finalized are available for free download at
www.atmforum.com. The ATM Forum organizes its documents according to technical
“subject matter expert” subcommittees, which define the document naming and num-
bering convention. The groups of related technical subcommittees covered in this book
and their commonly used acronyms are:

� Control Signaling (CS), Routing and Addressing (RA), Private Network-
Network Interface (PNNI), and Broadband InterCarrier Interface (B-ICI)

� ATM-IP Collaboration (AIC), formerly called LAN Emulation (LANE), and
MultiProtocol Over ATM (MPOA)

� Network Management (NM), Integrated Local Management Interface (ILMI)
and testing (TEST)

� Physical layer (PHY) and User-Network Interface (UNI)

� Service Aspects and Applications (SAA) and Security (SEC)

� Traffic Management (TM)

� Voice Telephony over ATM (VTOA)

� Frame-based ATM (FBATM) and Data Exchange Interface (DXI)

The documents on www.atmforum.com are grouped according to the preceding top-
ics, with each document identified by the subcommittee acronym, a document number,
and a revision number. In this book, we refer to ATM Forum documents as [AF xxxx],
where AF stands for ATM Forum and xxxx is either an acronym or a number. These sub-
committees meet several times per year, with attendees paying a meeting fee in addition
to an annual fee. They also conduct their business over e-mail and a restricted mem-
bers-only Web page. As seen from the ATM Forum Web site or the Reference section of
this book, the ATM Forum has produced many important specifications; and earned a
reputation as a fast-paced group covering a broad scope of topics.

Internet Engineering Task Force (IETF)
Commensurate with the mandate for global interoperability of the Internet is the need for
standards, and lots of them. The Internet Activities Board (IAB) initially produced stan-
dards, but by 1989 the Internet had grown so large that it delegated the work of develop-
ing interoperability specifications to an Internet Engineering Task Force (IETF), split into
several areas, each with an area director. Each area has several working groups focusing
on different issues in the same area. The IETF is not membership based. It is an open
forum that accepts only individual contributors, giving no official preference based upon
organizational affiliation. Specifications are drafted by working groups in documents
called Requests For Comments (RFCs), identified by a serially assigned number. As of
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2002, the IETF had produced over 3000 RFCs since 1969. We cover the outputs of many
working groups in this book, including the following:

� Multiprotocol Label Switching (MPLS)

� Provider Provisioned Virtual Private Networks (PPVPN)

� Pseudo-Wire Edge-to-Edge Emulation (PWE3)

� Integrated Services (INTSERV)

� Differentiated Services (DIFFSERV)

Not all RFCs are standards, and many are obsolete or are only of historical interest. A
standards-track RFC passes through a draft stage and a proposed stage prior to becoming
an approved standard. Another possible outcome of an RFC is archival as an experimen-
tal RFC. The IETF also publishes informational RFCs. As a housekeeping matter, the IETF
archives out-of-date RFCs as historical standards. The archiving of all approved (as well
as historical or experimental RFCs) serves as a storehouse of protocol and networking
knowledge available to the world—accessible, of course, over the Web. The IETF has is-
sued many MPLS- and ATM-related RFCs, as detailed by citations in this book and listed
in the References section at the end of the book. Information on the IETF and free RFC
downloads are available from the home page at www.ietf.org/home.html.

Frame Relay Forum
Many aspects of the Frame Relay Forum (FRF) are similar to those of the ATM Forum. It is a
members-only industry organization, requiring membership fees. Since both organiza-
tions deal with connection-oriented protocols based upon ISDN-based signaling using
similar network management functions, there is a technical need to define how they can
interwork with each other. In fact, the ATM Forum and the Frame Relay Forum corrobo-
rated closely in the production of FR/ATM interworking specifications, as described in
Chapter 17. There are also some relationships between FR and MPLS that we discuss in this
book. You can download FR Forum (FRF) implementation agreements at frforum.com. We
refer to these documents using the convention [FRF xx.y], where xx is the FR Forum docu-
ment number and y is the version.

MPLS Forum
One of the newest players on the standards scene is the MPLS Forum, founded in early
2000. Similar to most other industry forums, it is a members-only organization with several
levels of membership. Its charter is to drive worldwide deployment of multivendor MPLS
networks, applications, and services through interoperability initiatives, implementation
agreements, and education programs. At publication time, the technical committee had
two working groups: Interoperability and Applications & Deployment, which had pro-
duced only the voice over MPLS document summarized in Chapter 16. For information on
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the MPLS Forum or to download approved implementation agreements for free, see
www.mplsforum.org.

DSL Forum
In response to the booming demand for broadband access to the Internet of the late 1990s,
an important technology that made use of existing twisted wire pairs called digital sub-
scriber line (DSL) was a subject of intense activity. As described in Chapter 11, ATM was
one of several methods for carrying information over DSL. The DSL Forum is a mem-
bers-only organization responsible for creating interoperability specifications for such
implementations. You can download these specifications from www.adsl.com for free.

Other B-ISDN/ATM Standards Bodies
There are also national and regional standards bodies involved in the specification of
B-ISDN and ATM. The official B-ISDN/ATM standards organization in the United States
is the American National Standards Institute (ANSI), and in Europe it is the European
Telecommunications Standards Institute (ETSI). These bodies cover aspects not covered
in ITU-T or ATM Forum specifications, such as specific aspects of physical interfaces, net-
work management, performance, or specific service aspects. However, over time, many
of these aspects are now contained in ITU-T Recommendations. Both ANSI and ETSI are
members-only organizations. You can buy ANSI standards at ansi.org. ETSI standards
are available for limited free downloads or purchase at etsi.org.

CREATING STANDARDS: THE PLAYERS
Perhaps the single most important driving factor to achieve successful standards and
industry specifications is responsiveness to deliver what users actually need (and will
pay for), and not what engineers think is technically elegant. Some of the most important
questions a user can present to a vendor are “Does it conform to industry standards,
which ones, and how?” Standards play a critical role in an age when national and interna-
tional interoperability is a requirement for successful communications networking. Peo-
ple from many nationalities, diverse cultures, and differing value systems must find a
consensus (or a meeting of the minds) in international standards bodies. That these
groups of earnest people are able to produce such highly successful, interoperable results
testifies to the power of human cooperation.

Vendors
Standards present a dilemma to vendors: on the one hand they must consider the stan-
dards, while on the other hand they must develop something proprietary (often lead-
ing-edge) to differentiate their products from the rest of the competitive pack. Being the
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market leader and being standards-compliant are often contradictory objectives. In the
emerging era of MPLS, successful vendors frequently lead standards development and
forego proprietary differentiation. This occurs because users are often unwilling to risk
future business on a vendor-proprietary system.

Vendors can also drive standards, either by de facto industry standardization, through
formal standards bodies, or through industry forums. De facto standardization occurs
when a vendor is either an entrepreneur or the dominant supplier in the industry and
wants to associate the new technology with their name, such as IBM with SNA or Microsoft
with Windows. De facto standards in high-technology areas, however, do not last forever.
Sometimes the dominant vendor is not the only one in the market with a product, but the
market share, quality, or technology makes them the de facto standard around which other
vendors must design.

Users
Generally, users benefit when they purchase equipment conforming to industry stan-
dards rather than proprietary solutions, since they can competitively shop for products
and services with the assurance of some level of interoperability. Standards, remember,
are of paramount importance in the context of international interconnectivity. Also, users
play an important role in helping develop standards because the use of standard equip-
ment (as well as vendor acceptance) may well determine the success or failure of the stan-
dard. Ubiquitous deployment is often required for success. Vendors say: “We will
provide it when customers sign up.” Customers say: “We will sign up when it is univer-
sally available at the right price, unless we see something else better and less expensive.”
Users usually do not play a very active part in the standardization and specification pro-
cess. Instead they signal their approval with their purchases—in other words, users vote
with their money.

Network Service Providers
Network service providers also actively participate in the standard-making process. In a
very real sense, they are major users of vendor equipment. Service providers often select
vendors that adhere to industry standards but that still provide some (usually nonstan-
dard) capability for differentiation. This approach does not lock a service provider into one
vendor’s proprietary implementation, and it allows for a multiple-vendor environment.
Providers must not only make multiple-vendor implementations interoperate within their
networks, but they must also interface with other networks. Additionally, they must also
ensure the availability of industry standard interfaces to provide value-added services to
users. Some service providers utilize single-vendor networks since full implementation of
standards is not complete. Furthermore, an example where standards are still incomplete is
notably in the management and administrative areas, requiring proprietary solutions to
meet essential business needs.



CREATING STANDARDS: THE PROCESS
This section reviews the general standards and specification process illustrated in
Figure 3-1. The process begins with the standards organization defining a plan or charter
to work on a certain area. Technical meetings and/or e-mail dialog progress the work
through a series of written contributions, debates, and drafting sessions. The result is
usually a document drafted and updated by the editor in response to contributions and
agreements achieved in the meetings. The group reviews the drafts of this document, of-
ten progressing through several stages of review and eventually approval—eventually
resulting in a final standard or specification. Business and political agendas often influ-
ence the standards process: sometimes the industry accepts a de facto standard, while at
other times the standards bodies form a compromise and adopt incompatible standards
performing the same function. If your company has a vested interest in the outcome of
the standard, they should have input and involvement in its creation. Of course, the final
measure of success for any standard is the degree of user acceptance and the volume of
interoperable implementations produced by the industry, as indicated at the bottom of
the figure. We now discuss each of these steps in more detail.
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Figure 3-1. Generic standardization and specification process



Charter and Work Plan
Most standards and specifications groups must first agree on a work plan. An exception is
a vendor or provider bringing in a fully documented proposal to a standards body. A work
plan defines the topics addressed, a charter for the activity, an organization for performing
the work, and usually a high-level set of objectives. User input and involvement most likely
occur at this stage, either indirectly or sometimes through direct participation. This is the
time that users and service providers often voice their high-level requirements to vendors.
The work plan for updating an existing standard usually includes some changes resulting
from user feedback or interoperability issues that have arisen. Often, the work plan sets an
approximate schedule for completion of the standard or specification.

Meetings and Contributions
The majority of the work occurs at technical meetings, which last from several days to a
week or more or via e-mail interaction. Typically, participants submit contributions in
advance of meeting face to face. Contributions take on many flavors, ranging from pro-
posing specific text and drawings for the draft standard, presenting background infor-
mation, articulating arguments for or against a particular approach, or serving as liaison
with other standards or specification bodies. Usually, smaller subcommittees discuss
these detailed contributions, except when a contribution proposes something of interest
to the entire standards body. If the contribution proposes adding or changing text to a
baseline document, then the subcommittee employs a process to determine whether the
proposal is accepted, amended, or rejected. Formal standards bodies usually attempt to
achieve consensus before agreeing to include a contribution’s input, while other industry
forums employ a straw vote method to accept or reject proposals.

The ITU-T, the ATM Forum, and the IETF are all large committees, with hundreds to
thousands of members attending each meeting. These large committee meetings nor-
mally have a plenary session where representatives from all the subcommittees attend.
Outside the plenary meeting, multiple subcommittee meetings usually occur in parallel.
The subcommittees are granted some autonomy. However, they usually review major
changes or key decisions in the plenary session or through some other formalized pro-
cess. Meetings also are used to resolve issues that arise from the drafting, review, voting,
or approval process described in the next couple of sections.

Drafting and Review
Key individuals in the development of a standard or specification are the editors. Stan-
dards would never exist without the efforts of these dedicated individuals. Many stan-
dards documents explicitly give credit to the editor and acknowledge key individuals
who contributed to the overall standard or specification. This inspires extra effort and
participation. As indicated in the Reference section of each chapter, the IETF explicitly
acknowledges these individuals as authors of an RFC. Many other standards documents
also acknowledge contributors.
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The editors draft text based upon the contributions, as amended in a meeting or in
response to e-mail comments. The working group usually trusts the editor to research
related standards and specifications and align the document accordingly. A key part of
any standards or specification technical activity is the ongoing review, correction, and
improvement of the draft document, which provides the basis for contributions for the
next meeting.

Approval and Consensus
Once a particular document has reached a “final draft” status, the committee usually dis-
tributes it for approval via consensus or voting. Comments that members believe must be
addressed in order to approve the document as a standard or specification are often
addressed via a comment resolution process at meetings or over an e-mail list, resulting in
more drafting for the editor and the subcommittee. The voting step of the process differs
in various bodies in the number of members required to approve a change. If complete con-
currence is the objective, then the process can be lengthy; if only a majority vote is required,
then progress may be more rapid, but that can possibly increase the risk. Since human
beings work on the standards, the occasional instance of human error is inevitable. After
completing the comment resolution process, the standard or specification then goes to final
approval. Again, depending upon the rules governing the standards or specification body,
anything ranging from a simple majority to unanimous approval is necessary for the
body to release the document as an approved standard or specification. Often a supervi-
sory board reviews the proposed standard for consistency with the format, style, scope,
and quality required by that body in the final approval stage.

User Acceptance and Interoperability
Some users have business problems today that can be solved only by proprietary imple-
mentations prior to the development of standards. Waiting for an approved standard
could put these users out of business. Therefore, the user is caught in the dilemma of
adopting an emerging standard now, or else waiting for it to mature. Users primarily
determine the success of standards by creating the demand for specific capabilities, and
even technology, by purchasing various implementations from vendors and service pro-
viders supporting that standard.

The key technical measure of a standard’s or specification’s success is whether imple-
mentations from multiple vendors or carriers interoperate according to the details of the
documentation. Remember too that specifications also point out where systems will not
interwork. The documents should specify a minimum subset of interfaces, function, and
protocol to achieve this goal. In support of interoperability, additional documentation,
testing, and industry interoperability forums may be required.

If users do not accept a standard, or if significant interoperability issues arise, then
this feedback is provided back into the standards process for future consideration.
Acceptance by the vendor community also plays a key role in the success or failure of
standards—if no implementation of the standard is built, no user or provider can buy it!
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OTHER ASPECTS OF STANDARDS
There are several other important aspects of standards that are not often written about.
This section summarizes these considerations.

Business and Politics
Standards organizations and industry forums have had increased participation and scope
in recent years. With this increased number of people working on a plethora of problems
there comes the inevitable burden of bureaucracy. Service providers, vendors, and to some
extent, users view the chance to participate in the standard-setting process as an opportu-
nity to express and impress their views upon the industry. This is a double-edged sword:
while participation is necessary, biases are brought to the committees that can tie up deci-
sion making and bog down the process for years in making standards. The impact of this
type of situation depends on whether the committee operates on a complete consensus
basis or some form of majority rule. A consensus-based approach can end up with multi-
ple, incompatible options stated in the standard. There is then a need to further subset a
standard as an interoperability specification to reduce the number of choices, and to trans-
late the ambiguities of the standard into specific equipment requirements.

Standards can also have omissions or “holes” left to vendor interpretation because
they simply weren’t conceived originally as issues. These “holes” may exist because no
agreement could be reached on how the requirement should be standardized, or merely
because of oversight. Typically, standards identify known “holes” as items “for further
study” (sometimes denoted as “ffs”) just to point out that there is an awareness of a need
for a function or element that isn’t yet standardized.

Some vendors play a game of supporting their proprietary solution to make it a stan-
dard before their competitor’s proprietary solution becomes a standard. Increasingly,
you will see intellectual property rights cited in draft or approved standards for this rea-
son. In some cases, this makes sense because a proprietary solution has a number of
attractive attributes. However, trying to rework a solution to avoid intellectual property
considerations can draw out the standards process for many months or even years. While
standards organizations take their time to publish standards, some vendors try to take
the lead and build equipment designed around a draft standard and then promise com-
pliance with the standard once it is finally published. This is savvy marketing if a vendor
guesses right, but if they miss the mark, a significant investment could be lost in retooling
equipment and/or rewriting software to meet the final standard.

Measures of Success and Proven Approaches
Standards-conscious players should always keep the mission in mind, regardless of the
dangers present. Those bodies that keep the user’s application foremost in mind—while
dealing with the problems and dangers of the standards process—will live long and pros-
per, or at least live longer than those who concentrate primarily on the development of
standards. User trial communities and university test beds are another method employed
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by these forums to help speed up the testing and acceptance of new technologies. The
Internet protocols are an example of the work by university and academia to successfully
lead standards development. Indeed, the notion of “deployment propagation” created
by the IETF is that a proposed standard must first demonstrate interoperability before
final ratification begins catching on in other standards bodies. Standards development
seems to have been improved by the adoption of this free market approach, just as the
same free market of ideas has stimulated the world.

Predicting the Future of Standardization
Sometimes standardization moves at a very slow pace, while at other times the pace is
quite rapid. The flurry of ATM standards has slowed since the heyday of the mid-1990s,
and now as described in this book, much vendor and service provider standardization
focus has now shifted to MPLS in several standards bodies. As we shall see, MPLS has
some unique characteristics given its strong IP heritage, but in other respects it is follow-
ing a similar path to that of ATM.

Already, there are cases of competition between standards bodies in MPLS in a manner
similar to that which occurred between the ATM Forum and the ITU-T in the early 1990s.
Hopefully, these groups will cooperate to produce standards that are coordinated with
minimal overlap. This is important because multiple standards for essentially the same
function create little benefit for the industry. Vendors incur additional costs to implement
multiple standards in order to sell to as many service providers as possible. Service provid-
ers with multiple standards in place as a result of mergers and acquisitions must imple-
ment and test interworking, or migrate to one standard. In turn, service providers must
pass these additional costs on to users. The principal winners in developing multiple stan-
dards for comparable function appears to be only the standards bodies themselves.

REVIEW
This chapter identified the organizations taking an active role in standardizing and specify-
ing ATM and MPLS equipment and services. The ITU-T and ATM Forum are the principal
standards bodies for ATM, while the IETF is the principal standards body for MPLS. There
are so many standards that we have relegated the listings to the References section at the
end of this book, with specification citations called out in the text that covers a particular
topic. We then covered the role of the various players in the standards process: users, ven-
dors, and service providers. The chapter then described the standards development pro-
cess using a flowchart with narrative for each major step along the way. The chapter
concluded with a discussion of other aspects of standards, such as business and politics, as
well as competition between standards bodies.
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PART II

Networking and Protocol
Fundamentals

This part describes the topologies, technologies, protocols, and ser-
vices used in modern digital communications networks. The fol-
lowing chapters cover these subjects to give the reader a

background on the successful concepts from prior protocols proven in
real-world digital communication networks that serve as the foundation
for understanding both ATM and MPLS. Chapter 4 provides a compre-
hensive introduction to these topics by reviewing common network to-
pologies and circuit types, including an in-depth explanation of the
principles of multiplexing and switching. Chapter 5 introduces the con-
cepts of layered protocols and the architectures that influenced the his-
tory of networking: the Internet Protocol (IP) suite, IBM’s Systems
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Network Architecture (SNA), the OSI Reference Model (OSIRM), and the IEEE’s 802.x
LAN protocols. Chapter 5 also introduces the key concepts of connection-oriented and
connectionless network services. Chapter 6 then defines the basics of the digital transmis-
sion hierarchy as the foundation for the Integrated Services Digital Network (ISDN) ref-
erence model. Chapter 7 reviews the major connection-oriented services: X.25 packet
switching and Frame Relay. Chapter 8 then surveys key characteristics of the most com-
monly used connectionless service, namely, the Transmission Control Protocol/Internet
Protocol (TCP/IP) suite. Finally, Chapter 9 provides a comprehensive summary of local
area networks, bridging, and routing.
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CHAPTER 4

Networks, Circuits,
Multiplexing, and

Switching
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This chapter provides an overview of common network topologies, circuits, and
transmission types that form the basis for most network designs. We define the
key characteristics of the links or circuits that connect nodes in these topologies,

such as the direction of data flow, bit- or byte-oriented transmission, and the broadcast
nature of the media. Next, the text reviews the several meanings of synchronous and
asynchronous transmission. Coverage then moves to an explanation of multiplexing
techniques—methods of combining and separating units of capacity. Finally, the discus-
sion covers the five major methods of switching data: in space, in time, in frequency, by
address, or by codes. We point out that address (or label) switching is the foundation of
packet switching, which includes ATM and MPLS. The reader will then have back-
ground to understand the concepts underlying common networking protocols, such as
Frame Relay, IP, ATM, and MPLS, that are rooted in these multiplexing and switching
techniques.

GENERAL NETWORK TOPOLOGIES
Physical topology defines the interconnection of physical nodes by physical transmission
links. A node is a network element, such as an ATM switch, an IP router, an MPLS label
switching router, or a multiplexer. We also refer to a node as a device, and to a link as a
transmission path. A link represents a connection between two nodes, either physical or
logical. Therefore, a link may be either a physical connection, such as a dedicated private
line, or a logical, or virtual, connection, such as a permanent virtual connection (or cir-
cuit) (PVC).

Logical topology defines connections between two or more logical nodes (or simply in-
terfaces), which may be of either a point-to-point or a point-to-multipoint configuration in
ATM. Furthermore, each connection may be either unidirectional or bidirectional. A leaf is
the terminating point of a unidirectional point-to-multipoint topology with originations
at the root. A spatial point-to-multipoint connection has at most one leaf per physical port,
while a logical point-to-multipoint connection may have multiple leaves on a single
physical port. When all nodes have a point-to-multipoint connection, then a broadcast
logical topology results. Figure 4-1 illustrates each of these logical topologies. Other tech-
nologies, such as Ethernet, support a broadcast medium where all other stations receive
any one station’s transmission. Additional protocols and configurations are required to
support the broadcast logical topology. Part 4 describes how ATM supports broadcast
via LAN Emulation (LANE) and IP Multicast over ATM using sets of point-to-multipoint
connections. For point-to-point connections, ATM uses the bidirectional topology while
MPLS uses the unidirectional topology.

The most commonly used physical topologies for computer and data communica-
tions networks are point-to-point, multipoint (or common bus), star, ring (or loop), and
mesh. The following sections provide illustrated examples of each network topology.
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Point-to-Point
The point-to-point topology is the simplest, consisting of a single connection between two
nodes composed of one or more physical or logical circuits. Figure 4-2 shows three exam-
ples of a point-to-point topology. The first example shows a single physical circuit con-
necting Node A and Node B. The second example depicts a single physical circuit
between Node A and Node B carrying multiple logical links. The third example depicts a
single connection path between Node A and Node B with multiple physical circuits, each
carrying multiple logical links. Typically, network designers employ this configuration
when the separate physical circuits traverse diverse routes, in which case any single
physical link or circuit failure would not completely disconnect nodes A and B.

Point-to-point topologies are the most common method of connectivity in metropoli-
tan area networks and wide area networks (MANs and WANs). User access to most
MAN or WAN network services has some form of point-to-point topology. Examples of
the point-to-point topology are private lines, circuit switching, and dedicated or dial-up
access lines to packet-switched services, Frame Relay, ATM, and MPLS.
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Multipoint and Broadcast
A common realization of the multipoint topology is a network where all nodes physically
connect to (and logically share) a common broadcast medium. Figure 4-3 shows the
multipoint topology, where Nodes A through F communicate via a shared physical me-
dium. Sometimes the shared medium is also called a common bus. Most local area net-
works (LANs) utilize a broadcast (or multipoint) topology. Indeed, the IEEE 802.4 Token
Bus, the IEEE 802.3 Ethernet, and the IEEE 802.6 Distributed Queue Dual Bus (DQDB)
protocols define different means of logically sharing access to the common physical me-
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dium topology, as do other proprietary vendor architectures. Radio and satellite net-
works also implicitly employ the broadcast topology due to the inherent nature of
electromagnetic signal propagation.

A multidrop analog line is commonly used for legacy SNA Synchronous Data Link
Control (SDLC) loop access, further described in Chapter 7. In this example, an analog
signal is broadcast from a master station (usually a mainframe front end processor) to all
slave stations. In the return direction, the slaves share the common broadcast medium of
the multidrop line. The SNA SDLC polling protocol involves the host polling the slave
stations in a round-robin manner, thus preventing any two slaves from transmitting at
the same time. (See References [Cypser 78] and [Ranade 89] for more information on the
SNA SDLC protocol.)

Other networks, notably the Ethernet protocol, also work on a broadcast medium
but don’t provide for orderly coordination of transmissions as the SNA SDLC loop does.
Instead, these protocols empower stations to transmit whenever they need to as long as
another station isn’t already sending data. When a collision does occur, a distributed al-
gorithm uses the bandwidth at approximately 50 percent efficiency. Chapter 9 covers
Ethernet and related local area networking protocols.

Figure 4-4 illustrates other conceptual examples of the multipoint topology. Another
commonly used multipoint topology is that of broadcast, or multipoint-to-multipoint,
which is the case where many other nodes receive one sender’s data. Yet another example
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is that of “incast,” or multipoint-to-point, where multiple senders’ signals are received at
one destination—as in a slave-to-master direction. Some of the foundational work in
MPLS embraced the multipoint-to-point concept with the aim of reducing the number of
connection points within a network. In this conceptual illustration, note that the
multipoint-to-multipoint (i.e., shared medium, or multicast) topology is effectively a full
mesh of multipoint-to-point connections between each of the four nodes. The figure also
illustrates emulation of a point-to-multipoint topology via multiple point-to-point links
for comparison purposes.

Star
The star topology developed during the era when mainframes centrally controlled most
computer communications. The voice-switched world also employs a star topology
when multiple remote switching nodes, each serving hundreds to even thousands of tele-
phone subscribers, home in on a large central switch. A variation on this topology is a
dual star, which achieves enhanced resilience. This type of network radiates in a star-like
fashion from the central switch through the remote switches to user devices. The central
node performs the communication switching and multiplexing functions in the star to-
pology. Nodes communicate with each other through point-to-point or multipoint links
radiating from the central node. The difference between this topology and the multipoint
topology is that the central node provides only point-to-point connections between any
edge node, on either a physical or logically switched basis.

Figure 4-5 shows a star topology, where Node A serves as the center of the star and
Nodes B through E communicate via connections switched to and through the central Node
A. An example of a star topology is many remote terminal locations, or clients, accessing a
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centralized server through the central node as illustrated in the figure. The physical star
topology is widely used to connect devices to a central hub in LANs, and thus it is often
called a “hub and spoke” topology. The central hub may logically organize the physical
star as a logical bus or ring, as is commonly done in LAN wiring hubs. A key benefit of the
physical star topology is superior network management of the physical interfaces. For ex-
ample, if a single interface fails in a physical star topology, then the management system
can readily disable it without affecting any other stations. Conversely, in a broadcast to-
pology, a single defective switch can take down the entire shared-medium network. As
we shall see, many wide area networks also have a star topology, driven by the cli-
ent/server computing paradigms.

Ring
The ring topology utilizes a shared transmission medium that forms a closed loop. Such
networks utilize protocols to share the medium and prevent information from circulating
around the closed physical transmission circuit indefinitely. A ring is established, and
each device passes information in one direction around the ring.

Figure 4-6 shows a ring network where in step 1, Node A passes information ad-
dressed around the ring through Node D in step 2. Node C removes this frame from the
ring and then returns a confirmation addressed to Node A in step 3 via Node B, at which
point Node A removes this data from the ring in step 4. Note that actual implementations
of ring structures for LAN protocols use a more complicated protocol than that described
here. Rings reuse capacity in this example because the destination removes the information
from the ring so that other stations can utilize the ring bandwidth. Examples of the ring to-
pology protocols are the IEEE 802.5 Token Ring and the Fiber Distributed Data Interface
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(FDDI). Although the ring topology looks like a special case of a mesh network, it differs
because of the switching action performed at each node. SONET protection rings also use
the ring topology, and they are also distinguished from a mesh by the difference in nodal
switching action from that of a mesh of circuit switches.

Mesh
Many switched, bridged, and routed networks employ some form of mesh architecture.
Mesh networks have many nodes, which are connected by multiple links. If each node is
directly connected to every other node, then the network is fully meshed; otherwise, the
network is only partially meshed. Figure 4-7 shows a partial mesh network where Nodes B,
C, D, E, F, and G have a high degree of connectivity by virtue of having at least three links
to any other node, while Nodes A and H have only two links to other nodes. Note that
Nodes C and G have four links. The number of links connected to a node is that node’s
degree (of connectivity). For example, Node C has degree 4, while node H has degree 2.

Figure 4-8 shows a full mesh network where each node has a link to every other node.
Almost every major computer and data communications network uses a partial mesh to-
pology to give alternate routes for backup and traffic loads. Few use a full mesh topology,
primarily because of cost and/or complexity factors associated with having a large num-
ber of physical and/or logical links. This is because a full mesh N-node network has
N(N – 1) / 2 links, which is on the order of N2 for large values of N. For N greater than 4 to
8 nodes, most real-world networks employ partial mesh connectivity.
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DATA COMMUNICATIONS AND PRIVATE LINES
This section takes a detailed look at the characteristics of connections used in real net-
works. First, we introduce the notion of simplex, duplex, and half-duplex communica-
tions. The treatment then introduces the concepts of data terminal and communications
equipment. We then put these concepts together and apply them to private lines, which
form the fundamental component of connectivity for most data communications,
multiplexing, and switching architectures. Carriers offer private lines as tariffed services, or
as access lines to other data communications services, such as Frame Relay, ISDN, ATM,
the Internet.

Simplex, Half-Duplex, and Full-Duplex Transmission
Figure 4-9 illustrates the three types of transmission possible in data communications:
simplex, half-duplex, or full-duplex [Held 95]. In the simplex transmission example in
Figure 4-9a, one physical communications channel connects the terminal to the com-
puter, in which case transmission occurs in only one direction. Examples of simplex
communication are a radio broadcast or an alarm system. In the half-duplex transmission
example in Figure 4-9b, only one physical communications channel connects the termi-
nal and computer; however, a protocol allows communication to occur in both direc-
tions, but not simultaneously. Half-duplex communication is also called two-way
alternating communication. An example of half-duplex operation is Citizen Band (CB)
radio transmission where a user can either transmit or receive, but not do both at the
same time on the same channel. Finally, in the full-duplex example in Figure 4-9c, two

Figure 4-8. Full mesh network



transmission channels connect the terminal and the computer. In full-duplex operation,
communication can take place in both directions simultaneously.

DTE-to-DCE Connections
DTE-to-DCE connections provide a local, limited-distance physical connection between
data terminal equipment (DTE) or terminal equipment (TE), such as a computer or PC,
and data communications equipment (DCE), such as a modem, designed to connect to a
wide area network, as illustrated in Figure 4-10. A DCE is equipment that provides func-
tions required to establish, maintain, and terminate a connection between a DTE and a wide
area network. Typically, the local cabling between the DTE and the DCE is a multistrand
cable, but it may consist of coaxial, fiber optic, or twisted pair media. The DCE connects to
an access circuit via twisted pair, coaxial cable, or fiber optic media. DTE-to-DCE and
DCE-to-network communication is a particular example of a point-to-point topology.
DTE-to-DCE communication can operate in any one of the transmission modes defined
in the previous section: simplex, half-duplex, or full-duplex.
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The DCE-to-DTE connections are the main reason we need so many different types of
cables. It is an RS-232 concept that unfortunately was inherited by the Ethernet cabling
standards. The original idea behind DCE and DTE was that there were two types of
equipment—"terminal"-type of equipment that generates and/or receives data of its
own, and "communication"-type equipment that relays only data generated by someone
else. It was decided that the 25-pin RS-232 connectors on these two types of equipment ac-
tually needed to be wired differently, with the result being that you then needed two dif-
ferent types of cables: one for connecting a DTE to a DCE and another for connecting two
DTEs directly to each other.

A DTE-to-DCE connection in a multistrand cable electrically conveys multiple inter-
change circuits of one of two types: balanced or unbalanced. What’s the difference? One
wire. Specifically, a balanced interchange circuit uses a pair of wires, while an unbal-
anced interchange circuit uses a single wire. The practical difference between these tech-
niques is that unbalanced circuits require fewer wires in a cable but are more susceptible
to electrical interference. Hence, unbalanced circuits operate over shorter distances than
balanced ones, which require twice as many wires in the cable.

A multistrand cable connecting a DTE to a DCE carries multiple interchange circuits,
some of which carry data, while others that carry control information. The example of
Figure 4-11 show the commonly used control signals in the RS-232 standard. The widely
used RS-232 standard commonly used for serial port connections in personal computer
applications employs unbalanced (one-wire) interchange circuits with a common ground
as shown in the figure. Each of these circuits appears as a signal associated with a physi-
cal pin on the serial port connector. The control circuits (shown by dashed lines in the fig-
ure) allow the DTE and DCE to communicate status and request various services from
each other. For example, the DCE uses signaling on the control leads between the DTE
and DCE at the physical layer to control the direction of transmission in half-duplex com-
munication. When a single pair of wires, a coaxial cable, or a fiber optic cable connects
a DTE and DCE, special modulation techniques provide for a functional separation of
data and control signals to yield the equivalent of separate interchange circuits for
control and data.

Figure 4-11. Example of a DTE-to-DCE connection using the RS-232 interface



Private Lines
A private line, or leased line, is a dedicated physical circuit leased from a carrier for a pre-
determined period of time, usually in increments of months. A private line may be up-
graded by paying extra for a defined quality of service, such that special conditioning is
performed to ensure that a better error rate is achieved—resulting in a tremendous im-
provement in data communications performance. As carriers install all-fiber networks,
digital private lines are replacing the old voice-grade analog circuits, at lower prices.

When users purchase leased lines to gain access to other services, such as Frame Relay,
the Internet, or ATM, we call this application an access line. Users may lease access lines ei-
ther through the local telephone company or, in an increasing number of locations,
through alternative access providers. In some cases, end users own their access facilities; for
example, through construction of a fiber optic ring. Generally, access from these alternative
sources is less expensive than the local telephone company prices.

Private lines in Europe and Pacific Rim countries were very expensive, but installa-
tion of more transoceanic fiber routes and the advent of competition has driven prices
down. Although prices are dropping, a carrier must make a significant investment to
achieve the benefit. Historically, the high cost of international private lines justified the
expense of sophisticated statistical multiplexers to utilize the expensive bandwidth as ef-
ficiently as possible. ATM, IP, and MPLS offer a way to achieve efficient use of expensive
transmission facilities.

Another form of special-purpose private line operating over a four-wire circuit is the
high-rate digital subscriber line (HDSL). HDSLs eliminate the cost of repeaters every
2000 ft for the first repeater and 6000 ft for subsequent ones in a standard T1 repeater sys-
tem, and they are not normally affected by bridge taps (i.e., splices). They need to be
within 12,000 ft of the serving central office, which covers over 80 percent of the DS1 cus-
tomers in the United States. Digital subscriber lines (DSLs) are also becoming available
that offer higher speeds and better performance. The goal of the DSL technology is to de-
liver Internet access, and potentially telephone service over a majority of the existing cop-
per, twisted pairs currently connected to small and medium businesses as well as
residences. Part 3 covers the topic of DSL as it applies as a physical medium for ATM.

DATA TRANSMISSION METHODS
A digital data transmission method is often characterized as being either asynchronous
or synchronous. The terms asynchronous and synchronous are used in different contexts
where, unfortunately, they have entirely different meanings. We first describe definitions
different than the ones used in this book, commonly known as asynchronous and syn-
chronous character message transmission [Held 95]. The meaning used in this book is
that of Synchronous versus Asynchronous Transfer Mode (STM and ATM). These two
entirely different meanings of the same two terms can be confusing. This section presents
them together so that you can appreciate the differences and understand the context of
each. The traditional meaning of the terms asynchronous and synchronous apply at the
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character or message level. On the other hand, the same adjectives used in the STM and
ATM acronyms define different transmission system paradigms for carrying characters
and messages.

Asynchronous and Synchronous Data Transmission
Asynchronous character transmission has no clock either in or associated with the trans-
mitted digital data stream. Instead of a clock signal, start and stop bits delimit characters
transmitted as a series of bits numbered 1 through 8, as illustrated in Figure 4-12. There
may be a variable amount of time between characters. Analog modem communication
employs this method extensively. Chapter 23 explains the notion of baud rate, which is
the number of discrete signals transmitted on the communication channel per unit time.

Asynchronous character transmission usually operates at lower speeds ranging from
300 bps up to 28 Kbps. Asynchronous interfaces include RS232-C and D, as well as X.21.

On the other hand, synchronous data transmission clocks the bits at a regular rate set
by a clocking signal either associated with or derived from the transmitted digital data
stream. The motivation for synchronous signaling is to eliminate the extra time required
to send the start and stop bits in asynchronous transmission, thereby increasing effi-
ciency. Since the start and stop bits are at least one unit of time long, they comprise at least
20 percent of the line transmission rate. Therefore, in synchronous transmission, the
sender and receiver must have a means to derive a clock within a certain frequency tolerance.

Figure 4-13 shows a typical synchronous data stream from the Binary Synchronous
Communications (BSC) protocol employed by IBM in the 1960s for the System 360
[Cypser 78]. The message begins with a PAD character, followed by two synchronization
(SYN) characters and a Start-of-Header (SOH) character. The header supports functions
such as addressing and device control. A Start of Text (STX) character then precedes the
textual (data). Textual data cannot contain any control characters in BSC, unless another
character—Data Link Escape (DLE)—is sent prior to the STX character. If the data
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contains a DLE character, then the transmitter inserts an additional DLE character. The
receiver strips one DLE character for each pair of DLE characters received. This DLE
stuffing operation allows users to send transparent data containing other control charac-
ters. The End of Text (ETX) character delimits the message. The Block Control Check per-
forms a simple parity check to detect errors in the data characters. For various reasons,
other data link control methods eventually replaced the BSC protocol.

On a parallel DTE-to-DCE interface, a separate clock interchange circuit (or connector
pin) conveys the synchronous timing. Synchronous data interfaces include V.35,
RS449/RS442 balanced, RS232-C, RS232-D, HSSI, and X.21. Synchronous data transmis-
sion usually runs at higher speeds than asynchronous. For example, the High Speed Se-
rial Interface (HSSI) operates at speeds up to 51.84 Mbps.

Asynchronous Versus Synchronous Transfer Modes
This section introduces the meanings of the adjectives synchronous and asynchronous as
applied to transfer modes used in this book. Fundamentally, a transfer mode defines the
means for conveying sequences of bits between multiple sources and destinations over a
single digital transmission system. In effect, a transfer mode is a means for multiplexing
multiple data streams onto a single higher-speed bit stream, and then sorting it all out at
the destination. Chapter 6 describes Synchronous Transfer Mode (STM), or synchronous
time division multiplexing, in detail. Asynchronous Transfer Mode (ATM), or asyn-
chronous time division multiplexing, is a different concept with roots in packet switching
(covered in detail in Part III). The following example provides a high-level introduction
to the basic difference between the STM and ATM multiplexing methods.

Figure 4-14 shows examples of STM and ATM. Figure 4-14a illustrates an STM stream
where each time slot represents a reserved piece of bandwidth dedicated to a single chan-
nel, such as a DS0 in a DS1. Each frame contains n dedicated time slots per frame; for ex-
ample, n is 24 8-bit time slots in a DS1. Overhead fields identify STM frames that often
contain operations information as well. For example, the 193rd bit in a DS1 delimits the
STM frame. Thus, if a channel is not transmitting data, the bits in the time slot remain re-
served without conveying any useful information. If other channels have data to transmit,
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Figure 4-13. IBM’s Binary Synchronous Communications (BSC) message format



they must wait until their reserved, assigned time slot occurs in turn again. If time slots
are frequently empty, then STM results in low utilization.

ATM use a completely different approach. Figure 4-14b illustrates the concept. A
header field prefixes each fixed-length payload channel, identifying the virtual channel.
The combination of the header and payload is a cell. The time slots (or cells) are available
to any user who has data ready to transmit. The traffic need not wait for its next reserved
time slot as in STM. If no users are ready to transmit, then ATM sends an empty, or idle,
cell. Traffic patterns that are not continuous are usually carried much more efficiently by
ATM as compared with STM. The current approach is to carry ATM cells over
very-high-speed STM transmission networks, such as SONET and SDH. As we shall see,
the match between the high transmission speeds of SONET and SDH and the flexibility of
ATM is a good one. In general, packet switching uses a similar concept, except that the
“slots” are of variable length.

PRINCIPLES OF MULTIPLEXING AND SWITCHING
A close family relationship binds the concepts of multiplexing and switching. Multi-
plexing defines the means by which multiple streams of information share a common
physical transmission medium. Switching, on the other hand, takes information from an
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input multiplexed information stream and directs this information to other outputs. In
other words, a switch takes information from a particular physical link in a specific
multiplexing position and connects it to another output physical link, usually in a differ-
ent multiplexing position. Multiplexing positions are defined by space, time, frequency,
address, or code. Since a switch is in essence an interconnected network of multiplexers,
this section first reviews basic multiplexing methods and then covers point-to-point and
point-to-multipoint switching functions. All networking devices use one or more of these
multiplexing and/or switching techniques. Small, simple devices may use only a single
technique, while a large, complex device may combine several of these techniques to im-
plement very-high-capacity systems.

Multiplexing Methods Summarized
There are five basic multiplexing methods: space, frequency, time, address, and code.
This sequence is also the historical order in which communications networks employed
these techniques. Space, frequency, and time division multiplexing all occur at the physi-
cal level. Address switching, or label swapping, and code division multiplexing occur at
a logical level. Address switching is the foundation of packet switching, Frame Relaying,
ATM cell switching, and MPLS label switching.

Space Division Multiplexing (SDM)
An example of space division multiplexing is where multiple, physically separate cables
interconnect two pieces of equipment. “Space” implies that there is physical diversity be-
tween each channel. The original telephone networks, where a pair of wires connected
each end user to communicate, is an example of one of the first uses of space division
multiplexing. This approach quickly becomes impractical, as evidenced by old photo-
graphs of the sky of major metropolitan cities blackened out by large numbers of wire
pairs strung overhead using space division multiplexing. Early data communications ran
a separate cable from every terminal back to the main computer, which is another exam-
ple of space division multiplexing. When there were only a small number of terminals,
this was not too much of a burden. Obviously, since each interconnection requires a sepa-
rate physical cable, SDM does not scale well to large networks.

Frequency Division Multiplexing (FDM)
As transmission technology matured, engineers discovered how to multiplex many ana-
log conversations onto the same cable, or radio spectrum, by modulating each signal by a
carrier frequency. Modulation translated the frequency spectrum of the baseband voice
signal into a large number of distinct frequency bands. This yielded a marked increase of
efficiency and worked reasonably well for analog signals. However, FDM relied on ana-
log electronics that suffered from problems of noise, distortion, and crosstalk between
channels that complicated data communications. FDM also made a brief foray into LANs
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with Wang Laboratories’ Wang Net. This technology required constant tweaking and
maintenance, eventually losing out to Ethernet, Token Ring, and FDDI.

Time Division Multiplexing (TDM)
The next major innovation in multiplexing was motivated by the need in the late 1950s to
further increase the multiplexing efficiency in crowded bundles of cables in large cities.
This entirely digital technique made use of emerging solid-state electronics. Time division
multiplexing (TDM) first converts analog voice information to digital information prior to
transmission using pulse code modulation (PCM). Although this technique was rela-
tively expensive, it did cost less than replacing existing cables or digging larger tunnels in
New York City. Since then, TDM has become the prevalent multiplexing method in all
modern telecommunications networks. We now take for granted the fact that the net-
work converts every voice conversation to digital data, transmits it an arbitrary distance,
and then converts the digits back to an audible analog signal. The consequence is that the
quality of a voice call carried by digital TDM is now essentially independent of distance.
This performance results from digital repeaters that decode and retransmit the digital
signal at periodic intervals to achieve extremely accurate data transfer. Data communica-
tions is more sensitive to noise and errors than digitized voice but reaps tremendous ben-
efits from the deployment of TDM infrastructure in public networks. In theory, TDM
may also be applied to analog signals; however, this application was never widely used.

Address or Label Multiplexing
Address, or label, multiplexing was first invented in the era of poor-quality FDM analog
transmission. A more common name for address multiplexing is asynchronous time divi-
sion multiplexing (ATDM), of which an example appears later in this chapter. Transmis-
sion was expensive, and there was a need to share it among many data users. Each
“packet” of information was prefixed by an address that each node interpreted. Each
node decided whether the packet was received correctly and, if not, arranged to have it
resent by the prior node until it was received correctly. SNA, DECNET, and X.25 are early
examples of address multiplexing and switching. More recent examples are Frame Relay,
ATM, and Multiprotocol Label Switching (MPLS). The remainder of this book covers the
address multiplexing method in great detail.

Code Division Multiple Access (CDMA)
Code division multiplexing, also called spread spectrum communications, utilizes a unique
method to allow multiple users to share the same broadcast communications medium.
Also called Code Division Multiple Access (CDMA), this technique works well in envi-
ronments with high levels of interference. CDMA transmissions are also difficult to de-
tect because the energy transmitted is spread out over a wide frequency passband. This
means that others cannot detect the transmission easily, or else the interference between
transmitters stays at a very low level.
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Point-to-Point Switching Functions
Figure 4-15 illustrates the four basic kinds of point-to-point connection functions that can
be performed by a multiplexer or switch.

Space division switching delivers a signal from one physical (i.e., spatial) interface to
another physical interface. One example is a copper crosspoint switch. Time division
switching changes the order of time slots within a single spatial data stream, organized
by the time division multiplexing (TDM) method. Frequency (or wavelength) switching
translates signals from one carrier frequency (wavelength) to another. Wavelength divi-
sion multiplexing (WDM) in optical fiber transmission systems uses this method. Finally,
address switching changes the address field in data packets, which may be further multi-
plexed into spatial, time, or frequency signals. This book focuses on this switching
method, as applied to packet, frame, and cell switching.

Point-to-Multipoint Switching Functions
Figure 4-16 illustrates the extension of switching from the case of point-to-point to the
broadcast, or point-to-multipoint case. A space division broadcast switch replicates a sin-
gle input signal on two or more outputs. A simple example is a coaxial television signal
splitter that delivers the same signal to multiple outputs. TDM broadcast switching fills
multiple output time slots with the data from the same input. FDM broadcast switching
replicates the same signal on multiple output carrier frequencies. Address broadcast
switching fills multiple packets with different addresses with identical information from
the same input packet.
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Examples of Multiplexing
A multiplexer is essentially a very simple switch consisting of a multiplexing function and
a demultiplexing function connecting a single trunk port in the network to many access
ports connected to individual traffic sources, as illustrated in Figure 4-17. The parallelo-
gram symbol with the small end on the side of the single output (called the trunk side)
and the large end on the side with multiple interfaces (called the access side) frequently
denotes a multiplexer in block diagrams. The symbol graphically illustrates the
many-to-one relationship from the many ports on the access side to the single port on the
trunk side, as well as the one-to-many relationship from the trunk side to the access side.

The multiplexing function shares the single output among many inputs. The
demultiplexing function has one input from the network, which it distributes to many ac-
cess outputs. The multiplexing and demultiplexing functions can be implemented by any
of the generic switching functions described in the previous section. Usually, the same
method is used for both the multiplexing and demultiplexing functions so that the
multiplexing method used on each of the interfaces is symmetrical in each direction. Gen-
erally, the overall speed or capacity of each port on the access side is less than that on the
trunk side. For example, different levels in the time division multiplexing (TDM) hierar-
chy operate at increasingly higher speeds by aggregrating multiple lower-speed TDM
signals together. We give more detailed examples for each of the generic methods de-
scribed in the preceding sections.

Figure 4-16. Point-to-multipoint switching function definitions



Multiplexers share a physical medium between multiple users at two different sites
over a private line, with each pair of users requiring some or all of the bandwidth at any
given time. Many simple multiplexers statically assigned a fixed amount of capacity to
each user. Other multiplexing methods statistically assign capacity to users according to
demand to make more efficient use of the transmission facilities that interface to the net-
work. You’ll see these called statistical multiplexers in the technical literature. TDM is often
used to reduce the effective cost of a private access line or international private line by
combining multiple lower-speed users over a single higher-speed facility.

Frequency Division Multiplexing (FDM)
Analog telephone networks made extensive use of frequency division multiplexing (FDM)
to aggregate multiple voice channels into larger circuit groups for efficient transport.
FDM multiplexes 12 voice-grade, full-duplex channels into a single 48 kHz bandwidth
group by translating each voiceband signal’s carrier frequency. These groups are then
further multiplexed into a mastergroup made up of 24 groups. Multiple mastergroup an-
alog voice signals are then transmitted over analog microwave systems. A lower-fre-
quency analog microwave spectrum was used to frequency division multiplex a DS1
digital data stream in a technique called Data Under Voice (DUV).
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Wavelength division multiplexing (WDM) on optical fibers is analogous to FDM in
coaxial cable and microwave systems. Optical fiber is most transparent in two windows
centered around the wavelengths of 1300 and 1550 nm (10–9 m) as shown in the plot of
loss versus wavelength in Figure 4-18 [Personick 85]. The total bandwidth in these two
windows exceeds 30,000 GHz. Assuming 1 bps per Hertz (Hz) would result in a potential
bandwidth of over 30 trillion bps per fiber!

Recall the basic relationship from college physics λ = c, where λ is the wavelength in
billionths of a meter (i.e., a nanometer or nm), is the frequency in billions of cycles per
second (gigahertz or GHz), and c is the speed of light in a vacuum (3 × 108 m/s). Applying
this formula, the carrier frequency at the center of the 1300 nm window is 2300 GHz and
1900 GHz in the 1550 nm window. The available spectrum for signal transmission is
18,000 GHz in the 1300 nm window and 12,500 GHz in the 1550 nm window, as shown in
the figure. Chapter 23 defines the concepts of optical signals and their frequency spectra.
This means that at a spectral efficiency of 1 bps per Hertz, a single fiber pair carrying these
two bands could theoretically carry approximately 30 Terabits (1 × 1012) per second of du-
plex traffic. The sharp attenuation peak at 1400 nm is due to residual amounts of water
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(an OH radical) still present in the glass. Continuing improvements in optical fiber manu-
facturing will likely make even more optical bandwidth accessible in the future. Com-
mercial long-haul fiber optic transmission is now using between two and eight
wavelengths per fiber, in what is called wideband WDM, in these two windows. Imple-
mentations of dense WDM (DWDM), supporting up to 100 optical carriers on the same fiber,
were available at the time of writing.

Time Division Multiplexing (TDM)
Time division multiplexing (TDM) was originally developed in the public telephone net-
work in the 1950s to reduce costs in metropolitan area networks. It also eliminated FDM
filtering and noise problems when multiplexing many signals onto the same transmis-
sion medium. In the early 1980s, TDM networks using smart multiplexers began to ap-
pear in some private data networks, forming the primary method to share costly data
transmission facilities among users. In the last decade, time division multiplexers have
matured to form the basis of many corporate data transport networks. The premier exam-
ple of TDM is DS1 and E1 multiplexing; Chapter 6 describes this for the ISDN Primary
Rate Interface (PRI).

Address Multiplexing
An early application of address (or label) multiplexing is found in statistical multiplexing
equipment, also called statistical time division multiplexing (STDM), or asynchronous
time division multiplexing (ATDM). These devices operate similar to TDM, except they
dynamically assign the available time slots only to users who need data transmission.
Gains of up to 2:1 are achieved for voice transmission by utilizing all available time slots,
rather than wasting them on users who are not speaking. Higher or lower statistical mul-
tiplex gains can be obtained for data traffic depending upon the burstiness (peak-to-aver-
age statistics) of the data traffic. Part 6 covers these tradeoffs in detail. The net effect is a
potential increase in overall throughput for users since time slots are not “reserved” or
dedicated to individual users—thus, dynamic allocation of the unused bandwidth achieves
higher overall throughput. Figure 4-19 shows an example of a statistical multiplexer that
takes multiple low-speed synchronous user inputs for aggregation into a single 56 Kbps
synchronous bit stream for transmission. The methods used to interleave the various
channels in statistical multiplexers include bit-oriented, character-oriented, packet-ori-
ented, and cell-oriented techniques, each requiring buffering and more overhead and in-
telligence than basic time division multiplexing.

Figure 4-19 shows an excerpt from the output of a statistically multiplexed data
stream. In a statistical multiplexer, the output bandwidth is less than the aggregate input
bandwidth. This is done by design, assuming that not all input channels will be transmit-
ting at the same time when each channel is sampled for transmission. Thus, the output
synchronous data stream allocates bandwidth only to users who require it. It does not
waste time slots by dedicating bandwidth to users who do not require it at the moment.
Note in the example in Figure 4-19 that channels 1, 2, 4, and 6 are transmitting, together
utilizing 48 Kbps of the available 56 Kbps trunk bandwidth. Using the same example, if
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channels 3 (19.2 Kbps) and 7 (56 Kbps) were also to transmit data at the same instant,
the total peak transmission rate of 123.2 Kbps exceeds the 56 Kbps trunk speed of the
multiplexer. The statistical multiplexer overcomes brief intervals of such demand by
buffering information and transmitting it when other sources fall idle. As we shall see,
all packet switching technologies utilize the concept of statistical address multiplexing
in one way or another.

Space Division Multiplexing
Space division multiplexing essentially reduces to the discipline of cable management. This
can be facilitated by mechanical patch panels, or increasingly so by automatically con-
trolled optical and electronic patch panels. Largely, space division multiplexing is falling
out of favor; space division switching or other, more efficient types of multiplexing typi-
cally replace multiple parallel cables in many network designs.

Code Division Multiplexing
In code division multiplexing, each user bit is modulated by a high-rate “chipping” signal.
Each user transmits a unique pseudo-random coded signal at the chip rate for each user
data bit. The pseudo-random sequences are chosen so that they are easily generated in
hardware. The sequences of ones and zeros cancel each other out for all except the trans-
mitting user. The most commonly used pseudo-noise sequences are generated by maxi-
mal-length shift registers [Proakis 83]. These particular sequences have the useful
property that each unique user code is a cyclic shift of another sequence.
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Figure 4-19. Sub-rate statistical multiplexer



Code division multiplexing performs well on channels with high levels of interfer-
ence, either arising naturally, generated by malicious jammers, or just resulting from si-
multaneous transmissions by multiple users. Hence, satellite communications, military
communications, wireless networks, and Personal Communications Service (PCS) tele-
phones employ code division multiplexing. Some wireless LAN and wireless ATM sys-
tems employ code division multiplexing.

Examples of Switching
This section gives an example for each of the major switching techniques: space, time, ad-
dress, and frequency. The examples chosen define terminology and illustrate concepts as
background for material in subsequent chapters. Furthermore, as we shall see, funda-
mental limits of the technique limit the maximum sizes and highest port speeds of de-
vices built using the space, time, frequency, and address multiplexing techniques.

Space Division Switching
Figure 4-20 illustrates a simple two-input, two-output crossbar network, using the
crosspoint nodal function. An example connection is shown by the boldface lines and
control inputs. Notice that this 2 × 2 switch matrix requires four switching elements.
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Classical space division switch fabrics are built from electromechanical and electronic el-
ements to provide the crosspoint function. Electrical cross-connect switches operate at
speeds of many Gbps by running multiple circuit traces in parallel.

Future technologies involving optical crosspoint elements with either electronic or
optical control are being researched and developed. Optical switches generally have
higher port speeds but probably smaller total numbers of ports than their electrical coun-
terparts. Electrical and optical space division switches currently scale to capacities
greater than 1 trillion bits per second (Tbps).

Examples of space division switches are matrix switches, high-speed digital cross-
connects, and optical switches that switch the entire spectrum of an incoming optical fiber
to an outgoing fiber, for example, using electronically controlled mirrors. The usage and
control of optical switches is a topic of tremendous interest in scaling large IP networks.
Many space division switches employ multiple stages of crosspoint networks to yield
larger switch sizes.

Time Division Switching
The operation of current digital telephone switches may be viewed as an interconnected
network of special-purpose computers called time division switches (TDSs) [Keiser 85]. Re-
call that a switch is basically a set of interconnected multiplexers; hence, time division
switches use time division multiplexing (TDM) as the interface protocol. Our description
of time division switching operation references Figure 4-21. Each TDM frame has M time
slots. The input time slot m, labeled I(m), is stored in the input sample array x(t) in posi-
tion m. The output address memory y(t) is scanned sequentially by increasing t from 1 to
M each frame time. The contents of the address array y(t) identify the index into the input
time slot array x that is to be output during time slot t on the output line. In the example in
Figure 4-21, y(n) has the value m, which causes input time slot m to be switched to output
time slot n. Note that the input sample array must be double-buffered in an actual imple-
mentation so that time slot phase can be maintained for inputs and outputs with different
frame clock phases.

This TDS function is performed for M time slots, that is, once every frame time. This
must occur in less than τ = 125 µs (1/8000) for all slots, n = 1,...,M. The maximum TDS size
is therefore determined by the TDS execution rate, I instructions per second (or equiva-
lently I –1 seconds per instruction); then the TDS switch size M must satisfy the inequality
M ≤ τI.

The TDS is effectively a very special-purpose computer designed to operate at very
high speeds. For I ranging from 100 to 1000 MIPs, the maximum TDS switch size M
ranges from 12,500 to 125,000, which is the range of modern single-stage time division
switches (TDSs). Larger time division switches can be constructed by interconnecting
TDS switches via multiple-stage crosspoint-type networks [Keiser 85].

Usually, some time slots are reserved in the input frame in order to be able to update
the output address memory. In this way, the update rate of the switch is limited by the us-
age of some slots for scheduling overhead.
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Address Switching
Address (or label) switching operates on a data stream in which the data is organized into
packets, each with a header and a payload. The header contains address information
used in switching decisions at each node to progress the packet toward the destination
on a hop-by-hop basis. The address determines which physical output the packet is di-
rected to, along with any translation of the header address. All possible connection to-
pologies can be implemented within this switching architecture: point-to-point,
point-to-multipoint, multipoint-to-point, and multipoint-to-multipoint. We illustrate
these topologies in the following example.

Figure 4-22 illustrates four interconnected address switches, each with two inputs
and two outputs. Packets (either fixed or variable in length) arrive at the inputs as shown
on the left-hand side of the figure with addresses indicated by letters in the header sym-
bolized by the white square prior to each shaded payload. The payload shading is carried
through the switching operations from left to right to allow the reader to trace the switch-
ing result of the address switches visually. The input address indexes into a table using
the column labeled In@, which identifies the address for use on output in the column
Out@, and the physical output port on which the packet is sent in the column labeled
Port. For example, the input packet addressed as A is output on port 1 using address M.
Conceptually, each switch functions as a pair of busses that connects to the output port
buffers. Each switch queues packets destined for a particular output port prior to trans-
mission. This buffering reduces the probability of loss when contention occurs for the
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same output port. Chapter 24 presents an analysis of the loss probability due to buffer
overflow for the main types of switch architectures used in real-world ATM switches and
MPLS switching routers. At the next switch, the same process occurs until the packets are
output on the right-hand side of the figure.

The packets with header addresses labeled A, D, and E form point-to-point connec-
tions. The packets labeled B form point-to-multipoint connections. The packets labeled
C form multipoint-to-point connections. Currently, address switching operates at elec-
trical link speeds of up to 2.4 Gbps for both ATM and packet-switching systems. Of
course, address switching and multiplexing are at the heart of ATM and MPLS, which
subsequent chapters cover in detail. Specifically, Part 8 discusses ATM switch and MPLS
switching router fabric designs that scale to total capacities in excess of one trillion bits
per second using combinations of address and space switching.
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Frequency/Wavelength Switching
A significant amount of research on all-optical networks [Jajsczyk 93], [Green 92] using
wavelength division multiplexing (WDM) has resulted in commercial optical
multiplexing and switching systems. The basic concept is a shared medium, all-photonic
network interconnecting a number of optical nodes or “end systems,” as shown in
Figure 4-23.

The optical end system nodes transmit on at least one wavelength and receive on at
least one wavelength. The wavelength for transmission and reception may be tunable,
currently in a time frame on the order of milliseconds, with an objective of microseconds.
The end systems may also be capable of receiving on more than one wavelength. The
wavelengths indicated by the subscripts on the character λ are used in the next example
of a multiple-hop optical network.

If the end system cannot receive all of the other wavelengths transmitted by other
nodes, then the network must provide some means to provide full interconnectivity. One
early method proposed and implemented was that of multiple-hop interconnections. In a
multiple-hop system, each end system also performs a routing function. If an end system
receives a packet that is not destined for it, it forwards it on its transmit wavelength.
Eventually the packet reaches the destination, as shown in the trellis drawing of Figure 4-24.
In this example, each node transmits and receives on only one wavelength. For example,
Node 1 transmits on wavelength λ1 and receives on λ4. For example, in order for station 1
to transmit to station 4, it first sends on wavelength λ1, which Node 2 receives. Node 2 ex-
amines the packet header, determines that it is not the destination, and retransmits the
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packet on wavelength λ2. Node 3 receives the packet, examines the packet header, and
forwards it on λ3, which the destination Node 4 receives after taking three hops across the
network.

This multiple-hop process makes inefficient use of the processing power of each
node, especially when the number of nodes is large; therefore, research has focused on
single-hop designs. In these designs, the tunable transmitter and receiver are often em-
ployed. There is a need for some means to allocate and share the bandwidth in the optical
network. Connection-oriented signaling has been tried, but the user feedback is that
packet switching, and not circuit switching, is required because the connection setup
time is unacceptable. Fixed allocation of bandwidth in a time-slotted manner is also not
desirable. Dynamic scheduling and collision avoidance hold promise for a solution to the
demands of very-high-speed networking.

REVIEW
This chapter began with a discussion of the five major network topologies: point-
to-point, multipoint, star, ring, and mesh. The treatment then moved to a discussion of
the relationship between DTE and DCE connections. We clarified the usage of the terms
asynchronous and synchronous in data communications. The text compared the commonly
used definition of asynchronous data in modem communications with the meaning of
asynchronous in ATM. We showed that ATM and MPLS are specialized forms of address
switching derived from packet switching, as described by several examples in this chap-
ter. The major principles of multiplexing and switching were also introduced, followed
by a number of examples illustrating the major digital communications technologies in
use today.

Figure 4-24. llustration of multiple-hop WDM network trellis
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Protocols shape our everyday lives. A protocol is similar to a language, conveying
meaning and understanding through some form of communication. Computer
communication protocols are sets of rules governing the exchange of messages that

define the way machines communicate and behave. Much as people require a shared lan-
guage to conduct intelligent discourse, in order for one computer to talk to another, each
must be able to understand the other's protocol. Protocols play an important role in data
communications; without them, islands of users would be unable to communicate.

This chapter begins with an introduction to packet switching, articulating the reasons
for this new suite of protocols, defining some basic principles, and discussing how changes
in the telecommunication environment impacted the evolution of packet-switching proto-
cols. Next, the text explains the key concept of layered models, where lower-layer protocols
provide services to the next higher layer. The concept of layered protocols was developed
in parallel by the Internet Research Committee and the International Organization for Stan-
dardization (ISO) in the 1970s. This is the source of terminology widely used in networking
communications, including the TCP/IP protocol suite and the ISO’s seven-layer Open Sys-
tems Interconnection (OSI) Reference Model. We then summarize how protocol suites col-
lect sets of layered protocols into a single group; for example, IBM’s well-known Systems
Network Architecture (SNA), the IEEE 802 series of local area networking specifications,
and the Internet Protocol (IP) suite. The computer communication community predomi-
nantly adopted the LAN and IP protocol suites, but the numbered OSI layer terminology is
also widely used in a generic sense. Furthermore, the concept of layering enabled the entire
industry of multiprotocol routing. The chapter concludes with a comparison of connec-
tion-oriented network services (CONS) and connectionless network services (CLNS) as an
introduction to the world of packet switching.

A BRIEF HISTORY OF PACKET SWITCHING
Data communications is inherently bursty and has multiple destinations, and therefore set-
ting up a circuit-switched connection for each data transfer is inefficient and time consum-
ing. In response to this basic problem, packet-switched networks have evolved for over 40
years and form the basis of most advanced data communications networks today. Packet
switching initially provided the network environment needed to handle bursty, termi-
nal-to-host data traffic over noisy analog telephone network facilities. Packet switching has
been widely implemented, especially in Europe, where it constitutes the majority of public
and private data services. Most of the current telecommunications infrastructure consists
of parallel networks largely optimized for one specific service. The majority of voice ser-
vices are offered over the traditional TDM voice circuit-switched network. The Internet
supports primarily best-effort IP service; whereas frame relay, ATM, and MPLS support
traffic with more specific quality assurances. Convergence of more service types onto
fewer networks is one of the current challenges, driven by new service opportunities and a
promise of realizing significant economic network management and operational efficien-
cies. We will return to the topic of convergent networks when we discuss ATM and MPLS
functionality and standards in Part 3.
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Early Reasons for Packet Switching
Paul Baran and his research team at the RAND Corporation invented the concept of
packet switching in the early 1960s as a secure, reliable means of transmitting military
communications that could survive a nuclear attack. The solution was to segment a lon-
ger message into many smaller pieces and then wrap routing and protocol information
around these pieces, resulting in data “packets.” The routing and control information en-
sured the correct and accurate delivery and eventual reassembly of the original message
at the end-user destination. Early systems had packets with a fixed maximum size
assigned, typically 128 or 256 bytes. Through the use of multiple independent packets,
the entire message could be transmitted over multiple paths and diverse facilities to a
receiver that reassembled the original message.

The next step in packet-switch history was taken when the Advanced Research Pro-
jects Agency (ARPA) of the United States Department of Defense (DoD) implemented
packet switching to handle computer communications requirements, thus forming the
basis for the network called the ARPANET. Packet switching was chosen as the method
to implement WAN computer communications, which mainly consisted of connecting
large computing centers. Soon after ARPANET, many commercial companies also devel-
oped packet-based networks.

The early days of computing also saw the development of new interfaces and data
communication protocols by each major computer manufacturer. Large computer manu-
facturers, such as IBM and DEC, developed protocols that were standardized, but only
across their own product line. This tactic often locked a user into a single, proprietary
protocol. Indeed, a key objective of the OSI standardization effort was to enable standard
computer communication interfaces and protocols in a multiple vendor environment.

Early packet-switching systems targeted terminal-to-host communications. The typi-
cal transaction involved the user typing a few lines, or even just a few characters, and
then sending a transaction to the host. The host would then return a few lines, or possibly
an entire screen’s worth of data. This terminal-host application was very bursty; that is,
the peak transmission rate of each terminal was much greater than its average rate.
Packet-switching equipment statistically multiplexed many such bursty users onto a sin-
gle expensive transmission facility.

As the number of computers, applications, and people using computers increased,
the need for interconnection increased, creating the accelerating need for bandwidth.
Similar to the response to growth within telephony, change was necessary to optimize
networking, and it quickly became absurd to have a dedicated circuit to connect every
pair of computers that needed to communicate. Packet-switching and routing protocols
were developed to connect terminals to hosts, and hosts to hosts.

Principles of Packet Switching
Several factors created the need for packet switching: the need to create standard inter-
faces between computing devices, the challenge of extending computer communication
over noisy analog transmission facilities, a requirement to make more efficient use of
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expensive transmission bandwidth, and the demand for a means to enable the intercon-
nection of a large number of computing devices.

Packet switching is an extremely important special case of the general address multi-
plexing and switching method described in Chapter 4. Packet switching provides a service
in which blocks of user data are conveyed over a network. User data, such as files, are bro-
ken down into blocks of units called “payload” information. Packet switching adds over-
head to the user data payload blocks, resulting in a combination called a packet. All of
the protocols studied in this book have this characteristic, including SNA, IEEE 802.X LAN
protocols, X.25, IP, frame relay, SMDS, Ethernet, FDDI, Token Ring, ATM, and MPLS.

The functions implemented using the packet overhead are either data link layer,
packet layer, or transport layer from the OSI Reference Model (OSIRM), as described later
in this chapter. Older protocols, such as X.25 and IP, perform both the data link layer and
packet layer functions. Newer protocols, such as frame relay, SMDS, ATM, and MPLS,
perform only a subset of data link layer functions, but with addressing functions that
have a network-wide meaning.

Data link layer functions always have a means to indicate the boundaries of the
packet, perform error detection, provide for multiplexing of multiple logical connections,
and provide some basic network management capability. Optional data link layer func-
tions are flow control, retransmission, command/response protocol support, and data
link–level establishment procedures.

Packets were designed with cyclical redundancy check (CRC) fields that detected bit
errors. Early packet switches (e.g., X.25) retransmitted packets that were corrupted by
errors on a link-by-link basis. The advent of low bit-error rate, fiber optic transmission me-
dia made implementation of such error detection and retransmission cost-effective in the
end system, since errors rarely occurred, freeing protocol implementations like FR, ATM,
and MPLS from performing link-level error detection and correction.

Network layer functions always have a means to identify a uniquely addressed net-
work station. Optional network layer functions include retransmission, flow control, pri-
oritized data flows, automatic routing, and network layer connection-establishment
procedures.

Furthermore, packet switching enables statistical multiplexing by allowing multiple
logical users to share a single physical network access circuit. Buffers in the packet
switches reduce the probability of loss during rare intervals when many users transmit
simultaneously. Packet switches control the quality provided to an individual user by
allocating bandwidth, allocating buffer space, policing the traffic offered by users, or
affording flow control. Part 6 covers the application of these methods to ATM and MPLS.

Packet switching also extends the concept of statistical multiplexing to an entire net-
work. In order to appreciate the power of packet switching, compare the full-mesh
network of dedicated circuits in network Figure 5-1a with the packet-switched network
in Figure 5-1b. The dedicated-circuit network has three lines connected to every host,
while the packet-switched network has only one, connecting the host to the packet
switch. A virtual circuit connects every user through the packet-switched network, as
shown by the lines within the physical trunks.

The dedicated-circuit network has higher overall throughput but will not scale well.
The packet-switched network requires additional complexity in the packet switches and
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has lower throughput, but it reduces circuit transmission costs, as shown in the example
in Figure 5-1 with the nodes placed on the corners of a square. Sharing of network re-
sources allows savings over the cost of many dedicated, low-speed communications
channels, each of which is often underutilized the majority of the time. Virtual circuits are
a concept that carries through into frame relay, ATM, and MPLS networking.

Packet switching employs queuing to control loss and resolve contention at the
expense of added, variable delay. The packet may take longer to reach its destination
with packet switching, but the chances of loss are lower during periods of network con-
gestion, assuming a reasonable buffer size. Packet data protocols employ two types of
flow and congestion control: implicit and explicit congestion notification.

Implicit congestion notification usually involves a layer 4 transport protocol, such as
the Transmission Control Protocol (TCP), in either the network device or the user pre-
mises equipment. These protocols adaptively alter the rate at which packets are sent into
the network by estimating loss and delay.

Explicit congestion notification occurs when the protocol notifies the sender and/or
receiver of congestion in the network. If the sender or receiver reacts to the explicit indica-
tion of congestion quickly enough, it avoids loss entirely. Part 5 covers the subject of
implicit and explicit flow and congestion control in detail.

Darwin’s Theory and Packet-Switching Evolution
Darwin spent nearly as much time to arrive at his theory of evolution as it took for engi-
neers to conceive of implementing packet switching throughout the world of data com-
munications. The basic tenets of Darwin’s theory of evolution are natural selection,
survival of the fittest, and the need to adapt to a changing environment. In the communi-
cations jungle, packet switching has all of these attributes.
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This section takes the reader through a brief summary of the genealogy of packet
switching with reference to Figure 5-2. The genesis of packet switching began with two
proprietary computer communication architectures: IBM’s Systems Network Architec-
ture (SNA) and DEC’s Digital Network Architecture (DNA). Standards bodies refined
the Synchronous Data Link Control (SDLC) protocol from SNA, resulting in the High-
Level Data Link Control (HDLC) protocol—which begat X.25 and Link Access Procedure
D (LAP-D) within ISDN. Frame relay evolved as a leaner, meaner LAP-D protocol. OSI
adopted the X.25 protocol as the first link and packet layer standard. Combining the con-
ventions from preceding protocols and the concepts of hardware-oriented Fast Packet
Switching (FPS) resulted in the Distributed Queue Dual Bus (DQDB) protocol, which is
the basis of the Switched Multimegabit Data Service (SMDS) followed by ATM, and then
MPLS. On top of ATM, a number of ATM adaptation layers (AALs) support not only
data, but voice and video as well, as described in Part 4. MPLS standards development is
following a similar track by defining how various services, including voice, video, and
ATM, can be carried over MPLS.

Around the time that the ISO was developing the OSI protocol suite, the U.S.
Advanced Research Projects Agency (ARPA) was working on a network, together with
universities and industry, that eventually resulted in the suite of applications and higher-
level protocols that are based on the highly successful Internet Protocol (IP) version 4.
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Ethernet also sprung up at this time as a result of an experimental packet radio communi-
cation network in Hawaii called ALOHA. Ethernet then evolved into 100 Mbps Fast
Ethernet, and then Gigabit Ethernet with speeds to over one billion bits per second,
which was followed shortly thereafter by full standardization of 10 Gbps Ethernet.
TCP/IP also adds a much larger address space with version 6, as well as a means to group
application flows with similar performance requirements and allocate bandwidth. As we
shall see, MPLS evolved initially as a means to more efficiently engineer IP networks, but
it also spawned some new applications. Token Ring was also developed shortly after
Ethernet, and it has evolved into the higher-speed FDDI.

Packet switching plays an increasingly important role in the rapidly changing environ-
ment of distributed processing of the 1990s. Several environmental factors drive the direc-
tion of data communications evolution. There is an accelerating need for more bandwidth
driven by increasing computing power, increasing need for interconnectivity, and the need
to support ever-larger networks where any user or application can communicate with any
other. The low error rate of modern fiber optic, satellite, and radio communications enables
more cost-effective implementation of higher-speed data communications. The same tech-
nology that increases computer power also increases packet-switching performance.

This changing environment creates new opportunities for new species of data com-
munications protocols. The improved quality of transmission facilities alone was a major
force in the evolution of IP, frame relay, ATM, and MPLS. These newer protocols are
streamlined in that they do not perform error correction by retransmission within the net-
work. The fixed slot and cell size of SMDS and ATM enabled cost-effective hardware im-
plementation of powerful switching machines in the 1990s. As TCP/IP dominated the
applications space, the industry responded with hardware that efficiently handled vari-
able-length packets and prefix-based lookups. The increasing capabilities of high-speed
electronics are an essential ingredient in IP, ATM, and MPLS devices.

Now that we’ve surveyed the history, background, and directions of packet switch-
ing, let's take a more detailed look at some of the underlying concepts and terminology
involved in layered protocols.

BASIC PROTOCOL LAYERING CONCEPTS
Webster’s New World Dictionary defines a protocol as “a set of rules governing the commu-
nications and the transfer of data between machines, as in computer systems.” Seeking a
means to divide and conquer complex protocols, system designers arrange the communi-
cations and data transfers between such machines into logical layers that pass messages
among themselves. A convention created by the OSI Reference Model refers to the mes-
sages passed between such layers as an interface. Each layer has a specific interface to the
layer above it and the layer below it, with two exceptions: the lowest layer interfaces
directly with the physical transmission medium, and the highest layer interfaces directly
with the end-user application. The study of computer communication networking covers
primarily the lowest three layers: physical, data link, and network. Devices implementing
these protocols may realize these layers in either software or hardware, or a combination of
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the two. Typically, hardware implementations achieve much higher speeds and lower
delays than software ones do; however, with the increasing performance of microproces-
sors, this distinction blurs at times. Figure 5-3 illustrates the basic concept of protocol lay-
ering that is relevant to the protocols described in this book. Let’s now look at these
protocol-layering concepts in more detail.

The term interface is used in two ways by different standards bodies. First, primarily
in the CCITT/ITU view, physical interfaces provide the physical connection between dif-
ferent types of hardware, with protocols providing rules, conventions, and the intelli-
gence to pass data over these interfaces between peer protocol layers. In summary, the
CCITT/ITU view is that bits flow over physical interfaces, as shown at the bottom of
Figure 5-3. Second, in the OSI view, interfaces exist between protocol layers within end and
intermediate systems as indicated in the figure. In this view, protocol data units (PDUs), or
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messages, pass over protocol interfaces. OSI standards also call the interfaces between lay-
ers Service Access Points (SAPs) because they are the points where the higher-layer pro-
tocol accesses the service provided by the lower-layer protocol. ATM protocol models
use the OSI concept of SAPs extensively. Stated another way, physical interfaces provide
the path for data flow between machines, while protocols manage that data flow across
this path using SAPs (or protocol interfaces) between the layers within the machines tra-
versed by PDUs across a network. Obviously, compatibility of both the protocol and
physical interfaces is essential in the implementation of communications networks involv-
ing machines manufactured by different vendors. Indeed, the original motivation for the
OSI Reference Model was to drive toward a multivendor standard that would enable
competition with IBM’s proprietary Systems Network Architecture (SNA).

The concepts behind the use of multiple protocol layers are important. A communica-
tion architecture, also often called a network architecture, is usually viewed as a hierar-
chy of protocol layers. The division of the communication architecture into layers helps to
explicitly identify and isolate functional requirements, support well-defined service
interfaces, and allow network designers and administrators to better understand and
manage communication systems that employ a number of protocols. Layered architec-
tures are also essential to manufacturers of communication hardware and software.
Layers provide them an ability to create modular components within any specific layer
and to later alter and improve upon these components without a need to change the other
components of different layers. Insofar as the module conforms to the interface design
specifications of the adjacent layers, those components can still interoperate. We will now
summarize the OSI and other important layered communication architectures, such as
TCP/IP, Ethernet, and ISDN.

OPEN SYSTEMS INTERCONNECTION REFERENCE MODEL
The Open Systems Interconnection Reference Model (OSIRM) effort strove to define the
functions and protocols necessary for any computer system to connect to any other com-
puter system. The ISO created the OSIRM in the ISO Technical Subcommittee 97 (TC97).
Starting in 1977, with Subcommittee 16 (SC16) and officially documenting the protocol
architecture in 1983 as ISO standard 7498, the OSIRM provided a framework for organiz-
ing various data communications functions occurring between disparate devices work-
ing together. This model is used as a guideline for developing standards that can allow
the interoperation of equipment produced by various manufacturers. Systems that con-
form to these standards with interoperability as a goal are referred to as open systems.
Figure 5-4 depicts the basic OSIRM showing end system (A), intermediate system (B),
and end system (C), along with the protocol stack within each. The layers are represented
starting from the bottom at layer 1, which has a physical interface to the adjacent node, to
the topmost seventh layer, which usually resides on the user end device (workstation) or
host that interacts with or contains the user applications. Each of these seven layers repre-
sents one or more protocols that define the functional operation of communications
between user and network elements. All protocol communications between layers are
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“peer-to-peer”—depicted as horizontal arrows between the layers. Standards span all
seven layers of the model, as summarized in the text that follows. Although OSI has stan-
dardized many of these protocols, only a few are in widespread use. The layering con-
cept, however, has been widely adopted by every major computer and communications
standards body and most proprietary implementations as well.

Figure 5-5 illustrates the basic elements common to every layer of the OSI Reference
Model. This is the portion of the OSIRM that has become widely used to categorize com-
puter and communications protocols according to characteristics contained in this ge-
neric model. Often the correspondence is not exact or one-to-one; for example, ATM and
MPLS are often described as embodying characteristics of both the data link and network
layers. MPLS is often characterized as not fitting the OSIRM very precisely at all, but in-
stead as existing between layer 2 and layer 3.

Referring to Figure 5-5, a layer (N + 1) entity communicates with a peer layer (N + 1)
entity by way of a service supported at layer (N) through a Service Access Point (SAP).
The layer (N) SAP provides the primitives between layer (N) and (N + 1) of request, indi-
cate, confirm, and response. Parameters are associated with each primitive. Protocol data
units (PDUs) are passed down from layer (N + 1) to layer (N) using the request primitive,
while PDUs from layer (N) are passed up from layer (N) to layer (N + 1) using the indicate
primitive. Control and error information utilizes the confirm and response primitives.

This book utilizes the shorthand notation illustrated in Figure 5-6 to graphically
express the concept of protocol layering. This simple syntax represents the PDU structure
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passing between layers via stacks that contain only the name or acronym of the protocol.
Separate portions of the text define the bit-by-bit protocol data unit (PDU) structures.
Starting at the left-hand side, Node A takes data at layer (N + 1), which is connected to
Node B by a layer (N – 1) protocol. On the link between Nodes A and B, we illustrate the
resultant enveloping of the layer headers (HDR) and trailers (TRLR) that are carried by
the layer (N – 1) protocol. Node B performs a transformation from layer (N) to the corre-
spondingly layered, different protocols called layer (N)' and layer (N–1)'. The resultant
action of these protocol entities is shown by the layer (N–1)' PDU on the link between
nodes B and C.

Since the model of Figure 5-6 is somewhat abstract, let’s take a closer look at a
real-world example to better illustrate the concept. Figure 5-7 illustrates an example of
a workstation connected via an IEEE 802.5 Token Ring (TR) LAN to a bridge, which is
connected via an 802.3 Ethernet LAN to a server. Both the workstation and the server are
using the Internet Protocol (IP) at the network layer. Over the Token Ring physical layer
connection, the workstation and the bridge use the Token Ring link layer. Hence, the pro-
tocol data unit on the Token Ring LAN begins and ends with an Token Ring header and
trailer that envelop an IP header (since IP has no trailer) and also the workstation’s data.
The bridge takes in the Token Ring link layer and converts this to the IEEE 802.3 Ethernet
header and trailer, while also converting this to the 10 Mbps rate running over un-
shielded twisted pair using the 10 Base T standard. The resulting PDU sent over the wires
to the server via the bridge is illustrated in the lower right-hand corner of the figure.

Chapter 5: Basic Protocol Concepts 79

Figure 5-5. Illustration of layered protocol model



80 ATM & MPLS Theory & Appl ication: Foundations of Mult i -Service Networking

Figure 5-6. Shorthand protocol model notation

Figure 5-7. Example of layered protocol model and resulting protocol data units



An 802.3 Ethernet header and trailer envelop the same IP header and user data. Commu-
nication from the server back to the workstation basically reverses this process. This
example serves as a brief introduction only. The curious reader can find more details on
the IP protocol in Chapter 8, and on the IEEE 802.3 Ethernet and IEEE 802.5 Token Ring
protocols in Chapter 9.

LAYERS OF THE OSI REFERENCE MODEL
We now cover each layer of the OSIRM in more detail. The OSIRM outlines a layered
approach to data transmission: seven layers, with each successively higher layer provid-
ing a value-added service to the layer above it. Data flows down from layer 7 (application
layer) at the originating end system to layer 1 (physical layer), where it is transmitted
across a network of intermediate nodes over interconnecting physical medium, and back
up to layer 7 of the destination end system. Not all seven levels need be used. The specific
OSI protocols for each of the seven layers have not been widely adopted in practice, par-
ticularly at the application, presentation, and session layers. The following sections sum-
marize the generic functions of all seven layers, starting with the physical layer, which is
the one closest to the physical transmission medium.

Physical Layer
The first layer encountered is the physical layer (L1), which provides for the transparent
transmission of a bit stream across the physical connection between network elements.
The intelligence managing the data stream and protocols residing above the physical
layer is transparently conveyed by the physical layer.

The physical layer connections are either point-to-point or multipoint. The physical
layer operates in simplex, half-duplex, or full-duplex mode, as described in Chapter 4.
Simplex means that transmission is in one direction only. Half-duplex involves the use of
physical layer signaling to change the direction of simplex transmission to support
bidirectional communication, but at any one point in time data flows only in one
direction. Full-duplex means that transmission occurs in both directions simultaneously.
Furthermore, the bit stream may be transmitted serially or in parallel.

The physical layer includes specification of electrical voltages and currents, optical
pulse shapes and levels, mechanical connector specifications, basic signaling through
connections, and signaling conventions. The physical layer can also activate or deactivate
the transmission medium, as well as communicate status through protocol primitives
with the layer 2 data link layer. The physical medium can be either an electrical or optical
cable, or a satellite or radio transmission channel. Examples of commonly encountered
physical layer specifications are EIA-RS-232-C, EIA-RS-449, and the HSSI interface.

The terms data terminal equipment (DTE) and data communications equipment (DCE) refer
to the hardware on either side of a communications channel interface. DTE typically refers
to a computer or terminal that acts as an end point for transmitted and received data via a
physical interface to a DCE. DCE typically refers to a modem or communications device,
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which has a different physical interface than that of the DTE. One commonly used type of
DCE is a channel service unit/data service unit (CSU/DSU); it converts the DTE/DCE
interface to a telephony-based interface.

Figure 5-8 shows a common end-to-end network configuration where DTE1 talks to
DCE1, which, in turn, formats the transmission for transfer over the network to DCE2,
which then interfaces to DTE2. Some devices can be configured to act as either a DTE or
a DCE.

Data Link Layer
The data link layer is the second layer (L2) in the seven-layer OSIRM, and the second
layer in most other computer architecture models as well. The primary function of the
data link layer is to establish a reliable protocol interface across the physical layer (L1) on
behalf of the network layer (L3). This means that the data link layer performs error detec-
tion and, in some cases, error correction. Toward this end, the data link control functions
establish a peer-to-peer relationship across each physical link between machines. The
data link layer entities exchange clearly delimited protocol data units, which are com-
monly called frames. The data link layer may use a limited form of addressing, such that
multiple data link layer protocol interfaces can be multiplexed across a single physical
layer interface. There may be a flow control function to control the flow of frames such
that a fast sender does not overrun a slow receiver.

Computer communications via local area networks utilize special functions of the
data link layer called the Media Access Control (MAC) and Logical Link Control (LLC)
layers. The MAC layer protocols form the basis of LAN and MAN standards used by the
IEEE 802.X LAN protocol suite introduced later in this chapter, which includes Ethernet,
Token Ring, and Token Bus. Examples of data link layer protocol standards include ISO
7776, ISDN LAP-D, ISO HDLC, and MAC-layer protocols such as the ISO 9314-2 FDDI
Token Ring MAC.
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Some of the new services, such as frame relay ATM and MPLS, can be viewed as using
only the first two layers of the OSIRM. They rely heavily on reducing the data link layer
services to increase speeds at lower costs because of the resulting protocol simplification.

Network Layer
The third layer (L3) encountered in the OSIRM is the network layer. The principal func-
tion of the network layer is to provide delivery of protocol data between transport layer
entities. In order to do this, the network layer must have an end-to-end, globally unique
addressing capability. A unique network layer address is assigned to each network layer
protocol entity. A network layer protocol may communicate with its peer over a route of
intermediate machines with physical, data link, and network layers. The determination
of this route is called the routing function. Chapter 9 covers the important subject of rout-
ing protocols and their operation. Network layer PDUs are often called packets.

The network layer may also perform end-to-end flow control, undertake the segmen-
tation and reassembly of data, and even provide a reliable delivery service. The network
layer is the most protocol-intensive portion of packet networks. Some examples of proto-
cols used in the network layer are the ITU X.25 and X.75 packet level and gateway proto-
cols; the Internet Protocol (IP); CCITT/ITU-T Q.931, Q.933, and Q.2931; and the OSI CLNP.

The network layer is also used to define data call establishment procedures for
packet- and cell-switched networks in ISDN and B-ISDN. For example, ATM signaling
utilizes a layer 3 protocol for call setup and disconnection. SMDS also employs a layer 3
protocol to provide an end-to-end datagram service using E.164 (i.e., telephone numbers)
for addressing. We cover each of these concepts in subsequent chapters. Since MPLS
interacts closely with IP routing, there is an analogous relationship between establish-
ment of an MPLS label switched path (LSP) and layer 3 control signaling and routing.

Transport Layer
The fourth layer (L4) encountered is the transport layer. The principal function of the
transport layer is to interconnect session layer entities. Historically, it was also called the
host-to-host layer. Principal functions that it performs are segmentation, reassembly, and
multiplexing over a single network layer interface. The transport layer allows a session
layer entity to request a class of service, which must be mapped onto appropriate net-
work layer capabilities. Frequently, the transport layer manages end-to-end flow control.
The transport layer may often perform error detection and correction as well. This has
become increasingly important because it provides a higher-level error correction and
retransmission protocol for services that usually don’t provide reliable delivery, such as
frame relay, IP, ATM, and MPLS. Often, frame relay users ask what happens when
frames are lost. The answer is that the transport layer retransmits these lost packets.

One example of the transport layer is the ITU X.224 OSI transport protocol TP4. An-
other widely used example of a transport type of protocol is the Internet Transmission
Control Protocol (TCP).
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Session Layer
The fifth layer (L5) encountered is the session layer. The session layer is essentially the
user’s interface to the network, which may have some data transformations performed
by the presentation layer. Sessions usually provide connections between a user, such as a
terminal or LAN workstation, and a central processor or host. So-called peer-to-peer ses-
sion layer protocols can directly connect user applications. Session layer protocols are
usually rather complex, involving negotiation of parameters and exchange of informa-
tion about the end user applications. The session layer employs addresses or names that
are meaningful to end users. Other session layer functions include flow control, dialog
management, control over the direction of data transfer, and transaction support.

Some examples of the session layer are terminal-to-mainframe logon procedures, trans-
fer of user information, and the setup of information and resource allocations. The ISO stan-
dard for the session layer is the ISO 8327/ITU X.225 connection-oriented session protocol.

Presentation Layer
The sixth layer (L6) is the presentation layer, which determines how data is presented to
the user. Official standards are now complete for this layer. Many vendors have also im-
plemented proprietary solutions. One reason for these proprietary solutions is that the
use of the presentation layer is predominantly equipment dependent. Some examples of
presentation layer protocols are video and text display formats, data code conversion be-
tween software programs, and peripheral management and control, using protocols such
as ITU X.410 and ITU X.226.

Application Layer
The seventh and final layer (L7) is the application layer. This layer manages the program
or device generating the data to the network. More important, this layer provides the
actual interface to the end user. The application layer is an “equipment-dependent” pro-
tocol and lends itself to proprietary vendor interpretation. Examples of standardized
application layer protocols include ITU X.400, X.420, and X.500–X.520 directory manage-
ment, ISO 8613/ITU T.411–419 Office Document Architecture (ODA), and ISO 10026 dis-
tributed transaction processing (TP).

Mapping of Generic Devices to OSI Layers
In the mainframe and minicomputer era, the bottom three layers (network, data link, and
physical) were implemented on different pieces of equipment than the next three higher
layers (presentation, session, and transport). The first three layers were implemented on
a front-end processor (FEP), while the higher four layers were implemented on a host.
Current customer premises devices such as bridges, routers, and hubs usually manipu-
late the protocols of the first three layers: network, data link, and physical. They can often
connect dissimilar protocols and interfaces. Many implementations of user software that
cover the top three nonapplication layers (presentation, session, and transport) operate
as a single program.
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LAYERED DATA COMMUNICATION ARCHITECTURES
In addition to the OSIRM, several other data communication protocol architectures
shaped and standardized the computer networking industry in the late twentieth cen-
tury. These include the Internet Protocol (IP) suite, IBM’s SNA, the IEEE 802.X LAN stan-
dards, and the ITU-T’s ISDN. This section introduces these important architectures.

Internet Protocol (IP) Architecture
The Internet Protocol uses fewer layers than the OSI Reference Model, as seen from
Figure 5-9. An Internet is composed of end systems (synonymously called hosts) intercon-
nected by routers. The hosts run networked end-user applications over a small set of
transport protocol services, such as the Hypertext Transfer Protocol (HTTP) commonly
used on the World Wide Web. The transport layer interfaces to the Internet layer, which
runs over a comprehensive range of data link layer protocols. Intermediate routers pro-
vide a connectionless datagram forwarding service to the transport layer. As we describe
in the next section, connectionless forwarding is a simple, powerful concept that has
proved to be extremely useful and scalable in data networking.

Routers do not perform any transport layer functions—as indicated in the figure.
Unlike the OSI layered model, the IP architecture does not require a reliable data link or
network layer. Instead, the important function of error detection and retransmission is
performed by the Transmission Control Protocol (TCP) at the transport layer. Possibly
because of inherent simplicity and elegance, and partly because of the World Wide Web’s
emergence as the dominant force in internetworking, the IP protocol suite has become
the de facto worldwide standard for most end-user computer equipment networking.
Chapter 8 covers the Internet Protocol suite in detail.
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IBM’s Systems Network Architecture (SNA)
The introduction by IBM of Systems Network Architecture (SNA) in 1974 signaled the
beginning of a vendor-proprietary architecture that remained prominent in the computing
industry into the 1990s. SNA architectures and protocols are still widely used by many
businesses and institutions. Many users have multiprotocol environments where design-
ers either separate networks for their IP/IPX traffic and SNA traffic or encapsulate (or tun-
nel) their SNA traffic inside another network protocol (such as frame relay). This technique
is not without problems. However, since SNA protocol timers assume a private line inter-
connection environment, the variable delay sometimes encountered with tunneling over
another protocol may cause timeouts resulting in session losses. A common solution to this
problem is protocol spoofing. This technique involves the device attached to the SNA net-
work sending acknowledgments to the timeout-sensitive SNA device prior to receiving the
distant acknowledgment. SNA was IBM’s method of creating a computing empire through
standardization that centered on the mainframe and (distributed) front-end processors.
The problem that the huge IBM corporation faced in standardizing data communications
among its own products was formidable. By providing a hierarchy of network-access
methods, IBM created a network that accommodated a wide variety of users, protocols,
and applications, while retaining ultimate control at the mainframe host and front-end pro-
cessors. The move from centralized to distributed processing has had pronounced effects
on SNA. IBM dubbed its latest evolution of SNA Advanced Peer-to-Peer Networking
(APPN) using Advanced Program-to-Program Communication (APPC) in an attempt to
preserve homogeneous SNA networks. However, many SNA users now look to less ele-
gant (and less expensive)—yet functional—solutions.

The SNA architecture layers are shown in Figure 5-10, where an SNA terminal is con-
nected via a front-end processor (FEP) to a mainframe computer [Cypser 78]. Since SNA
preceded the OSIRM, most of the names for the layers differ, except for the physical and
data link layers. The SNA layered stack is divided into two main components: node-
by-node transmission services and end-to-end services. Every node implements the
transmission services, while only end systems implement the end-to-end services as
half-sessions, as shown in the figure. The common transmission services encompass the
physical, data link, and path control layers. The physical and data link layers define func-
tions similar to the OSIRM, with serial data links employing the SDLC protocol and chan-
nel attachments between front-end processors (FEPs) and mainframes employing the
System 370 protocol. The path control layer provides connectivity between half sessions
based upon the addresses of the source and destination network accessible units (NAUs).
Hence, a key function of path control is to determine the node-by-node route from the
source to the destination. SNA employs a hierarchical structure to enable scaling to large
networks by grouping nodes into subareas. Path control utilizes precomputed explicit
routes to route packets between sessions. Since the philosophy in SNA is per-session flow
control, the path control layer basically provides only an indication back to higher layers
about network congestion.

Fundamental to SNA is the concept of a session, where each system in an end-to-end
connection implements half of the protocol. The transmission control layer establishes,
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maintains, and terminates sessions between logical units (LUs) of various types. The trans-
mission control layer also performs some routing functions, for example, within a main-
frame where multiple simultaneous sessions exist. The data flow control layer involves the
processing of request-response units exchanged over sessions. It provides functions con-
trolling priority, grouping packets into larger logical sets (such as all the lines on a screen),
and controlling operation over half-duplex links. Moving up the protocol stack, function
management data (FMD) services and network accessible unit (NAU) services complete
the SNA protocol stack. FMD services provide user-to-user as well as presentation services,
including data compression and character set conversion. NAU services cover the concepts
of system services control points (SSCPs), physical units (PU), and logical units (LUs). The
NAU services are the interface to the end user and applications.

IEEE 802.X Series (LAN/MAN/WAN)
The Institute of Electrical and Electronics Engineers (IEEE) established the 802 working
group to standardize local and metropolitan area networks (LANs and MANs). These stan-
dards have become so important that the ISO, the International Electrotechnical Commis-
sion (IEC), and the American National Standards Institute (ANSI) also publish these
standards. Generically called the IEEE 802.X series of standards, these important specifica-
tions cover the physical and data link layers shown in Figure 5-11. The physical specification,
commonly abbreviated as PHY, covers the interface to a variety of physical media, such as
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Figure 5-10. IBM’s Systems Network Architecture (SNA) protocol structure



twisted pair, coax, fiber, and radio frequencies. Above the PHY layer, the data link layer
embodies two sublayers: a Media Access Control (MAC) sublayer, and a Logical Link Con-
trol (LLC) sublayer. The LLC layer provides one or more Service Access Points (SAPs) to
higher-layer protocols, as indicated in Figure 5-11. A commonly encountered example of a
SAP is the LAN driver in personal computer software. We cover this important series of
standards in greater detail in Chapter 9.

The LLC layer operates the same way for all LAN architectures, but not for the 802.6
MAN architecture, which is a completely different beast, as discussed in Chapter 8. The
MAC layer and physical layer operate differently for each of the local and metropolitan
area network architectures. The LLC layer defines common procedures for call establish-
ment, data transfer, and call termination through three types of services: connection-
oriented, unacknowledged connectionless, and acknowledged connection- oriented.

Figure 5-12 depicts the IEEE 802.X protocol suite. The IEEE 802.2 standard [ISO
8802.2] defines the LLC sublayer. Also note that the 802.1d standard defines LAN bridg-
ing at the MAC level, a topic covered in depth in Chapter 9 as an introduction to LAN em-
ulation (LANE) over ATM. Two major LAN architectures defined in the 802.X standards
are commonly used: Ethernet and Token Ring, also defined in Chapter 9. Ethernet is by
far the most commonly used LAN protocol. One major MAN protocol defined by the
IEEE was implemented: the Distributed Queue Dual Bus (DQDB), as defined in IEEE
802.6. This protocol is used by the Switched Multimegabit Data Service (SMDS).

The IEEE 802.3 standard and other specifications form what is called the Ethernet stan-
dard. The first Ethernet products appeared in 1981, and now sales for Ethernet outpace all
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other 802 protocols combined. Ethernet users contend for a shared medium after first sens-
ing for a carrier transmission by other users. The original interface specified 10 Mbps over
twisted pair or coaxial cable physical media. Now, fast Ethernet speeds are available at 100
Mbps, Gigabit Ethernet at 1 Gbps, as well as 10 Gbps Ethernet.

IBM invented the Token Ring architecture in its development labs in Zurich, Switzer-
land. The first Token Ring products appeared in 1986. The IEEE 802.5 standard defines
the protocol that involves passing a “token” between stations to control access to the
shared medium. Token Ring initially competed with Ethernet as a popular LAN standard
but gave up significant market share to the economical Ethernet alternative in the 1990s.
Today most estimates place Token Ring at less than 15 percent of LANs in use, compared
with Ethernet use exceeding 80 percent.

Integrated Services Digital Network Protocol Architecture
The ITU began work on the Integrated Services Digital Network (ISDN) standards in
1972, with the first documents published in 1984. ISDN’s initial goal was aimed at con-
verting the entire telecommunications transmission and switching architecture to a digi-
tal architecture, providing end user–to–end user digital service for voice, data, and video
over a single physical access circuit. Narrowband ISDN (N-ISDN) standards are the root
of Broadband ISDN (B-ISDN) standards, of which ATM is the key protocol layer, as
described in Chapter 10.

The basic concept of ISDN is of multiple types of terminal equipment (TE), such as
phones and computers, connecting through an ISDN network termination point (called
an NT) into the central office environment that provides access to a range of information.
While all seven protocol layers in N-ISDN are the same as the OSIRM, the physical, data
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connectivity. User-to-Network Interfaces (UNI) and Network-to-Network Interfaces
(NNI) will be explained later. Conceptually, another application runs the control, or sig-
naling, plane. The purpose of the control plane protocols is to establish, configure, and re-
lease the user plane (bearer) capabilities. Finally, the management plane is responsible
for monitoring the status, configuring the parameters, and measuring the performance of
the user and control planes. We cover the protocol structure and functional building
blocks of ISDN in the next chapter.

NETWORK SERVICE PARADIGMS
The OSI Reference Model categorizes data network services by one of two paradigms:
connection-oriented or connectionless. Connection-oriented network services (CONS)
involve establishing a connection between physical or logical end points prior to the
transfer of data. Examples of CONS are frame relay, TCP, ATM, and MPLS. Connection-
less network services (CLNS), on the other hand, provide end-to-end logical connectivity
without establishing any connection before data transfer. Examples of CLNS are the IP
and LAN protocols. As we shall see repeatedly, the consequences of ATM and MPLS being
connection oriented, whereas IP and LAN protocols are connectionless, are far-reaching
indeed. Historically, wide area networks employed connection-oriented services, while
local area networks used connectionless services. ATM, along with its supporting cast of
adaptation layers and control protocols, strove to support both connection-oriented and
connectionless services; while, on the other hand, as originally conceived, MPLS plays a
subservient connection-oriented role within the overall IP architecture.

Connection-Oriented Network Service (CONS)
Connection-oriented services require establishment of a connection between the origin
and destination before transferring data. The connection is established as a single path of
one or multiple links through intermediate nodes in a network. Once established, all data
travels over the same preestablished path through the network. The fact that data arrives
at the destination in the same order as sent by the origin is fundamental to connection-ori-
ented services.

If network management or provisioning actions establish the connection and leave it
up indefinitely, then we call the result a Permanent Virtual Connection (or circuit ) (PVC). If
control signaling of any type dynamically establishes and takes down the connection,
then it is called a Switched Virtual Circuit (or connection) (SVC). X.25, frame relay, and
ATM all use the notion of PVC and SVC; and in different documents for the same proto-
col, the “C” in the acronym is spelled out as either “circuit” or “connection.” Although
different words are used, the meaning is the same.

A PVC connection may be established by physical wiring, equipment configuration
commands, service provider provisioning procedures, or combinations of these actions.
These actions may take several minutes to several weeks, depending upon exactly what is
required. Once the PVC is established, data may be transferred over it. Usually PVCs are
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established for long periods of time. Examples of physical PVCs are analog private lines,
DTE-to-DCE connections, and digital private lines. Examples of logical PVCs are the X.25
PVC, the frame relay PVC, the ATM PVC, and an MPLS label switched path (LSP).

In the case of an SVC service, only the access line and address for the origin and each
destination point are provisioned beforehand. The use of a control signaling protocol plays
a central role in SVC services. Via the signaling protocol, the origin requests that the net-
work make a connection to a destination. The network determines the physical (and logi-
cal) location of the destination and attempts to establish the connection through intermediate
node(s) to the destination. The success or failure of the attempt is indicated back to the orig-
inator. There may also be a progress indication to the originator, alerting for the destina-
tion, or other handshaking elements of the signaling protocol as well. Often the destination
utilizes signaling to either accept or reject the call. In the case of a failed attempt, the signal-
ing protocol usually informs the originator of the reason that the attempt failed. Once the
connection is established, data can then be transferred. Networks may employ SVCs to effi-
ciently share resources by providing dynamic connections and disconnects in response to
signaling protocol instructions generated by end users. End users could use SVCs as a way
to dynamically allocate expensive bandwidth resources without a prior reservation. In
real-world ATM and MPLS networks, a semipermanent virtual circuit (SPVC) is initiated
by network management system or operator command and uses SVC signaling to set up a
PVC. Although extensive standards are in place to support end-user–initiated SVC capa-
bilities, such services have not been successfully offered by most ATM service providers,
and practically all ATM services today are established with PVC, and SPVC, connections.
We will examine some of the limitations that may have contributed to the slow acceptance
of SVC services when we discuss the ATM and MPLS protocols in Part 3.

Probably, the simplest way to explain an SVC is to compare it to a traditional tele-
phone call. After ordering the service and receiving address assignments, the communi-
cations device “picks up the phone” and “requests” a connection to a destination address.
The network either establishes the call or rejects it with a busy signal. After call establish-
ment, the connected devices send data until one of the parties takes the call down. There
is a direct analogy between establishing and taking down an SVC connection-oriented
service and a normal telephone call, as illustrated in Table 5-1.

Connectionless Network Services (CLNS)
As the name implies, connectionless services never establish connections of any kind. In-
stead, network nodes examine the address field in every packet header to determine the
destination. Network nodes provide connectionless service by forwarding packets along a
path toward the destination. Each node selects an outgoing link on a hop-by-hop basis.
Typically, the nodes run a distributed routing protocol that consistently determines the for-
warding tables to result in optimized, loop-free, end-to-end paths. Therefore, unlike in a
connection-oriented service, packets do not take a predetermined path through the
network. Thus, connectionless services avoid the overhead of call establishment and
management incurred by connection-oriented services. The origin node initiates the
forwarding process, with each intermediate node repeating it until the packet reaches the
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destination node. The destination node then delivers the packet to its local interface. Pretty
simple, right?

Yes, and no. The magic in the preceding simple description is the routing protocol
that consistently determines the next hop at the origin and each intermediate node. Chap-
ter 9 explains more details about different types of routing protocols, but they all achieve
the same purpose stated in the previous sentence: routing protocols determine the con-
tents of the next-hop forwarding table such that packets with the same destination ad-
dress take the same path through the network. A bad routing protocol could create
next-hop entries that cause endless loops where a packet never arrives at the destination
but instead loops around the network indefinitely. On the other hand, a good routing
protocol automatically chooses a path through the network optimized to a specific crite-
rion, such as minimum cost. Note that if the routing protocol changes the next-hop for-
warding table in the middle of data transfer between end systems (for example, if a
physical circuit fails), then packets may arrive at the destination in a different order than
sent by the origin.

Chapter 9 details common network node implementations of connectionless services,
namely, bridges and routers. As we shall see, some aspects of connectionless services are
truly plug and play, while others require address configuration, subnet mask definitions,
and setting of other parameters. The connectionless paradigm requires that each network
node (e.g., a router) process each packet independently. Common per-packet processing
functions required in real networks include filtering (out) certain packets according to
address and other fields, queuing different packet flows for prioritized service, and data
link layer conversions. Older routers implemented this complex processing in software,
which limits throughput. Practically, using filtering to implement a firewall limits router
throughput significantly. However, hardware-based routers opened up this bottleneck
in the late 1990s.
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General Signaling Protocol Voice Telephone Call

Provision access/address Order service from phone company

Handshaking Obtain dial tone

Origin request Dial the destination number

Successful attempt indication Ringing tone

Unsuccessful attempt indication Busy tone

Destination acceptance Answering the phone

Data transfer Talking on the phone

Disconnect request Hanging up the phone

Table 5-1. Comparison of General Signaling Terminology to a Telephone Call



Connectionless services do not guarantee packet delivery; therefore, applications rely
on higher-level protocols (e.g., TCP) to perform the end-to-end error detection/correc-
tion. Additionally, higher-layer protocols must also perform flow control (e.g., TCP) or
admission control (e.g., RSVP), since the IP connectionless service typically operates on a
best-effort basis without any notion of bandwidth allocation. As we discuss in Part 3, the
use of protocols like RSVP to reserve bandwidth is a critical component of MPLS.

Connection-Oriented Versus Connectionless Services Analogy
One simple analogy for understanding the difference between CONS and CLNS is that of
placing a telephone call compared with sending a telegraph message. To make a phone
call, you pick up the phone and dial the number of the destination telephone. The net-
work makes a connection from your house, through one or more telephone switches, to
the destination switch and rings the phone. Once the called party answers, the telephone
network keeps the connection active until one of the parties hangs up.

Now here is a CLNS example. Consider sending a telegraph message in the nine-
teenth century. A person visits the telegraph office and recites a message, giving the des-
tination address as a city and country. The telegraph operator picks a next-hop telegraph
station and keys in the entire message to that telegraph office. Since the originating tele-
graph operator does not know the status of telegraph lines being up or down except for
those lines connected to his own station, he must rely on the other operators to forward
the message toward the destination. If there is a path to the destination, then the persis-
tent telegraph operators in this example eventually relay the message to the final destina-
tion, even if some telegraph lines on the most direct path are down. This example is not as
dated as it may seem—Internet e-mail systems use essentially the same method proven
over a century ago by telegraph networks to reliably forward and deliver messages.

REVIEW
This chapter began with an introduction to packet switching and frame relaying by explor-
ing: their reasons for creation and basic principles, and their history. This chapter then in-
troduced the concept of protocol layering and the notation used throughout the book.
Next, a brief description covered the Open Systems Interconnection Reference Model
(OSIRM) and its seven layers: physical, data link, network, transport, session, presentation,
and application. The text also summarized the TCP/IP, IBM SNA, IEEE, and N-ISDN ar-
chitectures, giving examples of standards and real-world equipment implementations.
Finally, the chapter concluded with definitions of connection-oriented and connectionless
network services, giving some foreshadowing as to the manner in which ATM and MPLS
serves both requirements.
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This chapter begins with an overview of circuit-switched network services, the prede-
cessor to the signaling and connection control aspects of the Narrowband Integrated
Services Digitel Network (N-ISDN) control plane. This chapter then introduces the

basics of time division multiplexing (TDM) used in the North American, European, and
Japanese plesiochronous and synchronous digital transmission hierarchies. Begun as a
means to more economically transport voice signals, TDM forms the underlying fabric of
most wide area communications networks today. We then examine the services provided
using the TDM networking paradigm in the N-ISDN.

CIRCUIT SWITCHING
The following section reviews the long history of circuit switching and how it continues
to exert a strong influence on the design of modern communications networks.

History of Circuit Switching
Circuit switching originated in the public telephone network. The first telephone net-
works had a dedicated electrical circuit from each person to every other person that de-
sired communication. This type of connectivity makes sense if you talk to very few
people and very few people talk to you. Today, the typical person makes calls to hun-
dreds of different destinations for friends and family, business or pleasure. It is unrealis-
tic to think that in this environment each of these call origination and destination points
would have its own dedicated circuit to all others, since it would be much too expensive
and difficult to administer.

Historically, early telephone networks dedicated a circuit to each pair of callers until
the maze of wires overhead on telephone poles began to block out the sun in urban areas.
The next step toward switching was human telephone operators who manually con-
nected parties wishing to communicate using patch cords on a switchboard. Callers iden-
tified the called party by telling the operator the name of the person to whom they wished
to speak. This design relieved the problem greatly, as all the wires from each user went
back to a central operator station instead of to every other user. However, once the num-
ber of users grew beyond what a single operator could handle, multiple operators had to
communicate in order to route the call through several manually connected switchboards
to the final destination. Interestingly, the reason Almon B. Strowger invented the first
electromechanical circuit switch in 1889 [Bear 76] had nothing to do with engineering
efficiency, but everything to do with basic capitalism. As the story goes, Strowger was ac-
tually an undertaker by trade in a moderate-sized town that had two undertakers. Unfor-
tunately for Strowger, his competitor’s wife was the switchboard operator for the town.
As the telephone increased in popularity, when anyone died, their relatives called
the telephone operator to request funeral services. The operator in this town routed the
requests to her husband, of course, and not to Strowger. Seeing his business falling off
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dramatically, Strowger conceived of the electromechanical telephone switch and the
rotary dial telephone so that customers could contact him directly. As a result, Strowger
ended up in an entirely different, but highly successful business. Now, we take for
granted the ease of picking up the phone virtually anywhere in the world and dialing any
other person in the world.

Digitized Voice Transmission and Switching
Bell Labs engineers faced a decision in the 1950s of either augmenting bundles of twisted
pairs run in conduits under the streets in large metropolitan areas or multiplexing more
voice conversations onto the existing bundles using a new digital technique. The high
cost of adding conduits with more twisted pairs drove them to deploy a radically new en-
tirely digital technique. It converted the analog voice band signals to digital information
prior to transmission, as illustrated in Figure 6-1. Nyquist derived a theorem in 1924
proving that the digital samples of an analog signal must be taken at a rate no less than
twice the bandwidth of that signal to enable accurate reproduction of the original analog
signal at the receiver. Thirty years later, telephone engineers put the Nyquist sampling
theorem into practice by sampling a standard 4000 Hz bandwidth voice channel at 8000
samples per second. Employing 8 (or 7) bits per sample yields the standard 64 Kbps (or 56
Kbps) digital data stream used in modern digital (TDM transmission and switching sys-
tems for each voice channel. Engineers call the digitized coding of each analog voice sam-
ple pulse code modulation (PCM). The numerical encoding of each PCM sample uses a
nonlinear companding (compression/expanding) scheme to improve the signal-to-noise
ratio by providing greater granularity for larger amplitude values. Unfortunately, the
methods used for representing PCM samples differ in networks around the world, with
the µ-Law (pronounced “mew-law”) standard used in North America and an A-Law
method used elsewhere. In fact, while many networks still transmit voice at 56 or 64
Kbps, more sophisticated modern digital encoding techniques now enable transmission
of a voice channel at speeds as low as 5.3 Kbps (with some loss in quality, of course) when
bandwidth is expensive or scarce, as described in Chapter 16. International networks and
voice over limited bandwidth applications are the primary applications for these low-
bit-rate techniques.

Transmission systems multiplex 24 such digitized and sampled voice channels (called a
digital signal 0 (DS0) in North America) onto a single twisted pair using a T1 repeater sig-
nal according to a digital signal 1 (DS1) signal format. The DS1 transmission rate of 1.544
Mbps derives from multiplying the DS0 rate of 64 Kbps by 24 (i.e., 1.536 Mbps), plus an 8
Kbps framing and signaling channel derived from the framing bits interleaved with the
DS0 streams. We review the DS1 signal format later in this chapter, since it forms the basis
of the narrowband ISDN primary rate interface. This design decision resulted in an
improvement of over 2400 percent in utilization of the scarce twisted pair resource—a tre-
mendous gain in efficiency! International standards adopted a similar multiplexing tech-
nique to make better use of existing twisted pair plant but multiplexed together 32 64 Kbps
channels instead of 24 in a standard called E1 operating at 2.048 Mbps. We also cover this
format later in the chapter in the section on N-ISDN.
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Digital Data Circuit Switching
If the access line from the customer is digital instead of analog and the network has digital
switches, then another set of digital data circuit-switching services apply that eliminate
the need for analog-to-digital conversion in a modem. Of course, data circuit switching
arrived only after carriers replaced older analog telephone switches with updated, en-
tirely digital versions. Now, the availability of digital data service is limited primarily to
whether the user’s access line is digital or analog. Since TDM uses 8000 samples per sec-
ond per DS0 channel, a difference arises from the fact that 56 Kbps uses only 7 bits per
sample, while 64 Kbps uses all 8. The 56 Kbps rate resulted from the historical use by the
North American telephone network of 1 bit per sample for robbed-bit signaling.

Switched 56 Kbps, or simply switched 56, is a service offered in both the private and
public networking environments. Often, a channel service unit/data service unit
(CSU/DSU) device attaches via a dedicated digital access line to a carrier’s switched 56
Kbps service. The DSU side presents a standard DCE interface to the computer equip-
ment, as described in Chapter 4. Users employ data circuit switching as a backup for pri-
vate-line services or for on-demand applications. The price of circuit-switched data
services is close to that of voice service, since that is basically what it is! This pricing
makes it a cost-effective option to leased-line services if usage is less than several hours
per day, or if multiple destinations require dynamic connectivity. The data communica-
tions user, however, needs up to three logical types of communication for one call: the
data circuit; a signaling capability; and, optionally, a management capability.

Figure 6-1. Illustration of a digitized, sampled voice band signal



Many carriers now offer data circuit-switched services ranging in speeds from 56/64
Kbps up to 1.5 Mbps, including nx56/64 Kbps. Applications that use high-speed circuit
switching as an ideal solution are ones such as bulk data transport and/or those that
require all the available bandwidth at predetermined time periods. Circuit switching can
provide cost reductions and improve the quality of service in contrast to dedicated pri-
vate lines, depending upon application characteristics.

The interface for switched services can be directly from the CPE to the interexchange
carrier (IXC) point of presence (POP), or via a local exchange carrier’s (LEC’s) switched
data service, as depicted in Figure 6-2. Dedicated access lines connect the customer equip-
ment to the LEC and IXC carrier services. A trunk group of many circuits connects the
LEC and the IXC, achieving an economy of scale by sharing these circuits between many
users. Many of these trunk groups carry both digitized voice and data calls. A common
use of this configuration involves use of the LEC switched service as a backup to the dedi-
cated access line to the IXC circuit-switched data service.

Many users implement circuit-switched data services as a backup for private lines as
shown in Figure 6-2, or else for occasional, on-demand transfer of data between sites.
Some carriers also offer noncontiguous and contiguous fractional DS1 or nxDS0 reconfig-
urable or switched services. Reconfigurable services often utilize a computer terminal to
rearrange digital cross-connects to provide a version of nxDS0 switching. Depending
upon whether the control system utilizes semiautomated network management or sig-
naling-based control, the circuit establishment times in these services range from seconds
to minutes. The N-ISDN–based version of this service is called the Multirate Circuit-Mode
Bearer Service (MRCMBS), which supports switched nxDS0. Videoconferencing is an ex-
ample application that employs MRCMBS to combine multiple 56/64 Kbps circuits to
form a single high-speed videoconference channel at higher speeds. Some examples of
switched DS1 service traffic include video, imaging, large file transfers, and data center
disaster recovery.
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Figure 6-2. Switched services interfaces
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PRIVATE-LINE NETWORKS
Users have three physical layer networking options: private-line networks, switched net-
works, and hybrid designs incorporating a mix of both. This section covers some practical
aspects of private-line networking and concludes with a comparison of private-line and
circuit-switched networks.

Private (Leased)–Line Characteristics
Private lines are the simplest form of point-to-point communications. Private lines, also
called leased lines, are dedicated circuits between two user locations. Since a service pro-
vider dedicates bandwidth to a private line connecting ports on its network, the customer
pays a fixed monthly fee dependent upon the distance traversed and the bit rate ordered.
Usually, private-line tariffs also have a nonrecurring installation fee. In return, the service
provider guarantees the private-line bandwidth effectively 24 hours a day, 7 days a week.

Leased lines come in several grades and speeds. The most basic traditional service
available consists of either analog or digital leased lines. Carriers offer digital leased lines
at speeds such as the 9600 bps, 19.2 Kbps, 56/64 Kbps, fractional T1, T1 (1.544 Mbps), and
higher speeds of the TDM hierarchy defined in the next section. Analog lines require a
modem for digital-to-analog conversion, while digital private lines require a DCE (com-
monly called a channel service unit/data service unit [CSU/DSU]) for line conditioning,
framing, and formatting. Most local exchange, interexchange, and alternate access pro-
viders, as well as international carriers, offer digital private-line services.

Private-Line Networking
Figure 6-3 depicts a network of three users’ DTEs connected via private lines. User A has
a dedicated 56 Kbps circuit to user B, as well as a dedicated T1 (1.544 Mbps) circuit to user
C. Users B and C have a dedicated 1.544 Mbps circuit between them. Users generally lease
a private line when they require continuous access to the entire bandwidth between two
sites. The user devices are voice private branch exchanges (PBXs), T1 multiplexers, rout-
ers, or other data communications networking equipment. The key advantage of private
lines is that a customer has complete control over the allocation of bandwidth on the pri-
vate-line circuits interconnecting these devices. This is also the primary disadvantage, in
that the customer must purchase, maintain, and operate these devices in order to make
efficient use of the private-line bandwidth. Up until the 1980s, most voice networks were
private line based, primarily made up of dedicated trunks interconnecting PBXs. The sit-
uation changed once carriers introduced cost-effective intelligent voice network services.
Now, most corporate voice networks use these carrier services. Data networking appears
to be moving along a similar trend toward shared carrier–provided public data services.
In the early 1990s, virtually every corporate data network was private line based. Now,
many corporate users have moved from private lines to embrace frame relay, the
Internet, and ATM for their data networking needs.
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While private lines provide dedicated bandwidth, carriers don’t guarantee 100 per-
cent availability, and sometimes a service provider statement of availability is related to
the network and not an individual connection. Sometimes, a carrier provides for recovery
of private-line failures via digital cross-connects, transmission protection switching, or
SONET/SDH rings. However, in many cases, a private line comprises several segments
across multiple carriers. For example, a long-haul private line typically has access circuits
provided by local exchange carriers on each end and a long-distance segment in the mid-
dle provided by an interexchange carrier. If the private line or any of its associated trans-
mission equipment fails (because of, e.g., a fiber cut), the end users cannot communicate
unless the user DTEs have some method of routing, reconnecting, or dialing around the
failure. Thus, the user must decide what level of availability is needed for communica-
tions between sites. Service providers usually provide a mean time to repair (MTTR)
guarantee for a private-line user connection. This promises a user diligence in repairing a
failed individual connection, usually within a time frame of two to five hours. There are
two generic categories of restoration in TDM networks: linear and ring based. Linear res-
toration, commonly called protection switching, was implemented before SONET and
SDH [Goralski 00]. It uses the concept of working and protect channels. Normally, a single
protect channel protected n working channels, often indicated by the notation 1:n protec-
tion, pronounced as “1 for n” or “1 by n” or “1 to n” protection. When a working channel
fails, the equipment at each end of a linear system quickly switches over the working

Figure 6-3. Example private-line network
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channel to the protect channel. If the protect channel is already in use (or already has
failed), the working channel cannot be restored. For this reason, a commonly encoun-
tered deployment configuration for short transmission spans is 1:1 protection over di-
verse facilities; whereas, for longer spans, this 100 percent redundancy becomes expensive
and is therefore often avoided. Also, if all n + 1 channels traverse the same physical route,
then a single failure could disrupt all n working channels. Therefore, when protecting
longer-distance systems, the working and protect channels should be on diverse physical
facilities, although in reality only small values of n are practical because of a limited
amount of diversity in the physical fiber plant. Before the advent of wavelength division
multiplexing (WDM) systems, a 1 + 1 transmission system required four fibers for opera-
tion (working and protect channels with respective transmit/receive pairs). The first step
to better utilize the fiber plant was to multiplex transmit and receive signals onto one fi-
ber, making it possible to double the capacity of the fiber. WDM systems now provide
hundreds of wavelengths over a single fiber. However, WDM systems introduce another
point of failure for SONET/SDH systems, and the ability to switch to redundant WDM
systems becomes necessary. To provide 100 percent connection redundancy in such an
environment would require 1 + 1 types of SONET/SDH systems together with redun-
dant WDM systems, a very expensive solution. More common deployments use diverse
redundant WDM systems together with 1:n SONET/SDH systems (sometimes with di-
verse protection channels) or multinode ring systems.

Protection switching was the precursor to ring switching, a subject we cover later in
this chapter after introducing the SONET/SDH architecture and inverse multiplexers
(I-Muxes). Early digital private-line networks offered service at only 56/64 Kbps or
DS1/E1 (i.e., 1.5 and 2.0 Mbps) rates. The gap in speed and price between these speeds
created a market for inverse multiplexers, commonly called I-Muxes, that provided inter-
mediate-speed connectivity by combining multiple lower-speed circuits. As illustrated in
Figure 6-4, an I-Mux provides a single high-speed DTE-DCE interface by combining n
lower-speed circuits, typically private lines. Inverse multiplexers come in two major cate-
gories: nx56/64 Kbps and nxDS1/E1. The inverse multiplexer provides a DCE interface
to the DTE operating at a rate of approximately 56/64 Kbps or DS1/E1 times n, the num-
ber of circuits connecting the I-Muxes. These devices automatically change the DTE-DCE
bit rate in response to circuit activations or deactivations. The I-Muxes also account for
the differences in delay between the interconnecting circuits. The actual serial bit rate
provided to the DTE is slightly less than the nx56/64 Kbps or nxDS1/E1 rate because of
overhead used to synchronize the lower-speed circuits. Some I-Muxes also support cir-
cuit-switched data interconnections in addition to private-line connections. A bonding
standard defines how nxDS0 I-Muxes interoperate. Higher-speed nxDS1/E1 I-Muxes
utilize a proprietary protocol and are hence incompatible among vendors. Chapters 7
and 11 describe frame relay and ATM standards for inverse multiplexing.
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Permanent Versus Switched Circuits
We come back to the basic concepts of permanent circuits and switched circuits repeat-
edly in this text, so we begin with a simple example here as an introduction to the basic
tradeoffs involved. Figure 6-5 shows a simplified comparison of two communications
networks connecting eight users, labeled A through H, which could be LANs, MANs,
PBXs, or hosts. Network (a) shows dedicated private-line circuits connecting each and
every user to every other user, while network (b) shows circuit-switched access to a com-
mon, shared network with only a dedicated access line to the network for each user. In
network (a), each user has seven access lines into the network for dedicated circuits con-
necting to a distant access line for each possible destination. Circuit switching transfers
data or voice information at the physical layer. In other words, circuit switching is trans-
parent to higher-layer protocols, which means that the network does not process the in-
formation content. The example in the circuit-switched network (b) shows user A talking
to user H, and user D talking with user E. Any user can communicate with any other user,
although not simultaneously, just as in the telephone network.

The signaling protocols employed by narrowband ISDN, X.25, frame relay, ATM, and
MPLS all use the same basic circuit switching paradigm described in the previous section,
except that the end device is usually some kind of computer or router instead of a tele-
phone. The X.25, frame relay, ATM, and MPLS protocols all have a form of switched virtual
circuit (SVC) capability similar to the telephone call described previously. Furthermore,
they also have a permanent virtual circuit (PVC) capability analogous to a (virtually) dedi-
cated pair of wires between each pair of end users wishing to communicate.

Figure 6-4. Illustration of inverse multiplexer operation



DIGITAL TIME DIVISION MULTIPLEXING (TDM)
Public network carriers first developed plesiochronous digital transmission for eco-
nomical, high-quality transmission of voice signals. Later on, the carriers used these
same transmission systems to offer private-line data services. In the 1990s, North Amer-
ican carriers began deployment of the Synchronous Optical Network (SONET), while
the rest of the world deployed Synchronous Digital Hierarchy (SDH)–based transmis-
sion systems. The SONET and SDH systems provide higher speeds, standardized inter-
faces, automatic restoration, and superior transmission quality compared with the
plesiochronous systems that preceded them. This section reviews some basics of these
important TDM technologies.

Plesiochronous Digital Hierarchy (PDH)
The Plesiochronous (which means nearly synchronous) Digital Hierarchy (PDH) was
developed in the 1950s by Bell Labs to carry digitized voice over twisted wire more effi-
ciently in major urban areas. This evolved first as the North American Digital Hierarchy,
depicted in Table 6-1. The convention assigns a level to each digital signal (DS) format in
the hierarchy.

Plesiochronous transmission systems multiplex several lower-numbered digital
streams into the higher-numbered digital streams within a certain frequency tolerance.
No fixed relationship exists between the data between levels of the hierarchy—except at
the lowest level, called a DS0, at a rate of 64 Kbps. Figure 6-6 illustrates a convention com-
monly used in North America to label multiplexing between the various levels of the
hierarchy depicted in Table 6-1. For example, an M1C multiplexer converts 2 DS1s into a
DS1c signal. An M12 mutiplexer takes 2 DS1c signals and multiplexes these into a DS2
signal. Finally, an M13 multiplexer takes 7 DS2 signals and combines these into a single
DS3 signal. Hence, an M13 multiplexer converts 28 DS1s into a DS3 signal but uses the
M1C and M12 intermediate multiplexing stages to do so.
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Figure 6-5. Full-mesh, private-line networking versus circuit switching



Bell Labs also defined a transmission repeater system over four-wire twisted pair and
called it T1. Many trade press articles and even some technical books use the term “T1” to
colloquially refer to a DS1 signal. There is actually no such thing as a “T3” signal, even
though many people use this term colloquially when referencing a DS3 signal. The actual
interfaces for DS1 and DS3 are called the DSX1 and DSX3 interfaces, respectively, in ANSI
standards. The DSX1 is a four-wire interface, while the DSX3 interface is a dual coaxial ca-
ble interface.

Europe and Japan developed different Plesiochronous Digital Hierarchies as summa-
rized in Table 6-2 [Kessler 85]. All of these hierarchies have the property that multiplexing
is done in successive levels to move between successively higher speeds. Furthermore, the
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Signal Name Rate Structure Number of DS0s

DS0 64 Kbps Individual time slot 1

DS1 1.544 Mbps 24 × DS0 24

DS1c 3.152 Mbps 2 × DS1 48

DS2 6.312 Mbps 2 × DS1c 96

DS3 44.736 Mbps 7 × DS2 672

Table 6-1. North American Plesiochronous Digital Hierarchy

Figure 6-6. North American Plesiochronous Digital Hierarchy multiplexing plan



speed of each level is asynchronous with respect to the others within a certain frequency
tolerance.

An important consequence of these digital hierarchies on data communications is
that only a discrete set of fixed rates is available, namely nxDS0 (where 1 ≤ n ≤ 24 in North
America and Japan and 1 ≤ n ≤ 30 in Europe), and then the next levels in the respective
multiplex hierarchies. The next section, on N-ISDN, defines the details of the DS0-to-DS1
and E1 mappings. Indeed, one of the early ATM proposals [Turner 86] emphasized the
capability to provide a wide range of very granular speeds as a key advantage of ATM
over TDM.

SONET and the Synchronous Digital Hierarchy (SDH)
The Bellcore-driven North American standards defined a Synchronous Optical Network
(SONET), while the CCITT/ITU developed a closely related international Synchronous
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Bit Rate (Mbps)

Digital
Multiplexing
Level

Number of
Voice Channels North America Europe Japan

0 1 0.064 0.064 0.064

1 24 1.544 1.544

30 2.048

48 3.152

2 96 6.312 6.312

120 8.448 7.876

3 480 34.368 32.064

672 44.376

1344 91.053

1440 97.728

4 1920 139.268

4032 274.176

5760 397.200

5 7680 565.148

Table 6-2. Summary of International Plesiochronous Digital Hierarchies



Digital Hierarchy (SDH) in the late 1980s. These standards were the next step in the evo-
lution of time division multiplexing (TDM). SONET/SDH have two key benefits over
PDH: rates of higher speeds are defined, and direct multiplexing is possible without in-
termediate multiplexing stages. Direct multiplexing employs pointers in the TDM over-
head that directly identify the position of the payload. Furthermore, the fiber optic
transmission signal transfers a very accurate clock rate along the transmission paths all
the way to end systems, synchronizing the entire transmission network to a single, highly
accurate clock frequency source.

Another key advance of SONET and SDH was the definition of a layered architecture
(illustrated in Figure 6-7) that defines three levels of transmission spans. This model
allowed transmission system manufacturers to develop interoperable products with
compatible functions. The SONET/SDH framing structure defines overhead operating at
each of these levels to estimate error rates, communicate alarm conditions, and provide
maintenance support. Devices at the same SONET/SDH level communicate this over-
head information as indicated by the arrows in Figure 6-7. The path layer covers end-to-
end transmission, where ATM switches or MPLS label-switching routers (LSRs) operate
as indicated in the figure. This text refers to a transmission path using this definition from
SONET/SDH. Next comes the maintenance span, or line layer, which comprises a series
of regenerators (or repeaters). An example of a line-layer device is a SONET/SDH
cross-connect. The section regenerator operates between repeaters. Finally, the photonic
layer involves sending binary data via optical pulses generated by lasers or light emitting
diodes (LEDs).

SONET standards designate signal formats as synchronous transfer signals (STSs); they
are represented at N times the basic STS-1 (51.84 Mbps) building block rate by the term
STS-N. SONET designates signals at speeds less than the STS-1 rate as virtual tributaries
(VTs). The optical characteristics of the signal that carries SONET payloads is called the
optical carrier (OC-N). An STS-N signal can be carried on any OC-M, as long as M ≥ N. The
standard SONET STS and VT rates are summarized in the text that follows.

The CCITT/ITU developed a similar synchronous multiplex hierarchy with the same
advantages using a basic building block called the synchronous transfer module (STM-1)
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Figure 6-7. Example of SONET/SDH architecture layers



with a rate of 155.52 Mbps, which is exactly equal to SONET’s STS-3 rate to promote
interoperability between the different standards. The SDH standards also define a set of
lower-speed signals, called virtual containers (VCs). Therefore, a direct mapping between
the SONET STS-3N rates and the CCITT/ITU STM-N rates exists. An STM-1 frame is
equivalent to an STS-3c frame in structure. The pointer processing and overhead byte defi-
nitions differ between SONET and SDH, so direct interconnection is currently not possible.
Different vendor transmission equipment does not interwork easily even within SONET
and SDH implementations, since proprietary management systems often utilize part of the
protocol overhead for maintenance and operational functionality. Table 6-3 shows the
SONET speed hierarchy by OC level and STS level as it aligns with the international SDH
STM levels and the bit rates of each.

Table 6-4 illustrates a similar mapping to that of Table 6-3, comparing the mapping of
the North American and CCITT/ITU PDH rates to the corresponding SONET virtual
tributary (VT) and SDH virtual container (VC) rates and terminology. Note that the com-
mon 1.5, 2, 6, and 44 Mbps rates can be mapped consistently by using AU-3-based map-
ping, as shown later in Figure 6-11. SDH provides some alternative multiplexing paths
for PDH signals, whereas SONET provides one way for each. SDH supports all PDH sig-
nals except for DS1C (3.152 Mbps). Also note that SONET does not support the popular
International E3 rate. The other common rates are 155 and 622 Mbps and above. The rates
indicated in the table include the actual payload plus multiplexing overhead, including
path overhead. The table includes ATM-carried payload rates for commonly used ATM
mappings over SONET/SDH for comparison purposes.

SONET and SDH standards evolved the state of the art in restoration through the con-
cept of ring switching [Goralski 00]. A ring-switching architecture could protect either a
line or path segment and make traffic flow in either one direction or both directions
around the ring. SONET line switching operates on an entire OC-N bundle, while path
switching can operate on a tributary. A unidirectional ring means that normal routing of
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SONET Level SDH Level Bit Rate (Mbps)

STS-1 - 51.84

STS-3, OC-3 STM-1 155.52

STS-12, OC-12 STM-4 622.08

STS-24 - 1,244.16

STS-48, OC-48 STM-16 2,488.32

STS-192, OC-192 STM-64 9,953.28

Table 6-3. SONET STS-N/OC-N and SDH STM-M Speed Hierarchy



both directions of working traffic flows in the same direction around the ring. Con-
versely, in a bidirectional ring, normal routing of the different directions of working
traffic flow in the opposite direction around the ring. This results in the following ring-
switching restoration schemes:

� Bidirectional line-switched ring (BLSR)

� Bidirectional path-switched ring (BPSR)

� Unidirectional line-switched ring (ULSR)

� Unidirectional path-switched ring (UPSR)

Any of these schemes can operate using either two or four fibers. This results in a po-
tential for eight combinations; however, commonly fielded configurations are two-fiber
UPSR, two-fiber BLSR, and four-fiber BLSR. A number of tradeoffs exist in deciding
which ring technology is best. The directions of traffic flow in unidirectional rings have
asymmetric delays, while bidirectional rings have symmetric delay. Two-fiber rings are
often deployed in metropolitan areas, while four-fiber rings are more efficient and can
protect against some scenarios involving multiple failures in regional deployments.
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North American
SONET Container
(SPE)

SONET

Payload Carried
(Mbps)

SONET

Payload +
Overhead
(Mbps)

CCITT/ITU SDH
Container

SDH

Payload Carried
(Mbps)

SDH

Payload +
Overhead
(Mbps)

VT1.5 1.544 (DS-1) 1.664 VC11
VC12

1.544 (DS-1)
1.544 (DS-1)

1.728
2.304

VT2.0 2.048 (E1) 2.240 VC12 2.048 (E1) 2.304

VT3.0 3.152 3.392 N/A N/A

VT6.0 6.312 6.848 VC2 6.312 6.912

STS-1 44.736 (DS-3) 50.112 VC3
VC3

44.736 (DS-3)
34.368 (E3)

48.960
48.960

STS-3c 139.264 (OC-3) 150.336 VC4 139.264 (E4) 150.336

ATM on STS-1 49.536 50.112

ATM on STS-3c 149.760 150.336 ATM on
STM-1

149.760 150.336

ATM on STS-12c 599.040 601.344 ATM on
STM-4

599.040 601.344

Table 6-4. SONET/SDH Digital Hierarchy Payload and Overhead Rates



Two-fiber rings are less expensive to deploy initially but are less efficient than four-fiber
rings when fully loaded.

The large-scale deployment of SONET/SDH rings by carriers and ISPs is important
to performance, since the switchover time from the occurrence of a failure to a completely
restored circuit line or path segment is 50 ms or less. The fact that SONET/SDH rings re-
store traffic in quite literally the blink of an eye has significant consequences. It means
that a click might be heard on a voice call, a digitally transmitted video might lose a few
frames, or packet transfer would be momentarily disrupted. We will see later that ATM
and MPLS technology is striving to meet the impressive restoration time performance of
SONET/SDH rings. It is interesting to note that dense wavelength division multiplexing
(DWDM) ring implementations also leverage the basic concepts of these SONET/SDH
ring protection schemes.

Basic SONET Frame Format
Figure 6-8 illustrates the SONET STS-1 frame format. Notice that the frame is made up of
multiple overhead elements (section, line, and path) and a synchronous payload envelope
(SPE). The frame size for an STS-1 SPE is 9 rows × 90 columns (1 byte per column) for a total
of 810 bytes, composing a 783-byte frame (excluding the 27 byte section and line overhead).
The total STS-1 frame of 810 bytes transmitted each 125 µs results in the basic STS-1 rate of
51.84 Mbps. The STS-N SPE format essentially replicates the STS-1 format N times.
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Figure 6-8. STS-1 frame format



The basic transmission rate for SDH is the 155.520 Mbps STM-1. The STM-1 frame con-
sists of 2430 bytes, corresponding to the frame duration of 125µs. The basic SDH structure
is a 9 row × 270 columns frame, where the overhead consist of the first 9 columns (81 bytes
pointer and section overhead). The STM-1 forms the basis for higher rates by replicating
this format just as in SONET. Since all STM- and STS-level signals are synchronous,
multiplexing to higher rates is achieved by simple byte interleaving. Note that in order to
keep the signal structure intact, in forming an STM-M higher-rate signal, the STM-N sig-
nals must be M/N byte interleaved. For example, to form an STM-4, four STM-1 signals are
4-byte interleaved. STS-level signals are byte interleaved the same way.

Figure 6-9 illustrates the mapping of VT1.5s into an STS-1 SONET synchronous pay-
load envelope (SPE). Each VT1.5 uses 27 bytes to carry 24 bytes of a DS1 payload. The first
column of 9 bytes is the STS-1 path overhead. The next 28 columns are bytes 1 through 9
of the (28) VT1.5 payloads, followed by a column of stuff bytes. Similarly, columns 31
through 58 are bytes 10 through 18 of the (28) VT1.5 payloads, followed by a column of
stuff bytes. The last 28 columns are bytes 19 through 27 of the VT1.5 payloads.
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Figure 6-9. VT1.5 mapping within an STS-1 frame



Figure 6-10 shows the format of an individual VT1.5. Note that 27 bytes are trans-
ferred every 125 µs in the SPE as defined previously, but that only 24 bytes are necessary
to carry the user data. User data byte 25 is included to be able to carry the DS1 framing bit
transparently. The other 2 bytes provide a pointer so that the VT can “float” within its al-
located bytes and thus allow for timing to be transferred, as well as provide for VT-level
path overhead. The SONET overhead results in a mapping that is less than 100 percent ef-
ficient. In fact, VT1.5 multiplexing for support of individual DS0s is approximately 85.8
percent efficient (i.e., 24 × 28/87/9) in terms of SPE bandwidth utilization. As shown in
Chapter 16, ATM support for transport of DS0s using structured-mode circuit emulation
is approximately 87.4 percent efficient over SONET.

In SDH, plesiochronous signals are mapped into the payload area of the STM-1 frame
by adding path overhead to form a virtual container (VC) of an appropriate size (e.g., a T1
in a VC-11, a E1 in a VC-12, or a DS3 or E3 into a VC-3), as illustrated in Figure 6-11. SDH
also defines two types of path overhead, depending on whether the mapping performed
is VC-2/VC-1 or VC-4/VC-3. A VC is positioned in either a tributary unit (TU) or an ad-
ministrative unit (AU). VC-1 and VC-2 are positioned in TUs, whereas the VC-4 is always
positioned in an AU-4. VC-3s are positioned in a TU-3, but the SONET option indicated in
Figure 6-11 will always use an AU-3. TUs and AUs are each bundled into tributary unit
groups (TUGs) and administrative unit groups (AUGs), respectively. TUGs can be multi-
plexed into higher-order VCs, which, in turn, are positioned in AUs with a pointer indi-
cating the start of the VC relative to the AU. This is the same AU pointer used to indicate
the position of the AU in relation to the STM-1 frame [ITU G.707].
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Figure 6-10. Illustration of SONET VT1.5 format
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BASICS AND HISTORY OF NARROWBAND ISDN (N-ISDN)
N-ISDN is the phoenix of the late 1990s. Rising out of the ashes of its slowly smoldering
adoption in the preceding decade, it takes its place as a switched alternative to the dedi-
cated 56 Kbps analog local loop; an alternative dial access protocol to services like the
Internet; and other corporate uses, such as an on-demand backup facility. We now turn our
attention to the original Integrated Services Digital Network (ISDN) standards, where the
frame relay and ATM protocols discussed in this book have their roots. First, we summa-
rize the N-ISDN Basic Rate Interface (BRI) and Primary Rate Interface (PRI) configurations.
Next, the text covers basic N-ISDN protocol and framing structure. In order to differentiate
the ATM-based Broadband ISDN (B-ISDN) from the earlier narrowband ISDN, the stan-
dards refer to these protocols as Narrowband ISDN (N-ISDN), a term we use consistently
in this book to avoid confusion. See Reference 6 for more N-ISDN information.

Narrowband ISDN Basics
N-ISDN builds upon the TDM hierarchy developed for digital telephony. Although most
N-ISDN standardization is complete, the CCITT/ITU-T continues to define new stan-
dards for the N-ISDN. Two standards exist for the physical interface to N-ISDN: the Basic

Figure 6-11. Illustration of SONET/SDH multiplexing structure



Rate Interface (BRI), or basic access, as defined in ITU-T Recommendation I.430, and the
Primary Rate Interface (PRI), as defined in ITU-T Recommendation I.431.

Figure 6-12 illustrates the N-ISDN functional groupings and reference points (as de-
fined in ITU-T Recommendation I.411). Both the BRI and PRI standards define the electri-
cal characteristics, signaling, coding, and frame formats of N-ISDN communications
across the user access interface (S/T) reference point. The physical layer provides trans-
mission capability, activation and deactivation of terminal equipment (TE) and network
termination (NT) devices, data (D) channel access for TEs, bearer (B) channels for TEs,
maintenance functions, and channel status indications. ITU-T Recommendation I.412 de-
fines the basic infrastructure for these physical implementations, as well as the detailed
definition for the S and T reference points, TEs, and NTs. The TA manufacturer defines
the R reference to non-ISDN terminal equipment. The CCITT/ITU-T defines two possible
network interface points at the S and T reference points where a carrier always places
equipment on the customer's premises. In the United States, no formal network bound-
ary exists; however, ANSI standards define this as the U reference point, as indicated in
Figure 6-12.

The BRI and PRI N-ISDN interfaces provide a set of bearer B-channels and a D-channel,
as described previously. As illustrated in Figure 6-13, the B-channels provide a layer 1
service to the N-ISDN terminal equipment, while the D-channel supports a layer 3 signal-
ing protocol for control of the B-channels. Optionally, end-user N-ISDN equipment may
transfer limited amounts of packet data over the D-channel. Note that the NT1 device
operates at only layer 1 for the D-channel. As we shall see, B-ISDN utilizes a similar con-
cept when labeling the signaling protocol the control plane and the bearer capabilities
the user plane.
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Figure 6-12. N-ISDN reference configuration



BRI and PRI Service and Protocol Structures
The N-ISDN Basic Rate Interface (BRI) and Primary Rate Interface (PRI) service configu-
rations are defined as follows:

� Basic Rate Interface (BRI) Provides two 64 Kbps bearer (B) channels for the
carriage of user data and one 16 Kbps control, messaging, and network
management D-channel. Documentation commonly refers to the BRI as a 2B+D
interface. The BRI was intended for customer access devices such as N-ISDN
voice, data, and videophone. Many Internet service providers now use the BRI
through the local telephone company to provide high-performance access to
the Internet at speeds up to 128 Kbps.

� Primary Rate Interface (PRI) In North America, provides twenty-three
64 Kbps B-channels and one 64 Kbps signaling D-channel, commonly referred
to as a 23B+D interface. Internationally, 30 B-channels are provided in a
30B+D configuration. The PRI was intended for use by higher-bandwidth
or shared-customer devices such as the Private Branch Exchange (PBX),
routers, or T1 multiplexers.

The N-ISDN BRI operates over the same twisted pairs used for telephone communica-
tion at a physical data rate of 192 Kbps full duplex, of which 144 Kbps is for user data (i.e.,
2B+D = 2 × 64 + 16 = 144). BRI may operate in either a point-to-point or point-to- multipoint
mode. CCITT Recommendation I.430 details the BRI layer 1 protocol. BRI devices are sig-
nificantly more complex than telephony devices. The line coding used by BRI was consid-
ered sophisticated in the late 1980s. However, it now pales in comparison with modern
digital subscriber line (DSL) technology that operates over the same twisted pair telephone
lines at speeds that are an order of magnitude larger as described in Chapter 11.
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Figure 6-13. Illustration of N-ISDN B-channel and D-channel services
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The N-ISDN PRI provides a single 1.544 Mbps DS1 or a 2.048 Mbps E1 data rate chan-
nel over a full-duplex synchronous point-to-point channel using the standard TDM hier-
archy introduced earlier in this chapter. CCITT Recommendations G.703 and G.704
define the electrical characteristics and frame formats of the PRI interface, respectively.
The 1.544 Mbps rate is accomplished by sending 8000 frames per second with each frame
containing 193 bits. Twenty-four DS0 channels of 64 Kbps each compose the DS1 stream.
Figure 6-14 shows the format of the DS1 PRI interface. Note that the 193rd framing bit is
defined by DS1 standards for error rate estimation and maintenance signaling. A DS1 PRI
contains at least 24 B-channels. The 24th DS0 time slot contains either the signaling
D-channel, or a 24th B-channel if another D-channel controls this DS1.

The CCITT/ITU-T E1–based PRI interface differs somewhat from the DS1 interface,
as shown in Figure 6-15. The E1 PRI has 30 B-channels; one 64 Kbps D-channel in time slot
16; and a channel reserved for physical layer signaling, framing, and synchronization in
time slot 0. A primary attribute distinguishing N-ISDN service from telephony is the con-
cept of common channel signaling, or out-of-band signaling using the D-channel. The
D-channel and B-channels may share the same physical interface as indicated in the pre-
vious illustrations, or the D-channel on one interface may control the B-channels on sev-
eral physical interfaces.

Since PRIs run at higher speeds, they support additional bearer capabilities called
H-channels. Two types are defined: H0-channel signals that have a bit rate of 384 Kbps,
and H1-channels defined for DS1 and E1 PRIs. H11-channels have a bit rate of 1536 Kbps
in the United States and Japanese DS1 PRIs, while H12-channels operate at 1920 Kbps on
E1 PRIs in Europe and other parts of the world. The H0-channel uses any six time slots in
the same DS1 or E1; that is, the time slots need not be contiguous. The H11-channel uses all
24 time slots in a DS1, which means that the D signaling channel must be on a separate
physical interface.

Standards also define a capability to establish an n×64 Kbps bearer service, where n
ranges from 1 to 24 (or 30 at the European channel rate) via N-ISDN signaling. The nxDS0

Figure 6-14. 1.544 Mbps North American N-ISDN PRI frame structure



service uses n contiguous time slots or a bit map–specified set of DS0 time slots in the DS1
or E1 frame. Standards call this capability the Multirate Circuit-Mode Bearer Service
(MRCMBS). Also, N-ISDN signaling can establish a frame-mode bearer service (FMBS)
or a switched X.25 connection, as discussed in the next chapter.

ISDN D-Channel Signaling
CCITT Recommendation Q.931 defines a set of message types containing a number of in-
formation elements used to establish and release N-ISDN bearer connections. Figure 6-16
illustrates an example sequence of such messages involved during the establishment,
data transfer, and release phases of an N-ISDN call. Starting in the upper left-hand corner
of the figure, terminal equipment A places a call to B via the N-ISDN network using the
SETUP message. The network responds with a CALL PROCEEDING message and relays
the call request to the destination, issuing a SETUP message to B. In the example, B alerts
the called user and informs the network of this action via the ALERTING message, which
the network relays to A. Eventually, B answers the call with the CONNECT message,
which the network acknowledges using the CONNECT ACKNOWLEDGE message. The
N-ISDN network also relays the connect indication back to calling party A, indicating the
response using the CONNECT message. Usually, the CONNECT message identifies the
time slot(s) assigned to the bearer connection. Once A confirms the completed call using
the CONNECT ACKNOWLEDGE message, A and B may transfer data over the bearer
channel established by this signaling protocol for an indefinite period of time. Either
party may release the connection by sending the DISCONNECT message to the network.
In this example, A initiates call clearing, which the network propagates to user B in the
form of the DISCONNECT message. The normal response to a DISCONNECT message is
the RELEASE message followed by a RELEASE COMPLETE message, as indicated in the
figure. The information element content of the N-ISDN signaling messages (as well as
some additional messages not included in this simple example) emulate all of the tradi-
tional functions available in telephony, along with support for a number of additional ad-
vanced features.
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Figure 6-15. CCITT/ITU-T 2.048 Mbps N-ISDN PRI frame structure



Upon receiving a SETUP message for an N-ISDN call, network switches establish an
end-to-end ISDN B- or H-channel between the source and the indicated end destination.
The service provider's network, however, uses a different signaling system. Signaling
between the remote ISDN devices and the public voice and data network switches occurs
using D-channel protocols such as Q.931, which, in turn, are converted into Signaling
System No. 7 (SS7) signals within the carrier's digital voice and data networks. With SS7,
carriers are able to maintain clear channel N-ISDN connections by communicating sig-
naling information in a distinct separate channel. The switch at the destination side of the
network then communicates with the remote ISDN device using its D-channel protocol.
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Figure 6-16. N-ISDN call establishment, data transfer, and release phases



REVIEW
This chapter introduced the basic concepts of circuit switching and private line–based
networking, providing design recommendations throughout. Study of these subjects is
important because the circuit-switching paradigm described here appears again in
X.25, frame relay, ATM, and MPLS. Next, the text described the digital time division
multiplexing (TDM) hierarchy and its evolution to the North American Synchronous
Optical Network (SONET) and the international Synchronous Digital Hierarchy (SDH).
Originally designed to provide more cost-effective telephone calls, TDM now provides
the foundation for the high-performance digital data communications central to IP,
MPLS, and ATM. Upon this foundation, the standards bodies constructed the
Narrowband Integrated Services Digital Network (N-ISDN) protocol model. As stud-
ied in Part 3, the ATM-based Broadband ISDN (B-ISDN) protocol adopts the concepts
of separate user, control, and management protocols from N-ISDN. Analogous termi-
nology is used within the industry to distinguish between forwarding and control pro-
tocols within the parlance of IP and MPLS.
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This chapter presents an overview of X.25 packet-switching and Frame Relay–for-
warding protocols used in major public and private connection-oriented data ser-
vices. The text describes aspects of each protocol, beginning with the origins of the

protocol, followed by an overview of the packet formats and protocol functions. The cover-
age includes operation of the protocol through an illustrated example. The traffic and con-
gestion control aspects of the Frame Relay and X.25 protocols are also surveyed. We touch
on the aspects of the protocol that are supported in public services. Since ATM and MPLS
inherit many concepts from X.25 and Frame Relay, we cover the relevant subjects in suffi-
cient detail to make this book a stand-alone reference for the reader without background
knowledge of these important protocols. This chapter provides an example of the separa-
tion of the user and control planes central to the treatment of Frame Relay.

PACKET SWITCHING
The CCITT standardized X.25 as the earliest public data network protocol in 1974, contin-
ued with refinements and corrections over the years, and most recently updated the stan-
dard in 1996 [ITU X.25]. X.25 packet switching provides the network environment
needed to handle intermittent terminal-to-host data traffic. Packet switching refers to pro-
tocols in which the information is broken up into smaller packets before being sent. Each
packet is transmitted individually, and various packets may even follow different routes
to the destination. Thus, each packet has a header containing information about how to
reach the destination. At the destination, the packets are reassembled into the original
data. Most modern wide area network (WAN) protocols, such as TCP/IP, X.25, and
Frame Relay, are based on packet-switching technologies. The typical packet-switching
application involves a user inputting keyboard data ranging from a few characters to a
few lines and then forwarding the information to a host. Typically, the host then re-
sponds with a set of data ranging from many lines to a full-screen display. An interval of
user “think time” separates these interchanges, resulting in traffic that has a much higher
peak transmission rate than the average transmission rate. The data communications
industry uses the term burstiness to describe the ratio of peak-to-average transmission
rates, derived from the experience with X.25 and SNA networking.

Human nature changes slower than technology. As evidence of this fact, note that this
same concept of bursty communication applies today in the Web browser user–network
interaction of the modern Internet. The basic paradigm for Web surfing involves a user in-
putting a set of data ranging from a single mouse click to an entire form and submitting it to
the Web server. The server then responds by transmitting an updated Web page. Some-
times the user input kicks off the playback of an audio or video clip, or initiates a file trans-
fer. What has changed from the days of X.25 to the Web-fueled content of the Internet today
is the user’s power to unleash bandwidth-hungry and QoS-aware applications.

Origins of X.25
In the beginning, there were proprietary protocols; then the CCITT standardized upon the
first international physical, link, and network layer protocol—X.25. The CCITT developed



the X.25 packet-switching standard, along with a number of other X-series standards, to
provide a reliable means of data transport for computer communications over the noisy,
unreliable analog-grade transmission medium prevalent in the 1970s. By the 1980s, X.25
networks connected the entire planet. X.25 packet switching still serves user communities
in public and private networks.

Protocol Structure
The CCITT set of X-series standards for the physical, link, and packet layer protocols
shown in Figure 7-1 are known collectively as X.25 and were adopted as part of the OSI
Reference Model (OSIRM). These standards define the protocol, services, facilities, packet-
switching options, and user interfaces for public packet-switched networks.

The physical layer is defined by the X.21 and X.21bis standards. X.21 specifies an
interface between data terminal equipment (DTE) and data communications equipment
(DCE). X.21 also specifies a simple circuit-switching protocol that operates at the physical
layer implemented in the Nordic countries.

The data link layer standard is based upon the High-Level Data Link Control (HDLC)
ISO standard [ISO 13239]. X.25 modified this and initially called it a Link Access Proce-
dure (LAP), subsequently revising it again to align with changes in HDLC, resulting in
the Link Access Procedure Balanced (LAP-B).

The packet layer standard is called the X.25 Packet Layer Protocol (PLP). The packet
layer defines permanent virtual circuit (PVC) and switched virtual call (VC) message for-
mats and protocols. As we study later, the concept of PVCs and switched VCs from X.25
is also used in Frame Relay and ATM.
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Figure 7-1. X.25 packet switching compared to the OSI Reference Model



The suite of X-series standards covers the entire OSIRM protocol stack, including
X.400 (e-mail) messaging and X.500 directory services [Black 95]. The standards related to
the network, data link, and physical layers include X.121, X.21, X.25, X.28, X.29, X.3, and
X.32. Recommendation X.121 defines the network layer numbering plan for X.25.

CCITT Recommendations X.3, X.28, and X.29 define the method for asynchronous
DTEs to interface with X.25 networks via a packet assembler/disassembler (PAD) func-
tion. A PAD takes strings of asynchronous characters from the DTE and assembles these
into an X.25 packet. The PAD takes data from X.25 packets and delivers asynchronous
characters to the DTE. Recommendation X.3 defines PAD parameters, such as terminal
characteristics, line length, break key actions, and speed. Recommendation X.28 defines the
terminal-to-PAD interface, while Recommendation X.29 defines the procedures governing
communications between a PAD and a remote packet mode DTE on another PAD. Recom-
mendation X.21 defines a dedicated physical interface, and Recommendation X.32 defines
a synchronous dial-up capability. X.25 also supports the V-series of modem physical inter-
faces, as well as Recommendations X.31 and X.32 for semipermanent ISDN connections.

Networking Context
Figure 7-2 shows how the X.25 protocol layers operate in a network context interconnecting
two end systems—for example, a terminal and a host. In the example, two interconnected
intermediate X.25 switches transfer packets between a terminal and a host. The X.25 link
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Figure 7-2. X.25 Packet-switching networking context



Chapter 7: Connection-Oriented Protocols—X.25 and Frame Relay 125

layer and network layer protocols define procedures for the establishment of multiple vir-
tual circuits over a single physical interface circuit interconnecting terminals and hosts to
an X.25 network. Once an X.25 virtual circuit is established, it usually traverses the same
physical path between end systems. Each node operates at the physical, link, and network
layers, as shown in Figure 7-2. X.25 packet switches store each packet and then forward it to
the next node using a link layer protocol. The transmitting switch deletes the packet from
memory only after its link-level peer acknowledges receipt.

Some aspects of the operation of the network layer occur only on an end-to-end basis
(e.g., packet layer flow control), as indicated by the dashed arrow connecting the end sys-
tems in Figure 7-2. Of course, X.25 switches use the packet layer address to determine the
forwarding path, as indicated by the dashed line traversing the layers in the figure. Also,
note that the internal interface between X.25 packet switches could be some other proto-
col, such as Frame Relay. End systems (e.g., terminals and hosts) also operate at layers 4
through 7 (i.e., transport through application) using either OSI-compatible protocols or
other protocol suites, such as SNA or TCP/IP. Now we take a more detailed look at the
X.25 protocol involved in layer 2, the link layer, and then layer 3, the network layer.

SDLC, HDLC, and X.25’s Link Layer Protocol
This section covers the origins and details of X.25’s link layer protocol. We begin with
IBM’s SDLC protocol and move on to the ISO’s enhancements, resulting in HDLC. This
section concludes with an overview of Link Access Procedures (LAPs) defined by the
ITU-T for X.25, ISO’s enhancements, resulting in HDLC. This section concludes with an
overview of the Link Access Procedures (LAPs) defined by the ITU-T for X.25, ISDN, and
Frame Relay.

Synchronous Data Link Control (SDLC)
In 1973, IBM produced the first bit-oriented data communications protocol, called Syn-
chronous Data Link Control (SDLC). Previous protocols (e.g., IBM’s BSC) were all charac-
ter oriented. SDLC, as well as subsequent bit-oriented protocols, allowed computers to
transfer arbitrary binary sequences commonly encountered in programs and databases.
Also, messages no longer needed to be precisely aligned on an eight-bit character bound-
ary. The International Organization for Standardization (ISO) adopted this de facto stan-
dard and extended it into the widely used High-Level Data Link Control (HDLC)
protocol. The present version of IBM’s SDLC primarily uses the unbalanced normal re-
sponse mode of HDLC together with a few proprietary commands and responses for
support of polling in loop or ring topologies. SDLC operates independently on each com-
munications link and can operate in multipoint or point-to-point, switched or dedicated
circuit, and full- or half-duplex operation.

SDLC replaced the BSC protocol described in Chapter 4. Some improvements of SDLC
over BSC include the ability to send acknowledgments; addressing, block checking, and
polling within every frame rather than in a separate sequence; the capability to handle long
propagation delays; no restrictions to half-duplex; absence of susceptibility to missed or
duplicated blocks; topology independence; and character code transparency.



High-Level Data Link Control (HDLC) Terminology
The HDLC protocol is not only the most popular protocol for data link control implemen-
tations at layer 2, but it also forms the basis for ISDN, Frame Relay, PPP, and the Packet
over SONET (POS) version of MPLS. HDLC is an international standard, defined in the
document jointly produced by the ISO and the International Electrotechnical Commis-
sion (IEC) as ISO/IEC 13239. HDLC is a bit-oriented synchronous protocol passing vari-
able length frames over either a point-to-point or multipoint network topology. HDLC
operates over either dedicated or switched facilities. HDLC operates in simplex, half-du-
plex, or full-duplex modes. X.25 uses the HDLC protocol for both PVCs and switched
virtual calls.

Two types of HDLC control links operate over point-to-point circuits for the HDLC
connection mode: balanced and unbalanced. Both control link types work on either
switched or nonswitched (i.e., dedicated) facilities. In a balanced link, each station is
responsible for organization and transmission of the information flow, as well as the use
of an acknowledgment for error recovery, as illustrated in Figure 7-3. The HDLC stan-
dards name the stations as combined (primary/secondary), as indicated in the figure.

For connection-oriented HDLC, unbalanced links involve a primary station and a sec-
ondary station, as shown in Figure 7-4. In the unbalanced link, the primary/control sta-
tion polls the secondary/tributary station, which responds with information frames. The
primary station then sends an acknowledgment for receipt of frames from the secondary
station. Information flow from the primary to the secondary station occurs within the
polled information flow. The unbalanced link emulates the IBM SDLC protocol. The
unbalanced link also defines procedures for operation over multipoint lines.

HDLC defines three operational modes for data transfer. The asynchronous balanced
mode (ABM) applies to the balanced link configuration described previously. The other
two types apply only to the unbalanced link configuration: the normal response mode
(NRM), which requires that the secondary station wait for a poll command from the pri-
mary station prior to transferring data, and also the asynchronous response mode (ARM),
which allows a secondary station to transmit data to the primary station if it detects an
idle channel.
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Figure 7-3. HDLC balanced control link operation



HDLC Frame Formats
The basic one-octet control field HDLC frame format shown in Figure 7-5 is used for both
information exchange and link-level control. Two flag fields always encapsulate a frame;
however, the closing flag for one frame may be reused as the opening flag for the subse-
quent frame. The HDLC frame format supports several control field formats. An address
field provides the address of the secondary station (but is not needed for point-to-point
configurations). The information field contains the data being transmitted, and the frame
check sequence (FCS) performs error detection for the entire frame. Also included in this
frame is a control field to identify one of three types of frames available.

The Flag (F) sequence is a zero followed by six ones and another zero. Flags delimit
the beginning and end of an HDLC frame. A key function of the data link layer is to
encode the occurrence of the flag sequence within user data as a different sequence using
bit stuffing as follows: If the link layer detects a sequence of five consecutive ones in the
user data, then it inserts a zero immediately after the fifth one in the transmitted bit
stream. The receiving link layer removes these inserted zeros by looking for sequences of
five ones followed by a “stuffed” zero bit. Thus, if an HDLC flag bit pattern, 01111110, is
present in the user data; the link layer transmits this as 011111010. Unfortunately,
HDLC’s bit-stuffing mechanism can be fooled by bit errors on the physical medium, as
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Figure 7-4. HDLC unbalanced control link operation

Figure 7-5. HDLC frame format



we shall see later in Chapter 23. Therefore, many higher-layer protocols also keep a
length count to detect errors caused by bit errors corrupting the HDLC bit-stuffing proce-
dure. To determine the boundaries of HDLC frames, the receiver need only check the in-
coming bit stream for a zero followed by six ones.

The address field of the LAP-B frame is primarily used on multidrop lines. The
address field also indicates the direction of transmission and differentiates between com-
mands and responses, as we detail in the next section.

The sender computes the two-octet frame check sequence (FCS), and the receiver uses
the FCS to check the received HDLC frame to determine if any bit errors occurred during
transmission. The following generator polynomial specifies the FCS:

G(x) = x16 + x12 + x5 + 1

See Chapter 23 for a more detailed description of how generator polynomials are
used to generate a cyclical redundancy check (CRC) error-detection field. The FCS of
HDLC is capable of detecting up to three random bit errors or a burst of sixteen bit errors.

The HDLC standard supports control field frame formats of length equal to 8-, 16-,
32-, or 64-bit lengths negotiated at link establishment time. The control field of the X.25
LAP-B frame is identical to the corresponding HDLC frame with the one-octet length
called basic mode or the optional modes for a two-octet length called extended mode, and the
four-octet length called super mode. Figure 7-6 shows the 8-bit versions of the three HDLC
control field formats: information, supervisory, and unnumbered frames. The
unnumbered frame control field format is only 8 bits long for all control field formats.
Note how the first two bits of the control field uniquely identify the type of frame: infor-
mation, supervisory, or unnumbered.

The information frame transports user data between DTE and DCE. Within this frame,
the N(S) and N(R) fields designate the sequence number of the last frame sent and the
expected sequence number of the next frame received, respectively. HDLC also defines
16-bit versions of the information, supervisory, and unnumbered frames, the difference
being in the size of the sequence number fields. Information frames always code the Poll
(P) bit to a value of 1, as indicated in Figure 7-6. In supervisory and unnumbered formats,
the Poll/Final (P/F) bit indicates commands and responses. For example, the DTE (or
DCE) sets the P/F bit to 1 to solicit (i.e., poll) a response from the DCE (or DTE). When the
DCE (or DTE) responds, it sets the P/F bit to zero to indicate that its response is complete
(i.e., final).

The supervisory frame uses the Supervisory (S) code bits to acknowledge the receipt of
frames, request retransmission, or request temporary suspension of information frame
transfer. It performs these functions using the P/F bit in the following command and
response pairs: Receive Ready (RR), Receive Not Ready (RNR), REJect (REJ), and Selec-
tive REJect (SREJ).

The unnumbered frame uses the Modifier (M) bits of the unnumbered format to pro-
vide the means for the DTE and DCE to set up and acknowledge the HDLC mode, and to
terminate the data link layer connection. The HDLC standard defines a variety of control
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messages to set up the HDLC mode discussed in the preceding section (e.g., NRM, ARM,
and ABM). LAP-B uses only the asynchronous balanced mode (ABM).

The basic difference between the one-, two-, four-, and eight-octet control field for-
mats is the length of the send and receive sequence number fields, N(S) and N(R)9 respec-
tively. The HDLC standard defines the modulus as the maximum decimal value of these
sequence number fields, as given in Table 7-1. In other words, HDLC stations increment
the sequence number modulo the modulus value given in the table. For example, for a
one-octet control field, stations increment the sequence numbers modulo 8; specifically,
the stations generate the following pattern of sequence numbers: 0, 1, 2, 3, 4, 5, 6, 7, 0, 1,
and so on. The 16-bit control field initially targeted use over long-delay satellite links to
increase application throughput. A larger sequence number improves performance be-
cause the sender can transmit up to the modulus of the sequence number without receipt
of an acknowledgment. The 32- and 64- bit versions of the control field were developed
for similar reasons as the bandwidth-delay product increased with higher-speed trans-
mission links, such as those used in modern local area and wide area networks.

Point-to-point physical X.25 network access supports either a single link or multiple
links. The LAP-B Single Link Procedure (SLP) supports data interchange over a single
physical circuit between a DTE with address “A” and a DCE with address “B.” The
coding for the one-octet address field for the address “A” is a binary 1100 0000 and
the coding for address “B” is a binary 1000 0000. The address field identifies a frame as

Figure 7-6. HDLC frame with 8-bit control field formats



either a command or a response, since command frames contain the address of the other
end, while response frames contain the address of the sender. Information frames are
always coded as commands in the address field.

The optional Multilink Procedure (MLP) exists as an upper sublayer in the data link
layer. Multilink operation uses the single-link procedures independently over each phys-
ical circuit, with the multilink procedure providing the appearance of a single data flow
over two or more parallel LAP-B data links. MLP has several applications in real-world
networks. It allows multiple links to be combined to yield a higher-speed connection; it
provides for graceful degradation if any single link should fail; and, finally, it allows a
network designer to gracefully increase or decrease capacity without interrupting ser-
vice. The X.25 MLP design philosophy appears in inverse multiplexing in the TDM
world, the Frame Relay (FRF.15 and FRF.16.1) and PPP multilink standards, as well as In-
verse Multiplexing over ATM (IMA), as described in Chapter 12.

Comparison of Link Access Procedure (LAP) Protocols
The ITU-T defines three types of Link Access Procedure (LAP) protocols. LAP, the first
ISDN protocol, was based on the HDLC Set Asynchronous Response Mode (SARM) com-
mand used in “unbalanced” connections. This mode formed the basis for Link Access
Procedure Balanced (LAP-B), an HDLC implementation that uses balanced asynchron-
ous mode with error recovery to form the basis of the X.25 packet-switching protocol. The
LAP-B protocol is identical in format to an 8-, 16-, or 32-bit control field HDLC frame as
described in the next section. The next extension of HDLC and LAP was Link Access Pro-
tocol over D-channel (LAP-D) standardized by the ITU-T in Recommendations Q.920
and Q.921 as the Digital Subscriber Signaling System number 1 (DSS1) data link layer.
This implementation of HDLC uses either the basic or extended asynchronous “bal-
anced” mode configuration and provides the basis for both ISDN and Frame Relay ser-
vices. In the late 1980s, the ITU-T removed the sequence numbering, windowing, and
retransmission functions for a Frame Relay service in the Q.922 standard, resulting in a
protocol dubbed LAPF that combined the address and control fields. Note that the
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Control Field
Length (Octets)

Sequence Number
Length (Bits)

Sequence Number
Modulus

1 3 8

2 7 128

4 15 32,768

8 31 2,147,483,648

Table 7-1. HDLC Control Field Lengths and Sequence Number Modulus



removal of the control field in Frame Relay eliminated the sequence numbers used to im-
plement retransmission of lost frames in LAP-B and LAP-D. Instead, higher-level proto-
cols, for example TCP, must perform error detection and retransmission when operating
over Frame Relay. As we shall see, a close family relationship exists between other link
access procedures employed by X.25 (LAP-B), ISDN (LAP-D), and Frame Relay (LAP-F),
as illustrated in Figure 7-7.

Packet Layer Format and Protocol
The X.25 Packet Layer Protocol (PLP) is at layer 3 of the OSI architecture and is primarily con-
cerned with network routing functions in public and private packet networks. The protocol
provides a standard layer 3 networking interface between a subscriber or logical DTE, and
the network entry point called either the data switching exchange (DSE) or logical DCE. Each
X.25 packet transferred across the DTE/DCE interface exists within a basic LAP-B frame, as
shown in Figure 7-8. Note that the X.25 layer 3 packet, including packet header and packet
data, forms the user data (or information) field of the layer 2 LAP-B frame.

An X.25 packet has a header and a user data field, as shown in Figure 7-8. The Quali-
fier (Q) bit allows a transport layer protocol to separate control data from user data. The D
bit is used in delivery confirmation during X.25 switched virtual call setup. The next two
bits indicate the packet type, with 01 indicating a data packet with a three-octet header. A
four-octet header is also standardized. The X.25 packet layer address has a 4-bit group
number and an 8-bit logical channel number, together forming a 12-bit logical channel
number (LCN). Channel zero is reserved, and therefore there can be up to 216 minus 1, or
4095, logical channels on a physical circuit carrying the X.25 protocol.
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Figure 7-7. Comparison of X.25, ISDN, and Frame Relay information-frame formats



By convention, logical channel numbers (LCNs) are assigned to each of the incoming
and outgoing virtual calls for each DCE and DTE, respectively, as well as to all PVCs. Out
of the 4095 logical channel numbers available per physical circuit, PVCs are assigned the
lowest numbers, followed by one-way incoming virtual calls, then two-way incoming
and outgoing calls, with the highest numbers reserved for one-way outgoing virtual calls.
Note that LCNs hold only local significance to a specific physical port but must be
mapped to a remote LCN for each virtual call. X.25 packet networks use search algo-
rithms to resolve collisions and assign LCNs to each virtual call.

The packet layer uses the receive and send sequence numbers (P(R) and P(S)) to sup-
port a packet layer flow control protocol described later in this section. The More (M) bit
supports segmentation and reassembly by identifying the first and intermediate packet
segments with a value of 1, with the last segment having a value of zero.

Two types of services are defined in the X.25 standard: virtual circuit and datagram.
Virtual circuits assure sequence integrity in the delivery of user data, established either
administratively as a PVC, or as a switched virtual call (VC) through call control proce-
dures. PVCs are permanently established between a source and destination DTE pair.
Datagrams do not require call control procedures and either are sent in a best-effort mode
or request explicit receipt notification.
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Figure 7-8. LAP-B frame and X.25 packet layer payload



Control Functions
Call control packets defined in X.25 support switched virtual calls (VCs). X.25 VCs use ei-
ther the X.121 or the E.164 addressing format. VCs act much like telephone calls where a
source must first connect to the destination node before transferring data. Therefore, one
source can connect to different destinations at different times, as compared with a PVC
that is always connected to the same destination. Figure 7-9 shows a typical control
packet sequence for the establishment of an X.25 VC, followed by the call clearing proce-
dure. Note that the data transfer stage occurs only after successful call establishment. An
issue with VCs is that the X.25 network may become so busy that it blocks connection at-
tempts. Applications that cannot tolerate occasional periods of call blocking should use
dedicated PVCs.

Example of X.25 Operation
The LAP-B protocol uses a store-and-forward approach to ensure reliable delivery of pack-
ets across noisy, error-prone transmission links. The example of Figure 7-10 illustrates the
store-and-forward approach for recovering from errors between two packet-switching
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Figure 7-9. X.25 virtual call establishment, packet transfer, and clearing example
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nodes, labeled A and B, using the X.25 link layer protocol. Two types of packets are
exchanged between the nodes: LAP-B Data (LD) and LAPB acknowledgments (ACK). In
the example, separate link layer control packets (e.g., Receiver Ready (RR)) carry the link
layer acknowledgments; however, in actual operation, switches often piggyback acknowl-
edgments onto packets heading in the opposite direction. Each LAP-B frame has a pair of
link layer sequence numbers: N(R), the receive sequence number, and N(S), the send se-
quence number. N(S) indicates the sequence number of the transmitted packet. N(R) indi-
cates the value that this receiver expects to see in the send sequence number (N(S)) of its
peer. Therefore, the receive sequence number, N(R), acts as a cumulative acknowledgment
of all link layer frames with sequence numbers up to the value N(R) minus 1.

The example begins with node A sending user data with N(S) = 1, which is success-
fully transferred to node B, which acknowledges its receipt with an ACK containing N(R) = 2,
indicating that the next expected value of N(S) is 2. Node B now stores packet 1 and at-
tempts to forward this packet to the next node. Meanwhile, node A sent the next packet
with N(S) = 2; however, node B detected errors and discarded it as indicated by the X in
Figure 7-10. B then receives the third packet sent by A with N(S) = 3, but it is out of

Figure 7-10. Example of X.25 link layer store-and-forward operation



order. B acknowledges this with a link layer RR control packet containing N(R) = 2, indi-
cating that it expects the next packet to have a send sequence number of N(S) = 2. Node A
responds by resending packets with N(S) equal to 2 and 3, which are successfully
received and acknowledged by node B. Node B can now attempt to forward these packets
to the next node using the same process, but probably with different link layer sequence
numbers. The example also illustrates the link layer acknowledgment of the control pack-
ets received from B by A.

This simple example illustrates the complexity involved in store-and-forward packet
switching. Note that not only do acknowledgments occur on every link as shown in this
example, but also they occur again at the end-to-end network layer, as described later in
this section. This processing was worthwhile when a non-negligible fraction of the pack-
ets experienced transmission errors on the noisy facilities, a situation prevalent in the an-
alog and radio transmission facilities of 1970s and 1980s wide area networks. Creative
engineers developed even more sophisticated schemes in which only the errored packets
were retransmitted using the Selective Reject (SREJ) control protocol. SREJ significantly
improves performance over networks such as ATM with long bandwidth-delay prod-
ucts, as analyzed in Chapter 25. These schemes became the basis of protocols used in
B-ISDN that we study in the next part. However, since the ubiquitous deployment of
fiber, many of these error-correcting capabilities can now be done at the end points only,
instead of at every intermediate node—as is done in Frame Relay, for example. Further-
more, as we shall see later, other higher-layer protocols also perform error detection and
retransmission, which obviates the need to repeat the functions at a lower layer. For
example, as described in Chapter 8, the Transmission Control Protocol (TCP) commonly
used on the Internet also performs error detection and retransmission.

Traffic and Congestion Control Aspects of X.25
The send and receive sequence numbers in the X.25 packet layer provide flow control be-
tween the packet layer source and destination end systems (or DTEs). Figure 7-11 illus-
trates a simple example of this end-to-end X.25 packet layer flow control between source
and destination DTEs connected by an X.25 store-and-forward network. The packet layer
send sequence number, P(S), is a sequential number for the current packet incremented
modulo the packet header sequence number modulus. X.25 defines packet layer se-
quence number modulus values of 8, 128, and 32,768. The destination uses the packet
layer receive sequence number, P(R), in the ACKnowledgment to indicate the packet
layer send sequence number expected in the next packet from the other end point of
that virtual circuit. Therefore, the packet layer receive sequence number, P(R), acts as
an acknowledgment for all packets up to P(R) minus 1. The reader should note that
these packet layer sequence numbers operate on an end-to-end basis, as opposed to a
link-by-link basis for LAP-B frames.

X.25 defines a separate value of the window size at the transmitter that controls the
maximum number of packets it can send without receiving a packet layer acknowledg-
ment from the destination. Similarly, X.25 defines a window size at the receiver that con-
trols how many packets the DTE will accept prior to generating an acknowledgment. Of
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course, the window size must always be smaller than the packet layer sequence number
modulus. The example of Figure 7-11 employs a window size of 2 at the receiver and a
window size of 4 at the transmitter.

As shown in the example in Figure 7-11, the source transmits four packets and then
waits for the packet-level acknowledgment (for example, in a packet-level RR packet) be-
fore sending additional packets. The destination is slow to acknowledge these packets;
and since its window size is only 2, it only acknowledges the first two packets received.
The destination indicates that it still expects to receive P(S) = 2 for the third and fourth
packets. The source retransmits the third and fourth packets, along with the fifth and
sixth as the process repeats. Normally, the source and destination would coordinate
transmit and receive window sizes; however, they don’t need to do so. The example in
Figure 7-11 also illustrates the packet layer acknowledgment of the control packets be-
tween the source and the destination.

The generic name for this procedure is a sliding window flow control protocol. This
procedure allows the transmitter or the receiver to control the maximum rate of transmis-
sion over a virtual circuit, and is therefore a form of traffic control. This is still an essential
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Figure 7-11. Example of end-to-end X.25 packet layer flow control



function for a slow receiver (such as a printer) to control a fast transmitter (a computer) in
many data communications applications today. The receive sequence number acknowl-
edgment can be “piggybacked” in the packet header for a packet headed in the opposite
direction on a virtual circuit, or it may be sent in a separate layer 3 control packet.

Service Aspects of X.25
X.25 packet switching serves many user communities—especially in Europe, where it
still constitutes a significant portion of public and private data services. X.25 traffic levels
have remained relatively flat after the introduction of Frame Relay services absorbed
much of the existing public packet-switching communications market growth and now
are entering a period of decline. Packet switching remains a popular technology, how-
ever, and will likely continue to be used globally well into the twenty-first century to
reach remote areas of the world or act as a backup to other networks.

Recently, due to the ever-increasing WAN bandwidth requirements of computing,
X25 networking speeds have also increased. Trunk speeds have increased beyond the 300
to 1200 bps access and 56 Kbps trunks of the early X.25 networks. Now, many packet
switches provide access at 56 Kbps with trunks at DS1/E1 speeds.

FRAME RELAY—OVERVIEW AND USER PLANE
Frame Relay led the way in a minimalist trend in data communications, essentially being
X.25 on a diet. Proof of Frame Relay’s profound importance in data networking is the fact
that public Frame Relay services have displaced many private line–based data networks.
Today, almost every WAN manufacturer and data communications service provider
supports the Frame Relay protocol. This section presents an overview of Frame Relay,
highlighting the control and user plane concepts. Frame Relay operates as an interface
and as a network service in the user plane, as described in this section. The next section
describes the control plane operation of Frame Relay, which signals status for permanent
connections and establishes switched connections.

Origins of Frame Relay
X.25 packet switching, proprietary private networks built upon private lines, and legacy
networks running HDLC and SDLC dominated the data communications marketplace
from 1980 through the early part of the 1990s. In order to keep pace with the increased
bandwidth and connectivity requirements of today’s applications, users needed a new
data communications technology to provide higher throughput at a lower cost. Frame
Relay responded to this need, beginning in the early 1990s to provide higher-bandwidth
and more cost-effective transfer of packet data. Frame Relay did this by eliminating the
overhead of the network layer present in X.25, as well as reducing the complexity of
the link layer protocol. Frame Relay is a simplified form of X.25 packet switching and is
generally considered its replacement.
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The biggest difference between X.25 and Frame Relay is that X.25 does error detection
and retransmission and flow control on a link-by-link as well as end-to-end level, while
Frame Relay does none of this. As such, X.25 requires much more processing power and
increases delay when compared with Frame Relay. The elimination of retransmission
and flow control allows Frame Relay implementations to operate cost effectively at much
higher speeds. The nearly ubiquitous digital fiber optic transmission facilities made lost
packets relatively rare—hence applications networking across a slimmed-down Frame
Relay protocol could afford to occasionally retransmit lost packets. While Frame Relay
has its origins in HDLC and ISDN link layer protocols, its streamlined protocol elimi-
nated the overhead involved in error- correction and flow-control overhead. Higher-
layer protocols (e.g., TCP) recover lost or corrupted data when operating over Frame
Relay networks.

Not only does Frame Relay offer the security of private lines; it also provides greater
granularity of bandwidth allocation. Since Frame Relay is a lighter-weight protocol, it runs
at higher speeds than X.25. Indeed, for software-based implementations that run both
Frame Relay and X.25, the Frame Relay protocol runs much faster. Frame Relay provides
an upgrade to packet-switch technology by supporting speeds ranging from 64 Kbps
through nxDS1/nxE1, and all the way up to SONET/SDH speeds. The physical layer inter-
face support is now all compiled together into FRF.14. For lower rates of SONET/SDH, the
signal must use the virtual tributary (VT) mapping of the signals up to T3/E3 rates. Frame
Relay fills a technology gap between X.25 and ATM, and at the same time also can provide
a smooth transition to ATM. Frame Relay standards for interworking with ATM are now
well established and will be discussed in Chapter 17. The standards bodies and vendors are
working on providing Frame Relay interworking with MPLS networks as well.

Frame Relay standards derived from the ISDN Link Access Procedure for the D-channel
(LAP-D or, as later modifications were called, LAP-F), as described in ITU-T/CCITT Recom-
mendation Q.921, which led to I.122, I.233, I.370, and Q.922. The signaling procedures in the
ISDN control plane specified in ITU-T Recommendation Q.931 led to the Frame Relay signal-
ing standards defined in Recommendation Q.933, as described later. The corresponding
ANSI standards are T1.617 and T1.618, which standardized the service description, protocol,
and status signaling for Frame Relay. The many advantages offered by Frame Relay also
caused the formation of a separate industry group, called the Frame Relay Forum (FRF),
whose charter is to develop Implementation Agreements (IAs) to facilitate interoperability
between different vendor products and services. Recognizing that Frame Relay is primarily
used today as an access protocol, rather than as a bearer service within ISDN, the ITU-T re-
cently created two new standards. Recommendation X.36 defines the Frame Relay User-Net-
work Interface (UNI), and Recommendation X.76 defines the Network-to-Network Interface
(NNI). All future ITU-T standards work will be based upon these recommendations instead
of the I-series and Q-series recommendations cited previously.

Frame Relay Protocol Structure
The Frame Relay protocol has two logically separate components: the control plane
(C-plane) and the user plane (U-plane). The concept of control and user planes is a prac-
tice begun by the ITU-T for ISDN, as described in Chapter 6. Figure 7-12 illustrates the



structure of the protocols that support Frame Relay. The user plane of Frame Relay im-
plements a subset of the OSIRM data link layer functions as specified in ITU-T Recom-
mendation Q.922. Frame Relay also has a control plane involved with reporting on the
status of PVCs and the establishment of SVCs. Recommendation Q.933 defines the status
signaling for PVCs and the call control procedures for SVCs. The Frame Relay Q.933 sig-
naling protocol may either operate over the Frame Relay protocol (Q.922) directly or be
signaled separately via the ISDN protocol (Q.921) on a separate TDM channel. The ITU-T
signaling standards for ISDN (Q.931), Frame Relay (Q.933), and B-ISDN (Q.2931) have a
common philosophy, message structure, and approach.

Frame Relay Networking Context
Figure 7-13 shows how the user plane Frame Relay protocol layers operate in a network
context interconnecting two end systems, for example, two routers of a virtual private
network connected by a public Frame Relay service.

In the example, two interconnected intermediate switches relay frames between ser-
vice access points (SAPs) in the end systems. Multiple permanent or switched virtual con-
nections (PVCs or SVCs) may exist on a single physical access circuit. As shown in the
figure, Frame Relay operates at the link layer only, which reduces complexity and usually
allows for higher-speed operation, but at a certain price. Frame Relay service usually pro-
vides in-sequence delivery of frames. Since Frame Relay has no sequencing and no re-
transmission to detect misordered or lost frames, higher-layer protocols, such as TCP,
must perform retransmission and resequencing.
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ITU-T Recommendation Q.922 defines the terms and basic concepts of a frame mode
bearer service, called Link Access Procedure F (LAPF). The Service Access Point (SAP) is
the logical-level data link interface between the data link layer and the network layer, as
indicated in Figure 7-13. Each SAP corresponds to a data link connection end point,
uniquely determined via data link connection identifiers (DLCIs) in the frame header.
The Frame Relay protocol also operates in the control plane, which actually runs separate
protocols between Frame Relay users and networks, as well as between networks, as de-
scribed later.

Frame Format
The Link Access Procedure for Frame Relaying (LAP-F) format used by Frame Relay ser-
vices is a derivative of the ISDN Link Access Protocol D-channel (LAP-D) framing struc-
ture. Flags indicate the beginning and end of the frame. Three primary components make
up the Frame Relay frame: the header and address area, the user-data portion, and the
frame check sequence (FCS) field. Figure 7-14 shows the basic Frame Relay frame struc-
ture with the two-octet header and address field from ITU-T Recommendation Q.922,
with 10 bits representing the data link connection identifier (DLCI), and 6 bits of fields re-
lated to other functions, detailed in the text that follows. The first and last one-octet flag
fields, labeled F, are HDLC flags. HDLC bit stuffing, identical to that described in the pre-
vious section on X.25, is performed to avoid mistaking user data for an HDLC flag.
Although HDLC supports a user data field of up to 8188 octets, Frame Relay standards
specify smaller frame sizes. For example, FRF.1.2 states that all implementations must

Figure 7-13. Frame Relay networking context



support a maximum frame size of at least 1600 octets for transport of encapsulated Ether-
net traffic. The frame check sequence (FCS) field is two octets long as defined in the
HDLC standard.

The reader should note that the X.25 and FR standards use a different notation for the
order of bit transmission. In the X.25 standards, bit transmission order was from left to
right, as indicated by the arrows in the figures and the bit position numbering in the pre-
vious section. In Frame Relay, the bits are grouped into octets, which are transmitted in
ascending (i.e., left to right) order. For each octet, bit 1, which is the least significant bit, is
transmitted first; and bit 8, which is the most significant bit, is transmitted last. There is no
right or wrong way to indicate bit order transmission, just as different countries around
the world select different sides of the road to drive on.

As shown in Figure 7-14, the Frame Relay header contains upper and lower Data Link
Connection Identifier (DLCI) fields, together forming a 10-bit DLCI that identifies up to
1024 virtual circuits per interface in the two-octet header format. The DLCI has only local
significance on a physical interface. This means that the DLCIs may differ on the interfaces
at each end of the point-to-point Frame Relay VC. On any interface, each user CPE device
has a separate DLCI for each destination. This limits the size of a fully meshed Frame Re-
lay network to approximately 1000 nodes. Larger Frame Relay networks require the
three- or four-octet header fields, or else a hierarchical, partial-mesh topology.
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The standards require that networks transparently convey the Command/
Response (C/R) between Frame Relay users. Hence, the C/R bit can be employed by user
applications.

The Forward Explicit Congestion Notification (FECN) and Backward Explicit Con-
gestion Notification (BECN) bits indicate to the receiver and sender, respectively, the
presence of congestion in the network. Specifically, the network sets the FECN indicator
in frames traversing the network from sender to receiver that encounter congestion. Re-
ceiver-based flow control protocols, such as DECnet, use FECN to initiate congestion
avoidance procedures. The network sets the BECN indicator in frames traversing the net-
work from receiver to sender for congestion occurring in the sender-to-receiver direction.
That is, the network sets the BECN indicator in frames traveling in the opposite direction
on the same VC to those in which it sets the FECN indicator. Therefore, BECN aids send-
ers, who can then dynamically change their source transmission rate.

The Discard Eligibility (DE) bit, when set to 1, indicates that during congested condi-
tions, the network should discard this frame in preference to other frames with a higher
priority—for example, those with the DE bit set at 0. Note that networks are not con-
strained to discard only frames with DE set to 1 during periods of congestion. Either the
user or the network may set the DE bit. The network sets the DE bit when the received
frame rate exceeds the committed information rate (CIR) specified for a particular VC.
Users rarely set the DE bit, since there is rarely an advantage to doing so.

The address field extension (EA) bit is the first bit transmitted in each octet of the
Frame Relay address field. When set to 0, it indicates that another octet of the address
field follows. When set to 1, it indicates that the current octet is the last octet of the address
field. As an example, Figure 7-14 illustrates the basic two-octet frame format where the
first EA bit is set to 0, and the second EA bit is set to 1. Recommendation Q.922 defines
how the EA bits extend the DLCI addressing range to three- and four-octet formats. The
Frame Relay Service Specific Convergence Sublayer (FR-SSCS) defined in ITU-T Recom-
mendation I.365.1 is identical to the Frame Relay frame without FCS, flags, and HDLC
zero insertion. Chapter 17 summarizes FR-SSCS and presents the three- and four-octet
Frame Relay header formats.

Frame Relay Functions
A primary use of Frame Relay is as a user interface to a public data service, or as an inter-
face between networks. Frame Relay supports permanent virtual connections (PVCs)
and switched virtual connections (SVCs). Frame Relay virtual connections (VCs) are ei-
ther point-to-point or multipoint-to-multipoint (also called multicast), as defined in
Chapter 4. SVCs use a call establishment protocol similar to that employed by X.25, ISDN,
and ATM. PVCs are managed by a status signaling protocol.
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Example of Frame Relay Operation
Figure 7-15 illustrates a key aspect of the simplification that Frame Relay provides. End
system A on the left-hand side of the figure transmits frames to a Frame Relay network,
which relays the frames to a destination end system B. There are no sequence numbers in
the frames. The numbers in the example are for illustrative purposes only. The Frame
Relay network simply relays frames in the same order on the interface to destination B. If
a frame is corrupted while in transit, the Frame Relay network simply discards or drops
it. A Frame Relay network may also discard frames during intervals of congestion. In our
example, the Frame Relay network never delivers the fourth frame because of either
errors or discard due to congestion. This simplified relaying-only protocol allows ven-
dors to build simple, fast switches; however, it requires more intelligence in the higher-
layer protocols—such as TCP residing in the end systems—to recover lost frames.

Frames can be lost due to transmission errors or congestion. When Frame Relay oper-
ates over modern transmission media, such as fiber optic systems, frames lost due to
errors become a rare occurrence. Loss then occurs primarily due to congestion on the
trunks within the Frame Relay network or on the access line to the destination. Since loss
occurs infrequently in well-managed Frame Relay networks, the end systems seldom
need to invoke error recovery procedures.

Figure 7-15. Frame Relay interface, switching, and network service



Traffic and Congestion Control Aspects of Frame Relay
This section covers traffic and congestion control functions implemented in Frame Relay
networks. These functions are simpler than their ATM and MPLS counterparts, and
hence provide a good introduction and background to the important concepts of polic-
ing, congestion indication, and reaction to congestion, as detailed in Part 5.

Frame Relay Traffic Control
Frame Relay defines a committed information rate (CIR), which is the information trans-
fer rate the network commits to transfer under normal conditions [ITU I.370]. However,
the term “committed” is somewhat ambiguous in that it does not specifically state the
frame loss or delay objective. Transmission errors can cause frames to be lost, and finite
buffer space in networks that implement statistical multiplexing can result in lost frames
due to momentary overloads. The Frame Relay network sets a CIR for each PVC or SVC.

We describe the Frame Relay traffic control procedures with reference to the diagram
depicted in Figure 7-16, which plots the total number of bits transmitted on the vertical
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Figure 7-16. Example of Frame Relay traffic control operation
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axis versus time on the horizontal axis. The maximum number of bits transmitted per
unit time is, of course, limited by the access line rate, AR, as shown by the thick line in Fig-
ure 17-16. The CIR is the number of bits in a committed burst size, Bc, that can arrive dur-
ing a measurement interval T such that CIR = Bc / T. The dashed line in the figure has a
slope equal to CIR. Frames are sent at the access line rate, indicated by the trace labeled
“transmitted frames” in the figure. If the number of bits that arrive during the interval T
exceeds Bc but is less than an excess threshold, Bc + Be, then the frames associated with
those bits are marked as Discard Eligible (DE). The bits that arrive during the interval T in
excess of Bc + Be are discarded by the access node. To avoid discards at the ingress node
for a given access rate, AR, the value of Be must be greater than or equal to AR × T – Bc.

At present, there is no uniform method for setting the measurement interval T. If T is
set too small, such that Bc is less than the length of a single frame, then every frame will be
marked DE. If T is set too large, the buffer capacity in the FR network required to guaran-
tee CIR may not be practical. Setting T to a value on the order of the maximum round-trip
delay is a good guideline to achieve good TCP/IP throughput over Frame Relay.
Coast-to- coast round-trip delays across the continental United States are typically on the
order of one hundred milliseconds across most Frame Relay networks.

Network providers offer different interpretations of the committed information rate
(CIR) and discard eligible (DE) functions according to different pricing plans. For exam-
ple, CIR may be available only in certain increments, or DE traffic may be billed at a sub-
stantial discount. Customer network management, performance reporting, and usage-
based billing are value-added services offered by some providers. It pays to shop around
carefully. To address this general issue of differing interpretations and use of traffic vari-
ables, the Frame Relay Forum issued a service-level definition Implementation Agree-
ment at the end of 1998 to help service providers, vendors, and end users better describe
and evaluate the Frame Relay offerings. Even though this was a step in the right direc-
tion, there were still no standard procedures that could be used to verify that the claims
for a specific service really delivered what was expected in terms of the set of traffic pa-
rameters’ theoretical behavior. Standard verification procedures have finally been devel-
oped and are described in FRF.19. We describe some details of this agreement later.
Because of the relative implementation complexity of these agreements to verify traffic
contracts, it is likely that it will take Frame Relay service providers some time to deploy
these systems.

There are two different philosophies in the setting of the CIR. We call the first full-rate
allocation, where the sum of the CIRs associated with the PVCs on an interface is no more
than the interface speed, and the second is called oversubscription (or overbooking), where
the sum of CIRs exceeds the interface rate. The interface may be between the Frame Relay
user and the network or an internal trunk interface. In full-rate allocation, the fact that
the sum of the Frame Relay connection’s CIR values across an interface does not exceed
the actual bandwidth guarantees predictable, deterministic performance at the expense
of lower utilization because all users rarely utilize their entire CIR.

In the oversubscription case, loss performance becomes statistical; however, individ-
ual PVCs may transmit more in excess of the CIR rate than in the regular booking case,
since the sum of the PVC CIRs exceeds the interface rate. The oversubscription paradigm



relies on the averaging of a larger number of smaller connections in a technique called sta-
tistical multiplexing, as described in Chapter 24. Typically, oversubscription achieves
higher utilization at the expense of a higher loss rate. For properly engineered networks,
the frame loss level can be controlled through proper parameter settings. Some Frame Re-
lay networks that use closed loop congestion control algorithms automatically control
parameters to reduce loss by allowing less data into the network during congested inter-
vals. However, the setting of the congestion control algorithm parameters is important in
achieving acceptable loss and fairness.

Frame Relay Congestion Control
The Discard Eligible (DE) bit may be set by either the customer or the network. DE is
rarely set by the customer; rather, the network provider ingress switches set DE for
frames exceeding the CIR. If a network node becomes congested, it should first discard
the frames with the DE bit set. Beware, however, of the danger of discarding frames
marked with DE during long periods of congestion: the applications may react by
retransmitting lost frames, intensifying congestion, and possibly resulting in a phenome-
non called congestion collapse, as described in Chapter 23.

Congestion notification is provided in the Frame Relay header field by the FECN and
BECN bits. Nodes in the Frame Relay network set the FECN bit when they become con-
gested. The FECN bit informs receiver flow controlled protocols of the congestion situa-
tion or allows the receiver or the egress node to set the BECN bit. The BECN bit is set in FR
frames headed in the upstream direction to inform transmitter flow controlled protocols
of the congestion situation. An increase in the frequency of FECN and BECN bits received
is a good indication of network congestion. At present, little use is being made of this
technique by higher-layer protocols in end and intermediate systems. One concern is that
by the time the FECN/BECN arrives at the controlling end, the congested state may no
longer exist in the FR node that sent the FECN/BECN notice. The main concern is that the
FECN/BECN notice is delivered to the CPE router, which is not the primary source of
flow control. Currently, no technique exists for the CPE router to convey the FECN/
BECN message to TCP or the application that could provide flow control.

Figure 7-17 depicts a network of Frame Relay switches in Houston, Atlanta, Chicago,
and Raleigh connecting a host device in Dallas with a LAN in Charleston via a pair of rout-
ers. In this example, the host in Dallas accesses the router via Frame Relay and is capable
of dynamically controlling its transmission rate. In the process of downloading a large vol-
ume of files from the host in Dallas to the users on a local area network in Charleston via a
PVC (shown in Figure 7-17 as a dashed line), congestion occurs in the output buffers on the
Atlanta switch on the physical link to the Raleigh switch, as indicated in the figure. The At-
lanta switch sets the FECN and BECN bits on all DLCIs traversing the Atlanta-to-Raleigh
trunk to notify the senders and receivers of the congestion condition. The Atlanta node sets
the FECN bit to 1 and notifies the router in Charleston using the PVC receiving traffic from
Dallas of impending congestion. The Atlanta node also sets the BECN bit to 1 on frames
destined from Charleston to Dallas, informing the router in Dallas using the PVC of the
same congestion condition. Either the Dallas user could throttle back, or the Charleston
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user could flow-control the Dallas sender using a higher-layer protocol. Either action
reduces the frame rate and eventually causes the congestion condition to abate. Once con-
gestion clears, the Atlanta node ceases setting the FECN and BECN bits in frames travers-
ing the queue, and the end systems can transmit more data.

Another form of congestion notification defined by ANSI T1.618 is the Consolidated
Link Layer Management (CLLM) function. CLLM reserves one of the DLCI addresses on
a Frame Relay interface for transmitting control messages to user devices when there are
no frames to transmit but a congestion notification still needs to be sent. Although stan-
dardized, CLLM is not widely implemented.

Service Aspects of Frame Relay
Frame Relay service emerged full force on the public data network market in the 1990s to
compete with and erode private-line market share. In fact, some industry experts refer to
Frame Relay as a virtual private-line service. Providers of interoperable Frame Relay hard-
ware and software range from CPE vendors to high-end multiplex and switch vendors.

Most carriers offer Frame Relay (FR) as a public data service with access rates up to
DS3 (45 Mbps) speeds connecting a customer premises equipment (CPE) router, bridge,
or Frame Relay access device (FRAD) into the public Frame Relay network. Some carri-
ers also provide subrate (i.e., less than 56 Kbps) and nxDS1 access speeds. Many carriers
also provide dial-up access to Frame Relay for occasional ad hoc use or backup access.
Most carriers offer PVC service, while a few provide SVC service as well. Carriers may
interface through FR Network-to-Network Interface (NNI) trunks. Although Frame

Figure 7-17. Frame Relay congestion control example



Relay service provider network interconnections exist today because the interconnec-
tion point is sometimes a single point of failure.

Service providers could implement a Frame Relay switched PVC (SPVC) to provide a
standard resilient network-to-network interconnection, as defined in ITU-T Recommen-
dation X.76 and FRF.10.1. This concept is very similar to the Soft PVC concept used in
ATM’s Private Network-to-Network Interface (PNNI), as discussed in Chapter 15, but
the dynamic nature of such implementations, together with the exposure of the intercon-
nected networks, presents issues that limit its use primarily to a single service provider.
Service providers are offering vendor-specific Frame Relay services that provide addi-
tional features, such as prioritization, automatic restoration, closed-loop congestion con-
trol, and usage-based billing. Several carriers provide international Frame Relay services
in a number of areas in Europe, Asia, and Australia. Frame Relay is still a very popular
and mature service, and there is also a great deal of active standards work providing con-
tinued enhanced Frame Relay service and network functionality. In addition to produc-
ing numerous new Frame Relay forum (FRF) interoperability agreements, practically all
previously released work has been revised and updated to keep pace with emerging
technology and customer demands.

Frame Relay provides some basic public network security in that data originating and
terminating through an access line is limited to connectivity established by the PVCs for
that access line. Indeed, virtual private networks (VPNs) are a key application for Frame
Relay networking. Figure 7-18 illustrates a Frame Relay network configuration common to
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As seen in Table 7-3, the SETUP message contains by far the largest number of IEs,
since it must convey all of the information about the connection so that the network or the
called user can decide whether to accept the call. The principal information elements are
the called party number and subaddress, transit network selection, and link layer core
parameters (i.e., Bc, Be, and T). The calling party number and subaddress are optional.
The DLCI information element enables dynamic assignment of the Frame Relay header
values at call setup time. The bearer capability information element indicates transfer of
unrestricted digital information using the frame mode service. The cause message indi-
cates the reason for call release or the current status of an active SVC in response to a
STATUS ENQUIRY message.

When to Use SVCs Instead of PVCs
A PVC is permanent, as the first letter of the acronym name states; while an SVC is
switched, or established on demand. A user application can establish an SVC only when
there is information to send, and then disconnect it once the information is transferred.
This can be a considerable economic advantage if the FR SVC service provider charges for
the duration of SVC calls. On the other hand, a PVC is always in an established mode,
whether there is information to transfer or not. Although this means that there may be
periods where unused capacity exists, PVCs avoid the possibility of call blocking that
SVCs may have.

Frame Relay SVCs offer a more scalable solution than PVCs in networks with a large
number of nodes that require only sporadic or ad hoc connectivity: for example, videO
conferencing, voice, data backup, or file transfer applications. Switched connections also
make sense for remote sites that require access to other sites only on an intermittent basis.
Furthermore, if the service provider implements address screening or closed user group
interlock codes, then SVCs enable intranets and extranets.

In summary, PVCs are best when replacing a private line network with a virtual pri-
vate network. A least-cost design for many of these PVC-based networks results in a sin-
gle - or multiple-star topology, as described earlier in this chapter. A full-mesh topology
for PVCs is, however, often uneconomical for all but the smallest Frame Relay networks.
SVCs avoid the multiple hops through intermediate routers that occur in PVC-based net-
works because they dynamically establish a path from source to destination. SVCs are
best suited for very large networks with either unknown or changing connectivity
requirements. Furthermore, SVCs can be employed to better track traffic patterns and
charge back actual network use to the actual application if the service provider supports
usage-based billing. The major issue with SVCs is that as an on-demand service, there is a
finite probability of blocking. By definition, PVC networks are nonblocking. If the net-
work blocks an SVC call attempt, then the user cannot transfer any information. If your
application cannot tolerate occasional call blocking, then you should design PVCs into
the network to meet the need for guaranteed bandwidth that only a PVC can provide. As
a final note, hybrid SVC/PVC networks are possible. A node initially connected via SVCs
can be changed to a PVC connection if the performance, traffic patterns, and economics
warrant such a change.
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REVIEW
This chapter covered the predominant connection-oriented data services: X.25 and Frame
Relay, in terms of the origins, protocol formats, functions, operation, traffic aspects, and
commercial service aspects. The text first described the way X.25 performs store-and-for-
ward packet switching and windowed flow control to account for the relatively poor pri-
vate line network performance of the 1970s and early 1980s. Next, the coverage moved on
to the successor of X.25 and private lines: Frame Relay. Essentially, Frame Relay is X.25 on
a diet, and the lower feature content of Frame Relay has enabled a ten-fold increase in
throughput over classical X.25 packet switching. Being part of the ITU-T’s Integrated Ser-
vices Digital Network extended family, Frame Relay defines concepts of traffic and con-
gestion control similar to those used in ATM. Furthermore, the operation of SVCs in
Frame Relay is similar to that of ATM. An appreciation of the common underlying para-
digms flowing through the technologies from ISDN to MPLS can be gained. from study-
ing technological evolution. This chapter provides the reader with a basic background in
the connection-oriented data communication services and concepts that reappear within
ATM and MPLS, as described throughout the remainder of the book.
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This chapter describes the dominant connectionless data service available in public
and private data services during the 1990s—namely, the Internet Protocol (IP)
suite. It also provides an overview of Switched Multimegabit Data Service (SMDS)

as it pertains to ATM. We describe the historical origins and then offer an overview of
packet formats and protocol functions. Next, the text illustrates the operation of the pro-
tocol through examples and then summarizes the traffic and congestion control aspects.
Finally, we recount how public services utilize these protocols.

THE INTERNET PROTOCOL SUITE, TCP/IP
The origins of the Internet Protocol (IP) suite lie even earlier than X.25. Operating at layer
3, IP supports a number of protocols, most commonly the Transmission Control Protocol
(TCP). TCP provides layer 4 transport-type services to applications such as the World
Wide Web’s Hypertext Transfer Protocol (HTTP). The emergence of the World Wide Web
(WWW) as the predominant user interface to “cyberspace” established IP as the de facto
standard for internetworking to the corporate desktop, as well as the home office and the
residential user. It is an important set of protocols that MPLS was specifically designed to
support, and its influence is seen within ATM as well.

Origins of TCP/IP
The U.S. Advanced Research Projects Agency (ARPA) began development of a packet-
switched network as early as 1969, demonstrating the first packet-switching capability in
1972. A seminal paper by Vinton Cerf and Bob Kahn in 1974 [Cerf 74] laid the intellectual
foundation for a network of networks, called an internet. Named the ARPANET, this
network steadily grew as more universities, government agencies, and research organi-
zations joined the network. Network designers introduced the Transmission Control
Protocol/Internet Protocol (TCP/IP) in 1983, replacing the earlier Network Control Pro-
tocol (NCP) and Interface Message Processor (IMP) Protocol. This is essentially the same
TCP/IP standard in use today. Also in 1983, administrators split the ARPANET into two
parts—a military network and a nonmilitary research network that became the origin of
today’s Internet. In 1986, the National Science Foundation (NSF) constructed a 56 Kbps
network connecting its research sites that became the origin of today’s Internet. It in-
cluded six new supercomputer centers, followed shortly thereafter with an upgrade from
56 Kbps speeds to 1.5 Mbps DS1 speeds in 1988. The Internet formed its own standards
body in 1989, called the Internet Engineering Task Force (IETF), as discussed in Chapter 3.
In 1990, the National Science Foundation (NSF) embarked upon a program to upgrade
the Internet backbone to DS3 speeds (45 Mbps) for supercomputer interconnection. In
1995, the NSF split the Internet into a backbone for supercomputer communication run-
ning at OC-3 speeds (150 Mbps) over ATM and a set of network access points (NAPs)
where major backbone Internet service providers (ISPs) could interconnect. A significant
policy shift also occurred at this time: instead of funding a network for researchers, the
NSF gave the funds to research institutions and allowed them to select their own ISPs.
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True to the spirit of capitalism, many larger ISPs directly interconnected, bypassing the
more expensive government-funded NAPs. In the latter half of the 1990s, the Internet
rapidly became a global phenomenon, with almost every nation having many ISPs pro-
viding access to enterprises and consumers.

The Internet became a household word beginning in 1995 with the introduction of a
user-friendly, multimedia browser application accessing the World Wide Web and pro-
viding easy-to-use e-mail access for everyone. Having a Web page became like advertis-
ing—every business had to have it to compete. Now, banks, auto dealerships, retail
stores, and even children’s television programs beckon users to look at their “Web page.”
Online information is the new currency, and the WWW is the ATM machine that pro-
vides access to that currency. Gone are the good old days when the Internet was the
haven of university researchers and government organizations. If you want to find infor-
mation, to purchase goods, or just to play computer games against other players—do it
on the Web. The Web offers the ultimate in interoperability: all you need is Internet access
and a Web browser, and let the Web do all the rest. Let’s take an in-depth look at the foun-
dations of this epitome of interoperability in data networking.

TCP/IP Protocol Structure
Figure 8-1 illustrates the layered Internet Protocol IP suite built atop IP. The User Datagram
Protocol (UDP), the Internet Control Message Protocol (ICMP), routing control protocols,
and the Transmission Control Protocol (TCP) interface directly with IP, composing the
transport layer in the Internet architecture. For further details on TCP/IP, see the IETF
RFCs referenced in the following sections, or look through one of the many good books that
cover IP in much more depth, such as references Comer 91, Black 92, or Tannenbaum 96.

IP is a datagram protocol that is highly resilient to network failures but does not guar-
antee sequential delivery. Routers send error and control messages to other routers using
the Internet Control Message Protocol (ICMP). ICMP also provides a function in which a
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Figure 8-1. Internet Protocol (IP) suite




