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e
Carrier-Class Ethernet Network

Cconcepts

= Converged network delivering residential and business
service offerings

= 10GE aggregation to address massive scale
requirements

= Flexible service insertion points

= Sub-second convergence for real-time application
= QoS architecture for Application & Transport SLAs
= Secured Transport, Services, & Users



Carrier-Class Ethernet Architecture
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Broadband Services Overview

CCIE 2006



Broadband Service Offering

= Residential services
Video—Broadcast TV
Video—Video on demand
Voice—Voice over |IP
Data—High-Speed Internet

= Business services
E-LINE
E-LAN
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Residential

Broadcast Television Services

= Service considerations

User selects a broadcast channel among
multiple channels (<200)

Service controlled by video middleware BTV

= Application requirements

Real-time traffic where maijority
of traffic is downstream Residential Customer

Efficient method of distributing high Distribution
bandwidth traffic: s

MPEG2: 3.75M to 14M
Channel change time < 1500 ms

End-to-end delay requirement:
<100-500 ms

Network loss < 1E-07

Network jitter < 100—-200ms

< 1s recovery in failure scenario
Quality Of Experience is KEY

Broadband 5
Network




Residential

Video on Demand (VoD) Services

= Service considerations = mmm e m e m e m—m——— - —— - - 1

User selects on video on
demand (non-scheduled videos)

Service controlled by video middleware

= Application requirements

Video on Demand

, , . Residential Customer
Real-time traffic where majority

I
I

I

I

I

I

I

I

I

of traffic is downstream 1
Method of call admission :
I

I

I

I

I

I

I

I

I

I

I

control for high bandwidth traffic (3.75M to Broadband :X:: B
14M video streams) Network E“:

End-to-end delay requirement:
<100-500 ms

Network loss < 1E-07

Network jitter < 100—200ms

< 1s recovery in failure scenario
Quality Of Experience is KEY
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Residential

Voice over IP (VoIP) Services

= Service considerations === S m S s mm— o ——— e —--———-----

User makes IP, non-circuit based voice

calls as alternative to traditional PSTN Residential VolP

On-net VolIP calling
Off-net calling (hopoff to PSTN)

T ) Residential Customer
= Application requirements

1
1
1
1
1
1
1
1
1
1
Real-time bi-directional traffic 1 n
| .
End-to-end delay I
requirements: 150ms :
1
1
1
1
1
1
1
1

Network loss < 1E-02
Network jitter < 20—-30ms
< 1s recovery in failure scenario

Broadband DC
Network

N

Quality Of Experience is KEY
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=
Internet Access Data Services

= Service considerations | === e

Best effort data service (Internet,
e-mail, chat
rooms, gaming)

I
: :
: |
: I
: |
|
Bridged or PW (EoMPLS) : :
Provisioned via IP or ! _ !
PPPOE Internet access ' n @ SmMCo-E
I _A - - - i |
= Application requirements ! Broadband . 3 :
: o
: |
: 1
: |
: I
: |

|
! I

. Network
Non-real-time
bi-directional traffic

Best effort
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Business

E_L | N E Services

= Service considerations

Port/VLAN based point-to-point
business service

Service multiplexing at
UNI (VLAN)

High availability-protected
Fully transparent offering

Port Based
= Service requirements

Scalability for large sites

Real-time traffic and stringent packet - T TTTTTTTTTTTTIIIITITTTTIIIIIIIIIL
loss requirements !

SLA—CIR/PIR/burst, loss

VLAN Based

CCIE 2006



Business

E_LAN Services

= Service considerations

Port/VLAN-based multipoint
business service

Service multiplexing at
UNI (ERMS)

High availability-protected
Fully transparent

offering (EMS)
= Service requirements

Small-to-mid size multipoint
connectivity

Corporate/campus LAN extension
Disaster recovery

CCIE 2006



Broadband Transport Architecture
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Broadband System Architecture

Portal  Monitoring Billing Identity ~ Address Policy Business Services Residential Services
e e Mgmt Definition
i EVPL

of f &5 f.-

Service/Policy Management Plane

Monitoring
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Video/Gaming
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]
Next Generation Broadband

Architecture Concept

= The service edge
Flexible choices for the service insertion points
Optimal balance between operations and network transport efficiency

= The aggregation network
Flexible transport choices: Ethernet, MPLS, IP
Layer 2 virtualized transport mechanisms provide service isolation
Support for point to point and multipoint services with centralized or distributed service edge

= The Ethernet and DSL access network
Ethernet UNI mapping: multiplexed or not-multiplexed

DSLAM (ADSL/2+, VDSL) UNI mapping: aligned with WT-101v8, multiplexing based on VCs or VLANS,
routed (bridged) CPEs, ATM COS or IEEE 802.1p for service COS classification

DSLAM subscriber connectivity models: 1:1 for business, N:1 for residential (subscribers/VLAN)
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Broadband Transport Architecture

Session' Scope q ‘
\ ; : 1

& @ g |
.. i . LL____I

Application Server Assumptions |

Aggregatlon

Distribution

Node
Aggregatio Node Internet
Service
. Gateway

\
P
L,
/ < E Deep Packet
I Inspection
Distribution :x:

Aggregatlon

Home Network Requirements
Core Network Requirements

Node MPLS
Node Provider
BB Transport Network =ik
CPE . Access Aggregation Network
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Solving Carrier Aggregation Requirements

L2 L2 Service: Business L2VPN

. L3 Service : L3VPN, High Speed Internet (HSI), IPTV, Voice over IP (VoIP)...

e

LZ.

Physical Layer

Ethernet/IP |

Physical Layer

MPLS/IP |

Virtualization happens on the Virtualization happens on MPLS
Ethernet layer overlay layers

L2 Services inserted into Ethernet L2 Services inserted on VPLS/PW
Layer Layer

: : : L3 Services inserted into IP Layer or
L3 Services inserted into IP Layer VPLS/PW Layer

CCIE 2006



Service Deployment Models
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Defining the L3 Service Edge

= L3 edge point—why is this significant? _
Access (closest to the subscriber) Aggregation
Aggregation (closer to the sub)
Distribution (closer to the core)

= This influences possible architectures
Centralized vs. distributed L3 edge points
Centralized = service L3 edge at a single “point”
Distributed = service L3 edge at multiple “points” ! L3 Edge ! =

Customer

Residential

Distributed
L3 Edge

CCIE 2006
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Centralized L3 Service Edge

e 239.2.1.1=ch 3
P L3 Edge 239.2.1.2=ch 4
| Corporate . 235.3.1.1=chb
L : .
- ii Multicast Channels
Residential .
esidentia Aggregation In}:)earlp:t

Y
N

Voice Call Control

STB

Layer 3 Edge Point Reside at Central Location in Network

= Ethernet/IP
L2 service VLANSs used from subscriber to MCO-PE

= MPLS/IP
Pseudowire used from LCO-PE to MCO-PE for L2 tunneling

For example, Internet access insertion point: driven by the existing service model,
operational structure, traffic patterns



Distributed L3 Service Edge

VolP Call Control

Bgsjn,,egs
/"7' N
 Corporate Multicast Channels
-y 239.2.1.1=ch 3
239.2.1.2=ch 4
235.3.1.1=ch 5
Residential MPLS or Internet Data
Q Ethernet

L3 Edges Are Distributed at Different Points in the Network

= For example, VolP, VOD IP/TV®, broadcast IP/TV insertion point:
driven by the minimal network operational needs, the simplicity and
efficiency of the IP multicast transport

CCIE 2006



L3 Service Edge—
Residential Hybrid Approach

Distributed V0|ce Call
L3 Edge Control

Subinterfaces
(V0|P Video)

Multicast Channels
Video on Demand

Internet Data

Centralized

L3 Edge
(Data)

= Distributed L3 edge for VolP/IP/TV Broadcast/IP/TV VOD

Minimal network operational needs

Allows multicast channels to be distributed at closest edge to subscribers

= Centralized L3 edge for data

Driven by the existing service model, operational structure, traffic patterns

CCIE 2006



EoMPLS (VPWS) Reference Model

Customer-B Customer-B

Site#1 o Site#2

.
000000000000 )

Pseudo Wires

Customer-

A
Customer-A: - ;
: Site#2

° .
© 05k 000000000000000000000000000000000000000000000000000000000000000000000000086

Emulated Service
A pseudo-wire (PW) is a connection between two provider edge (PE) devices
which connects two pseudo-wire end-services (PWESs) of the same type

Service Types: Ethernet, 802.1Q, ATM VC or VP, HDLC, PPP, Frame Relay VC

Any Transport over MPLS (AToM) is Cisco’s implementation of VPWS for
MPLS networks
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EoMPLS Reference Model

Physical Connectivity

Targeted LDP Session Between PE Routers Customer A
Customer A < >
1 - .
— — A
Site#1 Site#2

Logical Connectivity

Switch ? =
BPDUs, VTP Messages p— '%
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Port-Based EOMPLS Configuration

VC ID MUST
UPE-1 MATCH & UPE-2

interface loopback 0 UNIQUE interface loopback 0

ip address 10.10.10.10/32 BETWEEN ip address 20.20.20.20/32
UPEs
mpls label protocol Idp mplsY¥abel protocol Idp

mpls Idp router-id loopback( mpls Idp rowter-id loopback0

interface gigabitetherne®#1/1.100 interface gigabitethePhet 2/1.200
xconnect 20.20.20.20 100 encapsulation mpls xconnect 10.10.10.10 100 encapsulation mpls

"MPLS CORE

Mapping VC ID
to VLAN ID

10.10.10.10

ustomer Site A

VLAN 100 ustomer Site D

VLAN 200

CCIE 2006



Port-Based EOMPLS Configuration

R201
10 0.0.201

e0/0. 10

el/0_el/0 el/O

R200 e0/0.10 710.1.1.0/24

PE
dotlQ 10
10 10.10. 200/24-

hostname R201

!

ip cef

mpls ip

mpls label protocol Idp

mpls Idp router-id LoopbackO0 force

!

interface LoopbackO

ip address 10.0.0.201 255.255.255.255
I

interface Ethernet0/0.10

description *** To R200 ***

encapsulation dot1Q 10

no ip directed-broadcast

no cdp enable

xconnect 10.0.0.203 10 encapsulation mpls

CCIE 2006

10 0.0.202

‘lllllllll’ P ‘IIIIIIIII’ PE
Targeted LDP

R203
10 0.0.203

eO/O 10

e2/0_e2/0

'10.1.2.0/24 e0/0.10 R20 4

A dotlQ 10
:10.10.10. 204/24

hostname R203

!

ip cef

mpls ip

mpls label protocol Idp

mpls Idp router-id LoopbackO force

!

interface LoopbackO

ip address 10.0.0.203 255.255.255.255
I

pseudowire-class eompls

encapsulation mpls

|

interface Ethernet0/0.10

description *** To R204

encapsulation dot1Q 10

no ip directed-broadcast

no cdp enable

xconnect 10.0.0.201 10 pw-class eompls



Centralized L3 Edge for Data

"L‘F‘”

LB P fPE

Policy Plane

Residential

== Network

:x:‘ IP/IMPLS

Ethernet/IP Aggregation

CCIE 2006

PPPoE or IP subscriber sessions carried over a
VLAN (802.1q) in the Ethernet/IP aggregation
network

Subscriber line identity provided by the DSL
Forum PPPoE line-id VSA or DHCP Op82

Residential

Residential
Services

—

PP ff 8

Policy Plane

MPLS/IP Aggregation

PPPoE or IP subscriber sessions carried
over a EoMPLS PW in the MPLS/IP
aggregation network

Subscriber line identity provided by the
DSL Forum PPPoE line-id VSA or DHCP
Op82

Network
IP/IMPLS



Distributed L3 Edge— F S
VoIP, VoD and B-TV IP Aggregatiof=s=

DSLAM Multicast

* IGMP Filtering

* IGMP Snooping

* IGMP Message Throttling

* IGMP Message Suppression

N-PE

B =

==
A s 802.1q/PVC
- — |

This Service Model Is Same for Both Ethernet/IP and MPLS/IP Aggregation

CCIE 2006



L3—VPN Service

VLAN

2 (802 1q with RSTP S, MPLS VPN
4> Core
] \" *‘ Network
) IP/MPLS

Ethernet/IP Aggregation

= DSL UNI (PVC or 802.1q) 1:1 VLAN
mapping in DLAM

= L3-VPN provided by a dedicated L3 VPN
PE or by N-PE

CCIE 2006

Business
Services

/&’

"0 A0 :X: ‘MPLS VPN

l Core

==> Network
IP/MPLS

MPLS/IP Aggregation

DSL UNI (PVC or 802.1q) 1:1 VLAN mapping in
DLAM

L3-VPN provided by a dedicated L3 VPN PE with
EoMPLS tunnels from PE-AGG



E-LINE Service (EPL and EVPL) Business

Services

F@f @ ff Fedd §

Policy Plane Policy Plane

i

PE- Edge PE- Edge

Core

Network
IP/MPLS

AGG
Ethernet/IP Aggregation MPLS/IP Aggregation
= DSL UNI (PVC or 802.1q) 1:1 VLAN mapping in = DSL UNI (PVC or 802.1q) 1:1 VLAN mapping in
DLAM DLAM
= Ethernet VLANs in the metro Ethernet aggregation = EoMPLS PW backhaul from PE-AGG/U-PE for
network EOMPLS pseudowires from the N-PE ERS services for the DSL UNI and ERS/EWS for

Ethernet UNI

CCIE 2006



E-LAN Services (H-VPLS)

Fef P ff

Policy Plane

PE-

Business

A:X: IP/MPLS

AGG

Ethernet/IP Aggregation

= DSL UNI (PVC or 802.1q) 1:1 VLAN mapping in
DLAM

= Ethernet VLANSs in the metro Ethernet aggregation
network VPLS from N-PE

CCIE 2006

Business
Services

Fedd §

Policy Plane

i

PE-

Business
/'

. . letwork
= VFI -~ TP/IMPLS

MPLS/IP Aggregation

= DSL UNI (PVC or 802.1q) 1:1 VLAN mapping in
DLAM

=  EoMPLS PW backhaul from PE-AGG/U-PE for
ERS services for the DSL UNI and ERS/EWS for
Ethernet UNI



How VPLS works...
(Almost) emulating a Bridge

Applies
Shiic
Horizon

Customer
Equipment

Applies
8hiic

Applies
Shiic
Horizon

Ethernet UNI Horizon thernet UNI

Customer
Equipmeént

U-PE B

Ethernet UNI Ethernet UNI

CCIE 2006

Business
Services

Flooding (Broadcast, Multicast,
Unknown Unicast)

Dynamic learning of MAC
addresses on PHY and VCs

Forwarding
Physical Port
Virtual Circuit

VPLS uses Split-Horizon and
Full-Mesh of PWs for loop-
avoidance in core

SP does not run STP. in the
core



Business

Hierarchical-VPLS: Why? =

VPLS |

= Potential signaling overhead
= Full PW mesh from the Edge
= Packet replication done at the Edge

= Node Discovery and Provisioning
extends end-to-end

CCIE 2006

Minimizes signaling overhead

Full PW mesh among Core devices only
Packet replication done the Core only
Partitions Node Discovery process

H-VPLS Flavors: H-VPLS with Ethernet Access &
H-VPLS with MPLS Access



Business

H-VPLS w/ MPLS Access —

VPLS
: : VPLS
Point -to - Point il VEI
Service VLAN 300 YLl Sl VLAN 300
VPLS VPLS
VFI VFI
VLAN 200 P VLAN 200

VPLS MPLS VPLS
VFI VFI

VLAN 100 CORE VLAN 100
- ¢

UPE :
-Vﬁ F@ b
W

MPLS SP

VPLS
VFI
VLAN 200

Multipoint -to- Multipoint
MPLS SP - Service VLAN 100

1 vLAN 300 " | vLAN 200 | VLAN 100

CCIE 2006



Business

H-VPLS w/ MPLS Access —

NPE-2
NPE-1 interface loopback G
interface loopback O ip address 3.3.3.3/32
ip address 1.1.1.1/32

12 vfi CustomerXYZ

12 vfi CustomerXYZ vpn id 100
vpn id 100 neighbor 2.2.2.2 encapsulation mpls

neighbor 2.2.2.2 encapsulation mpls neighbor 1.1.1.1 encapsulation mpls
neighbor 3.3.3.3 encapsulation mpls neighbor 7.7.7.7 encapsulation mpls no-split-horizon

neighbor 4.4 .4.4 encapsulation mpls no-split-horizon neighbor 6.6.6.6 encapsulation mpls no-split-horizon

interface vian 100 interface vlan 100
xconnect vfi CustomerXYZ xconnect vfi CustomerXYZ

: — interface loopback O

UPE-4 ‘NPE-3 ip address 7.7.7.7/32

A 33383 interface vlan 100
- xconnect 3.3.3.3 100 encapsulation mpls

i
7

interface vlan 100 s ; NPE-2
xconnect 1.1.1.1 100 encapsulation mpls = interface loopback O
- = ip address 2.2.2.2/32 Site F

UPE-4
interface loopback 0
ip address 4.4.4.4/32

interface loopback 0
ip address 6.6.6.6/32

interface vlan 100

12 vfi CustomerXyYZz xconnect 3.3.3.3 100 encapsulation mpls

vpn id 100
neighbor 1.1.1.1 encapsulation mpls
neighbor 3.3.3.3 encapsulation mpls

neighbor 5.5.5.5 encapsulation mpls no-split-horizon

UPE-5 - .
interface loopback O interface vian 100
ip address 5.5.5.5/32 xconnect vfi CustomerXYZ

interface vian 100
xconnect 2.2.2.2 100 encapsulation mpls

CCIE 2006



Broadcast TV and IP Multicast
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B-TV Transport Options and

Characteristics

Bandwidth Fast Service Extra
Efficiency Convergence Separation Services
MPLS TE . Security
L3 :EIM SSM Fast IGP (BFD) mgllflév\/RPFN Monitoring
SSM ma ’ i Fast Multicast Multicast VPN Load Balancing
bpIng Convergence Anycast Sources
802.1q 802.1q/ 802.1ad
L2 \GMP Snooping Sl [RST VLAN
| 2 H-VPLS TE-FRR (Only Link) L2-VPN

IGMP Snooping

= Transport options in the aggregation network?
L2—Ethernet switching
L2 emulated—H-VPLS
L3—IP multicast

= \What are the main benefits of IP multicast in the
aggregation network?

CCIE 2006



B-TV Delivery—L2 Aggregation

N-PE Multicast
* IGMP Registration
* PIM-SSM, SSM Mapping

2 o

X

IP unicast and Multicast routing (Retail)

= 802.1g/PVC |
_ g 802.1q Aggregation Network or
| = _{'Si ( ey ) Multicast VPNs (Wholesale)

PE-AGG

Optional IGMR_Snoopi
-

5

DSLAM Multicast

= PE-AGG IGMP snooping to optimize the multicast distribution * IGMP Filtering
=  Optimal multicast with any topology and in case of topology failure * IGMP Snooping
= Resiliency can be provided at both L2 and L3 based on N-PE capabilities * IGMP Message Throttling

* IGMP Message Suppression

CCIE 2006



B-TV Delivery—L2 Emulated
Aggregation (H-VPLS)

Policy Plane (Per Subscriber)

N-PE Multicast
* IGMP Registration
* PIM-SSM, SSM Mapping

X

IP Unicast and Multicast
Routing (Retail)

— — A a2

PE-AGL VFI

Optional IQMR_Snoopi
= I

VFI

A/
PE-AGG

M Multicast

= All channels distributed to all DSLAMs * IGMP Filtering
= Multicast distribution not aligned with the topology :gmg ,\S/Ir;gggg;gmr ottling
= Not optimal Multicast distribution in case of topology failure + IGMP Message Suppression

CCIE 2006



..
B-TV Delivery—L3 Aggregation

Policy Plane (Per Subscriber)

_ Aggregation Node Multicast
Agg,\rl‘f)%i“o“ + Multicast VPN
* IGMP registration
* PIM-SSM, SSM Mapping

IP Unicast Routing

Aggregation DSLAM Multicast
Node * IGMP Filtering
* IGMP Snooping
* IGMP Message Throttling
* IGMP Message Suppression

CCIE 2006



SSM-MAP

Step 1 - Enable IP MC Step 2 — Enable SSM-MAP

Router” configure terminal

Routericonfig)? ip igmp ssm-map enable

Router(config)# ip multicast-routing Router(config)? no ip igmp ssm-map query dns

Step 3 — Create Access list Step 4 — statically map MC source

Routericonfig)? access-list 12 permit 232.1.1.0 0.0.0.255 Router(config)? ip igmp ssm-map static 12 27.1.1.2

Step 5 — Enable PIM-SM

Router(config)? inter face TenGigabitEthe rnet2/1

Router {config-if ) ip pim sparse-mode

CCIE 2006
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Benefits of Distributed L3 Edge for

Multicast
Efficient Multicast Distribution

= L3 enables shortest path to source

= L2 needs IGMP snoop, Else replicates every m’'cast packet around ring
= |Wasted bandwidth, less room for HSI and other services

= Extra processing stress on L2 forwarding engines

Local ﬂﬁ? Local ﬁj’
Ad Server or bro Ad Server or
- p .
Multilingual Brop Multilingual
Server 13 Drop Server

DR

Ring-VPLS IP Multicast
Implementation Implementation

CCIE 2006



Benefits of Distributed L3 Edge for

Multicast

Ring-VPLS
Implementation

= No anycast support in
aggregation network

= No shortest-path election to the source because
mcast traffic only enter through the designated
router

= All of above results in inefficient distribution
multicast pkts

CCIE 2006

Anycast Spport

&=

. g

192.1.1.1

-
_>R|_>
—>

L3
N-PE

1921.1.1

IP Multicast
Implementation

PIM-SSM inherently supports anycast
Shortest path election through IGP
Load sharing between multicast source

Instantiate multiple replication tree for same
multicast destination



Benefits of Distributed L3 Edge for

Multicast:

Source Specific Multicast (SSM) Prevents

Security Threats

~

Multi-Gig Attack

L2
Spoof 192.1.1.1 Floods rng

Launch 1G to 10G Attack

Ring-VPLS
Implementation

SSM-Map not supported at the PE-AGG
= Attack launched from spoofed source address can
create outage on ring

H-VPLS aggregation network is vulnerable to
spoofed sources

CCIE 2006

192.1.1.1 \ -

Spoofing not possible

IP Multicast
Implementation

SSM enabled at the PE-AGG
SSM-Map enforces source aware mapping
Minimizes ability to spoof service

= Anycast works with SSM



Benefits of Distributed L3 Edge for
Multicast: No packet duplication

N-PE 1 N-PE 2

& PR
PEA g e

Traffic-Flow from N-PE1 to U-PE B:;
Traffic traverses link twice

\ N-PE 1 N-PE 2
‘ﬁ@’\
U-F;E A L%@ —@ﬁ
U-PE B

Ring-VPLS

Implementation

CCIE 2006

IP Multicast
Implementation



Node Failure and Unicast Traffic

Ring-VPLS .

: L3 Implementation
Implementation P
L2 network segmented due to = No impact to unicast traffic. IGP
node failure

, . _ , converges around failed node
= Asymmetric routing can blackhole unicast traffic

CCIE 2006



Channel Zapping Delay

= Common misconception is that IP multicast causes slow
channel change

= Only when mcast request has to go to the regional headend is
it >100ms

= Typical PE-agg router will serve thousands of subscribers and probability
is that the next channel is already multicast to the
PE-agg node

= The main culprit is waiting for the I-Frame—this can be solved by a frame
cache approaches

Channel Change Latency Factor Typical Latency

Multicast Leave for old Channel 50 msec

Delay for Multicast Stream to Stop 150 msec

Multicast Join for New Channel 50 msec
Jitter Buffer Fill 150-200 msec
Conditional access delay 0 msec — 2 sec

I-Frame Delay 500 msec

CCIE 2006



Channel Zapping Delay STB, Network
and Encoding Events Summary

Video is displayed
STB starts decode
Wait for arrival of PSI, Seq Hdr, I-Frame
Jitter buffer full
Start filling jitter buffer
SW recognizes UDP phkt
12t UDP Packet arrives to STB 1 1

STB

Network Join time
{approx 100 ms ™)

STB sends join (wire)

STB sends leave (wire) STB Related to STB implementation

SW starts channel change M Related to network delays
User hits remote

Related to encoding

CCIE 2006



Service Scalability & Resiliency
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Validated Topologies

CM

6500/7600 , == _ 7600/SUP720
w/ SUP720 = 10GE — SIP600
10GE - 6704

Business
MPT services

H-VPLS

CCIE 2006



Physical Components

Non-Transport *

Broadband Transport

Cisco 7200/7300/10000 BRAS
H/W Functional H/W : Software SCE 2020 SCE
Component Roles Configuration
WS-SUP720- Middleware
: WS-X6704-
Cisco 7600 LCO-PE 1OSGE6 0 12.2(18)SXF Ericsson, Linksys Residential G/W
CataIySt 6500 MCO-PE WS-X6748-GE Amino, SA, Kreatel STB
WS-X6724- Cisco Call Manager Voice Call Control

(*) Components used in the E2E NSITE/SPSE testbeds but outside the “Transport” focus

CCIE 2006



/600 Aggregation Architecture -

Highlights

Upstream
>
DSLAM
ot AN
ADSL 2+ \ -. gg:_itnk
- \_/ E‘h‘r‘ k| \
- ﬂ E\:‘(‘ 2 @
ﬂ E‘\.‘(‘ |
/_v DATA /
3 /
1 - 4

Multiple-PVC DSL UNI
N:1 Service VLANSs

Shared VLAN per Service at DSLAM (not at the LCO-PE)

Centralized L3 edge for DATA

Distributed L3 edge for VolP/VOD/BCAST TV
IP unicast/multicast routing used in Aggregation network

EoMPLS used in Aggregation network to backhaul traffic to BRAS

CCIE 2006



12K

Aggregation

Physical Components

Non-Transport *

Broadband 4.0 Transport

Cisco 7200/7300/10000 BRAS
H/W Functional H/W : Software SCE 2020 SCE
Component Roles Configuration
12000-SIP-600
Cisco 12000 LCO-PE SPA-10X1GE 12.0(32)S Ericsson, Linksys Residential G/W
MCO-PE
SPA- Amino, SA, Kreatel STB
1XTENGE- Y ———
XFP Cisco Call Manager oice .a
Control

(*) Components used in the E2E NSITE/SPSE testbeds but outside the “Transport” focus of BB4.0
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12K Aggregation Architecture -
Highlights

Upstream

CPE ADSL \

" e O

__:Z";( a @ N
J\J s

3 4 /

1 v

7

= Single-PVC DSL UNI
This can be achieved with MVR-like functionality in the DSLAM

= N:1 Service VLANs
Shared VLAN per Service at DSLAM (not at the LCO-PE)

= Centralized L3 edge for VolP/VOD/Data
EoMPLS used in Aggregation network to backhaul traffic to BRAS

= Distributed L3 edge for BCAST TV
IP multicast routing used in Aggregation network

= Model implemented with Cisco 12000
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Traffic Profile in the Aggregation
(18K Subs per 10G ring)

Service

Total
Bandwidth per
LCO

Total
Bandwidth
per Ring

Scaling per LCO

Scaling per Metro Pop

Residential VolP 22 Mbps 66 Mbps 600 sustained G.729 calls @ 1800 sustained G.729 calls @
20msec sampling PPPoE 20msec sampling PPPoE
encapsulation (36.12 encapsulation (36.12
kbps/call+signaling) (10% of LCO kbps/call+signaling) (10% of Metro
Subs) Pop Subs)

Residential TV 750 Mbps 750 Mbps 200 MPEG-2 Channels @ 3.75 150 MPEG-2Channels @ 5Mbps
Mbps CBR CBR

Residental VoD 750 Mbps 2.25 Gbps 200 MPEG-2 VoD Streams @ 440 MPEG-2 VoD Streams @
3.75Mbps (3+% of Subs) 5Mbps (3% of Subs)

Residential HSD / 732 Mbps 2.3 Gbps 3000 Subscribers @ 256 Kbps (50 9000 Subscribers @ 256 Kbps (50

Business PIR (Shared % of Subs) % of Subs)

Bandwidth)

Business VolP 4.4 Mbps 13.2 Mbps 50 sustained G.711 calls @ 150 sustained G.711 calls @
20msec sampling PPPoE 20msec sampling PPPoE
encapsulation (87.2 kbps/call) (25% | encapsulation (87.2 kbps/call) (25%
of LCO Subs) of Metro Pop Subs)

DSL Business 2 Mbps CIR | 300 Mbps 900 Mbps 150 Business Subscribers @ 2 450 Business Subscribers @ 2
Mbps Mbps

DSL Business 7.5 Mbps 187.5 Mbps 562.5 Mbps 25 Business Subscribers @ 7.5 75 Business Subscribers @ 7.5

CIR Mbps Mbps

Ethernet Business 50 1.25 Gbps 3.75 Gbps 25 Business Subscribers @ 50 75 Business Subscribers @ 50

Mbps CIR Mbps Mbps

Total Bandwidth ~4Gbps ~10.5 Gbps 220 EoMPLS Pseudowires 640 EoMPLS Pseudowires
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Service Protection Mechanism

= Network fast failure detection and protection mechanisms
— Bidirectional Forwarding Detection for IGP
— Fast-IGP
— MPLS-TE FRR
— SSO

= Service resiliency
— GEC to DSLAM
— PW Redundancy
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BFD in the Metro Ring

= |Impacted Services

— Residential BTV 12cs. eizcs
— Residential HIA
— Business ERS faaéqusfééglﬁ
= Scaling Numbers o Ve
— 200 BTV streams o
— 400 BTV receivers T
BTV source crad-1
— 20 HIA EVPL PWs - HE
- 200 BUS EVPL PWS ©TBb-1 £7Bh3-2 BTV B cT6ed-1 cificd-

hM L] M ]

atd5c1-1
BFD t) P MPLS/IP MPLS/IP
; PIM-SSM o PIM-SSM P8
i Y 7S
I ll
R 1
21N |

ciab1-1 cTBb1-3 c76e7-1
" * lc N \

IX1A
ERS
Higher ISIS metric

c7Bbz-1
NE

XA
ERS

10x1GE

210GE I G76b1-2 .

1XIA NE XA
BTV&INET ERS
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BFD in the Metro Ring

= NM Config = NE Config
interface TenGigabitEthernetl/3 interface _TenGigabitEthernetl/1
description c76b3-1 Tenl/3 to c76bl-1 Tenl/1 descrigtion Cc76bl-1 Tenl/1 to c76b3-1 Tenl/3
mtu 4470 mtu 4470
ip address 50.1.2.13 255.255.255.252 ip address 50.1.2.14 255.255.255.252
ip pim sparse-mode ip pim sparse-mode
ip router isis 65000 ip router isis 65000
Iogglqg event link-status load-interval 30
load-interval 30 carrier-delay msec 0O
carrier-delay msec 0O mpls_ip ) o
mpls _ip ) o bfd interval 50 min_rx 50 multiplier 3
bfd interval 50 min_rx 50 multiplier 3 isis circuit-type level-1
isis circuit-type level-1 isis network point-to-point
isis network point-to-point isis metric 9 level-1
isis metric 9 level-1 isis hello-interval 3
isis hello-interval 3 !
1 o router isis 65000
router isis 65000 net 49.0001.0000.0000.0017.00
net 49.0001.0000.0000.0012.00 is-type level-1
is-type level-1 metric-style wide
metric-style wide set-overload-bit on-startup 300
set-overload-bit on-startup 300 max-1sp-lifetime 65500
max;lsp—llfetlme 65500 !sp%refresh—interval 65000
isp ) ispf_
Isp-refresh-interval 65000 spf-interval 1 100 110
spf-interval 1 100 110 prc-interval 1 100 110
prc-interval 1 100 110 no hello paddin
no hello paddin Iog—adjacency—c anges
log-adjacency-changes redistribute static ip route-map STATIC2ISIS level-1
passive-interface GigabitEthernet3/2 passive-interface Vlan2
passive-interface LoopbackO passive-interface LoopbackO
assive-interface Loopback3 passive-interface Loopbackl
fd all-interfaces passive-interface Loopback2

Bassuve—!nterface Loopback3
fd all-interfaces
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BFD in the Metro Ring

= NE<->NM LDP sessions established via failed NM1-NE1 link
— NE1<->NM1, NE1<->NM2, NE2<->NM1, NE2<->NM2

= INET, BTV and ERS traffic via failed NM1-NE1 link
= LOS detection at NM1

A (Link Down & ISIS adj change) A (Link Down & ISIS adj change)

NE 1 97 msec
down (isis hello-interval 3, multiplier 3)
up

1.003 sec 1.018 sec
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BFD in the Metro Ring

= NE<->NM LDP sessions established via failed NM1-NE1 link
— NE1<->NM1, NE1<->NM2, NE2<->NM1, NE2<->NM2

= INET, BTV and ERS traffic via failed NM1-NE1 link
= LOS detection at NM1

INET INET
337 ms up 294 ms up
= 580 ms >10 sec 8-10 sec >10 sec
Link 291 ms down 199 ms down
down 291 ms up 288 ms up
NE 2 600 ms >10 sec 8-10 sec >10 sec
290 ms down 168 ms down
3.64 sec up 3.61 sec up
3.43 sec >20 sec 18.8 sec >20 sec
|_|nk 3.84 sec down 1.48 sec down
3.49 sec up 3.47 sec up
NE 2 3. 35 sec >20 sec 18.8 sec >20 sec

1.55 sec down 1.48 sec down
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BFD between Metro Ring and Core

= Impacted Services

— Business ERS 2
= Scaling Numbers
— 50 BFD neighbors on each GSR S
BFD tes! ﬁ
— 200 BTV streams -

— 400 BTV receivers o
_ 20 HIA EVPL PWs =l
— 200 Bus EVPL PWs XA
BTV source
r—— (EALY
cT6b3-1 cTBh3-2 BV Pres

NI NA
MPLS/IP

atd5c1-1
(BF et} ? MPLS/IP

PIM-SSM PIM-SSM .}I.’_,
. 5
XA .}" { o
ERS

7S
c76b1-1 o7oh1-3 76071
NE BE ,lc | NE \
_/\\ XA
ERS
Higher 1515 metric
c7T6b1-2 _

1X1A NE %14
BTV&INET ERS

10x1GE
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BFD between Metro Ring and Core

= NE<->NE LDP session established via failed NM1-P link
— 200 ERS EoMPLS pseudowires

= ERS ftraffic via failed NM1-P link

INET BTV ERS INET BTV ERS

128 ms up
X X X X >10 sec
200 ms down

132 ms up
X X X X >10 sec
203 ms down

0 ms up
X X X X >20 sec
1 ms down
0 ms up
X X X X >20 sec

1 ms down
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[
MPLS TE FRR Node Protection

= Impacted Services
— Residential HIA

— BTV from NM2 to NE2 e e
= Scaling Numbers 570 o =y
— 1 primary/backup tunnels pair s
— 200 BTV streams
— 20 HIA EVPL PWs
— 200 Bus EVPL PW BT\-!);I&‘:uce c?ia£_1
BT\lzlt;&ume
Backup c?‘::%l ﬂm,” c?giﬂu c?&h?.g
Tt e MPLS/IP MPLS/IP \
T PIM-SSM E[ PIM-SSM
c7Bb1-3 Pri (o "
IX1A I L~ NE TTJT:Q "lc i

c76e7-1

ERS ME NE /
113 \ IXIA
ERS

101 GE
c76b2-1
2x10GE oTEb1-2 i, NE
IXIA NE

IXIA
BTV&INET ERS
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[
MPLS TE FRR Node Protection

= Node Protection
— NE2<->NE3<->NM2 primary tunnel
— NE2<->NE1<->NM1<->NM2 backup tunnel

= NE3 midpoint node failure
— 10 INET EoMPLS pseudowires from NE2 to NM2 in TE Tunnel
— 100 multicast streams to NE2 via failed path

X X
NE3
Pwr 28 msu
Off E 240 ms X
28 ms down
X X X
0 ms up
65 ms X

0 ms down
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[
MPLS TE FRR Node Protection

= Impacted Services
— Business Traffic

— BTV from NM2 to NE2 e e
= Scaling Numbers 570 o =y
— 1 primary/backup tunnels pair s
— 200 BTV streams
— 20 HIA EVPL PWs
— 200 Bus EVPL PW BT\-!);I&‘:uce c?ia£_1
BT\lzlt;&ume
Backup c?‘::%l ﬂm,” c?giﬂu c?&h?.g
Tt e MPLS/IP MPLS/IP \
T PIM-SSM E[ PIM-SSM
c7Bb1-3 Pri (o "
IX1A I L~ NE TTJT:Q "lc i

c76e7-1

ERS ME NE /
113 \ IXIA
ERS

101 GE
c76b2-1
2x10GE oTEb1-2 i, NE
IXIA NE

IXIA
BTV&INET ERS
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[
MPLS TE FRR Node Protection

= Node Protection
— NE2<->NE3<->NM2 primary tunnel
— NE2<->NE1<->NM1<->NM2 backup tunnel

= NE3 midpoint node failure
— 200 ERS EoMPLS pseudowires from NE2 to NM2 in TE Tunnel

Resiliency Applied Test Condition ERS (200 PWs)

FRR-Node Protection

NE3 Power Off Primary Tunnel Down 123 ms

NE3 Power On Primary Tunnel Up 0 ms
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BTV - IP Multicast Group Join Delay

114
[xScriptmate

CCIE 2006

CTBI:ﬂ 1

..;%

c76b3-2
MM

c76b1-3 LY |
<

I cfGb1-2
ME

(LA FLY
[xScriptmate

Group Join Delay = the elapsed time between the

time a DUT receives a group of IGMP Join requests
and the time the multicast clients begin receiving
traffic for the groups they joined.

Average Group Join Delay (ms)

No Static Groups Static Groups
Size Channels Channels

100 200 100 200
512 157 264 11 20
1024 194 264 22 21
1280 160 277 18 24
1518 155 250 29 25

Note: The Group Join Delay with DNS mapping is
in the same order of magnitude as with static
groups (caching).
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PW Redundancy — End2End HA

= Impacted Services
— Residential BTV
— Residential HIA
— Business ERS

= Failure type
— NM reload

— NM power cycle

X128
INET

145c1-1
PW test)

IX1A
BTY source crad-1
HE
IX1A
BTV source
cTBb3- cTGh3-2
Primary PW NM
LDP path ﬁ Backup PW
Primary PW LDP path
LDP path l
1XI4 CTBD1-3 Pl Backup PW
ERS MNE "d LDP path
cTEb1-1

. /
T 10x1GE
2x10GE G76b1-2
1X1A NE

IXIA
BTVAINET ERS

c76eT-1
NE

v

IXIA
ERS

—3

c7Bb2-1
NE



L2/L3 Mux UNI

Bank 1

Bl v 5

< \11 \' ;

\/

\I ’
Q MPLS

& == —— Inter-branch Connectivity

}!}1 .
/ ‘/:C' —  VLAN Bridging
7/ S

Zw L2/MPLS —

Cat6500-1 Pog '/ Metro

v'I; ‘-/lc

Bank 1 ¢ }'?{ )
Site 1

e Internet Access
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L2/L3 MUX UNI Configuration

L2/L3 MUX UNI

interface GigabitEthernet3/4

switchport

switchport trunk encapsulation dotlq
switchport trunk allowed vlan 1820,1830
switchport mode trunk

switchport nonegotiate

mtu 9216

logging event link-status

load-interval 30

no cdp enable

spanning-tree portfast trunk

spanning-tree bpdufilter enable
spanning-tree bpduguard disable
spanning-tree guard root
!
interface GigabitEthernet3/4.1
encapsulation dotlQ 23

no snmp trap link-status

xconnect 50.0.0.12 14 pw-class internet-pw
backup peer 50.0.0.13 14 pw-class internet-pw

VoD VLAN

interface VIan1820
description IXIA VoD vlan
mac-address 0018.2000.0001
ip unnumbered Loopback4

ip helper-address 50.1.2.34
no ip redirects
load-interval 30

TV Broadcast VLAN

interface V1anl1830

description IXIA TV_Bcast vlan
mac-address 0018.3000.0001

ip unnumbered Loopback5

no ip redirects

ip pim sparse-mode

ip multicast limit out 11 10
load-interval 30

Internet Pseudowire



Multicast Call Admission Control

Limit the (S,G)
™ mroutes that RPF to .
Broadcast the interface and Syntax ) IxExplorer
Source where S is directl _ _ -
anrectad g ip multicast limit [rpf]connected]out] <acl> <n>
ip multicast limit cost <acl> <cost>

Example:
c76bl1-2(config)#ip multicast limit cost 11 10

c76b1-2(config)#interface V1an1830
c76bl-2(config-if)#ip multicast limit out 11 100

676b1—2(config)access—list 11 permit 239.12.1.0 0.0.0.255

Show/Debug Commands:

c76bl-2#show ip multicast limit
Interface V1an1830

Multicast Access Limits

out acl 11 (100 = max 100) exceeded 7
cTBb1-1 out acl 12 (0 < max 100) exceeded O

c76bl-2#debug ip mrouting limit
Jun 7 11:46:06.039: MRL(O): IGMP add mroute (192.12.2.2,
239.12.1.11) denied for VIan1830, limit-acl 11, cost-acl

Limit the (S.G) 11, cost 10, (100 = max 100)
mroutes that Jun 7 11:46:06.043: %MROUTE-4-MROUTELIMIT: Exceeded
] RPF to the multicast limit for group 239.12.1.11, source 192.12.2.2 on
Limit the (S.G) ED’;’f:::‘ interface interface V1an1830 - VRF default
mroutes with an -Process= "IGMP Input”, ipl= 0, pid= 298

OIF list entry on
the interface
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Aggregation Network Scale Challenges

= MPLS/IP scale considerations
EoMPLS PWs
LDP neighbours
ARP table



Services

EoMPLS PW Scale Characteristic

= Single PW per DSLAM; N:1 VLAN model

= No EoMPLS PW scale concerns at the aggregation node (LCO-PE); single
EoMPLS PW per shared service VLAN

= No MAC learning as residential service carried over VPWS

= EoMPLS PW scale must be considered for distribution node when designing large
scale network

NO PW = M * N * Y P“v@-—,_ Monitoring ~ Billing Sljurzu;l;zr Identity A:ndr:::s D;'UI:'I;:I\:]“
M = number of CO’s per Metro POP “ é ﬁ ﬂ é
N = number of DSLAMSs per Local CO Policy Plane per subseriben

Y = number of BRAS-terminated services per DSLAM - 4
Access Edge

Aggregation
Nod

Example (Large ILEC): hie

M = 25 cidenial :

N = 40 'y s
Y =1 \.'auz.hﬂP, . EolPLS P ﬁ
TOTAL EOMPLS PW at the MCO-PE= | b e
25*40*1: 1 K Dlstnhd;mn

Aggregation
Hode

CCIE 2006

‘ Residential

T
Core Network
IP I MPLS



LDP Scale Characteristics

Residential
Services

= No LDP scale concerns at the aggregation node (LCO-PE); it requires an LDP
neighbor per MCO-PE that this node uses as aggregation point

= No LDP scale concerns at the distribution node (MCO-PE). It requires a directed
LDP neighbor per LCO-PEs being aggregated. The LDP scale well within the

platform limitation as demonstrated below.

No. LDP Neighbors =M * W

M = number of rings that aggregate at the distribution node (MCO-PE)
W = number of aggregation nodes (LCO-PE) per subtending ring

Example:

CCIE 2006

10
5

M
w

Required LDP Neighbours at MCO-PE =

10*5=50

Portal Subscriber Identity Address  Policy

e Monitoring Billing

Datahase

lléé """" é%m

Policy Plane (per subscriber)

Access

Aggregation
ode

Risiderlial
g
IVC

\- 802,19/

i C '
iﬂf".’ psL  Auureu

STR
Access Node

Aggregation
Hode

EoMPLS PW ﬁ

E Distribation
o e
N

' Edge

T
Core Network
IP I MPLS




Residential
ARP Scale Characteristics

Typical 3play CPE deployment: STBs bridged and VoIlP/HIA routed (NAT)
2x STBs and 1xRG per household

ARP scaling should be considered at the aggregation nodes
No ARP scaling issues at the distribution node as hosts not directly connected

Total ARP Entries=M*W *Y

M = number of DSLAMs attached to the aggregation node (LCO-PE)
W = number of subscribers per DSLAM

Y = number of devices behind CPE that routed at the LCO-PE
(eg.STB/Phone)

Example (Large ILEC):

M =40
W =300
Y=3

TOTAL ARP Entries in LCO-PE =
40*300*3=36K
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QOS Architecture Direction

Policy Control Plane (Per Subscriber) Content Network

Aggregation
Node

e B

| Corporate 3J
. - o -
Z Distribution = «{.}

: Node
P~
y <~ L & g\ >
/ v / E g

——
o la

re

2

y

gation E
8
B

Distribution
Node

N

Core Network
IP/MPLS

Aggregation Network
MPLS, Ethernet, IP

Aggregation Node

Voice and Video traffic Utilize Per-Service

Diff-Serv QoS Model in Access, Aggregation and Core

CCIE 2006



QOS Architecture Direction

Portal Monitoring  Billing Subscriber Identity ~ Address Policy
= Database Mgmt Definition
Policy Control Plane (Per Subscriber) Content Network

- Business

P -

© | Corporate i\

L2/3 Edge

Aggregation

- Business Distribution
v adi
* " Corporate ™

- Business . N . )
. ¢ "ﬁ\j Aggregation Network i — Core Network
( Corporate ] "4

MPLS, Ethernet, IP IP/MPLS

Sl
llc Distribution MPLS PE

: Node
Aggregation Node

Internet and Business Traffic Utilize Per-Subscriber
QoS Model in Access, Aggregation and Core

CCIE 2006




QOS Model with Ethernet/IP Aggregation

Customer Acces‘sc
E “;E“M’ADI !g ?7 -

QoS Function

—

Classification/
Marking

Traffic
Conditioning

Congestion
Management/
Avoidance

CCIE 2006

Aggregation
=<5 ®« €

Edge Core

Classification and

—

Classified at CPE for upstream, and at
content source for downstream into Voice,
Video, and INET classes. DSCP or 802.1p
markings used for aggregation network, EXP
for MPLS core.

Limited per-subscriber by rate between
DSLAM and DSL CPE. Per-service
aggregate rate limiting implemented on
DSLAM egress/LCO-PE ingress and service
injection points.

Traffic mapped to queues by classes.
Scheduling performed by DWRR or MDRR.
WRED used on INET class for congestion
avoidance.

] v /
PRI T—— -

Edge Access  Customer

Scheduliing), Bandwidth Vianagement and
Congestion Aveidance

0

Residential Subscriber

Classified at LCO-PE based on customer
markings to RT, BC, and BE classes.
Markings mapped to 802.1p for aggregation
network and to EXP for MPLS core.

Policy implemented at LCO-PE ingress to
adhere per-subscriber, per-service traffic to
SLA agreement. Egress policy at LCO-PE
to CPE interface possibly needed for
multipoint service.

Traffic mapped to queues by classes.
Scheduling performed by DWRR or MDRR.
WRED used on BE and BC classes for
congestion avoidance.



QOS Model with MPLS/IP Aggregation

Customer Access

QoS Function

I\

Classification/
Marking

Traffic Conditioning

Congestion
Management/
Avoidance

CCIE 2006

Aggregation
Equi==znt & @&F  =u &
@——!,@/

Edge Core
«<p

Classification and

T

—

Classified at CPE for upstream, and at
content source for downstream into Voice,
Video, and INET classes. DSCP markings
used for Voice and Video traffic, EXP
markings derived for INET traffic.

Limited per-subscriber by rate between
DSLAM and DSL CPE. Per-service
aggregate rate limiting implemented on
DSLAM egress / LCO-PE ingress and service
injection points.

Traffic mapped to queues by classes.
Scheduling performed by DWRR or MDRR.
WRED used on INET class for congestion
avoidance.

/] .

L--ii|%
——

Residential Subscriber

Edge Access  Customer

= «Pp L — 70 T Ve t

Scheduliing), Bandwidth Vianagement and
Congestion Aveidance

0

Classified at LCO-PE based on customer
markings to RT, BC, and BE classes.
Markings mapped to EXP for Aggregation
network and MPLS core.

Policy implemented at LCO-PE ingress to
adhere per-subscriber, per-service traffic to
SLA agreement. Egress policy at LCO-PE
to CPE interface possibly needed for
multipoint service.

Traffic mapped to queues by classes.
Scheduling performed by DWRR or MDRR.
WRED used on BE and BC classes for
congestion avoidance.



riple Play Services CAC Requirements

= VoIP telephony service
Subscriber line: no CAC required
The number of calls generally limited at the application level
Aggregation network: no CAC required
Generally provisioned with sufficient class bw to cope with peak during working and failure case

= TV broadcast service
Subscriber line: CAC required
Aggregation network: no CAC required
Generally provisioned with sufficient class bw to cope with peak during working and failure case

= Video on demand service
Subscriber line
For fixed number of channels per subscriber line: no CAC required
For variable number of channels per subscriber line/variable bandwidth cases: CAC required
Aggregation network: CAC required
Potential for congestion both in working and network failure cases

CCIE 2006



Video CAC

Topology-Unaware Off-Path CAC  Topology-Aware Off-Path CAC Topology-Aware On-Path CAC

« Embedded within the VoD « CAC decision outsourced * Dynamic adjustment to any
server to Policy Server topology change

+ CAC decisions not + Policy server interaction * Requires network level
synchronized with the with the network for connection admission
network topologies topology synchronization control signaling: RSVP

Integrated CAC Q

= Integrated video CAC approach comblnes two methods

= VOD stream will be denied if business rules of either fail SS)IIIDC?/ SCeor\TeTon SpED

= Prioritize blocking of free VOD vs. pay VOD in network failure
scenarios

. VOD Request

1 Deny or Admit

== 6

—
— —
!!

05 55 -

VoD Servers

RSVP-CAC

PE-AGG DSLAM
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Home Networking Models
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Home Networking Models
CPE GW as Bridged Mode

802.1p Trunk
Voice, Video, Data

Residential CPE

ADSL Port

llllllllllll

Aggregation

GW (Bridged Mode)

= CPE GW configured for bridge mode
= PVC per service from access device (i.e., DSLAM)
= DSLAM maps each service PVC to a service VLAN

= DHCP addresses allocated to each device (IP Phone, STB, PC) by DHCP
server at head end

= CPE GW may support port-mapping (port to PVC) function

CCIE 2006



Bridged Mode—DHCP Address

« ip-helper to DHCP Server Address DHCP Server
e giaddr =11.0.0.1 * Match giaddr11.0.0.1
Home « Match Option 60 “STBstring”
Residential =] « Assign Address 11.0.0.0 Scope

Access Node
(i.e., DSLAM)

gu

==

DHCP Server

« 11.0.0.1/24 Assigned to STB

« DHCP Request
« DHCP Option 60 = “STBstring”

= Each device (PC, IP Phone, STB) has internal string used in DHCP Option 60
= DHCP request forwarded to DHCP server via IP helper address

= DHCP server allocated addresses based on giaddr and DHCP
Option 60
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Home Networking Models
CPE GW as Routed Mode

802.1p Trunk
Voice, Video, Data

10.0.0.1 Residential CPE

g.........l.l -PQrt.}
iy DHCP Service

ADSL Port

PVC 1 .

EEEEEEEEEEES

Aggregation

= CPE GW configured for routed mode (RFC 1483)

= CPE GW must support L3/NAT functionality using external transport client, and service mapping functions
= DHCP addresses allocated to service client on CPE GW (voice, video, data)

= Local DHCP server on CPE GW to allocated local addresses to devices (IP phone, STB, PC)

= Private addresses (i.e., 10.0.0.x) NAT mapped to proper service client

=  CPE GW must support NAT application layer gateway and IGMP snooping
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Common Security Recommendations
How to Secure the Network Against Attacks

ICMP redirects, CDP, IP Source
Routing

TACACS+, Radius, Password
Encryption

Leading Practice Category

Disable Unnecessary Services Reconnaissance, Denial-of-Service

Control Device Access Unauthorized Access

Disable unused interfaces, VLAN

Secure Ports and Interfaces Reconnaissance, Denial-of-Service

Pruning
Secure Routing Infrastructure MDS5 Authentication, Route Filters Denial-of-Service
BECHIESWcHiig Port Security, Storm Control Denial-of-Service

Infrastructure

Control Plane Policing (CoPP),
Hardware-based Rate Limiters

Policy Enforcement URPF, iIACLs IP Spoofing, Denial-of-Service
MAC Forced Forwarding, Virtual . :
DSLAM MACs, DHCP Option 82, IGMP ~ ~econnaissance, IAC Spoofing,
Whitelist Sl

CCIE 2006

Control Resource Exhaustion Denial-of-Service




Residential Access Leading Practices
How to Secure Users and Services

Goal

Features

Subscriber Identification DHCP Option 60, DHCP Option 82

Subscriber Authentication PPPoE or Web Portal (Using Radius)

Subscriber Isolation MAC Forced Forwarding on DSLAM

Prevent MAC Address Spoofing Virtual MAC Addresses on DSLAM

Prevent Theft of BTV Service IGMP Whitelist on DSLAM
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Network Management and OAM
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i Ethernet/IP |

Operation and Maintenance

Connectivity
Fault ManagementgCustomer

Core Business

ee_A- 2

ackbone') Backbone Reauider N
Bridges Bridges
g = 4

== r——" =
-

Customer

Business

== Bridges ==

Residential

Residential

Ethernet

Link OAM
A A A A A
UNI NNI NNI NNI UNI

vetre:  E-LMI:. CE configuration, L2 connectivity management
$IEEE Link-Layer OAM: Per Link OAM
) <IEEE Connectivity Fault Management: Per Service/VLAN OAM
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| Ethernet/P
Ethernet LMI

= Enables service providers to reduce

customer configuration errors, as well as
improve Ethernet Virtual Circuit (EVC)
performance by shaping on CE egress

Three Types of Information
EVC Status
Configuration Data

Provisioning Data

= Technical approach based on Frame Relay
LMI

= LMl is complementary to OAM

METRG "z st
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| Ethernet/P_|
Link OAM (IEEE 802.3, clause 57)

= Maintain consistency of an Ethernet transport
connection (per link, or “physical” OAM)

' Link OAN
ent

= Address three key operational issues:
Link Monitoring
Fault Signaling
Remote loopback

= Operates on a single point-to-point link
between 2 devices

= Slow protocol using packets called
OAMPDUs which are never forwarded

= Standardized: IEEE 802.3, clause 57

HIEEE

Mathwarking the Wanla ™
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Connectivity Fault Management (CFM)

m > > m
& > > = = =
@ O ) < < )
0] 0]
2 £ = X g & 2 @ z = = 2
o) g g o c c c o o = = c
® o 0O G o o o I 5 S S =G
® @ @ @ o L2

Ethernet Ethernet 10G ATM
over SDH over MPLS Ethernet RFC1483

= CFM is Ethernet standard frames, not MPLS, ATM, or SONET frames,
cells, or sub-Ethernet control information

= May be per-service or per-wire. Passes end-to-end through bridges

= Only bridges see CFM because bridges are the only active relay functions
that exist

= Three types of Messages:
Continuity Check Message (CCM)

Loopback Message (LBM), Loopback Reply (LBR)
Link Trace Message (LTM), Link Trace Reply (LTR)
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MPLS OAM

= A broken LSP will affect end to end connectivity and services, it is difficult to
troubleshoot an MPLS failure:

Requires the operator to do manual/hop-by-hop work
= Various reasons for an LSP to break:

Broken LDP adjacency

MPLS not enabled (globally or per interface)

Mismatched labels

Software/hardware corruption— M P L S
= MPLS OAM facilitates and speeds Up

troubleshooting of MPLS failures 4

=  Principle...similar to traditional (ICMP based) tools: 50

LSP Ping: based on echo request and echo reply

LSP Trace: packets with incremental TTL \ R2

Virtual Circuit Connection Verification (VCCV): end-to-end fault detection and diagn(ﬁiés Rl

for an emulated PW service
= LSP ping/trace do NOT use ICMP packets:

ping P LSP Broken
New packet format specifically designed for MPLS OAM

IPv4 (IPv6) UDP packets with port 3503
UDP packets : MPLS echo-req. or MPLS echo-reply
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Converged Ethernet-Based Services

Requires End-to-End Resource Management Scope

Management Scope

Other
Carrier’s
Transit ulti-Service Transit Networ Metro Aggregation Network Last-Mile Access Network

Network (Ntwk Topology: IP/MPLS) (Fiber Topology: Loop/Star) (Fiber Topology: Loop/Star) ay

noooy 4

Transit Central ocal Central Customer
Office(s) Office(s) Premises

Edge Nodes Aggregation Nodes

Layer3 P \ EEEEEEEN PE—R \ EEEEEEESN EEEEEEEEEEEEEEEEESR PE—S \

LM
Layerz EEEEEEEN PE-R/ EEEEEEEEEEEEEEEEER
EE. ’l Access | CPE I

Node

Broadband Access System(s)
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Converged Ethernet-Based Services

Drives Integration of Element, Network, and
Service Management

.................................................... Service Level
"""""""" View
Integrated Service Resources :
Network Level e e
VieW llllllllllllllllllllllll
Integrated Network Resources ':;
UV Coe— | .......................................................

Integrated Integrated Integrated

Element Element Element

Resources Resources Resources

Last-Mile Metro Aggregation Multi-Service Metro Aggregation Last-Mile
Access Network Network Transit Network Network Access Network
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CCIE 2006

Implementation Strategies for the Management of
Converged Ethernet-Based Services

Real-Time Network Virtualization
= Requirements

Dynamic network abstraction’s for OSS
interaction

Auto-discovery of device and network 0SS
inventory, network topology and service ;
trails

= Benefits

Topology-based root cause and fault
analysis

Highly flexible end-to-end service activation

Reduction of opex for service fulfillment and
assurance

Converged Services Drives a Paradigm
Shift from Hierarchical Static EMS/NMS
to Reactive Virtualized Pro-Active
Resource Management



Summary
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Summary

= Converged network delivering residential and business service
offerings

= Flexible transport architecture
(Ethernet/IP and MPLS/IP)

= Flexible service insertion points
= 10GE aggregation to address massive scale requirements
= Sub-second convergence for real-time application

= Integrated network management and OAM functional tools

CCIE 2006
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Admission Control
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Why Is Admission Control Essential

for Video?

= Per-service QoS for broadcast video and VOD
Network must deliver 10-6 loss requirement to support video QoE

Per-sub QoS for video through BRAS function not optimal—
can’t shape/drop video packets

Per service QoS optimizes quality and operational efficiency

= VOD connection admission control
CAC VOD into network otherwise 1001st stream could degrade service of all users
Don’t admit if results in dropped packets for new stream or any existing streams

If sub consuming near DSL line rate due to multiple active set tops in the home, DSLAM will
drop HSI packets and invoke TCP backoff

Voice
I HS|
CIR ) CAC
o Threshold
VOD

Broadcast

CCIE 2006



riple Play Services CAC Requirements

= VolIP telephony service
Subscriber line: no CAC required
The number of calls generally limited at the application level
Aggregation network: no CAC required
Generally provisioned with sufficient class bw to cope with peak during working and failure case

= TV broadcast service
Subscriber line: CAC required
Aggregation network: no CAC required
Generally provisioned with sufficient class bw to cope with peak during working and failure case

= Video on demand service
Subscriber line

For fixed number of channels per subscriber line: no CAC required

For variable number of channels per subscriber line/variable bandwidth cases:
CAC required

Aggregation network: CAC required
Potential for congestion both in working and network failure cases
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opology-Unaware Off-Path CAC

Portal Monitoring  Billing Subscriber Identity ~ Address Policy
Database Mgmt Definition

< F Ff I |
VoD Server

Policy Control Plane (Per Subscriber)

‘
Business “" Content Network

(‘VCc/)rporat Aggregation L2/3 Edge ““

‘
**
.
“

Business

‘/7777//,,7, -
(\ Corporate
T

Business

(g Dlstrlbutlon

Core Network

Layer2ior Layer3 BUS —I IP/MPLS
- istribution - T
tribgl

Aggregation Content Network ...

Node MPLS PE :

. Corporate atas ) “u" Aggregatlon Network

= Embedded normally within the VoD server applications

= CAC decisions not synchronized with the network topologies

= VoD server maintains static table of available bandwidth per site, region

. IC_)AC mechanisms applicable to very simple network topologies or solely on the subscriber DSL
ine
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opology-Aware Off-Path CAC

Content Network

Aggregaﬂ.on Network Core Network
Layer2 of Layer3 BUS | /- IP/MPLS

e

7
istribution

Node

Aggregation
Node

Content Network ...

=  CAC decision outsourced to policy server/bandwidth manager
=  Similar to the “RACS/RACF” function of ETSI TISPAN QoS architecture
= Policy server interaction with the network for topology synchronization

= Requires systems integration with VoD applications, network elements, NMS
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opology-Aware On-Path CAC

Content Network

L2/3 Edge

Aggregation

Core Network
IP/IMPLS

Aggregation

Content.Network........
Node d :

= Dynamic adjustment to any topology change

= Requires network level connection admission control signalling:

RSVPoDiffserv in the network
RSVP support on video of demand pump
RSVP aggregation over MPLS TE where MPLS is used
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Integrated Video CAC

= Integrated video CAC approach combines two methods
= VOD stream will be denied if business rules of either fail

= Prioritize blocking of free VOD vs. pay VOD in network
failure scenarios

1 VOD Reguest

{off-

VoD Servers

CCIE 2006



Policy Control
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Service Exchange Framework

= Define and evolve the service control
plane to deliver the service control
attributes to enable SP application delivery

= Add instrumentation to the service control _ _
plane to control existing network Applications
intelligence capabilities

= Enhance and extend network intelligence
to enable the service control plane

(application-enabling infrastructure) Service Control Plane

. . Service (Call and Session Control)
= Pull functions from the service control

plane into network intelligence (where Exchange
applicable
and possible)

Framework ENetwork Intelligence

(e.g., Deep Packet
Inspection, QoS, etc.)
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Next Generation Broadband Architectu
Service/Application Control Layer

CARRIER
ETHERNET

MEF

Certified Compliant

Events occurring in the network trigger

Execution of rules in real time resulting in

Decisions that are enforced by

Dynamically configuring the network for service delivery
= Events include:

User actions (Interaction with portals, network logon/logoff)

Application services (IP telephony, Video services, P2P data)
Network conditions (network outage, time-of-day, congestion

CCIE 2006




CARRIER
ETHERNET

Next Generation Broadband Architect
Service/Application Control Layer-Functionspi\iss

Certified Compliant

= Service control—dynamic network provisioning

Real-time management of QoS, peer-to-peer traffic, subscribers,
services

= Admission control
Manage network resources intelligently and efficiently
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Dynamic Broadband Services with
Intelligent Services Gateway

= Personalized content

= List of subscribed Regislr_aﬁu-n“'
services =g
= Access to open gardens =
= On-demand, billable g
services
E‘%

WiFi
DSL
Cable

Enterprise

@ E Productivity

DDDD
oo

L0
Uo0Ue0
minimin) gy

Provider

L

Application/Content

Data

Profitability
Venue Portals
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Broadband Services Example:

urbo Boost

ISA Turbo Boost with a Timer

User is connected by 512Kbps session

He logs into service portal and selects turbo button
His session gets upgraded to predefined 2048Kbps speed for fifteen minutes

After timer expires, session returned to 512Kbps

Iel Fleaserh
s

L

[ ———
T

e

(1) Select Turbo HRM;,;”

Web Portal (3) Policy timer
System (2) CoA: triggers return

<Service:Turbo, l@\ to 512 flow

GUID>
ISG
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ldentity Resolution Overlapping Host-IP
Addresses?

ISA Single Sign on for Port Bundle Host Key

Portal &=
Host-Key Communicated Via Registrator
RADIUS: “Who is 1024”" "::’;
A A
User 1 User 2
Srcip: 10.9.9.1 Srcip: 10.9.9.1
User 1. Yoda Src port: 1024 Src port: 1040
1000 @ Host-Key: Combination of Port
Srcip: 10.0.0.1 w Bundle and ISG Source IP Address
Src port: 1069 By 10.9.9.1 Uniquely Identifies Subscriber

USer 2: Darth Vader —
10.0.0.1 ‘
Src ip: 10.0.0.1 Perform PAT/NAT for

Src port: 1101 Traffic to Portal
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Broadband Security Trust Model

Content Network

L2/3 Edge

Aggregation

Dlstrlbutlon ’ :x:: ‘

i/
Aggregation Network & \.e == Core Network
MPLS, Ethernet, IP I~" :x:‘ IP/MPLS

bl

Aggregation
Node

Untrusted Mostly Trusted Trusted
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Layer 2 Leading Practices

How to Secure the Network
Against Layer 2 Attacks

Attack Defensive Features/Actions
MAC Attacks . e
(CAM Table Overflow) Port Security, Per VLAN MAC Limiting
Broadcast/Multicast Storm Attacks Storm Control Thresholds
Hardware Rate Limiters, Control Plane Policing,
L2PDU DoS Attacks Storm Control Thresholds

Disable Auto-trunking, Use Dedicated VLAN-ID

for Trunk Ports, Set User Ports to Non-trunking,

VLAN 1 Minimization/Pruning, Disable Unused
Ports

DHCP Starvation Attack Port Security, DHCP Snooping,
DHCP Rogue Server Attack VLAN ACLs to block UDP port 68
Spanning Tree Attacks BPDU Guard, Root Guard
ARP Man-in-the-Middle Dynamic ARP Inspection

CCIE 2006
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MAC Forced Forwarding

= Use MAC Forced Forwarding in the Ethernet DSLAM
for user separation if using shared VLAN across
DSLAM(s)

= DSLAM always responds to subscriber ARPs with
BRAS (gateway) MAC

= DSLAM blocks all other traffic destined to MACs other
than the BRAS

MAC FF

Yy / |
DSL gl Ethernet ], I
Router




DHCP Option 82

= Use DHCP Option 82 in the IP DSLAM for end user traceability based on
physical port

= DSLAM inserts option 82 with unique identifier of the location of the end
user. DSLAM, DSLAM port, PVC or even a phone number

DHCP request DHCP request with sub ID in Option identifier (RFC 3046)

o
>

\ 4

DHCP response with IP address

Modem
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Virtual MAC (VMAC)

= Use Virtual MAC in the IP DSLAM for end user
traceability based on physical port and PVC

= Prevents end users overloading the MAC address table
in Ethernet switches, as well as MAC spoofing

y ______/l

Source MAC Exchanged

DSL

MACX

Virtual MAC

MACx<—>MACl<+—  MAC1 Payload (IP) <+ 1/ I

, <

Router



IGMP Whitelist in Ethernet DSLAM

DSL PV . .
port C IP Multicast range
1 1 Channel A
2 1 Channel A + B ""'u,
3 ",
4 1 Channel A
5 1 Channel A to Channel B
6 PEM
7 8 Channel A to Channel B E
DSL port 1 Channel B E
Dropped— .
Not in 12 8 Channel B to Channel K .
"e... White List Video
N Service
X. Provider

IGMP White list
*) IP Multicast Range is an IP Address Range
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ARP
CAM
CAPEX
CDP
CoS
DES
DHCP
DSCP
DTP
EAP
EAPOL
E-LAN
EPL
EVPL
IPP
L2PT
LACP
MEF

CCIE 2006

Access Control List

Address Resolution Protocol
Content Addressable Memory
Capital Expenditure

Cisco Discovery Protocol

Class of Service

Data Encryption Standard

Dynamic Host Configuration Protocol
Differentiated Services Code Point
Dynamic Trunking Protocol
Extensible Authentication Protocol
EAP Encapsulation Over LANs
Ethernet LAN (service)

Ethernet Private Line (service)
Ethernet Virtual Private Line (service)
IP Precedence

Layer 2 Protocol Tunneling

Link Aggregation Control Protocol
Metro Ethernet Forum

N-PE
OPEX
OTP

P

PAgP
PDU
PE-AGG
PON
PVST+
SLA
STP
UDLD
UNI
U-PE
VPLS
VPN
VPWS
VTP

Network-to-Network Interface
Network Provider Edge
Operational Expenditure
One-Time Password
Provider (core router)

Port Aggregation Protocol
Protocol Data Unit

Provider Edge - Aggregation
Passive Optical Network

Per VLAN Spanning Tree Plus
Service Level Agreement
Spanning Tree Protocol
Unidirectional Link Detection
User Network Interface

User Provider Edge

Virtual Private LAN Service
Virtual Private Network
Virtual Private Wire Service
VLAN Trunking Protocol



Pseudowire H-VPLS Hierarchical Virtual Private LAN service
E-Line Ethernet -Line PIM Protocol Independent Multicast
E-LAN Ethernet — Local Area Network SSM Source Specific Multicast
EPL Ethernet Private Line RSTP Rapid Spanning Tree Protocol
EVPL Ethernet Virtual Private Line STP Spanning Tree Protocol
LCO Local Central Office (Aggregation Node) IGP Interior Gateway Protocol
MCO Metro Central Office (Distribution Node) IGMP Internet Group Management Protocol
MEN Metro Ethernet Network QoS Quality Of Service
EWS Ethernet Wire Service EoMPLS Ethernet Over MPLS
ERS Ethernet Relay Service BFD Bi-directional Forwarding Detection
CAC Call Admission Control
VFI Virtual Forwarding Instance
STB Set Top Box
TE Traffic Engineering
FRR Fast Re-Route
MPLS Multi Protocol Label Switching
BRAS Broadband Remote Access Server
SCE Service Control Engine

SBC Session Border Control
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