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CHAPTER 1

Introduction

DLSw+ Design and Implementatialescribes Data Link Switching Plus (DLSw+) and provides
configuration examples to allow you to quickly design and configure simple DLSw+ networks. It
also describes adnced features, tells when to use them, and inclu@esmes of ha to use these
features. It provides tuning, hierarchical design, meshed design, debug, and migration guidance.
This book can be used as a reference only (for configuration examples), as a tuning guide, or as a
complete DLSw+ network design guide.

This chapter describes DLSw+ and how to use this manual to design and configure a DLSw+
network. It reviews the key components of the data-link switching (DLSw) features and describes
the extensions to the standard that are included in DLSw+. Finally, it recommends how to proceed
with designing your network.

DLSw+ Defined

DLSw+ is a means of transporting Systems MNeknArchitecture (SNA) and NetBIOS traffic over

a campus or wide-area netik (WAN). The end systems can attach to the pétwver Token Ring,
Ethernet, Synchronous Data Link Control (SDLC) protocol, Qualified Logical Link Control
(QLLC), or Fiber Distributed Data Interface (FDDI). (FDDI is supported on the Cisco 7000 series
only and requires Cisco IOSRelease11.2 or later.) DLSw+ switches between diverse media and
locally terminates the data links, keeping acknowledgments, keepalives, and polling off the WAN.
Local termination of data links also eliminates data-link control timeouts that can occur during
transient network congestion or when rerouting around failed links. Finally, DLSw+ provides a
mechanism for dynamically searching a network for SNA or NetBIOS resources and includes
caching algorithms that minimize broadcast traffic.

In this document, DLSw+ routers are referred to as peer routers, peers, or partners. The connection
between tw DLSw+ routers is referred to as a peer connection. A DLSw circuit is comprised of the
data-link control connection between the originating end system and the originating router, the
connection between the two routers (typically a TCP connection), and the data-link control
connection between the target router and the target end system. A single peer connection can carry
multiple circuits.

DLSw+ supports circuits between SNA physical units (PUs) or between NetBIOS clients and
servers. The SNA PU connectivity supported is PU 2.0/2.1-to-PU 4 (attached via any supported
data-link controls), PU 1-to-PU 4 (SDLC only), PU 4-to-PUdkén Ring only), and PU 2.1-to-PU
2.1 (any supported data-link control). See Appendix B for details about DLSw+ connectivity.
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Note PU 4-to-PU 4 connedtity supports only a single path between front-end processors (FEPS)
because of an idiosyncrasy in how FEPs treat duplicate source-route bridged paths. In addition,
remote load is not supported.

DLSw Standard

The DLSw standard &s defined at the APPN Implementersri¥g¢hop (AIW) in the DLSw-related
interest group. The current standard ésibn 1, which is documented in an informational Request
for Comments (RFC), RFC 1795. RFC 1795 makes obsolete RFC 1434, which described IBM’s
original 6611 implementation of DLSw.

The DLSw standard describes the Switch-to-Switch Protocol (SSP) used between routers (called
data-link switches) to establish DLSw peer connections, locate resourcesdfdata, handle flo
control, and perform error regery. RFC 1795 requires that data-link connections are terminated at
the peer routers—that is, the data-link connections are locally acknowledged and, in the case of
Token Ring, the routing information field (RIF) ends at a virtual ring in the peering router.

By locally terminating data-link control connections, the DLSw standard eliminates the requirement
for link-layer acknowledgments and keepalive messages to flow across the WAN. In addition,
because link-layer frames are acknowledged locally, link-layer timeouts should not occur. It is the
responsibility of the DLSw routers to multiplex the traffic of multiple data-link controls to the
appropriate TCP pipe and transport the data reliably across an IP backbone.

Before any end-system communication can occur over DLSw, the following must take place:
® Establish peer connection

® Exchange capabilities

® Establish circuit

After circuits are established, the standard describes how to control the flow of data between peers.

Establish Peer Connections

Before two routers can switch SNA or NetBIOS traffic, they must establish two TCP connections
between them. The standard altoone of these TCP connections to be dropped if it is not required.
(Cisco routers will drop the extra TCP connection unless they are communicating with another
vendor’s router that requires two TCP connections.) The standard also allows additional TCP
connections to be made to allow for different levels of priority.

Exchange Capabilities

After the TCP connections are established, the routers exchange their capabilities. Capabilities
include the DLSw grsion numbeiinitial pacing windavs (receve windaw size), NetBIOS support,

list of supported link service access points (SAPs), and the number of TCP sessions supported.
Media Access Control (MAC) address lists and NetBIOS name lists can also be exchanged at this
time, and if desired, a DLSw partner can specify that it does not want to receive certain types of
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search frames. It is possible to configure the MAC addresses and NetBIOS names of all resources
that will use DLSw and thereby avoid any broadcasts. After the capabilities exchange, the DLSw
partners are ready to establish circuits between SNA or NetBIOS end systems.

Establish Circuit

Flow Control

Circuit establishment between a pair of end systems includes locatinggiterésiource (based on

its destination MAC address or NetBIOS name) and setting up data-link control connections
between each end system and its data-link switch (local router). SNA and NetBIOS are handled
differently. SNA devices on a local-area network (LAN) find other SNA devices by sending an
explorer frame (a TEST or an exchange identification [XID] frame) with the MAC address of the
target SNA device. When a DLSw router receives an explorer frame, the router sends a canureach
frame to each of the DLSw partners. If one of its DLSw partners can reach the specified MAC
address, the partner replies with an icanreach frame. The specific sequence includes a canureach e
(explorer) to find the resource and a canureach cs (circuit setup) that triggers the peering routers to
establish a circuit.

At this point, the DLSw partners establishigcuit that consists of three connections: the two
data-link control connections between each router and the locally attacAezh8MNystem, and the

TCP connection between the DLSw partners. This circuit is uniquely identified by the source and
destination circuit IDs, which are carried in all steady state data frames in lieu of data-link control
addresses such as MAC addresses. Each circuit ID is defined by the destination and source MAC
addresses, destination and source link SAPs, and a data-link control port ID. The circuit concept
simplifies management and is important in error processing and cleanup. Once the circuit is
established, information frames can flow over the circuit.

NetBIOS circuit establishment is simildit instead of fonarding a canureach frame that specifies
a MAC address, DLSw routers send a name query (NetBI&SENQUERY) frame that specifies

a NetBIOS name. Instead of an icanreach frame, there is a name recognized (NetBIOS
NAME-RECOGNIZED) frame.

Most DLSw implementations cache information learned as part of the explorer processing so that
subsequent searches for the same resource do not result in the sending of adgitareafeames.

The DLSw standard describes adapihacing between DLSw routenstliloes not indicate how to

map this to the naté data-link control fiw control on the edges. The DLSw standard specifies flo
control on a per-circuit basis and calls for two independent, unidirectional circuit flow-control
mechanisms. Flow control is handled by a windowing mechanism that can dynamically adapt to
buffer availability, TCP transmit queue depth, and end-station flow-control mechanisms. Windows
can be incremented, decremented, halved, or reset to zero. The granted units (the number of units
that the sender has permission to send) are incremented with a flow-control indication from the
receiver (similar to classic SNA session-level pacing). Flow-control indicators can be one of the
following types:

® Repeatincrement granted units by the current window size
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® Incrementincrement the window size by one and increment granted units by the new window
size

® DecrementDecrement windw size by one and increment granted units by thewi@dow size

® ResetDecrease window to zero and set granted units to zero to stop all transmission in one
direction until an increment flow-control indicator is sent

® Half-Cut the current window size in half and increment granted units by the new window size

Flow-control indicators and flow-control acknowledgments can be piggybacked on information
frames or can be sent as independent flow-control messages, but reset indicators are always sent as
independent messages.

DLSw+ Features

DLSw+ is Cisco’s implementation of DLSw. It goes beyond the standard to include the advanced
features of Cisco’s current remote source-route bridging (RSRB) and provides additional
functionality to increase the overall scalability of DLSw.

DLSw+ includes enhancements in the following areas:

® Scalability-Constructs IBM internetworks in aay that reduces the amount of broadcadfi¢raf
and therefore enhances their scalability

® Availability—Dynamically finds alternate paths quickly and optionally load balances across
multiple active peers, ports, and channel gateways

® Transport flexibility-Offers higher-performance transport options when there is enough
bandwidth to handle the traffic load without risk of timeouts; in addition, the option to use
lower-overhead solutions when bandwidth is at a premium and nondisruptive rerouting is not
required

® Modes of operatiorDynamically detects the capabilities of the peer router and operates
according to those capabilities

DLSw+ Improved Scalability

One of the most significant factors that limits the size of LAN internetworks is the amount of
explorer traffic that traverses the WAN. There are several optimizations in DLSw+ to reduce the
number of explorers.

Peer Group Concept

Perhaps the most significant optimization in DLSw+ is a featurekmgpeer groupsPeer groups

are designed to address the broadcast replication that occurs in a fully meshed network. When
any-to-any communication is required (for example, for NetBIOS or Advanced Peer-to-Peer
Networking [APPN] environments), RSRB or standard DLSw implementations require peer
connections betweeneany pair of routers. This setup is not onhyfidifilt to configure, bt it results

in branch access routers having to replicate search requests for each peer connection. This wastes
bandwidth and routerycles. A better concept is to group routers into clusters and designate a focal
router to be responsible for broadcast replication. This capability is included in DLSw+.
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With DLSw+, a cluster of routers in agien or a division of a compaycan be combined into a peer
group. Within a peer group, one or more of the routers is designated todmedéepeerinstead

of all routers peering to one anotheaich router within a group peers to the border peer; border peers
establish peer connections with each other (see Figure 1-1). When a DLSw+ routes i@@&ST
frame or NetBIOS NAME-QUERY, it sends a single explorer frame to its border peer. The border
peer forwards the explorer on behalf of the peer group member. This setup eliminates duplicate
explorers on the access links and minimizes the processing required in access routers.

Figure 1-1 The Peer Group Concept Can Be Used to Simplify and Scale Any-to-Any
Networks

Once the correct destination router is found, an end-to-end peer connection (TCP or IP) is
established to carry end-systemfirafThis connection remains aatias long as there is end-system
traffic on it, and it is dynamically torn down when not in use, permitting casual, any-to-any
communication without the burden of specifying peer connections in advance. It also allows
any-to-any routing in large internetworks where persistent TCP connections between every pair of
routers would not be possible.

Explorer Firewalls

To further reduce the amount ofdorer trafic that enters the XN, there are a number of filter and
firewall techniques to terminate theptorer trafic at the DLSw+ routeA key feature is thexglorer
firewall.

An explorer firewall permits only a single explorer for a particular destination MAC address to be
sent across the M. While an eplorer is outstanding andavaiting a response from the destination,
subsequent explorers for that MAC address are not propagated. Once the explorer response is
received at the originating DLSw+, all subsequent explorers receive an immediate local response.
This eliminates the start-of-day explorer storm that many networks experience.

DLSw+ Enhanced Availability

One way DLSw+ offers enhanced availability is by maintaining a reachability cache of multiple
paths for local and remote destination ®Addresses or NetBIOS names. FEmote resources, the

path specifies the peer to use to reach this resource. For local resources, the path specifies a port
number. If there are multiple paths to reach a resource, the router will mark one path preferred and
all other paths capable. If the preferred path is not available, the next available path is promoted to
the new preferred path, and recovery over an alternate path is initiated immediately.

Introduction 1-5



DLSw+ Features

The way that multiple capable paths are handled with DLSw+ can be biased to meet the needs of the
network:

® Fault toleranceBiases circuit establishmenter a preferred pathubalso rapidly reconnects on
an active alternate path if the preferred path is lost

® Load balancingDistributes circuit establishmentevmultiple DLSw+ peers in the natvk or
ports on the router

The default for DLSw+ is to use fault tolerant mode. In this mode, when a DLSw+ peer receives a
TEST frame for a remote resource, it checks its cache. If it finds an entry and the entry is fresh (that
is, if it is not verified within the last verify interval), the DLSw+ peer responds immediately to the
TEST frame and does not send a canureach frame across thekn#tthie cache entry is stale, then

the originating DLSw+ peer sends a canureach directly to each peer in the catidate the cache
entries (this is known as a directed verify). If any peer does not respond, it is deleted from the list.
This may result in reordering the cache. The SNA-VERIFY-INTERVAL is configurable and is the
length of time a router aits before marking the cache entry stale. ThA-8®MACHE-TIMEOUT is

the intenal that cache entries are maintained befong éine deleted. It dafilts to 16 minutes and is
configurable.

At the destination DLSw+ router, a slightly different procedure is followed using the local cache
entries. If the cache entry is fresh, the response is sentimmedfdtedycache entry is stale, a single
route broadcast TEST frame is sevgicthe all ports in the cache. If a posgtresponse is resed,

an icanreach frame is sent to the originating router. TEST frames are sent every 30 seconds
(SNA-RETRY-INTERVAL) for a three-minute period (SNA-EXPLORER-TIMEOUT). These
timers are configurable.

Alternately, when there are duplicate paths to the destination end system, you can configure load
balancing, which causes DLSw+ to alternate new circuit requests in a round-robin fashion through
the list of capable peers or ports.

This feature is especially attractive in SNA networks. A very common practice used in the
hierarchical SNA environment is assigning the same MAC address to different mainframe channel
gateways—for example, FEPs or Cisco routers with Channel Interface Processors (CIPS). If one
channel gateway is unavailable, alternate channel gateways are dynamically located without any
operator intervention. Duplicate MAC addressing alsamalllmad balancing across multiple aeti
channel gateways or Token Ring adapters.

DLSw+ ensures that duplicate MAC addresses are found, and it caches up to four DLSw peers or
interface ports that can be used to find the MAC address. This technique can be used for fault
tolerance and load balancing. When using this technique for fault tolerance, it facilitates a timely
reconnection after circuit outages. When using this technique for load balancing, tempverall

SNA performance by spreading tiiafacross multiple acteé routers, ®@ken Ring or FDDI adapters,

or channel gteways, as shan in Figure 1-2. Load balancing not only enhances performance, it also
speeds up rewery from the loss of ancomponent in a path through the netkvbecause a smaller
portion of the network is affected by the loss of any single component.
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Figure 1-2 DLSw+ Caching Techniques Pro vide Load Balancing Acr oss Multiple Central
Site Routers, Token Rings, and Channel Gateways

MAC 1 Peer C T1C1 Port 1
Peer B Port 2
Port 3

In addition to supporting multiple active peers, DLSw+ suppmat&up peerswhich are only
connected when the primary peer is unreachable.

DLSw+ Transport Flexibility

The transport connection between DLSw+ routers can vary according to the needs of the network
and is not tied to TCP/IP as the DLSw standard is. Cisco supports fiewenliftransport protocols
between DLSw+ routers:

® TCP/IP-Transports SNA and NetBIOS traffic across WANs where local acknowledgment is
required to minimize unnecessary traffic and prevent data-link control timeouts and where
nondisruptive rerouting around link failures is critical; this transport option is required when
DLSw+ is operating in DLSw standard mode

® FST/IP-Transports SNA and NetBIOS traffic across WANs with an arbitrary topology; this
solution allows rerouting around link failures, but recovery may be disruptive depending on the
time required to find an alternate path; this option does not support local acknowledgment of
frames

® Direct-Transports SNA and NetBIOS tfiafacross a point-to-point or Frame Relay connection
where the benefits of an arbitrary topology are not important and where nondésrapiuting
around link &ilures is not required; this option does not support local adkdgment of frames

® DLSw Lite-Transports SNA and NetBIOS traffic across a point-to-point connection (currently
only Frame Relay is supported) where local acknowledgment and reliable transport are
important, lnt where nondisrupte rerouting around linkaflures is not required; DLSw Lite uses
RFC 1490 encapsulation of Logical Link Control type 2 (LLC2)

DLSw+ Modes of Operation

Cisco has been shipping IBM internetworking products for several years. There is a substantial
installed base of Cisco routers running RSRB todlhgrefore, it is essential for DLSw+ and RSRB

to coexist in the same network and in the same router. In addition, because DLSw+ is based on the
new DLSw standard, it must also interoperate with other vendors’ implementations that are based
upon that DLSw standard.

There are three different modes of operation for DLSw+:
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® Dual mode-A Cisco router can communicate with some remote peers using RSRB and with
others using DLSw+, puiding a smooth migration path from RSRB to DLSw+; in dual mode,
RSRB and DLSw+ coexist on the same box; the local peer must be configured for both RSRB
and DLSw+; and the remote peers must be configured for either RSRB or DLSw, but not both

® Standards compliance mod@L Sw+ can detect automatically (via the DLSw capabilities
exchange) if the participating router is manufactured by another vendor, therefore operating in
DLSw standard mode

¢ Enhanced modLSw+ can detect automatically that the participating router is another DLSw+
router therefore operating in enhanced mode, making all of the features of Div@ikabke to
the SNA and NetBIOS end systems

Some of the enhanced DLSw+ features are also available when a Cisco router is operating in
standards-compliance mode with another vendor’s router. In particular, enhancements that are
locally controlled options on a router can be accessed even though the remote router does not have
DLSw+. These enhancements include load balancing, local learning (the ability to determine if a
destination is on a LAN before sending canureach frames across a WAN), explorer firewalls, and
media conversion.

How to Proceed

If you have a simple hierarchical network with a small volume of SNA traffic, read the “Getting
Started” chapter, which describes what configuration commands are required in all DLSw+
implementations and pvaes configurationxamples for SDLC, dken Ring, Ethernet, and QLLC.

After reading the “Getting Started” chapter, you can read about advanced features, customization,
and bandwidth management.

If you have a large hierarchical network (hundreds of branch offices), read the “Designing
Hierarchical Networks” chaptewhich will tell you hav to determine the correct number and types

of routers to place at the central site and discusses options for peer placement, peer backup, and
broadcast reduction.

If you require any-to-any communication between NetBIOS or APPN applications, read the
“Designing Meshed Networks” chapter, which describes border peer placement, numbers of peers
per group, and how to minimize broadcast replication.

If you are starting with an RSRB network, read the “Migration and Interoperability” chapter.

The “Using Show and Debug Commands” and “Using CiscoWorks Blue: Maps, SNA View, and
Native Service Point” chapters describe matasmanagement capabilitiegaglable with DLSw and
should be read by all DLSw+ users.

Finally, the “Using DLSw+ with Other Features” chapter describes how to use DLSw+ in
conjunction with dernstream pissical unit (DSPU) concentration, LAN Netwk Manager, APPN,
and native client interface architecture (NCIA).

The appendis include memory requirements to assist in agtwlanning and feature, media, and
release matrices.
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CHAPTER 2

Getting Started

This chapter describes the basic configuration commands required for a DLSwtknéthegins

with a description of the minimum required configuration and then provides examples for Token
Ring, Ethernet, SDLC, and QLLC environments. This section assumes that you are familiar with
basic router configuration.

Minimum Required Configuration

Configuring DLSw+ on most netwks is not dificult. Every router that supports DLSw+ must/ba

adlsw local-peercommanddisw remote-peercommands are optionaljtusually at least one side

of a peer connection must configure a remote peer. If a DLSw+ peer configuratiodlsmits
remote-peercommands, thdlsw local-peercommand must specify tipgomiscuouskeyword.
Promiscuous routers will accept peer connection requests from routers that are not preconfigured.
This feature allevs you to minimize changes to central site routers when brafichsodire added or
deleted. It also minimizes required coordination of configurations.

If you have used RSRB in the past, you need to know mgtab configure. With DLSw+, you do
not need proxy explorer, NetBIOS name caching, SDLC-to-LLC2 conversion (SDLLC), or
source-route translational bridging (SR/TLB). All of these features are built into DLSw+.

In Figure 2-1, the branch router specifies badls® local-peerand adlsw remote-peercommand.

The headquarters router specifies oriysav local-peercommand, bt it specifiepromiscuouson
thedlsw local-peercommand to allow it to dynamically accept connections from branch routers.
The peer ID specified on tlilsw local-peercommand is the router’s IP address. It can be a
loopback address configured umerface loopback Oor the IP address associated with a specific
LAN or WAN interface. However, if you use a LAN or WAN IP address, the interface must be up
for DLSw+ to work.
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Token Ring

Figure 2-1 Example of disw local-peer and disw remote-peer Commands
Branch Headquarters
Router Router
Token ”\}’:\ "\}’:\ Token
Ring ‘ . 1 ‘ Ring
Configuration for Branch Router Configuration for Headquarters Router
disw local-peer peer-id 10.2.24.2 disw local-peer peer-id 10.2.17.1
disw remote-peer 0 tcp 10.2.17.1 promiscuous

The number followingllsw remote-peeris the ring list number. Ring lists are an advanced topic,

so for now, specify zero in this space, which indicates that ring lists are not in use. There are other
options on thalsw local-peeranddisw remote-peercommands, but they are not required. These
options are covered in the “Advanced Features” chapter.

In addition to specifying local and remote peers, you must map theifadjdocal data-link controls
to DLSw+:

®* Token Ring-Define a virtual ring using teeurce-bridge ring-group command and include
asource-bridgecommand that tells the router to bridge from the external Token Ring to that
virtual ring

® EthernetMap a specific Ethernet bridge group to DLSw+ (DLSw+ supports only one Ethernet
bridge group)

® SDLC-Define the SDLC devices and map the SDLC addresses to DLSw+ virtual MAC
addresses

® QLLC-Define the X.25 devices and map the X.25 addresses to DLSw+ virtual MAC addresses

®* FDDI-Define a virtual ring using theource-bridge ring-group command and include an SRB
statement that tells the router to bridge from the external FDDI to that virtual ring; FDDI is
supported in Cisco I0S Release 11.2 on the Cisco 7000 series

The rest of this chapter proes sample configurations fooken Ring, Ethernet, SDLC, and QLLC.

Figure 2-2 shows a sample DLSw+ configuration for Token Ring. Traffic that originates on Token
Ring is source-route bridged from the local ring onto a source-bridge ring group and tleelhupick

by DLSw+. You must include source-bridge ring-group command that specifies a virtual ring
number In addition, you must includesamurce-bridgecommand that tells the router to bridge from
the physical Token Ring to the virtual ring.
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Ethernet

Figure 2-2 Simple Token Ring DLSw+ Configuration

RIF = R25 B1 R100 / N\ //
' VR100 | ' VR200 |
. / ' /' Router B

Router A/‘_/ T T >apzp, RIF=R200 B1RS
v

RN

/ * Router C

/ 1 VR200 |
Configuration for Router A Configuration for Router B
source-bridge ring-group 100 source-bridge ring-group 200
dIsw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.24.2
disw remote-peer 0 tcp 10.2.24.2 promiscuous
interface TokenRing0 interface TokenRing0
ring-speed 16 ring-speed 16
source-bridge active 25 1 100 source-bridge active 5 1 200
source-bridge spanning source-bridge spanning

DLSw+ supports RIF termination, which means that all remotiee® appear to be attached to the
virtual ring specified in theource-bridgecommand. In Figure 2-2, from the host end, all thvces
attached to Router Aauld appear to reside orrilal Ring 200. Converselfrom the remote site,

the FEP would appear to reside on Virtual Ring 100. As illustrated in this figure, the virtual rings
specified in peer routers do not have to match. If multiple routers are attached to the same physical
ring, as shan in Routers B and C, by specifying the same ring group number in each of them, you
can prevent explorers from coming in from the WAN and being forwarded back onto the WAN.

Traffic that originates on Ethernet is pétkup from the local Ethernet bridge group and transported
across the DLSw+ network. DLSw+ always transfers data in noncanonical format. In Figure 2-3,
you do not need to configure the left router for translational bridging or worry about what media
resides on the other side of the WAN. DLSw+ will automatically make the correct MAC address
conversion depending on the destination media. When DLSw+ receives a MAC address from an
Ethernet-attached device, it assumes it is canonical and converts it to noncanonical for transport to
the remote peeAt the remote pegthe address is either passed unchangedkeniRing-attached

end systems or converted back to canonical if the destination media is Ethernet. Note that when an
SNA resource resides on Ethernet, if you configure a destination SNA address in that device, you
must use canonical formatiFexample, Ethernet-attached 3174s must specify th€ Mddress of

the FEP in canonical format. If the Token Ring or noncanonical format of the MAC address of the
FEP is 4000.3745.0001, the canonical format is 0200.ECA2.0080

Note Some environments avoid this issue by using MAC addresses consisting of only “magic
numbers”’—numbers that are the same in canonical and noncanonical formats. These numbers are
00, 18, 24, 3C, 42, 5A, 66, 7E, 81, 99, A5, BD, C3, DB, E7, and FF.

In Figure 2-3, the data is transferred directly to a Cisco router with a CIP, but it could be any
DLSw-compliant router, and the upstream SNA end system could reside on any supported media.

Getting Started 2-3



SDLC

Figure 2-3 Simple Ethernet DLSw+ Configuration

Bridge Grou

2,

disw local-peer peer-id 10.2.17.1
disw remote-peer O tcp 10.2.24.2

disw bridge-group 1
interface EthernetO
no ip address
bridge-group 1

bridge 1 protocol ieee

SDLC

source-bridge ring-group 200
disw local-peer peer-id 10.2.24.2
promiscuous

interface channel 0/1

csna 0100 40

csna 0100 41

int chan 0/2

lan tokenring 0
source-bridge 1000 1 200
adapter 0 4000.0000.0401
adapter 1 4000.0000.0403

Configuring SDLC devices is a bit more complicated. For SDLC devices, you must know whether
the deiceisa PU 1, PU 2.0, or PU 2.1arfPU 2.0 deices, you must kne the IDBLK and IDNUM

that was specified in the virtual telecommunications access meth@d{\for that device, because

the router plays a greater role in XID processing when SDLC PU 2\iséd. You must know if

the router is the primary or secondary end of the SDLC line. In addition, if the attachment to the
upstream SNA device is over a LAN, you must configure the MAC address of the destination
upstream SNA device. In all cases, you must configure a virtual MAC address that will be mapped

to an SDLC polling address.

In Figure 2-4, the SDLC-attached devices are each given a common base virtual MAC address of
4000.3174.0000. The router will replace the last two digits of the virtual MAC address with the
SDLC address of the device. The device at SDLC address C1 appears to have MAC address
4000.3174.00C1, and the device at SDLC address C2 appears to have MAC address
4000.3174.00C2. In thisxample, both déces are PU 2.0 d&es, so their XID must be configured

and it must match what is specified as the IDBLK and IDNUM in VTAM. In addition, the router
always assumes the primary role when attaching upstream from PU 2.0 devices.
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Figure 2-4 Simple SDLC DLSw+ Configuration
C1
MRouter A Router B
~ ~.

O e @ >

Configuration for Router A

disw local-peer peer-id 10.2.17.1 interface serial 1

disw remote-peer 0 tcp 10.2.24.2 encapsulation sdlc

interface serial 0 sdlc role primary

encapsulation sdlc sdlc vmac 4000.3174.1000

sdlc role primary sdlc address c2

sdlc vmac 4000.3174.0000 sdlc xid c2 01767890

sdlc address c1 sdlc partner 4000.3745.0001 c2
sdlc xid c1 01712345 sdlc disw c2

sdlc partner 4000.3745.0001 c1

sdlc disw c1

The router can be the secondary end of an SDLC lineXémgle, when connecting to a FERD
SDLC). In this case, specifecondaryin thesdlc role command, and for PU 2.1 devices, specify
xid-passthru in thesdlc addresscommand.

In Cisco 10S Release 11.0 and later, DLSw+ supports multidrop PU 2.0/2.1. In Figure 2-5, the
multidrop PU 2.0 configuration includes salic xid command for each PU 2.0 device.

For multidrop lines with a mix of PU 2.1 and 2.(/akes, specifyprimary in thesdlc rolecommand.
For PU 2.0 devices, you must code the IDBLK and IDNUM insiilie xid command. For PU 2.1
devices, you can omit ttegllc xid command. However, in ttegllc addresscommand, you need to
specifyxid-poll.

Alternately when all deices on a line are PU 2.1, you can spesifig role prim-xid-poll, in which
case you do not need to speoifgi-poll in eachsdlc addresscommand.
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Figure 2-5

Ci1

Cc2

Configuration for Router A
Both C1 and C2 are PU 2.0

disw local-peer peer-id 10.2.17.1
disw remote-peer 0 tcp 10.2.24.2
interface serial 0

mtu 4400

no ip address

encapsulation sdlc

no keepalive

clockrate 19200

sdlc role primary

sdlc vmac 4000.3174.0000

Multidrop SDLC DLSw+ Configuration

MSD Router A

Configuration for Router A, Mixed PU
2.0and 2.1

interface serial 0

sdlc role primary

sdlc vmac 4000.3174.0000

sdlc address c1 xid-poll

sdlc partner 4000.3745.0001 c1
sdlc address c2

sdlc xid ¢c2 01767890

sdlc partner 4000.3745.0001 c2
dslc dslw c1 c2

sdlc address cl1

sdlc xid ¢1 01712345

sdlc partner 4000.3745.0001 c1
sdlc address c2

sdlc xid c2 01767890

sdlc partner 4000.3745.0001 c2
sdlc disw cl c2

Configuration for Router A, All PU 2.1
interface serial 0

sdlc role prim-xid-poll

sdlc vmac 4000.3174.0000

sdlc address c1

sdlc partner 4000.3745.0001 c1
sdlc address c2

sdlc partner 4000.3745.0001 c2
sdlc disw c1 c2

QLLC

QLLC is the data link used by SNA devices when connecting to X.25 networks. QLLC is a legacy
protocol developed by IBM to allow the Network Control Program (NCP) to support remote
connections a&r X.25. The softare feature on NCP that supports QLLC is called NMdt#Packet
Switching Interface (NPSI). The QLLC protocol derives its name from using the Q-bit in the X.25
header to identify QLLC protocol primitives. QLLC essentially emulates SDLC over X.25. Thus,
DLSw+ performs QLLC conversion in a manner similar to SDLC conversion. Cisco’s DLSw+
implementation added support for QLLC in Cisco 10S Release 11.0. Because QLLC is more
complicated than Token Ring, Ethernet, or SDLC, three examples are included here.

Figure 2-6 shas DLSw+ being used to alloremote deices to connect to a DLSw+ nelvk over

an X.25 public paat switched netark. In this @ample, all QLLC trdfc is addressed to destination
address 4000.1161.1234, which is the MAC address of the FEP. The remote X.25-attached 3174 is
given a virtual MAC address of 1000.0000.0001. This virtual ®MAddress is mapped to the X.121
address of the 3174 (31104150101) in the X.25-attached router.
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Figure 2-6 QLLC DLSw+ Configuration to a Single LAN-Attached Upstream Device

Virtual MAC address
representing the 3174

1000.0000.0001
31104150101 Router A

3110212011

Configuration for Router A

disw local-peer peer-id 10.2.17.1

disw remote-peer 0 tcp 10.2.24.2

interface serial 0

encapsulation x25

x25 address 3110212011

x25 map gllc 1000.0000.0001 31104150101
gllc disw partner 4000.1161.1234

In Figure 2-7, a single 3174 needs to communicate with both an AS/400 and a FEP. The FEP
is associated with subaddress 150101, and the AS/400 is associated with subaddress 150102.

If an X.25 call comes in for 33204150101, the call is mapped to the FEP and forwarded to MAC
address 4000.1161.1234. The 3174 appears to the FEBleneRIng-attached resource with IZA
address 1000.0000.0001. The 3174 uses a source SAP of 04 when communicating with the FEP.

If an X.25 call comes in for 33204150102, the call is mapped to the AS/400 amddedio MAC

address 4000.2034.5678. The 3174 appears to the AS/400 as a Token Ring-attached resource with
MAC address 1000.0000.0001. The 3174 uses a source SAP of 08 when communicating with the
AS/400.
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Figure 2-7 QLLC DLSw+ Configuration for Support of Multiple Upstream LAN-Attached
Devices

Virtual MAC address
representing the 3174

1000.0000.0001
33204 Router A

4000.2034.5678

EL !/ 5 i
e Configuration for Router A ‘ Ring
disw local-peer peer-id 10.2.17.1 AS/400
disw remote-peer 0 tcp 10.2.24.2
interface serial 0
encapsulation x25
x25 address 31102
x25 map qglic 1000.0000.0001 33204
gllc disw subaddress 150101 partner 4000.1161.1234
sap 04 04
gllc disw subaddress 150102 partner 4000.2034.5678
sap 08 04

In Figure 2-8, two X.25 resources want to communicate over X.25 to the same FEP. In the router
attached to the X.25 network, every X.25 connection request for X.121 address 31102150101 is
directed to DLSw+. Thellc dlsw command creates a pool of two virtual MAC addresses, starting
with 1000.0000.0001. The first switched virtual circuit (SVC) established will be mapped to virtual
MAC address 1000.0000.0001. The second SVC will be mapped to virtual MAC address
1000.0000.0002.
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Figure 2-8 QLLC DLSw+ Configuration for Support of Multiple Downstream
X.25-Attached Devices Communicating Through an Upstream DLSw+
Network

4000.1161.1234

—~ —_—
o AT

o «' 7=

/

31102

Configuration for Router A

disw local-peer peer-id 10.2.17.1

disw remote-peer 0 tcp 10.2.24.2

interface serial 0

encapsulation x25

x25 address 31102

x25 map glic 33204

x25 map glic 35765

gllc disw subaddress 150101 vmacaddr
1000.0000.0001 2 partner 4000.1161.1234
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CHAPTER 3

Advanced Features

This chapter describes advanced features of DLSw+, the benefits they provide, and a brief
description of when and toto use them. Use this chapter to determine which options gotiter
use and to learn how to configure those options to address your requirements.

DLSw+ includes features to enhance availability (load balancing, redundancy, and backup peers),
improve performance (encapsulation options), minimize broadcasts (ring lists), and build meshed
networks (border peers and peer groups). DLSw+ also provides a feature to maximize central site
resources and minimize carrier costs (dynamic peers).

Advanced features are optional and do not apply in allorésvEach feature includes a description
of where it should be used. Tuning features are covered in the next chapter.

Load Balancing and Redundancy

If you have multiple central site routers supporting DLSw+ for either load balancing or redyndanc
read this section. It describes how to balance traffic across multiple central site routers or multiple
ports on a single routdroad balancing in this case does not refer to balancirig mafoss multiple

WAN links or IP paths. That load balancing is done by the underlying IP protocol and is transparent
to DLSw+.

To understand load balancing, it is useful to understand how DLSw+ peers establish peer
connections and find resources. When DLSw+ routers are activated, the first thing they do is
establish peer connections with each configured remote peer (passbzeis specified, in which

case a peer will wait for the remote peer to initiate a peer connection). The routers then exchange
their capabilities. Included in the capabilities exchange are any resources configlised in
icanreachordlsw icannotreachcommands. After the capabilitiesohange, the DLSw+ peers are

idle until an end system sends aplerer frame (eplorer frames are SNTEST or XID frames or
NetBIOS NAME-QUER or ADD NAME-QUERY frames). Before a cache is populatedlerer

frames are forarded to eery actve peer and agrlocal ports (other than the port iag/recaied on).

Itis possible that an end system can be found through multiple remote peers or local ports. The path
selected for a given circuit depends on certain advanced configuration options described in this
section.
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If DLSw+ gets multiple positie replies to anxlorer, it will cache up to four peers that can be used

to reach a remote end system and up to four ports that can be used to reach a local end system. Ho
these cache entries are used depends on whether load balancing is specifidtsan the
duplicate-path-biascommand. If load balancing is specified, then each new circuit request is
established over the next path (remote peer or local port) in the cache in a round-robin fashion.

If load balancing is not specified, then the peer selects the first path in the cache and sets up all
circuits via that path unless the path is @ilable. The first path in the cache list can be one of the
following:

® Peer from which the first positive response was received
® Peer with the least cost
® Port over which the first positive response was received

Cost can be specified on eithatlsw local-peeror adlsw remote-peercommand. When specified
on adlsw local-peercommand, it isxechanged with remote DLSw+ peers as part of the capabilities
exchange. The following example shows how cost can be used to control which path sessions use.

In Figure 3-1, there are two channel gateways and three Token Ring adapters that can be used to
access mainframe applications. All three adapters have been assigned the same MAC address.
Assigning duplicate addresses is a common technique fadprg load balancing and redundgnc

in SRB environments. It works because SRB assumes that there are three paths to find the same
device and not duplicate LAN addresses. (This technique does not work with transparent bridging

(TB].)
Figure 3-1 Possible Configuration and the Resulting Cache Entries Created if All
Channel Gateways lllustrated Have the Same MAC Address
Peer B
’\.'/\-/:\ Token
Token Peer A ‘ Ring
Ring =
1 ’\} i
Token Peer C
Ring ’\}1
— MAC 1 Peer C (p) ‘
Peer B (c)
MAC 1 Port 1 (p)
Port 2 (c)
Configuration for Peer A Configuration for Peer B
disw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.24.3 cost 4
disw remote-peer O tcp 10.2.24.2 promiscuous

disw remote-peer O tcp 10.2.24.3
Configuration for Peer C
disw local-peer peer-id 10.2.24.2 cost 2
promiscuous
disw duplicate-path-bias load-balance

In this example, Peer A hdisw remote-peercommands for both Peer B and Peer C. Peer B
specifies a cost of 4 in ithsw local-peercommand and Peer C specifies a cost of 2. This cost
information is exchanged with Peer A during the capabilities exchange.

3-2 DLSw+ Design and Implementation



Load Balancing and Redundancy

When the S end system (that is, the PU) on the left sendxploeer packt, Peer A fonards the
explorer to both Peer B and Peer C. Peer B and Peer @riibtine &plorer on their local LAN. Peer

B will receive a positive reply to the explorer and send a positive response back to Peer A. Peer C
will receive two positie replies (one from each port) and will send a p@sieply back to Peer A.

Peer C records that it hasayorts it can use to reach the MAddress of the channeltgway, and

Peer A records that it has two peers it can use to reach the MAC address of the channel gateway.

Peer A will forward a positie response to the $NPU and then establish an end-to-end circuit using
Peer C. Peer C is selected because Peer C hasreclost specified. When thexa®U attempts to
set up a connection to the same ®aAddress, it will be set up using Peer Cyéikable. This is the
default method to handle duplicate paths in DLSw+.

At Peer C, the first circuit will be established using Port 1, but the next circuit will use Port 2. This
is because Peer C has specified load balancing dtstveluplicate-path-biascommand. Each me
SNA PU will use the next path in the list in a round-robin fashion.

Figure 3-1 shaers hav to cause all remote connections to prefer one pegramotherbut the central

site load balances traffic across all the LAN adapters on a given channel gateway. Alternately, load
balancing can be specifiedegywhere to load balance tfiafacross all central site routers, channel
gatevays, and LANs. An important point to note is that this feature does not require the end systems
to be Token Ring-attached. The remote end systems can connect over SDLC, Ethernet, or QLLC,
and this feature will still wrk. The central site channedtgway must be LAN-attached (preferably
Token Ring-attached). Duplicate MAC addresses for channel gateways on Ethernet will only work
if 1) you have a unique bridged Ethernet segment and a unique DLSw+ router for each duplicate
MAC address and 2) you load balance from the remote sites. (Ethernet has no provision to prevent
loops, so care must be taken when building redundant networks with Ethernet LANs. Token Ring
networks can rely on SRB for loop prevention.)

An alternate way to specify cost is to usedissv remote-peercommand as shown in Figure 3-2.
Specifyingcostin thedlsw remote-peercommands alles different dvisions or parts of the country
to favor different central site gateways. In addition, you must speasfyf you want to split SNA
traffic across multiple central site routerat bach remote site has only a singleASPU (all logical
unit [LU] sessions flow aer the same circuit that the PU sessiowdlower). In Figure 3-2, Peer A
always favors Peer B and Peer D always favors Peer C.
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Figure 3-2 Configuration Where Cost Is Specified in the disw remote-peer Command
Instead of the dIsw local-peer Command

Peer A Peer B

- Token Token
ng

Rlng

Peer D
Token
- Ring
Configuration for Peer A Configuration for Peer B
disw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.24.2
disw remote-peer 0 tcp 10.2.24.2 cost 2 promiscuous

disw remote-peer 0 tcp 10.2.24.3 cost 4

Configuration for Peer D Configuration for Peer C

disw local-peer peer-id 10.2.18.6 disw local-peer peer-id 10.2.24.3
disw remote-peer 0 tcp 10.2.24.2 cost 4 promiscuous

disw remote-peer 0 tcp 10.2.24.3 cost 2 disw duplicate-path-bias load-balance

Controlling Peer Selection

A higher-cost peer can be used for a connection even when the lower-cost peer is active, if the
higher-cost peer responds to the explorer before the lower-cost peer. If your network configuration
allows this possibility, you can prevent it by adjusting a timer.

Setting thedlsw explorer-wait-time command causes DLSw+ t@iwthe specified amount of time
(for example, one second) before selecting a peer to use for connectionswSeertaalify timers
in the next chapteilhis timer can be set in Cisco IOS Release 11.0 andPaier to Release 11.0,
this timer did not exist.

Backup Peers

Having multiple active peers is one way to provide dynamic and immediate recovery from the loss
of a central site router. However, in some configurations you may prefer the alternate peer to be
active only when required. This may be the case when the backup router resides at a disaster reco
site, or when there are more than 300 to 400 remote sites and a single central site roviginig pro
backup for multiple central site routers.

In this case, use the backup peer capability (failable in Cisco I0S Release 10.8f lenhanced

in Release 11.1). Figure 3-3 illustrates how to configure a backup peer. To use backup peers, the
encapsulation method used to access the primary peer must be either TCP or Fast-Sequenced
Transport (FST). Support for all encapsulations will be added in Cisco I0S Release 11.3.
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Figure 3-3 How to Use Backup Peers to Enhance Availability in a Large DLSw+ Network

Configuration for Router D

dslw local-peer peer-id 10.2.17.1

dslw remote-peer 0 tcp 10.2.24.2 /" Router A is the primary

disw remote-peer 0 tcp 10.2.24.3 backup-peer 10.2.24.2 linger 20 / 'Router B to backup Router A

In this example, there are 400 remote sites. All the routers on the East Coast use Router A as the
primary router, and all the routers on the West Coast use Router C as the primary router. In either
case, the backup router is Router B. The configuration shown is the configuration in Router D, an
East Coast routefAll the East Coast routers will athe same tavdlsw remote-peercommands.)

Both the primary router (Router A) and the backup router (Router B) are configulled/in
remote-peercommands. Router B is configured as a backup only, and the IP address of the router
it is backing up is specified.

In the event of a failure in Router A, all SNA sessions are terminated and will reestablish through
Router B. When Router A becomegaable agin, all nev sessions are established through Router

A, but sessions activon Router B will remain on Router B until the linger timeasiees. Omitting
thelinger keyword will cause sessions on Router B to remain active until they terminate on their
own. Thdinger keyword can be used to minimize line costs if the backup peer is accesseiad

lines, but can be set high enough to allow an operator warning to be sent to all the SNA end users.

Note Priorto Cisco IOS Release 11.1, when the primary pasastiated agin, all sessions using

the backup peer were terminated immediately and reestabligbieithe primary routeif that is not

the action you want to take, and you are running a level of Cisco IOS software earlier than Release
11.1, consider using duplicate active peers instead (described in the previous section).

Backup Peers Compared to Multiple Active Peers

Backup peers and multiple active peers (with one preferred and others capable) are two ways to
ensure that a capable peer can back up the failure of a primary peer. One of the key differences in
backup peers is that the peer connections are net actiil they are needed. Suppose yowda 000

branch dices, and you ant to design a netwk at minimal cost that will resr dynamically from

the failure of any single central site router. Assume four routers at the central site can handle your
traffic load. You can install four primary routers at the central site and define 250 branches to peer
to each central site router.
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To address your availability requirement, one option is multiple concurrently active peer
connections. In this case, yoowd configure each remote router ted@no peer connections, one

to a preferred router and one to a capable router. The preferred router is the router configured with
lower cost. The capable router can be the same router for all remote sites, but in that case, it would
hawe 1000 peer connections. Thegkest number of peering routers wedaeen is 400, and thaasv

in an enironment with atremely low trafic. Although 1000 idle peer connections are coraide,

as soon as the capable routeetaker for another routethose peer connections could put a strain

on the routerThe other alternate is to hae multiple central site routers as capable routeitsthis

is not the most cost-effective design.

By using a backup peer statement in each remote branch instead of concurrently peering to two
routers, a single backup router at a central site can easily back afhancentral site routefhere
is no work on a backup router until a primary router fails.

Note Backup peers can be used to recardy from the loss of a router. They cannot be used to
recover from the loss of a mainframe or mainframe channel gateway. The reason is because they
are only activated when the primawgerfails. To enable automatic recovery from the loss of a
mainframe or channel gateway, you must configure multiple active peers.

Encapsulation Options

DLSw+ offers four different encapsulation options. These options vary in terms of the processing
path thg use, their VN overhead, and the media yh&upport. The encapsulation options are TCP
FST, direct, and LLC2.

TCP Encapsulation

TCP is the standard DLSw encapsulation method and is the only encapsulation method supported
by RFC 1795. TCP offers the most functionality of the encapsulation options. It provides reliable
delivery of frames and local acknowledgment. It is the only option that offers nondisruptive
rerouting around link failures. M4 TCP encapsulation, you can ¢éa&dvantage of dial-on-demand

to dynamically dial additional bandwidth if the primary link reaches a preconfigured amount of
congestion. In most environments, it is the recommended encapsulation because its performance
is generally more than adequate, fieo$ the highestailability, and the werhead generally has no
negative impact on response time or throughput.

TCP is process switched, so it uses more cycles than FST or direct encapsulation. A Cisco 4700
router running DLSw+ with TCP encapsulation can switch up to 8 Mbps of data, so TCP
encapsulation addresses the processing requirements of most SNA environments. Where higher
throughput is required, additional routers or alternate encapsulation options can be used.

TCP encapsulation adds the most overhead to each frame (20 bytes for TCP and 20 bytes for IP in
addition to the 16-byte DLSw header). TCP header compression or payload compression can be used
to reduce the amount of bandwidth required, if necessary. At 56 kbps or higher line speeds, the 40
bytes of overhead adds less than 11 ms to the round trip delay, so its impact is negligible.

DLSw+ with TCP encapsulation provides local acknowledgment and polling and minimizes
keepalive traffic across the WAN. It supports any local and WAN media. Load balancing across
multiple WAN links or IP paths is possible because TCP resequences traffic before forwarding it.

When using TCP encapsulation, you can assign different types of traffic to different TCP ports so
that queuing can be granulat C2 trafic can be distinguished by SAP (to distinguish NetBIOS and
SNA traffic) and SNA devices can be prioritized by LOCADDR or a MAC/SAP pair.
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The following is a sampldlsw remote-peercommand specifying TCP encapsulation:

disw remote-peer 0 tcp 10.2.24.3

FST Encapsulation

FST is a high-performance option used over higher-speed links (256 kbps or higher) when high
throughput is required. FST uses an IP header with sequencing humbers to ensure that all frames are
delivered in sequence (out-of-order frames are discarded and the end system must retransmit them).

FST is fast switched, not process switched, so using this encapsulation allows DLSw+ to process
more packets per second than TCP encapsulation. FST does not use TCP, so the header is 20 bytes
smaller.

FST, however, prddes neither reliable detry of frames nor local ackmtedgment. All keepalive
frames flov end to end. FST is supported only when the end systems residieorRing. Wo FST

peers can connect over High-Level Data Link Control (HDLC), Ethernet, Token Ring, FDDI,
Asynchronous flansfer Mode (AM), or Frame RelaySome transport media are nedigable with

early maintenance releases. See Appendix B for details.) FST will reroute around link failures, but
rerouting may be disrupt. In addition, load balancing across multipl&N\\Minks or IP paths is not
recommended with FST because frames mayeaaiit of order and FST will discard them, causing
end systems to retransmit and reducing overall network performance.

Finally, queuing is not as granular with FST because you cannot assign different types of traffic to
different TCP ports. This means that when using FST encapsulation, queuing algorithms cannot be
distinguished by SAP (so NetBIOS and SNA are treated as LLC2 traffic), and they cannot be
distinguished by LOCADDR or MAC address.

The following is a sampldlsw remote-peer fstcommand specifying FST encapsulation:

disw remote-peer 0 fst 10.2.24.3

Direct Encapsulation

Direct encapsulation is a minimal-overhead option for transport across point-to-point lines where
rerouting is not required. Direct encapsulation is supported over HDLC lines and Frame Relay. It
includes a DLSw 16-byte header and the data-link control header.

Direct encapsulation is fast switched, not process switched, so using this encapsulation allows
DLSw+ to process more packets per second than TCP encapsulation.

Direct encapsulation provides neither reliable delivery of frames nor local acknowledgment. All
keepalive frames flow end to end. Direct encapsulation is supported only when the end systems
reside on Token Ring. Direct encapsulation does not provide any rerouting.

Finally, queuing is not as granular with direct encapsulation because you cannot assign different
types of traffic to different TCP ports. This means that when using direct encapsulation, queuing
algorithms cannot be distinguished by SAP (so NetBIOS afda8eltreated as LLC2 tifaf), and

they cannot be distinguished by SDLC or MAC address.

Direct encapsulation is sometimes considered for very low-speed lines to minimize overhead, but
TCP encapsulation with payload compression may offer lower WAN overhead without the
limitations of direct encapsulation.

The followving is a sampldisw remote-peer interfacecommand specifying direct encapsulation on
an HDLC line:

disw remote-peer 0 interface serial 01
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The folloving is a sampldisw remote-peer frame elay command specifying direct encapsulation
on a Frame Relay line:

disw remote-peer 0 frame-relay interface serial 01 33 pass-thru
frame-relay map disw 33

In this example, data-link connection identifier (DLCI) 33 on serial interface 1 will be used to
transport DLSw+ traffic. Specifyingass-thruimplies that the traffic is not locally acknowledged.
Leavingpass-thru off will cause the traffic to be locally acknowledged, which means it is
transported in LLC2 to ensure reliable delivery. The next section describes LLC2 encapsulation.

LLC2 Encapsulation (DLSw Lite)

DLSw+ with LLC2 encapsulation is also known as DLSw Lite. It supports many DLSw+ features,
including local acknowledgment, media conversion, minimizing keepalive traffic, and reliable
delivery of frames, but it uses less overhead (16 bytes of DLSw header and 4 bytes of LLC2). It is
currently supportedver Frame Relay and assumes a point-to-point configuraterFoame Relay

(that is, the peering router at the central site is also the WAN router). DLSw Lite supports Token
Ring-, SDLC-, QLLC-, or Ethernet-attached end systems. DLSw Lite is process switched and
processes approximately the same traffic volume as TCP encapsulation.

With DLSw Lite, link failures are disrupte. Availability can be achied by haing multiple actie
central site peers, which allows for dynamic, but disruptive, recovery from the loss of either a link
or a central site peer. Backup peers will be supported for DLSw Lite in Cisco I10S Release 11.3.

Queuing with DLSw Lite is not as granular as with TCP encapsulation, because you cannot assign
different types of traffic to different TCP ports. This means that when using DLSw Lite, queuing
algorithms cannot distinguish tfizfby SAP (so NetBIOS and $MNare treated as LLC2 trfad), and

they cannot distinguish traffic by SDLC or MAC address.

The following is a sampldlsw remote-peer frame-relaycommand specifying LLC2
encapsulation on a Frame Relay line:

disw remote-peer 0 frame-relay interface serial 01 33
frame-relay map lic2 33
disw 11c2-peer listen-sap 04

The last statement above will be added in Cisco IOS Release 11.3. It will be required only if other
IBM protocols such as APPN or DSPU are running in this router.

Note Theframe-relay map lic2command will not wrk on point-to-point sub-inteates. Instead,
you must provide the DLCI number in tframe-relay interface-dici command and specify the
same DLCI number in thélsw remote-peer frame relaycommand as follows:

disw remote-peer 0 frame-relay interface serial 0.1 60

interface s0.1 point-to-point

frame-relay interface-dlci 60
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Encapsulation Overhead

Port Lists

Different types of encapsulation incurfdient amounts ofweerhead on a pdrame basis. But with

TCP and LLC2, local acknowledgment and keepalive traffic are removed from the WAN, reducing
the number of packets. Also, techniques like payload or header compression and packing multiple
SNA frames in a single TCP packet can further reduce the overhead. The percentage of overhead
created by DLSw depends on the encapsulation method used.

Figure 3-4 illustrates the frame format for TCP, FST, DLSw Lite, and direct encapsulation. The
percentage sh is the amount ofv@rhead assuming $Nransactions of 40 in, 1920 out (a screen
refresh) and 40 in, 1200 outitWsmaller transactions theerhead is lager The TCP encapsulation
numbers are wrst-case numbers because/thssume that each 8Npvath information unit (PIU) is
encapsulated in a separate TCP packet. In fact, if there is more than one SNA PIU in the output
queue, multiple frames will be encapsulated in a single TCP packet, reducing the overhead. The
percentages in Figure 3-4 do not take into consideration the fact that DLSw+ eliminates keepalive
packets and acknowledgments.

Figure 3-4 Frame Format and P er-Packet Overhead of V arious Encapsulation Types and
Transaction Sizes
Encapsulation 40/1920 40/1200
56 SDLC LAN SDLC LAN
Tcp[pic] 1P [TcP osw BNl | 57%  45% | 9% %
<« 36 —>
FST [orc] P [oisw]EREl | 37%  24% | 58%  3.9%
<20 —>»
DLSw Lite Data 2% 1% 32%  1.3%
<16 >
Direct Data 18% 6% 29% 1%

The effective per-packet overhead of DLSw for LAN traffic is lower than SDLC because DLSw+
eliminates the need to carry MAC addresses and RIFs in every frame. DLSw+ does not carry this
data because the DLSw+ circuit ID (part of the 16-byte DLSw header) is used for circuit correlation.
The overhead of MAC addresses and RIFs can range from 12 to 28 bytes of data. The percentages
in Figure 3-4 assume the minimum overhead (no RIF).

Port lists allow you to create virtual LANs (VLANS) or broadcast domains in a DLSw+ network.
Using port lists, you can control where broadcasts are forwarded. For example, in Figure 3-5 there
are three rings at the distribution site (where Peer A resides). All the rings have SNA end systems,
but Ring 15 is the only ring with NetBIOS servers. The branch with Peer B needs access to the
NetBIOS servers on Ring 15, but does not need access to other rings. Port lists allow you keep all
broadcasts from Peer Bfd&ings 12 and 22 (and prent Peer B from communicating withwiees

on Rings 12 or 22).

You can distinguish among different Token Ring ports and serial ports using port lists, but all
Ethernet ports are treated as a single entity (Ethernet bridge group).
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Figure 3-5 Ring Lists Used to Limit Broadcast Domains in a DLSw+ Network

Peer C

Explorer

Configuration for Peer A

disw local-peer peer-id 10.2.17.1

disw remote-peer 1 tcp 10.2.24.2 /* Peer B is associated with port list 1
disw remote-peer 2 tcp 10.2.24.3 /* Peer C is associated with port list 2
disw ring-list 1 rings 15

disw ring-list 2 rings 22 12 15

Peer Groups, Border Peers, and On-Demand Peers

Peer groups and border peers can be used to minimize the number of peer connections required for
any-to-any communication. Prior to the introduction of border peers, any two DLSw+ routers that
required connectivity needed a peer connection active at all times. This peer connection is used to
find resources and to carry circuit traffic. In a fully meshed network of n routers, this requires
nx(n-1)/2 TCP connections. This is complex to configure and can result in unnecessary explorer
traffic. To address this issue, DLSw+ supports the concept of peer groups and border peers. Peer
groups are arbitrary groups of routers with one or more designated border peers. Border peers form
peer connections withvery router in their group and with border peers in other groups. The role of

a border peer is to forward explorers on behalf of other routers.

Use peer groups and border peers only when you need branch-to-branch communication between
NetBIOS or APPN end systemsrfmore information on this feature, read the chapter “Designing
Meshed Networks.”

In Figure 3-6, the “before” network shows the required TCP connections for fully meshed
connectivity without using border peers. Without border peers, any time a router wants to find a
resource that is not in its cache, it must create an explorer frame and replicate it for each TCP
connection. This creates excessive explorer traffic on the WAN links and processing load on the
router.
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Figure 3-6 Using Border Peers and Peer Groups to Minimize the Number of Required
TCP Connections While Maintaining Full Any-to-Any Connectivity

Group 40 Group 50

Configuration for Peer Al Configuration for Peer B1
disw local-peer peer-id 10.2.17.1 group 40 promiscuous disw local-peer peer-id 10.2.24.3 group 50 promiscuous
disw remote-peer 0 tcp 10.2.24.1 disw remote-peer 0 tcp 10.2.18.2
disw peer-on-demand-defaults tcp disw peer-on-demand-defaults tcp
Configuration for Border Peer A Configuration for Border Peer B
disw local-peer peer-id 10.2.24.1 group 40 disw local-peer peer-id 10.2.18.2 group 50
border promiscuous border promiscuous
disw remote-peer 0 tcp 10.2.18.2 disw remote-peer O tcp 10.2.24.1

After configuring border peers and peer groups, the same fully meshed connectivity is possible
without the @erhead. In the “after” netwvk, two peer groups are defined (Group 40 and Group 50).
Within each group, one or more peers are configured as border peers. Every peer within Group 40
establishes a peer connection with border peer A (BPA). Every peer within Group 50 establishes a
peer connection with border peer B (BPB). The border peers establish a peer connection with each
other When a peer in Group 40awts to find a resource, it sends a singfgaer to its border peer

The border peer forards this gplorer to &ery peer in its group and teezry other border peeBPB,

after receiving this explorer, forwards it to every peer in its group. When the resource is found (in
this case at B1), a posiéi reply flavs back to the origin (A1) via the tnborder peers. At this point

Al establishes a direct peer connection to B1. Peer connections that are established via border peers
without the benefit of preconfiguration are called peer-on-demand connections. The rules for
establishing on-demand peers are defined in8we peer-on-demand-defaults tcgommand in

each router.

Dynamic Peers

Dynamic peers (ailable in Cisco IOS Release 11.1 and later) are configured remote peers that are
connected only when there are circuits using them. Whikswaremote-peercommand specifies
dynamic, the remote peer is agdited only when an end system sendsx@foeer frame that passes

all the filter conditions specified in tldésw remote-peercommand. Once the dynamic peer
connection is established, the explorer is forwarded to the remote peer. If the resource is found, a
circuit is established and the remote peer will remaiwvectntil all circuits using that remote peer
terminate and ten minutes elapseutan specify theo-lic keyword to modify the elapsed time to
something other than ten minutes. Optionahg remote peer can be configured to disconnect when
there is no activity on any of the circuits for a prespecified amount of time (inactivity timer).

Filters that minimize how many explorers are sent to a remote peer can be incldided in
remote-peercommands. In the case of dynamic peers, these filters are also used to prevent the
dynamic peer from being actited. The remote peer statementvedilgou to point to lists of SAPs,
MAC addresses, NetBIOS names, or bytsatffilters. Ybu can also specify a MAaddress on the

disw remote-peer commandor a dynamic peer, in which case that remote peer is activated only
when there is an explorer for the specified MAC address. Figure 3-7 shows an example of how to
use this feature. In Figure 3-7, the dynamic peer is only establishedxiflanee frame is received
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that is destined for the M&address of the FERfter the peer connection is established, if there is
no activity on this peer connection for 20 minutes, the peer connection and any circuits using the
connection are terminated becairsgctivity 20 was specified.

Figure 3-7 DLSw+ Routers Configured to Take Advantage of the Dynamic Peer Feature

Peer-A

Configuration for Peer A Configuration for Peer B
disw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.24.3
disw remote-peer 0 tcp 10.2.24.2 dynamic promiscuous

inactivity 20 dest-mac 4000.3745.0000

When to Use Dynamic Peers

Use dynamic peers if you vaa lage network bt do not require all remote sites to be connected at

the same time. By using dynamic peers, you can minimize the number of central site routers needed
to support the network. You can also use dynamic peers for occasional communication between a
pair of remote sites. Dynamic peers differ from on-demand peers because they must be
preconfigured. Finally, for small networks, dynamic peers can be used to dial out during error
recovery.

SNA Dial-on-Demand Routing

SNA Dial-on-Demand Routing (DDR) refers to the ability for DLSw+ to transfer SNA data over a
dial-up connection and automatically drop the dial connection when there is no data to send. The
SNA session remains active. To use SNA DDR, configure the following altstveemote-peer
command:

disw remote-peetlist-numbertcp ip-addressdynamic keepalive 0 timeoutsecondginactivity
secondsimac-out mac-addresscp-timeout secondb

Thedynamic keyword is optional but recommended because it will prevent the remote peer
connection from being established unnecessarily.dihamic option is described in the previous
section and can be used in conjunction withdimac-out or dmac-output-list options on thellsw
remote-peercommand to ensure that peer connections are only brought up when desired (for
example, when a device is trying to locate the FEP).

Thekeepalivekeyword is required. DLSw+ locally acknowledges SNA (or more precisely, SDLC

or LLC?) trafic, so no data-link control ackmtedgments or recegér ready frames will bring up the

dial connection. However, DLSw+ peers send peer keepalives to each other periodically, and these
keepalives will bring up the dial connection. Tkeepaliveoption refers to he often DLSw+ peers

send peer keepalives to each other. If you set this to zero, no keepalives will be sent and, therefore,
the peer kepalive will not keep the dial line up.ot must specifkeepalive 0in bothpeers; that is,

either you must specify the remote peers at both the local and remote DLSw+ routers, or you must
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use theorom-peer-default command to séteepaliveto zero for all promiscuous peer connections.
The prom-peer-default command has the same options ag#wer-on-demand-defaults tcp
command and is available in the later maintenance release of all DLSw+ releases.

The keepalie parameter refers tolwmften DLSw+ peers send pe@dpalives to each othelf you

set this to zero, no keepalives are sent, and hence the peer keepalive will not keep the dial line up.
This parameter must be specifiedhathpeers, which means that you must either specify the remote
peers at both the local and remote DLSw+ routers, or you must udisswhgrom-peer-default
command to seteepaliveto zero for all promiscuous peer connections. dibe

prom-peer-default command is similar to theéisw peeron-demand-defaults tcpcommand and is
available in the later maintenance releases of all DLSw+ releases.

Thetimeout keyword is recommended. Without peer keepalives, DLSw+ is dependent on TCP
timers to determine when the 8Nession has comewa. TCP will only determine that it has lost

a partner if it does not get an acknowledgment after it sends data. By default, TCP may wait up to
15 minutes for an acknowledgment before tearing down the TCP connection. Hence, when
keepalive Ois specified, you should also set timeout keyword, which is the number of seconds
that TCP will wait for an acknowledgment before tearing down the connection. Timeout should be
long enough to allow ackmdedgments to get through in periods of moderate tayheangestion,

but short enough to minimize the time it takes to recover from a network outage. SNA data-link
control connections typically wait 150 to 250 seconds before timing out.

Other Considerations

In addition to preenting keepalive tréi€ from bringing up the Ingrated Services Digital Netwk

(ISDN) lines, you need to worry about routing updates. In hub and spoke environments, to prevent
route table updates from bringing up the dial connections, use static routes. Alternatively, you can
use Routing Intedce Protocol (RIP)&fsion 2 or on-demand routing for IP routing from the dial-up
branches to the central site. On-demand routing (ODR) is a mechanism that provides
minimum-overhead IP routing for stub sites. Define RIP Version 2 or on-demand routing on the
ISDN interface of the central router as paesinode. Then redistuiibe RIP \érsion 2 or ODR routes

into the main routing protocol (Enhanced Interior Gateway Routing Protocol [IGRP] or Open
Shortest Path First [OSPF]). This allows you to have multiple routers at the central site for load
balancing or redundapcWhichewer router receies the call from the remote site willMeethe route
installed dynamically. At the remote site, the routing protocol (RIP or ODR) must be denied from
the dialer list.

For meshed topologies, you can minimize routing table updates by using a distatorgsrotocol
such as RIP or IGRP in combination with Cisco’s snapshot routing feature. Snapshot routing
prevents regular routing updates from bringing up the ISDN connection. The changes in routing
tables are sent either when the link is opened by end-udir dradt a rgular configurable inteal.
Snapshot routing supports not only IP routing updates, but also Novell's IPX routing and SAP
updates.

Many NetBIOS implementations use a session keepalive (in addition to a data-link control
keepalie) to maintain sessions, so DDR may notkwvith NetBIOS. (The sessionviel keepalive
will keep the dial line up.)draddress this issue, amneapability will be added in Cisco I0OS Release
11.3. A new commandllsw netbios-keepalive-filter will filter session keepalives and prevent
them from bringing up the WAN link.
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Local Switching

Local switching (available in Cisco IOS Release 11.1 and later) allows a single router to provide
media conversion between SDLC and Token Ring and between QLLC and LAN. This is useful in
ervironments that need simplified 8Network design and improved availability. For example, by
converting SDLC to Token Ring, fewer FEP expansion frames are required; moves, adds, and
changes are easier; and recovery from a FEP or Token Ring interface coupler (TIC) failure can be
automatic (by using duplicate TIC addresses). Local switching can be used to connect @b¢<C de
directly to a Cisco router with a CIP card. Local switching may also be ueed ®AN where the
remote branch has SNA devices on LANSs, but the central site FEP still requires serial connectivity
(for example, when the FEP is a 3725).

To use local switching, omitisw remote-peercommands. In thdlsw local-peercommand, the
peer ID is unnecessary. A sample network and configuration is shown in Figure 3-8.

Figure 3-8 Local Switching Configuration in a Mixed PU 2.0 and PU 2.1 Environment
C1
PU21 [ MSD o
T Moken)
PU 20 [

Configuration for Router A
disw local-peer
interface serial 0

sdlc role primary

sdlc vmac 4000.3174.0000

sdlc address c1 xid-poll

sdlc partner 4000.3745.0001 c1
sdlc address c2

sdlc xid c2 01767890

sdlc partner 4000.3745.0001 c2
sdlc dIsw c1 c2
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CHAPTER 4

Customization

This chapter describesv&zal ways to customize your DLSw+ neatvk. It includes a description of
filtering and static device configuration options, as well as ways to tune network performance by
controlling message sizes, timers, and queue depth. Each topic includes the router configuration
changes, the effect of the changes, and the benefits that can be derived from the changes. These
tuning and customization suggestions are not prerequisites for achieving good performance from
DLSw+, but they offer a way to improve overall network performance. They are optional and are
unnecessary in many environments.

Read this chapter if you have a very large network (thousands of SNA PUs), a high volume of
NetBIOS broadcasts, or a high number of SNA transaction rates (greater than 200 transactions per
second).

Note Tuning modifications should only be made with Cisco’s assistance (for example, system
buffer tuning).

Filtering

Filtering can be used to enhance the scalability of a DLSw-+anketfor example, filtering can be
used to:

® Reduce traffic across a WAN link (especially important on very low-speed links and in
environments with NetBIOS)

® Enhance the security of a network by controlling access to certain devices

DLSw+ allows you to define access lists that are associated with a particulaFipseapability is
powerful because it allows you to decide on a per-site basis what traffic should be allowed to pass
over the network. These access lists use standard Cisco filter list syntax.

To filter DLSw+ traffic on a remote peer basis, you must first define an access list containing the
resources and the conditions for which you would like the router to pass traffic. You must then
associate the access list to a remote peer.

Thedlsw remote-peercommand allows you to point to lists of SAPs, MAC addresses, NetBIOS
names, or byte offset filters. You can also simply specify a MAC addressdsltheemote-peer
command. When these filters are specified, only explorers that pass the access list conditions are
forwarded to the remote peer.
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Figure 4-1 shars hav to use filters to control tri by protocol or SARN this xkample, the remote

peer provides access to SNA resources but blocks all NetBIOS traffic from the WAN. NetBIOS
workstations send out large numbers of broadcast frames that can easily overwhelm a low-speed
WAN and cause throughput and connéttiproblems. ® preent these problems, you can specify

an access list as shown in Figure 4-1. The access list numbers can range from 200 to 299. Access
lists are applied to peers in tHlsw remote-peercommand.

Figure 4-1 Using Filtering to Control Traffic by SAP Type

= (Token)
Fier ) f) ‘\j N

—

Token
Ring

@ X
‘)i

Configuration for Router A
access-list 200 permit 0x0000 0x0d0d
disw remote-peer 0 tcp 10.17.24.12 Isap-output-list 200

Alternately, to allow NetBIOS and not SNA, specify:

access-list 200 permit 0xfOf0 0x0101
Bothaccess-listommands can be used to allonly SNA and NetBIOS trdfc while blocking other
SRB traffic, such as Novell IPX and TCP/IP, from be transmitted across the WAN by DLSw+.

Figure 4-2 shows the configuration required to allow any NetBIOS host with a name starting with
“sales” to access theAM, but not allav ary other serers (for @ample, Engserv01 or Acctserv02)

to access the MN. This can be done for security reasons or to limit thédraéross the YWN link.

By applying the access lists to the remote peers instead of the localdesesfou all trafic to be
locally bridged.
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Figure 4-2 Using Filtering to Limit the Broadcasts and Network Access of Individual
NetBIOS Servers

Engrserv0l

Sales01

Acctserv0l

Acctserv02

Configuration for Router A

netbios access-list host salesfilt permit sales*

disw remote-peer 0 tcp 10.17.24.12 host-netbios-out salesfilt
disw peer-on-demand-defaults tcp host-netbios-out salesfilt

If you want to prgent this trafic from being forvarded by the router either locally or remotsigu
can apply the filter to the Token Ring interface. To apply a NetBIOS access list to an interface, use
the following command after thinterface command:

netbios input-access-filteffitname

Use this filter only if you need both local and remote filtering, because it will be applied to all locally
bridged traffic and may impact local bridging performance.

Byte filters allav you to filter based on the content of arbitrary fields in a NetBIOS frame. The bytes
list name (nblist) is the name of a previously defined NetBIOS bytes access list filter.

disw remote-peer 0 tcp 10.17.24.12 bytes-netbios-out nblist
Another technique to filter traffic is to specify the keywdedt-macin thedlsw remote-peer
command, which will allow only a single MAC address at the remote peer site to communicate to
this local peer. Alternatively, the keywoddhac-out lets you specify an access list with multiple
MAC addresses.

Static Configuration Options

By predefining resources that are accessed frequently, you can minimize broadcast traffic. This
traffic can be especially disrupé immediately follaing a filure of a ley resource whenvery end
system attempts to reconnect at the same time. DLSw+ allows you to predefine resources in two
ways. You can configure local resources that yamntxa DLSw+ peer to adtise to other peers, or

you can configure static paths that a peer will use to access remote resources.

Advertising Reachability

You can configure reachability of MAC addresses or NetBIOS names diglvacanreach

command. DLSw+ peers advertise this reachability to remote peers as part of the capabilities
exchange. Figure 4-3 illustrates aywo useallsw icanreachcommands to prent remote branches

from sending any explorers destined for a mainframe channel gateway across the WAN. In Figure
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4-3, two branch offices are shown with routers Peer B and Peer C. At the data center, there are two
central site routers, Peer Al and Peer A2. Both data center routers advertise the reachability of the
FEP to the remote routers as part of the capabilitesamge, allwing the branch routers to preload

their cache with two paths to the MAC address of the REEr a major outage of a FEP aoken

Ring, instead of having broadcasts flowing from each remote site, the remote sites will simply
reconnect through the appropriate peer.

Figure 4-3 Hierarchical SNA Network Configured to Eliminate the Requirement for
Explorers to Find the MAC Address of the FEP or a Mainframe Channel
Gateway

Token Peer C Peer A2 Token
Ring Ring

=

Configuration for Peer B Configuration for Peer A1

disw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.24.2 cost 2
disw remote-peer 0 tcp 10.2.24.2 promiscuous

disw remote-peer 0 tcp 10.2.24.3 disw icanreach mac-addr 4000.3745.0001
Configuration for Peer C Configuration for Peer A2

disw local-peer peer-id 10.2.18.1 disw local-peer peer-id 10.2.24.3 cost 4
disw remote-peer 0 tcp 10.2.24.2 promiscuous

disw remote-peer 0 tcp 10.2.24.3 disw icanreach mac-addr 4000.3745.0001

Thedlsw icanreachcommand also supports thec-exclusiveandnetbios-exclusivekeywords,

which indicate that the resources advertised by this peer are the only resources the peer can reach.
By specifyingmac-exclusiveor netbios-exclusive you can indicate that the list of specified MAC
addresses or NetBIOS names areothlg ones reachable from asgn routerFigure 4-4 shes how

disw icanreach netbios-exclusivean be used to prevent other branch routers from sending
explorers for NetBIOS servers other than those advertised.

4-4 DLSw+ Design and Implementation



Static Configuration Options

Figure 4-4 DLSw+ Configured to Advertise Reachability of a Server While Concurrently
Advertising that No Other NetBIOS Names Are Reachable

Peer A Peer B
D Token ’\}C\ ’\}’:\ Token D
=\ AN
Configuration for Peer A Configuration for Peer B
disw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.18.1
disw remote-peer 0 tcp 10.2.18.1 disw remote-peer O tcp 10.2.17.1
disw icanreach netbios-name nysales01 disw icanreach netbios-name lasales01
disw icanreach netbios-exclusive disw icanreach netbios-exclusive

Note that if you are using border peers, and remote branch routers do not establish peer connections
between them, this reachability information is not exchanged (because the peer connection is not
established untifter the resource is found). When using border peers for branch-to-branch
connectivity, sites that communicate frequently can configure direct peer connections and use the
disw icanreachcommand to preload their cache entries. This eliminates the need to do broadcast
searches for frequently accessed resources, but takes advantage of border peer dynamics to find
infrequently accessed resources.

Reachability information learned as part of a capabilitteh@nge with a remote peer is considered
valid as long as that remote peer is\a:tMultiple central site routers can adtise reachability of

the same central site resources. If a remote branch router learns of multiple paths to a central site
resource through the capabilitieckange, it will cache up to four paths, and the rules for duplicate
path bias apply.

ThedlIsw icannotreach sapgommand allevs you to list SAPs that this router cannot reach locally
This command can be used to edise to a remote peer that it should not seqptbeers for certain
SAPs (for @ample, NetBIOS). If there are only ad&APS that this router can reach, it is probably
easier to use th@isw icanreachcommand.

Defining Static Paths

Static path definition alles a router to set up circuits without sendirglerers (the entry is treated

as stale until verified, however). The path specifies the peer to use to access a MAC address or
NetBIOS name. The remote peer is identified by an IP address or an interface. Path information
learned from a static path definition ivaedeleted. If a static path is nebdable, the circuit cannot

be established. As a result, static paths are more appropriate if only ongigieghat can be used

to access a remote node. Figure 4-5 shows how to configure a static path.
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Figure 4-5 Configuration for a Static Path Always Used to Reach a Specified MAC
Address

Peer A Peer B

D Token Token D

Configuration for Peer A

disw local-peer peer-id 10.2.17.1

disw remote-peer 0 tcp 10.2.18.1

disw mac-addr 4000.0521.0001 ip-address 10.2.18.1

Table 4-1 compares the meaning and use of static path definiticasteach definitions.

Table 4-1 Comparison of Static Path Configuration and icanreach Configuration

Static Paths Icanreach

Defines paths to remote resources Defines reachable local resources

Exclusive does not apply Includes an exclusive option to minimize unnecessary
broadcasts

Not exchanged with capabilities exchange used Exchanged with capabilities exchange. Used by

by this peer remote peers

Never deleted Deleted from cache when remote peer connection
comes down

Single path only Multiple paths possible

Controlling Transmission Size

Controlling the size of the data transmitted across the network can affect performance in some
situations. There are twfeatures in the Cisco 10S soéive that you need to consider: IP maximum
transmission unit (MTU) path discovery and largest frame size.

IP MTU Path Discovery

During peer establishment, peering routers determine the maximum IP frame size to be used for the
peer connection. This maximum IP frame size then dictates the maximum numbgérioftSsithat

can be stored within one IP frame. Thead#tfsize is 1450 bytes. Therefore, the maximum number

of SNA bytes that can be stored within one IP frame is:

1500 - (TCP/IP header + data-link control) = 1450

By increasing the maximum IP frame size, more SNA data can be placed within one TCP frame.
This allows you to do the following:

® Increase WAN efficiency by sending large frames
® Decrease the number of TCP acknowledgments
® Reduce router CPU utilization

By specifying IP MTU path discovery, when the peer session is established, each router along the
path is queried for its MTU on the output intaxé. This is done by sending Internet Control Message
Protocol (ICMP) echo paels of increasing sizes, with the ddirhgment (DF) bit set. Intermediate
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routers that do not support that MTU size will respond with an “ICMP packet too big” message.
Thus, the originating station kws when it has)>@eeded the MTU for that path (see RFC 1191 for
more information).

By using IP MTU path discovery and by increasingithiep window-sizesetting in each router
along the path, you can minimize packet fragmentation. Use the following configuration to set the
window size:

ip tcp window-size[size in bytds

Note Setting all MTU sizes to larger values may impact the amount of memory used on the
interface card. There is a limited amount offer space for the intea€e cards, and setting the MTU
size higher on all inteates may result inkeausting this memornore memory will be consumed
by buffers if the MTU size is increased. On smaller platforms, such as the Cisco 2500 family of
routers, this memory impact may be severe if you only have 2 MB of shared (I/O) memory.

Theip tcp path-mtu-discovery command is a global command not specific to an interface. Once
this command is aste, the maximum IP frame size for a peer connection will be set to the minimum
MTU path size on the path of that peer connection. The following is a sample configuration:

Hostname Marulan
enable-password cisco

ip tcp path-mtu-discovery

disw local-peer peer-id 172.26.1.1
disw remote-peer 0 tcp 172.26.10.1
interface token-ring 0

ip address 172.26.1.1 255.255.255.0

Paclet assembly benefits from IP MTU path digexy because during the patlassembly process,

more SM frames can be stored within the TCP fram@.é<ample, if 100 users in a remote location

all require 3270 access to the central host, then @llr8huest paddts will be destined for the same
DLSw+ router. During heavy access periods, it is likely that many SNA requests will arrive at the
remote router within a short period of time. These multiple SNA frames, all destined for the same
host routercan be placed within the same TCP frame, aanshio Figure 4-6. Once the TCP frame

is successfully sent to the host router, one TCP acknowledgment can satisfy all the SNA requests.

This paclkt assembly only occurs during congestion when multiplé f8&dmes are in the queue. If
there is no congestion, it is éik/ that one SN paclet will map to one TCP frame. DLSw+ will not
wait for the multiple packets to arrive in the queue because this would impact end-user response
time.

Note When running DLSW+ over low-speed lines (4.8 or 9.6 kbps), an MTU of 576 will provide
more consistent response time. Use custom queuing to ensure that SNA gets three times the
bandwidth of all other traffic so that an entire screen update is processed at one time.
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Figure 4-6 DLSw+ Assembles Multiple LLC2 Frames in a Single TCP
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Largest Frame Size

When a station is installed on akén Ring, it can be configured to support a maximum frame size.
When this device attempts to connect to its partner (for example, the server, CIP, or FEP), it must
send an explorer to locate thivae. The originator puts its maximum supported frame size in the
explorer The destination adjusts the maximum frame size before responding. When the response to
the eplorer is sent, each source-route bridge and each DLSw+ router will query the maximum frame
size and adjust as required. When the explorer response reaches the originator, the response will
indicate the maximum frame size supported on the entire path. For each explorer, DLSw+ adjusts
the maximum frame size to be the minimum of itgéat frame size (specified in tthiew local-peer
command), the lgeest frame size of the destination remote peer (specified ditstigemote-peer
command and shared during the capabilities exchange), and the MTU on the local media. The
default lagest frame size used for remote pearses by encapsulation type and iswhan Figure

4-7. The default largest frame size in thew local-peercommand is 17,800.
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Figure 4-7 Default MTU and Largest Frame Sizes for Various Encapsulation Types and
Media
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In general, when using TCP encapsulation, you probably will not need to change the largest frame
size. Howeverif using FST (and perhaps if using direct encapsulation), you may need to change the
largest frame size. You should change this value only if 1) you know your traffic profile and your
output WAN interface MTU and 2) you need to increase throughput.

For example, when using FST, the largest frame default is 516 to ensure that if the packet traverses
Ethernet or serial inteates, you do nokeeed 1500 bytes when the DLI®R and data-link control
headers are added. If you kmgour trafic will not traverse an Ethernet LAN, you can increase the
largest frame size.o0 should ensure that the length of the LAMdn Ring packt (less FCS) + 16

(DLSw header) + 20 (IP/FST header) does not exceed the MTU of any interface in the path.

It is meaningful to increase the DLSw+ largest frame size only if the workstations can send larger
frames. In this case, by allowing DLSw+ to send larger frames, you will decrease the amount of
segmentation required at theovkstation. Forxample, if your message size is 1024 bytes and your
maximum frame size on the path is 516 bytes, then tikestation will need to ggnent the frames.

By setting the DLSw+ largest frame size to the next higher valid largest frame to accommodate a
1024-byte information field and all for protocol headers, then the workstation will not need to
segment the message.

Set the largest frame size using the followditgv local-peercommand:
disw local-peer . . . [Ifsizd

wheresizecan be one of the following amounts (bytes):

17800
11454
11407
8144
4472
2052
1500
1470
516
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Timer Settings

There are two types of timer settings: LLC2 idle time and DLSw+ timers.

LLC2 Idle Time

LLC2 is a connection-oriented data-link control. Therefore, the end stations involved in the LLC2
connections must periodically check that the LLC2 connection is still active. One way of knowing
that a connection is active is by sending and receiving I-frames over the LLC2 connection. Each
frame requires an acknowledgment that not only indicates successful receipt of a frame, but also
indicates that the connection is still alive. If there is a period of time when no I-frames (in other
words, user data) traverse the LLC2 connection, then each workstation must send an LLC2 packet,
a receiver ready, to its partner and receive a response to confirm that the LLC2 connection is still
operational. The time that the end-statiomst\during idle treffc periods before sending a recsi

ready frame is called the LLC2 idle time.

Every time the end station sends or receives a frame, it resets its LLC?2 idle timer. If the idle timer
expires, then the station will send an LLC2 peidio its partneif there are manthousands of LLC2
sessions, then you will see many LLC2 receiver ready messages traverse the network during idle
periods of time.

When a router is locally terminating the LLC2 session, asslimFigure 4-8, it is the responsibility

of the router to adhere to the LLC2 protocol. Thus, during periods ofvitgcne router must send
LLC2 requests or ackmdedge LLC2 requests from theovkstations. This can place an unnecessary
load on the router, which can be avoided by increasing the LLC2 idle timer parameter on the LAN
segment.

Figure 4-8 LLC2 Receiver Ready Messages Flowing Between End Systems and DLSw+
Routers (One LLC2 Connection at Each DLSw+ Router for Every SNA PU or
NetBIOS Session)
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A larger LLC2 idle timer value should be implemented when there is a large number of LLC2
sessions. Internal Cisco testing hasmghthat increasing the LLC2 idle time when supporting 4000
LLC2 sessions decreases the router CPU utilization significantly. The tradeoff is that it will take
longer to identify timeout conditions. This is generally a good tradeoff.

A value of 30,000 ms (30 seconds) is suggested, although LLC2 idle time can be increased to as
much as 60,000 ms (60 seconds). Use the following syntax to configure this command:

llc2 idle-time milliseconds
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The maximum value is 60,000. The command to set the LLC2 idle timer is an interface
subcommand. Apply it to the appropriate LAN segment. A sample configuration follows:
source-bridge ring-group 100
disw local-peer peer-id 172.26.1.1
disw remote-peer 0 tcp 172.26.10.1
interface token-ring O
ip address 172.26.1.1 255.255.255.0

source-bridge 3 1 100
lic2 idle-time 30000

DLSw+ Timers

There are seeral timers in DLSw+ that you can set withlaw timer command. In general, you do
not need to modify these timers. A description of them is included here for completeness along with
considerations on the impact of changing them. To change timers, use the following command:

disw timer {imer-typé time
wheretimeis specified in seconds or minutes &éintkr-typecan be ay of the follaving keywords:

icannotreach-block-time
netbios-cache-timeout
netbios-explorer-timeout
netbios-retry-interval
netbios-verify-interval
sna-cache-timeout
sna-explorer-timeout
sha-retry-interval
sna-verify-interval
explorer-wait-time

Theicannotreach-block-timeis the time the router will mark a resource unreachable after failing

in an attempt to find it. While the resource is marked unreachable, searches for that resource are
blocked. It is disabled by detilt. Use this option only if you ke excessive explorer tfafand you

want to avoid broadcasts for frequently accessed resources that are not currently available or are
remote. If used, specify an amount of time that the user is willing to wait for a resource to recover.
In some cases (typically in g NetBIOS netarks), the NetBIOS station may be up audikable,

but because of traffic loads, the response may not come back in time. This may cause a peer to
consider the station not reachable. If this timer is not specified or set to 0, the user can connect by
retrying the command. If the timer is set to 10 minutes, the user cannot connect for 10 minutes.

The netbios-cache-timeouis the time that DLSw+ will cache a NetBIOS name location for both
the local and remote reachability caches. ladk$ to 16 minutes. Setting itWer may cause more
broadcasts. Setting it higher increases the chance of having an invalid cache entry. However, for
frequently accessed resources, the router will generally delete an invalid cache entry before 16
minutes elapses, so setting this timer to a shorter period of time is probably not necessary.

Cache entries resulting from statically defined reachability paths are never deleted. Cache entries
configured using thdlsw icanreachcommand and learned as part of a capabilities exchange are
deleted when the associated peer connection is taken down.

Thenetbios-exploer-timeout is the length of time that this router will sengbkorers to a NetBIOS
resource (for LAN resources) or the time DLSw+ will wait for a response before deleting the
pending record (for remote resources). liaddik to six seconds. This timer has no impact on when
a resource is maekl unreachable. Its impact on the LAN is to determineinary retries are sent.
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Thenetbios-retry-interval is the interval DLSw+ will wait for a response to a name query or add
name query on a LAN before retransmitting the request. The default is one second. Retries will
continue to be sent until the NetBIOS explorer timeout is reached (retries are not sent across the
WAN).

Thenetbios-verify-interval is the interal between the creation of a cache entry and when the entry
is marked stale. If a cache entry is marked stale and a search request comes in for that entry, a
directed erify is sent to ensure it stilkists. A directed erify is an &plorer (for xample, NetBIOS
NAME-QUERY) sent directly to each cached peer (on td\N)\or a single routexplorer sent ver
every port in the cache (on the LAN). The default is four minutes. Setting this value higher will
increase the time it takes for a resource to be found if its cached location is invalid.

The sna-cache-timeouis the length of time that DLSw+ will cache the MAC or SAP of an SNA
resource before it is discarded. It defaults to 16 minutes. Setting the timer lower may cause more
broadcasts. Setting it higher increases the chance of having an invalid cache entry. However, for
frequently accessed resources, the router will generally delete an invalid cache entry before 16
minutes elapse, so setting this timer to a shorter period is probably not necessary.

Cache entries resulting from statically defined reachability paths are never deleted. Cache entries
configured using thdlsw icanreachcommand and learned as part of a capabilities exchange are
deleted when the associated peer connection is taken down.

Thesna-exploer-timeout is the length of time that this router will sengborers to a NetBIOS (for
LAN resources) or the time DLSw+ willait for a response before deleting the pending record (for
remote resources). It defaults to three minutes. This timer has no impact on when a resource is
marked unreachable. Its impact on the LAN is to determime fary retries are sent. When using
either FST or direct encapsulation without local acknowledgment, this frame is sent over an
unreliable mechanism, so it is possible for highumes of trdic to cause frame drops. In this case,
you may vant to configure a smallealue for this timer to shorten the time itéakto find resources.

Thesna-retry-interval is the interal DLSw+ will wait for a response to a TEST or XID request on
a LAN before retransmitting the request. The default is 30 seconds.

Thesna-verify-interval is the interval between the creation of a cache entry and when the entry is
marked stale. If a cache entry is madkstale and a search request comes in for that ardinected
verify is sent to ensure it still exists. A directed verify is a canureach frame sent directly to every
cached peer (on theAM) or a single routex@lorer sent wer eery port in the cache (on the LAN).

The dedult is four minutes. Setting thialue higher will increase the time it &sfor a resource to

be found if its cached location is invalid.

Theexplorer-wait-time is the number in seconds that DLSw+ will wait after sending an explorer
before picking a peer as the best path. When DLSw+ sigitsrimg, it waits fortimeseconds before
responding to the TEST frame. Setting this timer to one to two seconds will give DLSw+ time to
learn all possible peers before selecting the least-cospeaot modify this timer unless youvsa
multiple central site peers, you are using cost to select a preferred peer, and your capable peer will
frequently respond first before your preferred peer.

Queue Depths

During congestion, packets might get queued in the router. You can control the depth of certain
queues to improve network performance.
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Explorer Queue Depth

Explorers are used to find resources in DLSw+ and on LANs. Explorer caching by DLSw+ helps
decrease the steady statplerer load on both the netik and on DLSw+ routers. When a DLSw+
router receives an explorer for a cached resource, it either responds locally or sends a directed
explorer.

Problems occur when there is acessie amount of broadcast tfiaf (knovn as a broadcast storm)

and the explorers arrive at a radster than DLSw+ can process them a@idress this, you can use
thesource-bridge exploerg-depth command. By using this command, you actually dwttvings:

you create a separate queue for explorer traffic and you limit the number of explorers that can be
queued witing to be processed.itout doing this, a broadcast storm may cause inyféeis to fill

up with explorer traffic, preventing end-user traffic from getting through.

Figure 4-9 illustrates explorer processing. When an explorer queue is full, any incoming explorers
are dropped, causing end systems to retransmit the explorers. By creating a separate SRB explorer
queue and limiting its size, you can ensure tkpkager trafic does not monopolize DLSw-uffers.

Figure 4-9 Explorer Processing in a DLSw+ Router
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The syntax of the command is:
source-bridge explorerg-depthdepth

wheredepthis the maximum number of incoming explorers. Once this number is reached, new
explorers will be dropped. If you ke excessive explorer tfif, set this alue to between 10 and 20.

Typically, when there is a explorer storm, most explorers are destined to the same MAC address.
Dropping these explorers (when the queue is full) gives the router time to receive the reply to the
explorers that were processed and, therefore, obtain a cache hit. Once the cache hit is obtained, the
router can respond to the explorers without forwarding them.
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Input Hold Queue

This queue is used to hold input frames off the LAN segment (other interface types as well, but we
will concentrate on LAN segments) that are waiting to be placed into a system buffer. During peak
loads, you may see someildup (or drops) in this queue. (Use 8tow interfacecommand to get

this information. See the chapter “Using &temd Delng Commands” for more information.) Some
protocols that are very traffic intensive during startup may require the input hold queue to be
increased. Increasing the hold queue enables the router to queue mets whadk the router tries

to allocate a system buffer.

A good example of this is a startup of APPN sessions. There arg snaall packts that flav during
startup, and it is not unusual to see a buildup in the input hold queue (in other words, the packets
come off the Token Ring segment muaktér than the router can process them out thi Yorts).

It should be noted that if you see constant drops on the input hold queue, then increasing the input
hold queue will not help. There is probably another problem in thenetimcreasing the input hold

queue can help when there is a transient load (for example, at startup) where the router needs the
ability to hold on to a few more packets than normal. This will alleviate packet retransmission and
minimize the possibility of further dropped packets.

This command is an interface subcommand. It can be applied to any interface. The syntax of the
command is:

hold-queuelengthlin | out]

wherelengthis the number ofudfers that can be stored. Thealgf is 75 input bffers and 40 output
buffers. The following is a sample configuration:

source-bridge ring-group 100

disw local-peer peer-id 172.26.1.1
disw remote-peer 0 tcp 172.26.10.1
interface token-ring O

ip address 172.26.1.1 255.255.255.0
source-bridge 3 1 100

llc2 idle-time 30000

hold-queue 200 in

System Buffers

In an SNA environment, dropping system buffers is not good. Consistently dropping buffers will
lead to SNA session loss, and therefore, system buffer tuning is required to prevent this situation.

Note This section describes how to diagnose a system buffer problem and to compile enough
information so that a Cisco engineer (system engineer or customer engineer) can assist with the
system buffer changes. Do not attempt to adjust buffers without assistance.

System bufrs come in arious sizes (small, middle, tge, very lage, and huge). The memory used

for these bffers is called 1/0 or shared memokyw-end routers hae one memory location for I/O

and another memory location for main memory. High-end routers have one block of memory split
into main and /0.

For process switched tfaf, when a pacdt arrives in the routeit is placed in the smallest sizafter

that can accommodate it. If that size buffer is not available and the router can create another buffer
quickly enough, it will. Once this new buffer is created, is stays in the pool temporarily but is
trimmed back later. This freed memory can then be used to create any other size buffer.
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If the router cannot create affer in time, a bffer miss will be recorded. If the router cannot create
a buffer because there is no more I/O memory available, then a no memory condition is recorded.
Not having enough 1/0O memory available indicates a problem.

Two showcommands are used to diagnog#dy problemsshow memoryandshow buffers The
show memorycommand will display the total amount of memory available, memory used, and
memory currently available. Trehow bufferscommand will detail all the buffer information:
number of misses, number of no memory conditions, and number of buffers assigned.

If you suspect a memory problem, check the status of ydiarb using thehow buffers command.

If you see some buffer misses, do not be alarmed. It is not unusual to see some misses (in other
words, if the router has been running for several weeks, you may see that over this time you have
100 misses).

If you view your uffers and see that the miss count is incrementing (by issuimgsinéav buffers
commands), then take note of which buffer size is being missed.

Once you have the details of the buffer misses, issughtive memorycommand and take note of
the amount of shared (or I1/0) memory that is stdlible. If this value is still lger than 1 MB, it
is likely that tuning your buffers will alleviate the buffer misses.

If you note that no memory conditions are occurring (fronsti@v bufferscommand), note the
amount of free shared (or I1/0) memory (from shew memorycommand). If you find that the
amount of free shared memory is almost zero, it is a serious condition. This will occur for coe of tw
reasons:

1 The router needs more I/O memory to accommodate the amount of traffic and flow control
requirements

2 You have tuned your buffers and over-allocated in some area and depleted the /O memory

Once you have gathered this information, open a case with the Cisco Technical Assistance Center,
or discuss it with your systems engineer. You should supply the following information:

® Current configuration (issuevarite terminal command to get this information)
® Description of the symptom (for example, session drops, poor response time, and so forth)

® Output ofshow memoy command (but typically not the whole memory map, just the initial
information)

® Output ofshow bufferscommand (you may want to include the output from mulspiew
buffers commands if you are trying to sh@n increase inuffer misses; maksure that service
timestamps logcommand has been issued so that the engineer can calculate the misses over
time)

® The current Cisco IOS release you are using, which you can determine by ishongarsion
command

Miscellaneous Customization Options

SRB Explorers

By default, when Cisco’s DLSw+ initiates an explorer, it sends a single route explorer. Most SRB
implementations respond to a single route explorer with an all routes explorer so that the best
possible path can be selected. If you have an implementation that does not respond to single route
explorer with an all routes explorer, you can configure DLSw+ to send explorers as all routes
explorers using either thiisw allroute-snaor thedlsw allroute-netbioscommand.

Customization 4-15



Miscellaneous Customization Options

Initial and Maximum Pacing Windows

DLSw+ uses an adaptive pacing flow-control algorithm that automatically adjusts to congestion
levels in the netark. (This algorithm is described in the “Introducti®d.he default initial pacing
window size is 20 and the daflt maximum pacing windwsize is 50. Some gimonments need the
ability to adjust this window size. The capability to modify the default window sizes was added in
Cisco I0S Release 10.3(14), 11.0(11), 11.1(5), and 11.2.

You may vant to set the initial pacing windato a laver value if one side of a connection can send

far more data than the other side can receive, for example, if you have a Frame Relay network and
the central site router accesses over a T1 link and the remote router accesses over a 56-kbps link.
With Cisco IOS Release 11.2, Committed Information Rate (CIR) enforcemeittgga@an alternate

way to address this issueolY may vant to set the initial or maximum pacing sizes to high&ras

if one side is frequently waiting for permission to send more traffic and the other side is capable of
handling more traffic.

To determine if you should modify either of these defaults, you can ushdhedlsw circuits
command, which will show the current window packets and permitted and granted packets. If the
current window shes the maximum of 50 and the permitted and grantedgpaeskars 0 for some

time, this indicates that the adaptive pacing has increased to the maximum, but one side is still
frequently waiting before it can send more. In this case, you may improve your throughput by
increasing the maximum pacing window.

If the current window packet is higher than the initial pacing window but less than the maximum
pacing window, and the permitted and granted packet is O or very small, it may be a signal that the
adaptive pacing algorithm is increasing the window size but is not increasing the window size
quickly enough. In this case, you may improve your throughput by increasing the initial pacing
window.

If the current window pack is less than the initial pacing winddt may indicate that the reser
cannot absorb traffic as quickly as it can be sent. In this case, you may want to reduce the initial
pacing window.

To modify these pacing values, include the following keywords odItive local-peercommand:
disw local-peer. . . [init_pacing_window sizd [max_pacing_windowsizg

wheresizecan be anything between 1 and 50,rhak_pacing_windowshould always be larger
thaninit_pacing_window.
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CHAPTER 5

Bandwidth Management and Queuing

This chapter describes how you can use Cisco’s bandwidth management and queuing features in
conjunction with DLSw+ to enhance the overall performance of your network.

Many enterprises run Cisco networks with a mixture of SNA and client/server protocols. If you
anticipate that because of your fi@i/olume or bandwidth limitations, there will be contention for
bandwidth, read this chapter. In general, the queuing technigues described in this chapter (with the
exception of DLCI prioritization and policy routing) do not even take effect unless there is
congestion in the network.

Even if you decide you need to apply some of these queuing techniques, you may not need them
everywhere. The output queuing mechanisms described in this chapter can be applied to an
individual interface, allowing you to apply queuing to lower-speed access lines while not applying
it to higher-speed trunk lines.

Introduction to Cisco IOS Queuing Features

Bandwidth management involves deciding what traffic is highest priority, ensuring that it gets the
bandwidth it needs, and deciding how to handle the lower-priority traffic. The Cisco IOS software
offers many options for identifying high-priority traffic: protocol, message size, TCP port number,
input interface address, LLC SAP, MAC address, SDLC address with serial tunneling (STUN), or
LOCADDR.

DLSw+ places all SNA and NetBIOS traffic into TCP packets, making it difficult or impossible

to identify the traffic by the above characteristics. For that reason, DLSw+ supports opening four
separate TCP connections and place8ardifectly from the input queue into one of these four pipes
based on priority. At the output interface, you can prioritize among these four TCP connections
based on their TCP port number.

Once trafic has been assigned to a queue, the Cisco |OSseftders seeral options for servicing
the queues. The key techniques for DLSw+ trafficcastom queuingndpriority queuing In
addition, there isveighted fair queuingndDLCI prioritization. All of these techniques are
described in this chapter.
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Figure 5-1 describes the tasks required to configure bandwidth management in a Ciscbhengter
are three steps:

1

If you chose to distinguish within DLSw+ traffic, to prioritize SNA ahead of NetBIOS, or to
prioritize interactive terminal traffic over batch print jobs, you need to includeritéty

keyword in the appropriatglsw remote-peercommand. Including thisgyword causes DLSw+
to open four TCP connections (identified by ports 2065, 1981, 1982, and 1983). By default,
DLSw+ transmits certain traffic over certain TCP connections.

The neat step is to classify paeks on the incoming port and assign theitrab the appropriate
TCP connection. This can be done based on W& address, or LOCADDR. If you do Step
1, you must also do Step 2 toskaany dect on hav the bandwidth is allocated. Step 1 opens the
TCP pipes. Step 2 assigns traffic to the pipes.

Next, you must assign traffic to the appropriate output queue based on protocol, TCP port
number, or message size and then define the queuing technique to be used on the interface (for
example, custom queuing or priority queuing). Step 1 and Step 2 may be unnecessary in your
environment, but you may still choose to distinguish DLSw+ from other traffic, in which case

you need to do Step 3.

Figure 5-1 Tasks Required to Control How Traffic Is Forwarded in Cisco Routers

Classify incoming packets Configure priority on the

SAP/MAC disw remote-peer statement

LOCADDR
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— Define how to service Qs

The queuing of paeks only occurs when the total number of outboundgtaakceeds the capacity

of the outbound link. If a link is not congested, then the router does not need to implement any
queuing mechanism, because as soon as it has queued the packet onto the outbound interface, the
packet can be sent.
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Traffic Classification

The Cisco I0S software supports packet classification by protocol, by TCP port number, by input
interface, by message length, or by extended access list. DLSw+ traffic can be classified ahead of
other TCP/IP traffic because by default it always uses TCP port number 2065. To classify traffic
within DLSw+, specify theriority keyword in adlsw remote-peercommand.

Whenpriority is specified, DLSw+ will automatically aeéte four TCP connections to that remote
peer (ports 2065, 1981, 1982, and 1983). Priority needs to be specified only if you need to prioritize
between SNA and NetBIOS, or within SNA by LOCADDR, or MAC or SAP pair (known as SAP
prioritization). In addition, this granular packet classification is possible only when TCP
encapsulation is selected for a specific remote peer. By default DLSw+ assigns certain traffic to
specific TCP ports:

® TCP port 2065 defaults to high priority; in the absence of any other configuration, this port will
carry all circuit administration frames (CUR_cs, ICR_cs, contact SSP frames, disconnect SSP
frames, XID, ICR_ex), peer keepalives, and capabilities exchange

® TCP port 1981 defaults to medium priority; in the absence of any other configuration, this port
will not carry any traffic

® TCP port 1982 defaults to normal priority; in the absence of any other configuration, this port
will carry information frames (nonbroadcast datagram frames)

® TCP port 1983 defaults to low priority; in the absence of any other configuration, this port will
carry broadcast traffic (CUR_ex, Name_query_ex, SSP DATA/DGRM broadcasts)

Note If you specifypriority in thedlsw remote-peercommand and do nothing else, all steady
traffic goes in TCP port 1982. If you configure specific traffic to port 2065 (such as all SNA or
specific SNA devices), all unspecified traffic goes in TCP port 1982.

You can use classification techniques such as SAP prioritization to change the port assignment of
traffic destined for DLSw. However, these techniques have no impact on how the traffic is handled
on the output queueoTontrol hav each of the TCP ports is handled on the output queue, you must
map the TCP ports to different queue numbers, define the queuing algorithm, and apply that queue
list to the output interface.

SAP Prioritization

You can create a priority list that assignficdfy SAP or MAC address to diérent TCP ports. du

can then apply that list to a LAN interface on a router (support for Ethernet requires Cisco 10S
Release 11.0 or later and support for FDDI requires Release 11.2 and a Cisco 7x00ic Asted
the router, DLSw+ assigns it to a TCP port and passes it to the appropriate output interface.

To provide a fine granularity in the prioritization of packets pitierity-list command allows you

to specify any combination of destination SAP (DSAP), source SAP (SSAP), destination MAC
(DMAC), and source M& (SMAC). For example, if you vant to prioritize all SK traffic (SAP 04)

over NetBIOS trdic (SAP FO0), then only the DSAP or SSAP needs to be specified in the command.
In contrast, if you want to give precedence to traffic on a particular LLC2 session, then you must
specify all four parameters (DSAP, SSAP, DMAC, SMAC) that uniquely identify a LLC2 session.
The command syntax is:

sap-priority-list list-number queue-keywofdsapdd [ssapsd [dmacdm] [smacsm
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wherelist-numberis an arbitrary integer between 1 and 10 that identifies the SAP priority list. The
argumengueue-keywors a priority queue name or a DLSw+ TCP port name (amgple, high,
medium, normal, or low).

To map a SAP priority list to an Ethernet bridge group (requires Cisco I0S Release 11.0 or later),
specify thesap-priority keyword on thellsw bridge-group command as follows:

disw bridge-group group-numbesap-priority list
wherelist identifies the SAP priority list.

In Figure 5-2, SNA batch and SNA interactive traffic are assigned to different TCP ports so that
interactive trdfic gets preferential service. This is only possible if batch and integacaiffic have
different SSAP and DSAP pairs. In this configuration, traffic from SAP 4 is assigned to TCP port
number 2065, and traffic from SAP 8 is assigned to TCP port number 1983. Traffic from all other
SAPs is placed in TCP port number 1982 by default. Associating the traffic to different TCP ports
allows the router to prioritize one type of fraover the other types. Classifying patkand queuing

them to different TCP ports on the input queloes nodetermine how the traffic will be handled

on the output queue. The actual prioritization of the TCP ports on the output queue is handled with
other commands that will be described later in this chapter.

Figure 5-2 Traffic Assigned to Different DLSw+ TCP Ports Based on SAP
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SSAP/DSAP 4
2065-High Terminal Session E’

1981-Medium >
"""""""" T — Token
________ . ‘ Ring

T e e

SSAP/DSAP 8
SSAP/DSAP 8

AFTP File Transfer

sap-priority-list 1 high ssap 4 dsap 4
sap-priority-list 1 low ssap 8 dsap 8
interface TokenRing0

sap-priority 1

Another use of SAP prioritization is to give high priority to traffic destined for a FEP by using an
output queuing mechanism in conjunction with the following command:

sap-priority-list 10 high dmac 4001.3745.0001

SAP prioritization only applies for LAN attachedvitzes when using TCP encapsulation to connect
to remote peers. SAP prioritization cannot be used in conjunction with LOCADDR prioritization. If
both are specified, LOCADDR takes precedence.
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LOCADDR Prioritization

LOCADDR is the SNA local address assigned by an SNA boundary network node (PU 4/5) to
uniquely identify a dependent SNA LU. (For independent LUs, the LOCADDR is assigned
dynamically during session establishment and cannot be used to distinguish between application
types.) LOCADDR is carried in the 3Normat indicator 2 (FID2) headers that are used when a PU
2.0/2.1 communicates with a PU 4/5.

When DLSw+ is used to transport data between PU 2.0/2.1 and PU 4/5, you can prioritize SNA
traffic by LOCADDR. To do this, create a priority list that assigns traffic based on LOCADDR to
different TCP ports. Then apply that list to a Token Ring or SDLC interface on a router. As traffic
enters the router, DLSw+ assigns it to a TCP port and passes it to the appropriate output interface.

To provide fine granularity in the prioritization of packets,ldwaddr-priority-list command
allows you to prioritize individual LUs. For example, this command lets you prioritize interactive
devices ahead of printers.

The command syntax is:
locaddr-priority-list list-number address-number queue-keyword

wherelist-numberis an arbitrary integer between 1 and 10 that identifies the priority list. The
argumentddress-numbeuniquely identifies an SNA device.

To map a LOCADDR priority list to an Ethernet bridge group (requires Cisco IOS Release 11.0 or
later), specify théocaddr-priority keyword on thallsw bridge-group command as follows:

disw bridge-group group-numbetocaddr-priority list
wherelist identifies the SAP priority list.

In Figure 5-3, the printer (at LOCADDR 4) is assigned to TCP port 1983. A specific terminal or set
of terminals can be assigned to TCP port 2065. All other DLSwfictdafaults to TCP port 1982.
Classifying packets into different TCP ports on the input queue does not determine how the traffic
will be handled on the output queue. The actual prioritization of the TCP ports on the output queue
is handled with other commands that will be described later in this chapter.

Figure 5-3 Traffic Assigned to Different DLSw+ TCP Ports Based on LOCADDR

Printer Session

2065-High

........................

1981-Medium

1983-Low

Terminal Session g

locaddr-priority-list 1 02 high
locaddr-priority-list 1 04 low
interface TokenRing0
locaddr-priority 1

LOCADDR prioritization applies to dependent LUs attached to DLSw+ via QLLC, SDLC, Token
Ring, Ethernet, or FDDI when using TCP encapsulation to communicate with remote peers.
LOCADDR prioritization cannot be used in conjunction with SAP prioritization. If both are
specified, LOCADDR takes precedence.
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Queuing Algorithms

The Cisco 10S software implements four different output queuing algorithms:
® Firstin, first out queuing

® Priority queuing

® Custom queuing

® Weighted fair queuing

Each queuing method has adtages and disadntages. This section describewleach one wrks
and shows configuration examples.

First In, First Out Queuing

This is the simplest and most common interface queuing technique and works well if links are not
congested. The first pastkto be placed on the output interé queue is the first patko leave the
interface (see Figure 5-4). The problem with first in, first out queuing is that when a station starts a
file transfeyit can consume all the bandwidth of a link to the detriment of inteeagtissions. The
phenomenon is referred to as a packet train because one source sends a “train” of packets to its
destination and packets from other stations get caught behind the train. First in, first out queuing is
effective for large links that have little delay and minimal congestion.

Figure 5-4 Potential Impact of a File Transfer on Interactive Traffic
File Transfer

FIFO Queuing

Interactive packet is delayed by

file transfer packets

SNA Interactive

Priority Queuing

Priority queuing allows network managers to define how they wish traffic to be prioritized in the
network. By defining a series of filters based on packaracteristics, trfid is placed into a number

of queues; the queue with the highest priority is serviced first, thenitbedoeues are serviced in
sequence (see Figure 5-5). If the highest priority queue is always full, then this queue will
continually be serviced and packets from the other queues will queue up and be dropped. In this
queuing algorithm one particular kind of network traffic can dominate all others. Priority queuing
assigns traffic to one of four queues: high, medium, normal, and low.
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Figure 5-5 Priority Queuing Services Traffic on the Highest Priority Queue First

Telnet

Interface Seriall
ip address 20.0.0.1 255.0.0.0

priority-group 1
I

priority-list 1 protocol ip high tcp 2065
priority-list 1 protocol ip medium tcp 23
priority-list 1 protocol ipx normal
priority-list 1 protocol ip low tcp 21

In Figure 5-5, theriority-group command assigns priority list 1 to Seriall. Phierity-list
command defines the queuing algorithm to be used by queue list 1 and map&dhettrarious
queues. Priority queuing is useful when you want to guarantee that the DLSw+ traffic will get
through een if it delays other types of tfaf. It works best if the DLSw+ tré€ is low volume (for
example, a small branch with a transaction rate of five to ten transactions per minute), and the
number of queues is kept to a minimum (two or three). In this configuration, DLSw+ is in the
highest-priority queudPX is in the normal queue, and FTP (TCP port 21) is in tivedt priority
queue.

Custom Queuing

Custom queuing, or bandwidth allocation, reserves a portion of the bandwidth of a link for each
selected trdic type. T configure custom queuing, the netlymanager must determinevinanuch
bandwidth to reserve for each traffic type. If a particular type of traffic is not using the bandwidth
reserved for it, then other traffic types may use the unused bandwidth.

Custom queuing arks by gcling through the series of queues in round-robin order and sending the
portion of allocated bandwidth for each queue before moving to the next queue. If one queue is
empty, the router will send packets from the next queue that has packets ready to send. Queuing of
paclets is still first in, first out in nature in each classification (unless APPN is running in the router

in which case the queue is ordered by SNA transmission priority), but bandwidth sharing can be
achieved between the different classes of traffic.

In Figure 5-6, custom queuing is configured to take 4000 bytes from the SNA queue, 2000 bytes
from the Telnet queue, and 2000 bytes from the IPX queue. This allocates bandwidth in the
proportions of 50, 25, and 25 percent. IfAN not using all its allocated 50 percent of bandwidth,
the other queues can utilize this bandwidth until SNA requires it again. The following example
shows how to configure custom queuing to allocate bandwidth as illustrated in Figure 5-6:

Interface Serial 0

ip address 20.0.0.1 255.0.0.0
custom-queue-list 1

!

queue-list 1 protocol ip 1 tcp 2065
queue-list 1 protocol ip 2 tcp 23
queue-list 1 default 3

queue-list 1 queue 1 byte-count 4000
queue-list 1 queue 2 byte-count 2000
queue-list 1 queue 3 byte-count 2000

Bandwidth Management and Queuing 5-7



Queuing Algorithms

Considerations

Figure 5-6 Custom Queuing Removes Specified Byte Count of Traffic from Each Queue
in Round-Robin F ashion, Allocating the Band width Pr oportionall y Among the
Queues

Custom queuing is commonly used when dgiplp DLSw+ netvorks because it alies the netwrk
manager to ensure that a guaranteed percentage of the link can be used for SNA, Telnet, and FTP.
However, unless the DLSw+ traffic is broken into separate TCP conversations (using SAP or
LOCADDR prioritization described earlier), batch SNA transfer or NetBIOS traffic will share the
same output queue and may negatively impact interactive SNA response times.

In Cisco 10S Release 11.0, the number of queuaitahle for custom queuingas increased from

10 to 16. The byte counts you should assign to each queue depend upon the bandwidth of the link
and the message sizes of the protocols. Byte counts that are too high may adversely skew the
performance of custom queuing on low-speed interfaces.

When choosing the byte count values for each queue you must consider the following:

® Once the byte count value is exceeded, the frame that is currently being transmitted will be
completely sent. Therefore, if you set the byte count to 100 bytes and the frame size of your
protocol is 1024 bytes, then every time this queue is serviced, 1024 bytes will best0,
bytes.

® \ery lage byte counts will produce a “jgrkdistribution. That is, if you assign 10,000, 15,000,
20,000, and 25,000 to four queues, each protocol will be serviced nicely when its queue is the
one being serviced, but once serviced it may take some time to get back to that queue.

® Window size will also affect the bandwidth distribution. If the window size of a particular
protocol is set to one, then that protocol will not place another frame in the queue untivésecei
an acknwledgment. The custom queuing algorithm willado the net queue if the byte count
is exceeded or there are no frames in that queue. Therefore, with amsimboof one, only one
frame will be sent each time. If your byte count is set to 2 KB and your frame size is 256 bytes,
then only 256 bytes will be sent each time this queue is serviced.

® You need to know the frame size of each protocol. Some protocols, such as IPX, will negotiate
the frame size at session startup time.

Determining the Byte Count

To ensure that the actual bandwidth allocation is as close as possible to the desired bandwidth
allocation, you must determine the byte count based on each protocol’s frame size. Without doing
this, your percentages may not match what you configure.

For example, suppose one protocol has 500-byte frames, another has 300-byte frames, and a third
has 100-byte frames. If youant to split the bandwidthvenly across all three protocols, you might
chose to specify byte counts of 200, 200, and 200 for each quamnevéiahat will not result in a
33:33:33 ratio because when the router serviced the first queue, it would send a single 500-byte

5-8 DLSw+ Design and Implementation



Queuing Algorithms

frame; when it serviced the second queuepitlel send a 300-byte frame; and when it serviced the
third queue, it would send two 100-byte frames, giving you an effective ratio of 50:30:20. Had you
instead specified 1000, 1000, 1000, the router would send two 500-byte frames, five 200-byte
frames, and ten 100-byte frames with a bandwidth ratio of exactly 33:33:33.

However the delay to send 1000 bytes might be togdaAnother alternate is to specify 500, 600,
500, which will result in a ratio of 31:38:31 and may be acceptable.

Fortunatelyyou do not hee to use trial and error to determine the correct byte coumtiet€rmine
byte counts, follow these steps:

1 Produce a ratio of all frame sizesyiding all frame sizes by the est frame size.d¥ example,
assume that the frame size for protocol &svt086 bytes, for protocol Baw 291 bytes, and for
protocol C was 831 bytes. The ratios would be:

1086/1086 : 1086/291 : 1086/831

2 Now multiply the results by the percentages of bandwidth yemt wach protocol to fa. In this
example we will allocate the following percentages: 20 percent for A, 60 percent for B, and 20
percent for C. This gives us:

1086/1086(0.2) : 1086/291(0.6) : 1086/831(0.2)
or
2:2.239:0.261
3 Again, normalize the ratio by dividing each value by the smallest value, that is:
21.2:2.239/.2 : .261/.2
or
1:11.2:1.3

This is the ratio of the number of frames that must be sent so that the percentage of bandwidth
that each protocol uses is approximately in the ratio of 20, 60, and 20 percent.

4 Note that any fraction in any of the ratio values means that an additional frame will be sent. In
the example above, the number of frames sent would be one 1086 byte frame, twelve 291-byte
frames, and tew 831-byte frames, or 1086, 3492, and 1662 bytes, regplgctiom each queue.
These are the byte counts you would specify in your custom queuing configuration.

To determine the bandwidth distuifion this represents, first determine the total number of bytes
sent after all three queues are serviced:

(1 x1086) + (12 x 291) +( 2 x 831) = 1086 + 3492 + 1662 = 6240
Then determine the percentage of the 6240 bytes that was sent from each queue:
1086/6240, 3492/6240, 1662/6240 = 17.4, 56, and 26.6 percent

As you can see, this is close to the desired ratio of 20:60:20. The resulting bandwidth allocation can
be tailored further by multiplying the original ratio of 1:11.2:1.3 by an integer, and trying to get as
close to three intger \alues as possibleoFexample, if we multiply the ratio by 2, we get 2:22.4:2.6.

We would now send two 1086-byte frames, twenty-three 291-byte frames, and three 831 byte
frames, or 2172+6693+2493, for a total of 11358 bytes. The resulting ratio is 19:59:22 percent,
which is much closer to the desired ratio than we achieved above.

Do not forget that using a very large byte count may cause other problems.
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Custom Queuing Configuration

Below is the basic configuration used for custom queuing with SAP prioritization. The following
frame sizes were assumed: APPC=59 bytes and 291 bytes, NetBIOS=124 bytes, IP=1086 bytes, and
IPX=831 bytes.

ssap-priority-list 1 low ssap FO dsap FO
locaddr-priority-list 1 2 high
locaddr-priority-list 1 3 low
locaddr-priority-list 1 4 medium
source-bridge ring-group 3

disw local-peer 136.222.2.

disw remote-peer 0 tcp 136.222.1.1 priority
!

interface Ethernet0
ip address 128.207.1.152 255.255.255.0
]

interface Serial0

ip address 136.222.10.2 255.255.255.0
no keepalive

custom-queue-list 3

|

interface Seriall

ip address 136.222.20.2 255.255.255.0
no keepalive

custom-queue-list 3

!

interface TokenRing0

ip address 136.222.2.1 255.255.255.0
ring-speed 16

source-bridge active 21 3
source-bridge spanning

sap-priority 1

locaddr-priority 1

llc2 ack-max 7

lic2 ack-delay-time 1

|

router igrp 100

network 136.222.0.0

|

router igrp 109

network 131.108.0.0

|

queue-list 3 protocol ip 1 tcp 2065
queue-list 3 protocol ip 2 tcp 1981
queue-list 3 protocol ip 3 tcp 1982
queue-list 3 protocol ip 4 tcp 1983
queue-list 3 protocol ip 5

queue-list 3 protocol ipx 6

queue-list 3 default 7

queue-list 3 queue 1 byte-count 1200
queue-list 3 queue 4 byte-count 1200
queue-list 3 queue 5 byte-count 1200
queue-list 3 queue 6 byte-count 1200
queue-list 3 queue 7 byte-count 500

Weighted Fair Queuing

Weighted fair queuing classifies traffic into conversations and applies priority (or weights) to
identified traffic to determine how much bandwidth each conversation is allowed relative to other
conversations. Conversations are broken into two categories: those requiring large amounts of
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bandwidth and those requiring a relatively small amount of bandwidth. The goal is to always have
bandwidth available for the small bandwidth conversations and allow the large bandwidth
conversations to split the rest proportionally to their weights.

Cisco implements bitwise round-robiiif queuing in Cisco 10S Release 11.0 and .|dtee prime
adwantage ofdir queuing is that it requires no configuration from the agkwnanager because the
router automatically classifies patk passing through an intect into cowersations, based on the
following:

® TCP/User Datagram Protocol (UDP) port address

® |P source/destination address, protocol type, type of service
® Frame Relay DLCI

® X.25 logical channel number (LCN)

® SRB frame MAC/SAP

In each case, enough of the packet is checked to break down the streams of packets into separate
conversations.

A key disadvantage is that weighted fair queuing does not offer as precise a control over the
bandwidth allocation as custom queuing. In addition, in SNA environments, weighted fair queuing
typically sees multiple SANconversations as a single a@rsation. Br example, DLSw+ uses either

one or four TCP ports. APPN uses a single LLC2. Hence, instead of SNA interactive sessions
maving to the front of the queue, DLSw+ TCP pipes mayaerto the back of the queue, depending

on the number of sessions and quantity ofitréeing senteer DLSw+. It is possible, leever, to

weight certain queues more heavily, which is recommended when using weighted fair queuing in
conjunction with DLSw+ or other SNA features. This is covered toward the end of this chapter. In
general, do not view weighted fair queuing as an alternative to custom queuing or priority queuing
in SNA environments, but simply as a better means of handling default queuing when compared to
firstin, first out.

In weighted fair queuing, packets between active conversations are reordered so that low-volume
conversations are moved forward and high-volume conversations are moved toward the tail of the
queue. This reordering results in packet trains being broken up and low-volume conversations
receving preferential service. The higlolume corersations share the delay induced by reordering
equally, whereby no one conversation is affected more than another.

In Figure 5-7, packets argvat the router in the order indicated on the leftyTdre then reordered
according to the size and volume of the three conversations so that the packet from conversation 3
(TN3270) is sent second.
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Figure 5-7 Weighted Fair Queuing Reorders Packets on the Output Queue and Packets
Within a Single Conversation Are not Reordered
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The weighting in weightedafr queuing is currently tfcted by tvo mechanisms: IP precedence and
Frame Relay discard eligible (DE), faavd explicit congestion natification (FECN), and bacna
explicit congestion notification (BECN). The IP precedence field hages between 0 (the deit)
and 7. As the precedence value increases, the algorithm allocates more bandwidth to that
conversation, which allows it to transmit more frequently.

In a Frame Relay netwk, the presence of congestion is flagged by the FECN and BECN bits. Once
congestion is flagged, the weights used by the algorithm are altered so that the conversation
encountering the congestion transmits less frequently.

DLCI Prioritization

DLCI prioritization is a process where different traffic types are placed on separate DLCIs so that
the Frame Relay network can provide a different CIR for each traffic type. It can be used in
conjunction with custom queuing or priority queuing to provide bandwidth management control
over the access link to the Frame Relay network. In addition, some Frame Relay switches (for
example, the Stratacom IPX, IGX, and BPX/AXIS switches) actually provide prioritization within
the Frame Relay cloud based on this priority setting. This feature was introduced in Cisco 10S
Release 11.0.

In Figure 5-8, SNA trdic is placed on the first DLCI €lnet is placed on the second DLCI, and all
other trafic is placed on the third DLCI. (The first DLCI number corresponds to high, the second to
medium, and so on.)affic can be dierentiated up to four dérent DLCIs with this feature. CIRs

for each DLCI can then be set to a CIR Be and Bc value appropriate to the characteristics of traffic
being sent across the DLCI. The following configuration shows how to use DLCI prioritization to
place DLSw+ traffic on DLCI 200, Telnet on DLCI 201, and all other traffic on DLCI 202:

Interface SerialO

no ip address

encapsulation frame-relay

!

interface Serial0.200 point-to-point

ip address 20.0.0.1 255.0.0.0

priority-group 2

frame-relay priority-dici-group 2 200 201 202 202
|

priority-list 2 protocol ip high tcp 2065

priority-list 2 protocol ip medium tcp 23
priority-list 2 default low
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Figure 5-8 DLCI Prioritization Places SNA, Telnet, and FTP Traffic on Different DLCls

Frame Relay Network
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. DLCI 202 FTP ‘

Directing Traffic Flows with Policy Routing

Policy routing is the ability to specify the path thatfidvill take through the netark or the priority
it will receive, based on user-specified parameters.

By using policy routing, a network administrator can control the traffic path, bypassing the normal
routing tables. This can be useful where transmission lines between two points have differing
characteristics.

In Figure 5-9, there is a low-bandwidth terrestrial link with a low-propagation delay between two
points, and a high-bandwidth, high-propagation delay satellite link. The low-bandwidth SNA
interactive traffic would be best directed across the terrestrial link, and FTP and SNA file transfers
across the satellite link. Pojicouting, which vas introduced in Cisco 10S Release 11.0yalgou

to achieve this.
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Figure 5-9 Policy Routing and SAP Prioritization Direct Traffic Across Links That Best
Meet the Services Requirements of the Traffic
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To achieve the result shown in Figure 5-9, use the following configuration:

source-bridge ring-group 100

disw local-peer peer-id 4.0.0.4

disw remote-peer 0 tcp 5.0.0.5 priority [* priority keyword opens 4 TCP ports

interface TokenRing0

ring-speed 16

sap-priority 1 /* maps a sap-priority list to an interface
source-bridge 1 1 100

source-bridge spanning

ip policy route-map test /* use policy routing for ip traffic from
this ring

sap-priority-list 1 high ssap 4 dsap 4 [* assigns terminal sessions to high

sap-priority-list 1 low ssap 8 dsap 8 /* assigns AFTP sessions to low

interface Serial 0

ip address 20.0.0.1 255.0.0.0

interface Serial 1

ip address 30.0.0.1 255.0.0.0

ip local policy route-map test /* use policy routing for IP originating in
this rtr

access-list 101 permit tcp any any eq 2065  /*permit port 2065 with any ip address

access-list 102 permit tcp any any eq 1981  /* AFTP traffic (now in tcp 1981)

access-list 102 permit tcp any eq 20 any /* FTP traffic

route-map test permit 3 /* Defined default path

set default int serial 0

route-map test permit 2 /* Define route map “test” 2

match ip address 102 /* all ip addresses that pass filter 102
set ip next-hop 30.0.0.7

route-map test permit 1 /* Define route map “test” 1

match ip address 101 /* all ip addresses that pass filter 101

set ip next-hop 20.0.0.6
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The configuration shves hav to use a combination of techniques to prioritizditracross a VAN.

The configuration for policy routing is achieved via route maps. Interface Serial 0 is connected to
the terrestrial land line, and Serial 1 is connected to the satellite. Policy routing causes the routing
table (which is normally used for foarding packts) to be ignored and the netk administrator’s

rules to be applied to the forwarding of packets.

You can also use policouting to determine routing priorities. Pglimuting allavs you to classify

traffic and set the appropriate IP precedence value. In this manner you can sort the network traffic
into various types of service at the perimeter of the adtwnd implement those types of service in

the core of the network using priority, custom, or weighted fair queuing. As mentioned earlier, the
weighting in weighted fair queuing is determined by the value of the IP precedence field. As the
precedence value increases, more bandwidth is allocated to that conversation, which allows it to
transmit more frequently. This eliminates the need to explicitly classify the traffic at each WAN
interface in the core network.

Precedence is a field in the IP header that is used to determine the priority of a packet. Most
applications do not set this field so it is typically set to zero. There are eight poakiblefor the
precedence field (see Table 5-1).

Table 5-1 Precedence Field Values

Value Definition

Network Match packets with network control precedence @)
Internet Match packets with internetwork control precedence (6)
Critical Match packets with critical precedence (5)
Flash-override Match packets with flash override precedence 4)
Flash Match packets with flash precedence 3)
Immediate Match packets with immediate precedence (2)
Priority Match packets with priority precedence Q)
Routine Match packets with routine precedence 0)

By modifying the precedence value, you can increase the amount of bandwidth that weighted fair
queuing will allocate to the conversation. For example, by giving DLSw+ traffic a precedence of
critical, as shown in Figure 5-10, the DLSw+ conversation (which is all DLSw+ traffic on a given
TCP connection) will be given more weight than an FTP conversation going across the same link.
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Figure 5-10 Use Policy Routing to Set the Precedence Bits to Give DLSw+ More Weight

DLSw tcp port 2065 (critical) g
Ring

FTP tcp ports 20,21 (normal) U

If you are using DLSw+ in a weightedif queuing evironment, it is important to configure DLSw+
with more weight, because a single DLSw+ peer connection carries many discrete conversations.
Weighted fair queuing only sees one conversation.

The following configuration uses policouting with weighteddir queuing to set the precedence bits
to give DLSw+ more weight:

source-bridge ring-group 100

disw local-peer peer-id 4.0.0.4

disw remote-peer 0 tcp 5.0.0.5

interface Serial 0

ip address 20.0.0.1 255.0.0.0

ip local policy route-map test/* turns on policy routing

access-list 101 permit tcp any any eq 2065/*allows any ip address w/port 2065
route-map test permit 20

match ip address 101/* all ip addresses that pass filter 101

set ip precedence critical
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CHAPTER 6

Designing Hierarchical Networks

Hierarchical DLSw+ networks are the easiest networks to design and build. They involve minimal
routing and are inherently scalable. If you are going to design a hierarchical DLSw+ network, you
must answer the following questions:

® How many central site routers are required to handle the traffic load?

® Where is the best place for the central site peer routers?

® How will backup be performed?

® What can be done to minimize explorer traffic and broadcast replication?

This chapter discusses each of these questions aridggdnformation to assist you in making the
best decisions for your netrk. Read this chapter if you are connectingesa remote branches to
a single primary data centé&fou may also need to read the chapter “Designing MesheNetiv

if you have frequent branch-to-branch communication among SNA or NetBIOS applications.

Determining the Required Number of Peering Routers

There are manfactors iwolved in determining the number of central site routers required to support
a hierarchical network. These factors include the following:

® Number of SNA PUs or concurrent LLC2s to be supported
® Transaction rate at central site and transaction size

® Encapsulation method selected

® Central site routers used for peering

® Number of remote peers connected

® Explorer replication

® Other router processes, such as multiprotocol routing and route table maintenance, compression,
and encryption
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Number of Devices

The number of SN PUs is relgant when local ackmdedgment is used because eactAFN has

an SDLC or LLC2 connection that must lepkalive by sending messages ajular intenals. These
keepalive messages and the timer processing required to determine when to send them is processor
intensive. Adjusting LLC2 timers on the routers can help, but in general, on a Cisco 4700 series
router assume a maximum of approximately 4000 PUs. Figure 6-1 and Figure 6-2 illustrate the CPU
utilization of various routers for varying numbers of PUs and LUs and can be used to approximate
the size of the router required. For a more exact calculation, provide the appropriate information to
your systems engineer.

Figure 6-1 CPU Usage of Various Routers Assuming TCP Encapsulation and Assuming
Each PU Has 10 LUs, Each with 1 Transaction Per Minute
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Figure 6-2 CPU Usage of Various Router s Assuming TCP Encapsulation, T ransactions of
40 Bytes In and 1000 Bytes Out, and Assuming Eac  h PU Has 4 LUs, Eac h with
1 Transaction Per Minute
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Transaction Rate

The transaction rate also plays a role in determinimgrhary central site routers can be supported.

A typical transaction rate is one transaction per LU per minute. By determining the number of LUs
per PU on average and the total number of PUs and assuming this transaction rate, you can fairly
accurately anticipate the transaction rate of most environments. The transaction size has two
components: message size in and message size out (40 bytes in and 1000 bytes out is common).
Figure 6-1 and Figure 6-2 illustrate the router utilization with a specific transaction rate and size.
Note that the number of PUs has more of an impact than the transaction rate. Varying the LUs is
relevant because it changes the transaction rate. If the transactiomsadeptconstant as nelLUs

were added (in other words, fewer transactions per LU as LUs were added), the number of LUs
would have no bearing.

Encapsulation Method

The encapsulation method is relevant because different encapsulation methods have different
impacts on route processor utilization. Both TCP and LLC2 encapsulat@weariocal termination

of the data-link controls (local acknowledgment) and are process switched. FST and direct
encapsulation run in passthrough mode, which meansatsddgments flae end to end. Assuming
adequate bandwidth and line quality, these encapsulation types will allow a central site router to
support more remote branch routers, because these encapsulations do not support local
acknowledgment and require fewer processor cycles. Figure 6-1 and Figure 6-2 assume TCP
encapsulation.

Processor Speed

DLSw+ is processor intensive and runs best in a router with a faster route/switch processor (for
example, a Cisco 4700, Cisco 7200, or Cisco 7500) rather than a slower processor (for example, a
Cisco 4000 or Cisco 7000). Figure 6-1 and Figure 6-&/she CPU utilization required to support
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various numbers of PUs and frafvolumes. In Figure 6-1, the transaction sizswO bytes in and
1000 bytes out. Each PU had 10 LUs, and each LU transmitted at a rate of one transaction per
minute. Using these numbers, 500 PUs and 5000 LUs result in 5000/60, or 83 transactions per
second at the central site router. The LLC2 idle timer on the Token Ring interface was set to 30
seconds for these tests.

Number of Remote Sites

The number of remote sites that must be connected mayahampact on the number of central site
routers required. This number is important when broadcasts must be replicated (see the section
“Explorer Replication”). Performance testing shows that the number of peers has no significant
impact on router CPU usage if there is no broadcast traffic.

Explorer Replication

Another factor that plays a role in determining the number of central site routers is the amount of
explorer replication required. If all the connection requests are remotely initiated and the network
is hierarchical, the amount of explorer replication required should be minimal. This assumes
appropriate filters are set at the central site to prevent unnecessary explorer propagation (see the
chapter “Customization”). When connection requests are initiated at a central site, these requests
must be propaged to each remote pe&he number ofxglorers that can be replicated per second
depends on the speed of the route processor. Figure 6-3 illustrates the explorer processing rate of a
Cisco 4700. As the number of peers increases, the number of explorers that can be received and
replicated per second decreases. For example, if a Cisco 4700 peers to 20 remote peers, it can
replicate almost 100 explorers per second to each of the 20 peers. If the Cisco 4700 peers to one
router, it can replicate more than 1700 explorers.
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Other Router Processes

Your router may be configured to do more than DLSw+. The NetSys Performance Solver tool will
help you size routers that are performing multiple functions, or you can you can approximate the

number of routers required based on the amount of CPU you are using for routing functions and what
additional load your SNA traffic will place on those routers.

Placement of Peering Routers

After you have determined how marouters you need to support your figfyou can consider the
best place to put the peering routers. There are four alternatives:

1 Peer all remote sites to one or more central site routers that are directly connected to a mainframe
over a CIP and directly connected to the WAN over serial ports

2 Peer all remote sites to one or more central site routers that are directly connected to a mainframe
over a CIP, but keep WAN function in separate routers

3 Peer all remote sites to direct WAN-attached routers that access the mainframe via a channel
gateway such as a Cisco 3745 or another Cisco router with a CIP

4 Peer all remote sites to dedicated DLSw+ routers that are neither WAN connected nor CIP
connected

Each of these alternatives is valid and is the best alternative in specific environments. Figure 6-4
illustrates these alternatives.
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Figure 6-4 Four Central Site Peering Router Replacement Alternatives
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All in One (DLSw+, CIP, and WAN)

Peering to a CIP router that is also a WAN router has the advantage that it requires the smallest
number of central site routers. In small netis (30 to 60 branches) that are primarilyASthis is
a reasonable choice.

CIP and DLSw+ Combined

Peering to a CIP router but having a separate WAN router is a good solution for small to
medium-sized networks (up to 200 remote branches) with a moderate amount of multiprotocol
traffic. This design allows you to segregate multiprotocol broadcast replication from DLSw+
processing. For backup and availability, this solution will typically involve two central site peering
routers; one router should be able to handle the load in the event of a failure of the other router.

WAN and DLSw+ Combined

The third solution, peering to theAM router, is a good solution for medium-sized tami@anetvorks

that require more than one or two central site routers for DLSw+ processing or that use a channel
gatevay other than a CIHo access the channeltgway you can use SRBver Tolen Ring (this is
adequate for most host traffic) or SRB over FDDI (DLSw+ will support SRB over FDDI in Cisco
IOS Release 11.2).

Using WAN and DLSw+ combined, you cangedate the DLSw+ processing from the CIP-attached
router and scale the network without buying additional CIP routers. As the network grows beyond
the capacity of a single routgou can add Cisco 4700s or Cisco 7200s to handle the cafjéisty

is more cost effective than adding large Cisco 7500s with CIPs. Because SRB is fast switched, a
single Cisco 7500 or Cisco 7000 with a CIP can handle the traffic from four or five Cisco 4500s or
three Cisco 4700s using DLSw+. Figure 6-5 illustrates the transaction processérgpa Cisco

7500 and a CIP when using SRB to send traffic from a LAN to the CIP. The message size is noted
in the first column, and the number of SNA PUs is indicated in the LLC2 column. The packets per
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second in and out and thousand bits per second in and out is shown in the next two columns. The
Cisco 7500 Route/Switch Processor (RSP) utilizationnaysd relatively lowbecause the tifit is

fast switched dfthe LAN and to the ClPThe CIP is designed to run at 100 percent for sonfectraf
volume.

To put these traffic volumes in perspective, a transaction rate of approximately 1300 per second
would represent the load of 78,000 LUs sending data at a rate of one transaction per LU per minute.
The RSP in this example was 26 percent utilized and the CIP was operating at 100 percent. These
tests were run using a CIP1. AlIm€IPs are CIP2 and thsupport a much higher transaction rate.

This configuration also fdrs adantages in terms of change management ancrictwvailability.

By limiting the channel-attached routers to SRB and IP routing, you minimize the requirement for
configuration changes or Cisco 10S software upgrades in your channel-attached router. This
configuration decreases planned downtime and increases network reliability.

Figure 6-5 CPU Utilization of a Cisco 7500 with a CIP Handling SRB SNA Traffic
Message LLC2 pps kbps RSP % CIP %
Idle 4000 - - 4 44
170 3500 214/198 112/97 11 46
170 1000 1407/1353 834/959 26 100
170 2000 1471/1418 867/978 25 100
3700 50 503/573 4257/408 5 73
3700 100 914/937 6966/673 6 81

Dedicated DLSw+

The final alternative separates DLSw+ processing from CIP processing and WAN processing. This
is a good solution for lge netvarks with a significant amount of multiprotocol fiaf Although this
appears to have the most routers, it may in fact have the same number of routers with the function
split across different boxes. The key advantage to this solution is load balancing and backup. If the
WAN is a Frame Relay network, a single permanent virtual circuit (PVC) to a central site WAN
router will provide connectivity to multiple central site peering routers. This configuration has the
same change management and availability advantages as the previous one.

Note FST or TCP encapsulation is required whenever the peering routers are not adjacent, as
shown in the CIP with DLSw+ or DLSw+ Solo solutions in Figure 6-4. DLSw Lite and direct
encapsulation options assume that the peering routers are adjacent (that is, that DLSw+ is running
in the WAN router).
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Avalilability Options

There are several alternatives for building a fault-tolerant network. With DLSw+, recovery from
some failures is nondisruptive to the end systems. Recovery from any failure can be dynamic. The
following describes recovery scenarios with various features.

Link Recovery

Link failures on the WAN can be recovered by using TCP encapsulation and providing alternate
paths (either leased or switched). Local agkderdgment ensures that the router has time to reroute
around the link failure without disrupting SNA sessions. Some NetBIOS applications have
session-legl timers in addition to link-kel timers. DLSw+ does not spoof sessioveldimers, so
NetBIOS sessions may drop if there is an outage in the network.

When using FST encapsulation, link failures may or may not be disruptive. Because FST does not
offer local acknowledgment, timers may expire before DLSw+ has time to reroute. However,
rerouting is dynamic.

When using direct encapsulation, lirglfires are disrupte but recoery can be automatic. Backup
from link failures can be addressed either byifamultiple remote peers or by configuring multiple
remote peer statements for the same remote pespécifying a unique path to each oneu ¥an
either load balance between them or use cost to cause one path or peer to be preféhedther
as shown in the following statements:

disw remote-peer 0 frame-relay interface serial 0 22 cost 2
disw remote-peer 0 33.33.33.33 cost 4

In this xkample, the first statement describew ho get to a remote peer directlyer a Frame Relay
link, and the second statement describes how to get to the same remote peer via a TCP path.

Recovery using two peers is illustrated in Figure 6-6.

Note A single central site router can appear as two DLSw+ peers. Simply use two remote peer
statements and specify alternate DLCIs or encapsulation methods for accessing each remote peer.
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Figure 6-6 DLSw Lite Configuration Pr  oviding Dynamic Reco very from the Loss of a Link
or Central Site Router

Router B

Router A

~
@ -’»"i Frame Relay

Router C
Configuration for Router A Configuration for Router B
disw local-peer peer-id 10.2.17.1 disw local-peer peer-id 10.2.24.3
disw remote-peer 0 interface serial 1 33 cost 1~ promiscuous
disw remote-peer 0 tcp 10.2.18.2 cost 4 duplicate-path-bias load-balance
interface serial 1 interface serial 1
encapsulation frame-relay encapsulation frame-relay
frame-relay map lic2 33 frame-relay map lic2 17

Configuration for Router C

disw local-peer peer-id 10.2.18.2
promiscuous

duplicate-path-bias load-balance

Central Site Router Recovery

Loss of a central site router isvays disruptive, but recevy can be dynamic and immediate. There
are two alternatives for recovery: multiple concurrently active central site routers or backup peers.

If remote peers concurrently connect to multiple central site peers, loss of a single central site peer
will cause all new sessions to be established over the remaining active central site peers. If remote
peers only connect to a single central site,pgmr can still specify a backup peer that will be used

in the event that the primary peer goes away. Backup peers are supported only for TCP and FST
encapsulation.

See the “Advanced Features” chapter for a description of these features and a comparison of the
alternatives.

Central Site Mainframe Channel Gateway Recovery

Loss of a central site mainframe chanregkgay is alvays disruptive, but recevy can be dynamic

and immediate. The simplest way to recover from this is to have multiple mainframe channel
gateways with the same MAC address, each accessible via a different port on a central site router.
DLSw+ supports load balancing for up to four ports. This not only addresskbdity, it can also

spread the tréit across multiple TICs on a FEP tm# congestion problems. This configuration is
commonly knavn as the duplicate TIC configuration. The same concept can be used in conjunction
with a Cisco CIP. DLSw+ allows remote SDLC or Ethernet-attached devices to take advantage of
this feature by providing media conversion.
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Broadcast Reduction

Filtering

Because broadcasts impact the processing power of a DLSw+ router, it is important to understand
how to eliminate any unnecessary broadcast replication. Some techniques to eliminate replication
are filtering, virtual ring numbering, and static device configuration.

Filtering unnecessary broadcasts is the best way to minimize explorer replication. DLSw+ will
attempt to switch nonrouted multiprotocol traffic if not filtered. The “Customization” chapter
describes hw to configure filtering to allw only SNA or NetBIOS into DLSw+. Once an access list
has been created, it can be applied to the inputaa(fvhich wuld prezent ezen local forvarding)

or to thedlsw remote-peercommand.

Virtual Ring Numbering

When there are multiple central site DLSw+ routers attached to the same Token Ring segment or
SRB LAN, itis possible for broadcast frames to come in from thB Mide sent outwer the plgsical

Token Ring LAN, and be picked up by another DLSw+ router. To prevent that router from
retransmitting the frame on the WAN, code the same virtual ring number in all DLSw+ routers
attached to the sameygstical ring or bridged LAN. Normal SRB procedures willyaet broadcasts

from being copied on a ring that is already present in the RIF.

Static Device Configuration

Devices can be statically configured in DLSw+. By configuring frequently accessed resources, you
can eliminate the need for broadcasts to find those resources.

DLSw+ allows you to statically configure resources (MAC addresses or NetBIOS names) that are
local to a DLSw+ peer usingddsw icanreachcommand. This information is dynamically

distributed to all remote peers as part of the capabilities exchange. This feature is extremely useful
as a means to aeltise reachability of the mainframe chanretbgay (FEP or CIP) ordy NetBIOS

servers. With a fe configuration statements at central site routers, you can preload the cache of all
the remote peers. When a peer learns of the reachability of an end system via a capatbitingee

it keeps that information in its cache as long as the peer connection is active. The peer never
broadcasts explorers for these resources. If a branch router peers to multiple central site routers, it
can learn of multiple ways to access a resource and will cache up to four of them.

Central site routers can also specify ¢éixelusivekeyword. For example, the commaatidw

icanreach mac-exclusive 4000.3745.00€lIs remote routers that tlealy destination this router

can reach is the MAC address of the 3745. This feature can also be used to indicate that certain
NetBIOS servers are located at the central site, but not elsewhexclingivekeyword prevents
remote sites from forwarding unnecessary broadcasts.

DLSw+ allows a peer router to adktise when it cannot reach a resource or SAP (this is specified in
thedlsw icannotreach sapgommand). One use of this feature is to prevent branch offices from
searching the data center for NetBIOS servers. If a DLSw+ peer learns via a capabilities exchange
that it cannot reach a resource via a particular peer, it will not send explorers to that peer for that
resource.
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Note If you are using border peers there are some limitations. Because border peers offer no
advantages for hierarchical networks, this chapter assumes they are not being used. See the
“Designing Meshed Networks” chapter for a discussion on the implications of border peers and
usingdlsw icanreachconfiguration commands.

DLSw+ also allavs you to statically configure a path to reach a local or remote resource. This is done
using adlsw mac-addrordlsw netbios-namecommand, and it arks well if there is only one ay

to reach a resource and its location will never change. This entry is never deleted from the cache.
The “Customization” chapter describes the difference between using static pattssand
icanreachcommands.
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CHAPTER 7

Designing Meshed Networks

This chapter describes design considerations when using DLSw+ to build a meshed, any-to-any
network. It describes the role of border peers andiges guidance on where to place border peers,
how to backup border peers, andahio size border peers. It also describes tmsize peer groups,
how to configure on-demand peers, and how to minimize unnecessary broadcast replication.

The Peer Group Concept

DLSw+ is the only implementation of DLSw thaferk features designed specifically to address the
issues in building fully meshed networks. These features are border peers, peer groups, and
on-demand peers, and yhere described in the “Introduction” and the chapAeivanced Featurés.
Using peer groups you canild enterprise netarks that support branch-to-branch communication
between either NetBIOS or Adiced Program-to-Program Communications (APPC) applications.
Most enterprises do not require fully meshed connectivity, but when it is required, it can be
challenging to support. Thekreason is that unless resources are statically configuseginere,
extensive broadcast traffic will result. This broadcast traffic can clog access links, and broadcast
replication can overburden branch routers.

DLSw+ solves this problem by providing a hierarchical means to dynamically search for branch
resources. Instead of a single branch router having to query every other branch router, the branch
router sends a single broadcast to its border peer. The border peer propagates the broadcast within
its group and to other border peers. Other border peers propagate the broadcast within their group.
This method not only minimizes the broadcast replication on each line, it also minimizes the
replication work done by any single router. End-to-end TCP connections (called peer-on-demand
connections) are set up only when resources are found. Figure 7-1 illustrates explorer processing
when border peers are used.
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Figure 7-1 Explorer Frames Are Processed by Border Peers

Group 1 Group 2

Border
Router 2

In Figure 7-1, Router A sends a single canureach frame to Border Router 1. Border Router 1
forwards this broadcast to the remaining four routers in Group 1 and to Border Router 2. Border
Router 2 forvards the broadcast to all the routers in Group 2. In tysall 10 branch routers regei

the canureach frameytthe originating branch router sent only a singleycapd the border routers
replicated it only five times.

Explorer Processing When Using Peer Groups

When adlsw local-peercommand specifies a group name, that local peer will forward explorer
packets only to border peers in its group, configured remote peers in another group, configured
remote peers that are not part of any group (for example, non-Cisco routers), or peers in its local
cache that match the explorer conditions. You can specifically configure remote peers within the
same group, it the local peer still sendg@orers only to its border pedrhe only &ception is that

if there are no active border peers within its group, a local peer will forward broadcasts to all
configured peers within its groupoiFexample, in Figure 7-1 if Router A is peered to all the routers
in Group 1 and to Router B, when Router A getsxatoger frame, it will forvard it only to Border
Router 1 and to Router B. If Border Router 1 is novactt will forward the gplorer to all the peers

in Group 1 in addition to Router B.

There are two reasons you may wish to configure all remote peers within a group. Again, using
Figure 7-1 as an example, if all the routers in Group 1 frequently communicate with each other, by
configuringdisw remote-peercommands between every pair of routers within the group, the peer
connections will always be active. This shortens the connection time for end-user sessions without
increasing the broadcast fiaf Connection to less frequently accessed peers in other groups can still
be made using on-demand peers. In addition, if there is only a single border peer, it eliminates the
single point of failure condition.

DLSw+ does not support cascaded groups. That is, if a border peer from one group forwards an
explorer to a border peer in another group, that border peer will not forward the explorer to a third

group.
Border peers will forward explorers to local rings in addition to other member peers.
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Border Peers

Currently, the sole function of border peers is broadcast replication on behalf of branch routers (or
member peers). By concentrating this function in a more powerful distribution or in central site
routers, and by distributing the replication function across a number of border peers, you can build
networks with fully meshed connectivity without having to put large, powerful routers at every
branch. The border peer should be a Cisco 4700, Cisco 7200, or Cisco 7500 series router. The
placement of the router is determined by your physical network design. It can reside either at a
distribution site or at a central site, depending on where you send your braficleimafute to other
branch sites.

DLSw+ supports multiple active border peers. If a single group has multiple active border peers,
therules of duplicate path bias appBrery peer in a group will either load balance across multiple
active border peers or will select the border peer with the least cost.

If you are using multiple active border peers, the following rules apply:

® Within a single group, every member peer must peer to every border peer in its group
® All border peers within a group must peer to each other

® All border peers within a group must peer to every border peer in other groups

® Border peers forard explorers to all member peers in their group, all border peers in their group,
and to one border peer in every other group

On-Demand Peers

With border peers in place, it is possible footpeers to communicate with each otharethough
neither has a configuration for the other. This is because they learn about each other via their
respective border peersoiRhat reason, there is a statement that definegdoonnect with peers
when nodlsw remote-peercommands are used. That statement isithe peer-on-demand-

defaults tcp command, and it can be used to specify the encapsulation, filters, and timers.
On-demand peer connections can be made between two peers in the same group or two peers in
different groups.

Size of Peer Groups

How you dvide your netwrk into groups will determine momuch broadcast replicationyasingle

router must do. For example, with a 50-branch network, it is possible to use a single peer group as
long as the broadcast ffiafis not excessive. Wh a 1000-branch netwk, a single peer group is not
practical (a single broadcast would have to be replicated 999 times). Suppose you designed a
network with 4 peer groups, each peer group consisting of 250 routihstiW¥ design, the border

peer must replicaterery broadcast once fovery peer in its group, and once forey other border

peer. As shown in Figure 7-2, with 4 groups of 250 routers, there are 3 + 249, or 252, replications
per broadcast. ith 20 groups of 50 routers, there are 19 + 49, or 68, replications per broadaast. Y
should design your groups in a manner that ensures your border peers can handle the amount of
broadcast replication any single router must perform.
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Figure 7-3 shows the router utilization based on the number of explorers per second. The practical
limit for a Cisco 4700 is 800 to 1000 explorers per second, although it can replicate around 1800
explorers per second if it does nothing else. Assuming a forwarding limit of 800 to 1000 explorers
per second, if the Cisco 4700 has 20 peers, it can handle an incoming rate of 4¢ptoré@seper
second.

Assume a border peer has 50 peer connections. s gase scenario for broadcast replication is
when a key resource is lost. Every end system will try to find that resource, resulting in at least 50
simultaneous broadcasts (each DLSw+ peer may get multiple explorers but will forward only the
first request and queue any duplicates). This would require 50 x 49, or about 2500, explorers. The
way to avoid this situation is to preconfigurg amsources that an entire enterprise needs to access
frequently. Border peers should only be used to find resources that are accessed on an as-needed
basis, and not accessed by all branches, all the time.

When you hag a hierarchical SN network and a meshed NetBIOS netik, you need to consider

the impact of border peers oxptorer trafic. You may hae occasional branch-to-branch figfhbut

the resources that every branch accesses every day are at the central site (the FEP or enterprise
servers). Every time a branch router needs to search for the FEP (because the MAC address of the
FEP is not in its cache), the branch router sends an explorer to its border peer. The border peer
forwards the explorer to ewy router in its group andrery other border peer. Ex if a border peer

has found the FEP on behalf of another resource, it will forward the explorer everywhere. That is
because border peers do not check their cache before forwarding explorers. (In Cisco I10S Release
11.3, border peers will support group caching to address this problem.)
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As illustrated in Figure 7-4, to avoid unnecessary broadcast forwarding for central site resources,
you can configure all the remote branch routers to peer to both their border peer and a data center
router (Router C). At Router C, you can configure the reachability of the FEPaddress in dlsw
icanreachcommand. As soon as the branch router establishes a peer connection with Router C, it
will learn that Router C can access the@®address of the FE®’hen Router A receés an gplorer

for the FEP MAC address, it will first check its cache, where it will find a match (rememdene

entries learned as part of a capabilities exchange are not deleted unless the associated peer
connection goes away). Instead of forwarding the explorer to its border peer, it will forward the
circuit setup request directly to Router C, avoiding any broadcasts to other branch routers.

Note In this replication scenario, if the border peer and the data center router are the same, specify
disw icanreachin the border peein this way, the branch router will preload its cache with the@®1A
address of the FEP and willxalys send a directed@orer to the border peer instead of requesting

that the border peer do a search on its behalf.
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Figure 7-4 Explorers Are Minimized by Peering Branch Routers to Both Their Border
Peer and a Central Site Router
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CHAPTER 8

RSRB Migration and
Multivendor Interoperability

This chapter describes the differences between DLSw+ and RSRB as well as the following issues:
® Why you might want to migrate from RSRB to DLSw+

® What the migration implications are in terms of management, memory, and performance

® How to migrate from RSRB to DLSw+

In addition, this chapter describes interoperability with other RFC 1795 implementations, including
valid configuration options.

RSRB and DLSw+ Comparison

RSRB was the predecessor to DLSw+. Created before there were routing standards, RSRB was
Ciscos original implementation for transporting LLC2 frabver an IP netwrk. RSRB has bedn
existence since 1991 and has been useditd some of the layest intgrated SM and client/serer
networks in the world. There are thousands of RSRB networks in existence, many with over 1000
RSRB routers. RSRB networks will exist well into the future.

In 1995, however, the first standard for SNA over IP was approved. This standard was created in
the AIW and was later documented in RFC 1795. DLSw+ complies with RFC 1795 and provides
enhancements that aldDLSw+ netvorks to scale better and pide better wailability than either
RSRB or RFC 1795-compliant implementations.

DLSw+ includes functions that were pieusly provided in several other Cisco features, including
RSRB, SDLLC, SR/TLB, Proxy Explorer, and NetBIOS name caching. Most environments using
DLSw+ no longer need to configure any of these features.

Why Move to DLSw+?

DLSw+ is Cisco's strategic solution for SNA transport going forward. RSRB will no longer be
enhanced. If you need featuregdmed what RSRB dérs, you will likely need to migrate to DLSw+.
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Why Move to DLSw+?

DLSw+ addresses several RSRB limitations by including key functions such as local
acknavledgment for deices on Ethernet and SDLLC for PU 2.¥des. In addition, DLSw+ scales
better than RSRB, is easier to configure and manage, and provides higher availability with load
balancing and backup features. DLSw+ aldersfmultivendor interoperabilityTable 8-1 illustrates
the differences between RSRB and DLSw+.

Table 8-1 Comparison of Cisco’'s RSRB to DLSw+
Benefits RSRB Features DLSw+ Features
Performance IP load sharing IP load sharing
Custom and priority queuing Custom and priority queuing
Circuit-level flow controt
Peer and port load sharihg
Availability Nondisruptive reroute Nondisruptive reroute
Prevents data-link control timeouts Prevents data-link control timeouts
Local acknowledgment on Etherhet
Backup peers
Fault tolerant peets
Scalability Limited broadcast reduction Broadcast reduction
SRB hop reduction RIF terminatiort
Broadcast optimization with peer
groups
Flexibility Media conversion via SDLLC and SR/TLB (2.0)Media conversion built in (2.0/2.1)
SRB dynamics SRB dynamics
Transport options (FST, direct) Transport options (FST, direEt)
IP and IPX bridging DLSw Lite (LLC2 encapsulatiof)
PU 4-to-PU 4 over multipath SRB Capabilities exchange
AST? Peer biasing with cokt
FST between unlike media (SDLLC and SNA DDR!
SRI/TLE?

Promiscuous peers
RIF passthrough

LNM over FSP

Multivendor interoperabilit§7

1. Supported by DLSw+ but not by RSRB
2. Supported by RSRB but not by DLSw+
3. Supports Token Ring-to-Token Ring only

DLSw+ was designed in a modular fashion to maximize stability and to facilitate new feature
additions. The circuit concept in DLSw+ simplifies management. Because DLSw+ is a standard,
Ciscos implementation can interoperate with other standard-compliant implementations, protecting
your investment in the technology and simplifying network integration of acquired companies.
Finally, we anticipate that DLSw+ soon will surpass RSRB as the most commonly employed
technique for SNA and client/server integration.
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Possible Migration Inhibitors

Some ewironments will not be able to e from RSRB to DLSw+ at this time. Thenay require
features that either are not present in DLSw+ yet or were added to DLSw+ in a recent release of
Cisco I0S softare. Bble 8-2 shars the DLSw+ features and the Cisco I0S release that is required
for that feature. See Appendix B for a more detailed list of DLSw+ features and refeitetaildy.

Table 8-2 Cisco IOS Release Support of DLSw+ Features

Feature Cisco 10S Release Level Required
APPN over DLSw+ 11.2

DSPU, Service Point, LAN Network Manager Support 11.1(5)

FST over ATM 11.1(5)

CiscoWorks Blue Maps Support (MIB) 11.1(5)

Show Enhancements 11.0(10), 11.1(4)

Debug Enhancements 11.0(9), 11.1(3)

FST over Frame Relay, Token Ring, FDDI 10.3(12), 11.0(9), 11.1(4)
SNA DDR, MAC Filters 11.1

Dynamic Peers 111

DLSw Lite, QLLC Conversion 11.0

Load Balancing 10.3

Ethernet Lack and PU 2.1 SDLLC 10.3

Peer Groups Borders 10.3

On-Demand Peers 10.3

Backup Peers 103,111

Promiscuous Peers 10.3

1. Enhanced

There are a few known RSRB features not currently available in DLSw+. These include:

® Support for duplicatedken Ring paths between FEPSs (this support requires RSRB without local
acknowledgment because of idiosyncrasies in the FEP Token Ring implementation)

® RIF passthrough

® |P and IPX bridging

® FST between unlike media
® LNM over FST

These features will be considered for a future release of Cisco I0S software, based on customer
demand. DLSw+ also does not support automatic spanning tree (AST), which is a protocol used
by source-route bridges to determine whether they should forward single route explorers.

Migration Considerations

The first two questions people ask when considering migration are:
1 Does DLSw+ perform as well as RSRB?

2 Does DLSw+ require additional memory?
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From a performance standpoint, DLSw+ uses the same or slightly fewer CPU cycles to handle an
equivalent amount of tréit. However DLSw+ uses more memory than RSRB. Tagreason more
memory is required is that DLSw+ maintains state information for every circuit and caches entries
for multiple active paths. Maintaining state information simplifies management, and maintaining
cache entries allows better network design. Even with the additional memory requirements, most
networks will run well with the defult memory that comes with the router and safeansubset. ¢t
example, the Cisco 2500 is a branch rouded in a typical branch with 20 to 40 PUs and LUs, the
standard memory configuration that comes with@frthe IBM images will run DLSw+ quite well.

If you are running RSRB with an older level of the Cisco IOS software, you may want to check if
your current routers can support DLSw+ with the memory tfage. The Cisco 10S softave subset
image takes up the bulk of the memory, and the image size has grown over time. The memory
required to store the image is the most important part of the equation. (The size of any Cisco I0S
software feature setavies by release, so that information is not included here.) If necegsacan
calculate the memory required by DLSw+ from the formulas provided in Appendix A.

When putting in new routers, rather than figuring out the smallest amount of required memaory, a
common approach is to install enough memory to minimize your chancedgmg bavisit remote

sites agin. Mary enterprises installing Cisco 2500s at remote sites with Cisco IOS Release 11.0 will
include 8 MB dynamic RAM and dual bank 8 MB Flash memory. For Cisco 4500s or Cisco 4700s
with many peers, many enterprises choose to install the maximum amount of memory (32 MB of
box memory and 16 MB of I/O memory) because there are fewer Cisco 4x00s in a typical network
and the cost of the additional memory is less of an issue.

Migrating Steps for a Simple Network

DLSw+ and RSRB can both run in the same router at the same time, but between any two routers
you should use one or the othes shan in Figure 8-1. This alles you to migrate your entire RSRB
network to DLSw+ one router at a time. (It is possible to send some traffic—for example, LNM or
bridged IP—over RSRB and other traffic over DLSw+.)

To migrate a hierarchical RSRB network to a hierarchical DLSw+ network, do the following:

1 Migrate your routers to Cisco I0S Release 10.3 or later édgle 8-2 to determine whiclexsion
of Cisco software you should install to get the features you want).

2 At the data center RSRB routers, configuddsav local-peercommand withpromiscuous
specified. Specify any filters that are required to keep inappropriate traffic (for example, IPX or
IP bridged frames) off your DLSw+ network (these filters are described in the “Customization”
chapter).

3 Select one remote site and delete the RSRB command (and any related commands such as
SDLLC, SR/TLB, Proxy Explorer, and NetBIOS name caching that are no longer required).

4 At that same remote site, addlaw local-peercommand and one or madesw remote-peer
commands. When the configuration at this remote site takes effect, your central site router will
use DLSw+ to communicate with this branch and RSRB to communicate with all others. Figure
8-1 shows a sample central site configuration.

5 Repeat Step 4 with the remaining remote sites. When all remote sites are migrated, you can
remove the RSRB peer statements from the local peer.
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Figure 8-1 Central Site Router Configured to Communicate with Both an RSRB Router
and a DLSw+ Router

Router A
10.2.24.2
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Configuration for Router A

source-bridge ring-group 100

disw local-peer peer-id 10.2.24.2 promiscuous
source-bridge remote-peer 100 tcp 10.2.24.2
source-bridge remote-peer 100 tcp 10.2.17.1 local-ack

Configuration for RSRB Router

source-bridge ring-group 100 /* must match central VR number
source-bridge remote-peer 100 tcp 10.2.17.1

source-bridge remote-peer 100 tcp 10.2.24.2 local-ack

Configuration for DLSw+ Router

source-bridge ring-group 200 /* no relation to central VR number
disw local-peer peer-id 10.2.34.1

disw remote-peer 0 tcp 10.2.24.2

Migrating to DLSw+ Border Peers from Hierarchical RSRB

Today many RSRB networks are hierarchical to limit broadcasts, but they require any-to-any
NetBIOS traffic. Figure 8-2 shows a hierarchical network. Branch routers only peer to the central
site routerand all sites use the same virtual ring number teptehe frames coming in from RSRB
Router A from being transmitted out by RSRB Router B.
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Figure 8-2 RSRB Network with a Requirement for Branch-to-Branch Connectivity in
Addition to Hierarchical SNA Traffic
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DLSw+ allows the network in Figure 8-2 to support any-to-any communication without an
inordinate number of broadcasts. Before you migrate, you need to determine what you want your
target network to look like. To support any-to-any communication, you will want to define peer
groups, and within each peer group, select one or more border pmensay decide to makRouter

A and Router B border peers to address your NetBIOS branch-to-branch traffic. You may also
choose to group all the East routers with Router B and all #st Muters with Router A.ovl will

need to peer Router A and Router B together (you can useves Taden Ring in this gample) so

that the border peers can exchange explorer traffic. (Traffic bridged over the LAN will not be
forwarded over the AN, because both Router A and Router Beéhthe same virtual ring number
TEST frames destined for the data center will be bridged to the FEP.

Note that in this configuration, not only will NetBIOS explorers be forwarded to all routers in a
group, but SNA TEST frames will also be intentionally broadcast everywhere. A simple way to
avoid this problem is to configure Router A and Router B witlsw icanreachcommand for the

FEP (or CIP) MAC. This information will be shared with each remote router as part of the
capabilities rchange when the peer connections are initialized. Configuring Router A and Router B
with adIsw icanreachcommanctauses remote routers to preload their cache fér &Nices and

send only directed broadcasts, not broadcasts that will be retransmitted.

To migrate this network to DLSw+ with border peers, do the following:
1 Migrate to the correct Cisco I0S release.

2 At Router A, configure dlsw local-peercommand wittpromiscuousandborder specified.
Also, include a group name. Configurdlsw icanreachcommand for the FEP MAC.

3 At Router C, delete the RSRB configuration statements and configlew focal-peer
command withgroup specified and dlsw remote-peercommand pointing to Router A. You
still have no branch-to-branch communicationt Bouter C and Router A aremasing DLSw+
to communicate.

4 At Router D, delete the RSRB configuration statements and configise éocal-peer
command withgroup specified and dlsw remote-peercommand pointing to Router A. Now
Router C and Router D can communicate using Router A as a border peer.

5 Continue the above until all of the first group is migrated. When all remote sites are migrated,
you can remove the RSRB peer statements from Router A for routers C, D, and E.
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6 At Router B, configure dlsw local-peercommand witfpromiscuousandborder specified.
Also, include a group name. Configurdlsw icanreachcommand for the FEP MAC. Include
adlsw remote-peercommand for Router A. (Optionally, you can adilsw remote-peer
command for Router B in Router A for symmetry and spggafysiveon that statement. This
is a cosmetic change.)

7 Repeat steps 4 through 6 for the routers in the second group, but point the routers to Router B.
As soon as the first router in the second group is migrated to DLSw+, branch-to-branch
communication between groups will be enabled.

Migrating to Border Peers from Meshed RSRB

Some environments use RSRB for fully meshed networks by careful network design and isolation
rings. This section describes how to migrate meshed RSRB to border peers.

In Figure 8-3, all routers in the &t peer with all other B¢t routers, and all routers in the East peer

with all other East routers. When Router @nis to find a NetBIOS saw it replicates anxglorer

over each of its three peer connections. When Router A receives the explorer, it puts it on the local
Token Ring where it is picked up by Router B. Router B has no way of knowing that the origin

is remote, so it replicates the explorer to each of its remote peers. In this way, the broadcast is
forwarded, replication in any single router is minimized, and configuration is simplified. This
process s the best RSRB had tdeaf kut it had limitations. All routers within a group had to peer

to each othembranch routers had to replicate aplerer once foreery router in their group, and the
end-to-end session traversed three data links and two TCP connections, complicating management
and flow control.

Figure 8-3 RSRB Network Using Isolation Rings for Branch-to-Branch Connectivity
While Concurrently Supporting Hierarchical SNA Traffic
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This network is harder to migrate because of the different virtual route numbers. Both RSRB and
DLSw+ use the same virtual ring number, so as long as both are running, explorers will be
retransmitted as bridged frames. The steps for migrating this network are:

1 Migrate to the correct Cisco IOS release.

2 At Router A, configure dlsw local-peercommand wittpromiscuousandborder specified.
Also, include a group name. Configurdlaw icanreachcommand for the FEP MAC.
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3 At Router C, delete the RSRB configuration statements pointing to Router A (leave in the
statements pointing to other branch routers) and configdisaocal-peercommand with
group specified and dlsw remote-peercommand pointing to Router A. Now, Router C and
Router A are using DLSw+ to communicate.

4 AtRouter D, delete the RSRB configuration statements for Router A and Router C, and configure
adlsw local-peercommand witlgroup specified and dlsw remote-peercommand pointing to
Router A. Now Branch C and Branch D can communicate using Router A as a border peer.
Communication to Router E is still with RSRB.

5 At Router E, delete all the RSRB configuration statements and confidlaw bbcal-peer
command withgroup specified and dlsw remote-peercommand pointing to Router A. At
Router C and Router D, delete the remaining RSRB statements. Now, all routers in the West
group can communicate to each other through the border peer (see Figure 8-4). Communication
to the East group is still through the Token Ring in the middle.

6 At Router B, configure dlsw local-peercommand witfpromiscuousandborder specified.
Also, include a group name. Configurdlsw icanreachcommand for the FEP MAC.

7 Repeat steps 3 through 5 for the routers in the second group, but point them to Router B.

8 When the final branch in the second group is migrated to DLSw+, didd/aemote-peer
command in Router B for Router A and change the virtual ring number in Router B to match the
virtual ring in Router A. When all remote sites are migrated, you carveeaticemaining RSRB
remote peer statements from Router A and Router B.

9 The final solution is shown in Figure 8-5.
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Figure 8-4 RSRB Connections Are Removed and Replaced with DLSw+ Connections
Without Loss of Connectivity
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Figure 8-5 Logically Meshed DLSw+ Network
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Multivendor Interoperability

You can configure a Cisco DLSw+ router to communicate with a non-Cisca tdatezver not all

the plus features will be available. Table 8-3 illustrates the features in DLSw+ beyond what the
standard offers. Marof the plus features can be used (with some restrictigan)itthe peer at the
other end is not a Cisco router. These features are noted with an asterisk.

This section details the options you cannot configure and the options that are configurable but
somewhat unpredictable. All interoperability testing was done at base-RFC 1795 level only. Cisco
has tested interoperability with IBM (both the 6611 and the 2210) and 3Com. Contact Cisco to find
out the latest status of this interoperability testing.

Table 8-3 Comparison of DLSw+ and Standard DLSw Features
DLSw Standard Feature Additional DLsw+ Features
Performance IP load sharing Peer and port load sharihg
Circuit-level flow control Custom and priority queuing
Weighted fair queuing
Availability Nondisruptive rerouting Backup peers *
No data-link control timeouts Fault tolerant peers*
Scalability Broadcast reduction Broadcast optimization with peer groups
Hop count reduction Ring lists*
Flexibility Media conversion Peer biasing with cost *
SRB dynamics Diverse transport options

Capabilities exchange for cache preloading SNA DDR

Diverse data-link control media (QLLC,
Reverse SDLLC)

Dynamic peers

1. Can be used with peers that are non-Cisco routers

The ke limitations when hilding networks with a mix of DLSw standard and DLSw+ routers are:

® You cannot use any encapsulation other than TCP (to non-Cisco routers)
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® Non-Cisco routers cannot be border peers or participate in peer groups; in a mixed-vendor
environment, you also may not be able to take advantage of load balancing, backup peers, and
cost (for these features, it depends on which router is the Cisco router and which one is the
non-Cisco router)

® A Cisco router can load balance betweea tentral site non-Cisco routers as long as the Cisco
router initiates the canureach exchange; a Cisco router can also locally load balance across all
interfaces

® Cisco routers can automatically connect to a backup peer upon loss of a primavepéethe
backup peer is a non-Cisco routenpewer the non-Cisco router must either be able to accept a
connection from an unknown peer or support something equivalentpasbeekeyword; the
Cisco router will automatically terminate the backup peer connection according to the
configuration options

® A Cisco router can establish a dynamic peer connection with a remote non-Cisco peer as long as
that remote peer can accept either a connection from an unknown peer or support something
equivalent to th@assivekeyword

® Cisco routers can bias remote peer selection based on cost and can support diverse local media

Again, interoperability testing has been limited to RFC 1795 features only, but all of the features
should work. Most of these features require that the Cisco router be at the initiating end of the
connection.

Local Peer Statements

The followingdlsw local-peercommand keywords are valid because they do not contain
information that is sent in a capabilities exchange to a remote router:

disw local-peer[peer-id ip-addres$ [If sizd [keepalivesecondp[passivé
[promiscuoud[biu-segment

The followingdlsw local-peercommand keywords can be configured in a Cisco router, but they
should be ignored by non-Cisco standard-compliant routers (they are passed in the capabilities
exchange):

disw local-peer[group group| [border] [costcosi

Remote Peer Statements

Fordlsw remote-peercommands, you must specify TCP/IP encapsulation. Theviolipkeywords
are available on this command:

disw remote-peetist-numbertcp ip-addresgbackup-peerip-addres§ [bytes-netbios-out
bytes-list-namjg] costcos] [dest-macmac-addregs dmac-output-list access-list-numbér

[host-netbios-outhost-list-namg[If sizq [linger minute$ [Isap-output-list list]
[tcp-queue-max

sizg

These kywords control local filtering, biasing, queue depths, and control when this peer will initiate
disconnects with a remote peer.

You should not use the following keywords when you configureligve remote-peercommands:

disw remote-peetist-numbertcp ip-addresg dynamic] [inactivity minute$ [keepalivesecondk
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[no-llc minute$ [priority ] [timeout secondp

Thepriority keyword should not be configured, because it will cause a Cisco router to open four
TCP queues, which another vendor’s router may not understand or accept. Whetiieaithie

keyword will work as desired is vendor-dependent. Associated with the dynamic keyword are
inactivity minutesandno-llc minutes SNA DDR relies orimeout seconddo control when TCP
recognizes that it has lost a connection kewpalivesecondso be set to zero to prent keepalives

from keeping up dial lines. Both keywords will have unpredictable results when used with another
vendor’s router.

Other DLSw+ Commands
Other DLSw+ configuration commands that can be used include:

® disw ring-list

® dIsw mac-addr

® dlIsw netbios-name
® disw icanreach

® dIsw duplicate-path-bias
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CHAPTER 9

Using Show and Debug Commands

This chapter describes how to use show and debug commands to monitor DLSw+ and to
troubleshoot. Certain situations may require external equipment (such as protocol analyzers) to
understand what is happening in the network environment. DLSw+ is designed to minimize such
situations and to provide tools that offer sufficient information in the majority of cases.

In addition to describing DLSwshow anddebug commands, this chapter descrilsbswand
debugcommands for related feature sets that can be useful in finding problems in DLSw+
environments.

Finally, this chapter includesamples that describeWwdo use the tools to find and correct problems
in the network. The examples provide insight into the correct methodology to find and resolve
DLSw+ problems.

DLSw+ Show Commands

DLSw+ provides severahowcommands that allow you to display relevant information about
DLSw+ routers, circuits, peers, and reachability:

® show disw capabilities
® show dIsw circuits

® show disw fastcache

® show dIsw local-circuit
® show disw peers

® show dIsw reachability

The following sections explain each of these commands.

Show DLSw Capabilities

To display the capabilities of the local DLSw+ peer or remote peer ushdhedlsw capabilities
command. DLSw+ capabilities arenvalys exchanged as part of the peer initiation processy tha
also be rchanged (called a “run-time capabilitiexkange”) in an acte peer session if something
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changes. Without any keywords, tleow disw capabilitiescommand shows the capabilities
learned from each remote peer. Keywords can be used to specify a particular peer for which
capabilities should be siva or to display the capabilities the local peer willeige to ayp remote
peers.

This command may be useful in determining whether peers support certain features. This may be
of particular importance when dealing with DLSw+ features, such as border peering.

The syntax of thehow dIsw capabilitiescommand follows:

show disw capabilitieqinterface type numbef ip-addressip-addresq local |

Syntax Description
interface—Interface used to access a remote peer (direct/LLC2 encapsulation)

ip-address—P address of a remote peer (FST or TCP encapsulation)
local—Specifies the local DLSw+ peer

Figure 9-1 shows sample output froraleow disw capabilitiescommand issued for a local peer.

Figure 9-1 Output from a show disw capabilities Command Issued for a Local Peer

milan#sh dlis cap local
DLSw: Capabilities for local peer

vendor id (OUI): ‘00C’ (cisco)
version number 01
release number : 0

init pacing window : 20
unsupported saps . none
num of tcp sessions A

loop prevent support I no

icanreach mac-exclusive : no
icanreach netbios-excl. : no
reachable mac addresses : none
reachable netbios names : none

cisco version number 01
peer group number : 0
border peer capable : no
peer cost : 3
biu-segment configured : no
current border peer . none
version string :
Cisco Internetwork Operating System Software 10S ™GS Software (GS7-K-M),

Experimental Version 11.1(10956) [sbales 139]
Copyright (c) 1986-1996 by cisco Systems, Inc.
Compiled Thu 30-May-96 09:12 by sbales8

Show DLSw Circuits

To display information about the end-to-end sessions using DLSw+, usiedtiiedIsw circuits

command. When using TCP encapsulation (or Frame Relay direct encapsulation with local
acknowledgment), DLSw+ locally terminates the data-link connection. That is, acknowledgment
and keepalive frames are exchanged locally between the end station and the data-link switch while
data frames flo directly from one end station to the othEhis allavs the session to remain aeti

even if the path between the DLSw+ peers suffers a short period of unavailability.
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To provide this service, the two DLSw+ peers through which the session is established must keep
administrative information about the session (for example, sequence numbers), and the peers must
remain synchronized (for instance, if one peer receives a disconnect request from its end station, it
must tell the other peer so that it can disconnect from the remote end station). This record keeping
and synchronization is accomplished using DLSw+ circuits.

Theshowcommands have been changed in Cisco IOS Releases 11.0(10.1) and 11.1(3.3) to allow
users to display circuits at a particular end-station address or SAP. This simplifies and speeds up
problem isolation and resolution.

In an environment where two devices are in session across a TCP DLSw+ cloud, you should see
corresponding circuits on the DLSw+ peers, and the state should be CONNECTED. There is another
state called CKT_ESTABLISHED, which indicates that the routers have set up the circuit
successfully, but that the end stations have not yet initiated their sessions across that circuit. This
message could be indicagiof aty number of problems, including problems with Xlkrkeanges or
devices for which a VARY ACT command has not been issued from VTAM.

Note that when using FST peers (or direct encapsulation peers not using localedgment), the
data-link connection is not locally terminated. The RIF (if Token Ring) is terminated, but the
data-link connection is end to end, and you will not see circuits established for sessions across
DLSw+ FST or direct peers not using local acknowledgment.

The syntax of thehow dlsw circuitscommand follows:

show dlsw circuits[detail] [0-259 | mac-addressaddresq sap-valuevalug

Syntax Description

detail—Display full remote circuit details (thigkword can be specified in conjunction wittyan
of the following keywords to minimize the volume of data returned; only one of the following
keywords can be specified)

0-255—Display the circuit with this key index
mac-address—bisplay the remote circuits using a specific MAC
sap-value—Display all remote circuits using a specific SAP

Figure 9-2 shows sample output frorareow dIsw circuitscommand. In this example, the router
had only a single circuit, sbetail was specified without any qualifiers. For key routers at a central
site, to minimize the output, you may chose to omit the detail if you are listing all of the active
circuits.

Figure 9-2 Output from a show disw circuits Command

milan#show dlsw circuits detail

Index  local addr(Isap)remote addr(dsap) state

194-00 0800.5a9b.b3b2(F0)0800.5ac1.302d(FO) CONNECTED
PCEP: 995AA4UCEP: A52274
Port:ToO/Opeer 172.18.15.166(2065)
Flow-Control-Tx CW:20, Permitted:28;Rx CW:22, Granted:25
RIF = 0680.0011.0640

Show DLSw Fastcache

Theshow disw fastcacheommand allows you to display the cache being used by DLSw+
when FST or direct (passthrough) encapsulation is used. Using DLSw+ with FST peers or
direct encapsulation peers (without local acknowledgment enabled) allows you to use the router’s
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fast-switching capabilities, impving throughput and reducing the load on the rosit€PU. To do

this, a fast-switching cache must be built. The first frame between two end stations will be process
switched, and during this process an entry will be made in the fast-switching cache so that
subsequent frames between those end stations may be fast switched.

You can view the fast-switching cache that DLSw+ has creatieid information can be useful in
determining what path specific data is taking, or to help determine whetfietigriddwing between
two specific stations.

Figure 9-3 shows the output frashow dlsw fastcacheommand.

Figure 9-3 Output from a show dIsw fastcache Command

milan#show disw fastcache

peer local-macremote-mac l/r sap rif
FST 172.18.15.166 0800.5a9b.b3b2  0800.5ac1.302d
FO/FO 0680.0011.0640

Show DLSw Local Circuits

Starting with Cisco 10S Release 11.1, local conversion via DLSw+ became a configurable option.
Prior to this, to covert between dierse data-link protocols, a user had teehao routers peered to
each other, each with one of the media types.

With the local conversion feature, now this can be done within a single router and with no remote
peers required. DLSw+ supports localwersion between SDLC or QLLC and LLC2, and between
SDLC and QLLC. To do the data-link conversion, the router must keep state information similar to
that described in the section “Sh®LSw Circuits: The router creates a circuitjtin this case both
halves of the circuit are maintained on the same router. This information can be collected through
theshow dlsw local-circuitcommand. You can specify all local circuits or you can qualify the
search in one of the arguments.

show disw local-circuit[0-63 | [mac-addressaddres$ | [sap-valuevalug

Syntax Description

9-4

0-63—Display the local circuit with this key index
mac-address—DBisplay all local circuits using the specified MAC
sap-value—Display all local circuits using the specified SAP

Figure 9-4 shows the output of this command.

Figure 9-4 Output from a show dIsw local-circuit Command

milan#show dlsw local-circuit

key mac-addr  sap state port rif
58-00 4000.1234.56c1 04 CONNECTED Se3/7 --no rif--
PCEP: AABB04 UCEP: AABA04
4001.3745.1088 04 CONNECTED To0/0 08B0.A041.0DE5.0640
PCEP: 995A18 UCEP: A4BA0O4
59-00 4000.1234.56c2 04 CONNECTED Se3/7 --no rif--
PCEP: A4C290 UCEP: A4C190
4001.3745.1088 04 CONNECTED To0/0 08B0.A041.0DE5.0640

PCEP: A4B7A4 UCEP: A4C190
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Show DLSw Peers

Theshow disw peercommand allows you to show the status of remote peers. With the exception
of local circuits, nothing happens in DLSw+ without remote peer connections. If the peer is not in
CONNECT status, no data tfiafwill be able to flav between end stations that are trying todrae

the peer connection.

In addition to the state of the peer, tiw disw peercommand will tell you what kind of peer

this id] either configured, promiscuous, or peardemand, which is created when border peers are
used. To show the status of a remote peer, usshthe disw peercommand with the following
syntax:

show dIsw peerdinterface type numbefip-addressip-addres$

Syntax Description
interface—Interface used to access a remote peer (direct encapsulation)

ip-address—P address of a remote peer (FST or TCP encapsulation)

Figure 9-5 shows the output of thleow dlsw peercommand.

Figure 9-5 Output from a show dIsw peers Command

milan#show dlsw peers

Peers state pkts_rx  pkts_tx  typedrops  ckts

TCP uptime

TCP 172.18.15.166 CONNECT 26086 8400 conf 0 1
0 00:03:42

Show DLSw Reachability

You can use thehow disw reachabilitycommand to determine which SNA or NetBIOS DLSw+

end stations a router has in its cache. DLSw+ checks the reachability cache when it is trying to
initiate a session to determine if it already knows the correct peer or port to use for this session. It
also checks this cache when attempting to send traffic that is not session-based (that is,
connectionless) across DLSw+. If DLSw+ does notwkmdere a particular destination address is,

it queries other peers that it knows about. When it does learn how to reach a destination, DLSw+
keeps that information for a specific amount of time in forteb reduce the broadcast fiabn the
network.

Reachability tables can become large. To make the table more ushablepmmands have been
changed in the later maintenance releases to gtha to search the reachability table for a particular
MAC address or NetBIOS name. This simplifies problem isolation and diagnosis on a particular
station (or a particular protocol). These changes are currently available in Cisco IOS Releases
11.0(10.1) and 11.1(3.3).

You can use thehaw disw reachability command to she the entire reachability cache, or use one

of the leywords to shev a portion of the reachability cache. Reachability is usually the second item
to check when troubleshooting a connection that will not come up. First, check the peer to ensure
that it is connected, because no traffic will flow over a disconnected peer. Then check the
reachability You should see that one of thevides is FOUND LOCAL and that the other is FOUND
REMOTE (and vice-grsa on the other peer). If the status of one of the resources is SEARCHING,
VERIFY, or not present, there may be a problem in the data path betweervitabtde its nearest
DLSw+ peer. If not found, it may imply that the cache entry has timed out.
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To determine which end stations are in a router’'s cache usbdhedIsw reachabilitycommand
with the following syntax:

show dIsw reachability[mac-addresqaddres§ [ netbios-namegname]]

Syntax Description
mac-address—DBisplays all addresses in the reachability cache, or the path to a specific MAC

netbios-names—DBisplays all NetBIOS names in the reachabitiighe, or the path to a specific
name

Figure 9-6 shows the output fronshow disw reachabilitycommand.

Figure 9-6 Output from a show dIsw reachability Command

milan#show dIsw reachability
DLSw MAC address reachability cache list

Mac Addr status Loc. peer/port rif
0800.5a9b.b3b2 FOUND LOCAL TokenRing0/0 06B0.0011.0640
0800.5ac1.302d FOUND REMOTE 172.18.15.166(2065)

DLSw NetBIOS Name reachability cache list

NetBIOS Name status Loc. peer/port rif

paulo01s FOUND REMOTE 172.18.15.166(2065)

vitoO1r FOUND LOCAL  TokenRing0/0 06B0.0011.0640

Other Useful Show Commands

Show Interface

Theshow interfacecommand can be useful to determine whether the data path between the end
station and the DLSw+ router is active. In addition, for SDLC interfaces this command provides
information about individual devices (SDLC addresses) on a single-drop or multidrop line. Figure
9-7 shows the output fromshow interfacecommand.

Figure 9-7 Output from a show interface Command for a Serial Interface
Supporting SDLC

Serial3/7 is up, line protocol is up
Hardware is cxBus Serial
Description: sdlc config to MVS
MTU 4400 bytes, BW 1544 Kbit, DLY 20000 usec, rely 255/255, load 1/255
Encapsulation SDLC, loopback not set
Router link station role: PRIMARY (DCE)
Router link station metrics:
slow-poll 10 seconds
T1 (reply time out) 3000 milliseconds
N1 (max frame size) 12016 bits
N2 (retry count) 20
poll-pause-timer 10 milliseconds
poll-limit-value 1
k (windowsize) 7
modulo 8
sdlc vmac: 4000.1234.56--
sdlc addr C1 state is CONNECT
cls_state is CLS_IN_SESSION
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Show IP Route

VS 4, VR 4, Remote VR 4, Current retransmit count O
Hold queue: 0/200 IFRAMEs 20/20
TESTs 0/0 XIDs 0/0, DMs 0/0 FRMRs 0/0
RNRs 228/0 SNRMs 1/0 DISC/RDs 0/0 REJs 0/0
Poll: set, Poll count: 0, chain: C2/C2
sdlc addr C2 state is CONNECT
cls_state is CLS_IN_SESSION
VS 4, VR 6, Remote VR 4, Current retransmit count O
Hold gueue: 0/200 IFRAMEs 20/14
TESTs 0/0 XIDs 0/0, DMs 0/0 FRMRs 0/0
RNRs 357/0 SNRMs 1/0 DISC/RDs 0/0 REJs 0/0
Poll: clear, Poll count: 0, ready for poll, chain: C1/C1
Last input never, output 00:00:00, output hang never
Last clearing of “show interface” counters never
Output queue 0/40, 0 drops; input queue 0/75, O drops
5 minute input rate 0 bits/sec, 10 packets/sec
5 minute output rate 0 bits/sec, 10 packets/sec
1663 packets input, 8248 bytes, 0 no buffer
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, O abort
1673 packets output, 6832 bytes, 0 underruns
0 output errors, 0 collisions, 2 interface resets
0 output buffer failures, 0 output buffers swapped out
1 carrier transitions
RTS down, CTS up, DTR up, DCD up, DSR up

Theshow ip route command can be useful in determiningyvehpeer is not reaching a CONNECT
state. Often what appears to be a DLSw+ problem turns out to be an IP routing protssttinge

one router from reaching the other. Usingghew ip routecommand or executing axtended

ping command to the remote peer address from the local peer address can help ensure that the
problem is not an IP connectivity problem.

Show Source Bridge

Show Bridge

Show LLC2

Local SRB is used to get Token Ring frames into DLSw+.sHuosv source-bridgecommand can

be used to see if this local SRB has been correctly set up in the ring group. It will also indicate if
there are large numbers of SRB drops at the interface level. Large numbers of drops could indicate
a problem or could simply indicate the presence of an access list.

When using transparent bridging as an entry into the DLSw+ cloud (for example, end stations on
Ethernet), thehow bridgecommand allas you to determine if the router kms the MAC address
of the end stations and, if so, whether they were determined from the correct interface.

When locally terminating LAN sessions, DLSw+ establishes LLC2 sessions with the LAN-attached
end stations. Thghow llc2command is useful in monitoring the state of these LLC2 sessions.
Figure 9-8 shows the output oshow llc2command.
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Figure 9-8 Output from a show llc2 Command for a LAN Interface Supporting SDLC

milan#show lic

LLC2 Connections: total of 2 connections

TokenRing0/0 DTE: 4001.3745.1088 4000.1234.56¢1 04 04 state NORMAL
V(S)=9, V(R)=12, Last N(R)=9, Local window=7, Remote Window=127
akmax=3, n2=8, Next timer in 2300

xid-retry timer 0/0 ack timer 0/1000

p timer 0/1000 idle timer 2300/10000
rej timer 0/3200  busy timer 0/9600
akdelay timer 0/100 txQ count 0/200

TokenRing0/0 DTE: 4001.3745.1088 4000.1234.56¢2 04 04 state NORMAL
V(S)=8, V(R)=9, Last N(R)=8, Local window=7, Remote Window=127
akmax=3, n2=8, Next timer in 2504

xid-retry timer 0/0 ack timer 0/1000

p timer 0/1000 idle timer 2504/10000
rej timer 0/3200 busy timer 0/9600
akdelay timer 0/100 txQ count 0/200

Show TCP
When using TCP encapsulation, one TCP session (or more) is opened between the TCP peers. The
show tcpcommand shws information about that session, including information about longest and
average round-trip timers. This could be useful in findingN/¢ongestion or routing protocol issues
that cause performance problems at the end station.

Other

There are many other commands that may be useful in certain environments, including:
® show frame-relay map

® show frame-relay pvc

® show Inm station

® show interfaces accounting

DLSw Debug Commands

Although it is possible to turn on all DLSw+ dgjging, this may result imf more information than

is needed in any particular situation and will make it more difficult to analyze the debug output.
When possible, try to determine which debug is needed and turn on as little debug as possible. In
addition, remember that it is advisable to use any router debugging only at the direction of Cisco
engineers; it is possible to hang a router with too muchgiqdarticularly if the router is running at
high-CPU utilization. The following statement illustrates the syntax odi¢feig diswcommand:

debug disw[core | local-circuit | peers| reachability]

Syntax Description
core—Collects information about (remote) circuit events and flow control

local-circuit— Collects information about local circuit events
peers—Collects information about peer events

reachability—Collects information about explorer traffic and reachability
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Core Debugging

The DLSw+ core is the engine responsible for establishing and maintaining remote circuits. If
possible, specifying the indef the circuit you wish to detg will cut davn on the amount of output
you get. However, if you want toatch a circuit initially come up, this is not an option. The syntax
of thedebug dIsw corecommand is:

debug disw corg[0-255] flow-control | message$state | xid]

Syntax Description
0-255—Limits debug output to circuits with this key index

flow-control—Limits DLSw+ debug to core flow control
messages-kHimits DLSw+ debug to core messages

state—Limits DLSw+ debug to core finite state machine state transitions
xid—Limits DLSw+ debug to core XID command/response bit tracking

Core flav-control delngging will provide information about congestion in thé&Wor at the remote
end station. If the YWN or remote station is congested, DLSw+ will send remaiot ready frames
on its local circuits, throttling data traffic on established sessions and giving the congestion an
opportunity to clear.

Core message detyging allevs you to viev specific packts being receed by DLSw+ from one of
its peers or from a local medium via common layer services interface (CLSI).

Core state debugging allows you to see when the state of a circuit changes. This command is
especially useful when attempting to determine why a session is not establishing or why it is being
disconnected.

Core XID delngging allavs you to track the XID state machine, which the router uses to track XID
commands and responses used in negotiations between end stations prior to the establishment of a
session.

Local Circuit Debugging

Local circuit deligging is comparable to core dejging for circuits that are established on a single
router (Cisco IOS Release 11.1 and later). The same type of information in the complete st of deb
DLSw+ core options isvailable with debg. The syntax of thdebug dlsw local-circuit command

is:

debug disw local-circuit0-63

Syntax Description
0-63—Key index for a specific local circuit

Peer Debugging

Peer debgging is useful in determining wta DLSw+ peer is not reaching CONNECT state oy wh
a peer in CONNECT state is being torn down. This debug is particularly useful in debugging
problems related to border peers and peer-on-demand peers. The syntaebtithdlsw peers
command is:

debug disw peerdinterface interface| ip-addressip-addresg
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Syntax Description

interface—Interface used to reach a remote peer (direct encapsulation only)

ip-address—P address of a remote peer (TCP or FST encapsulation only)

Figure 9-9 shows the output frondabug disw peersscommand during a normal peer connect
sequence, displayed from the router that initiated the peer connection.

Figure 9-9 Output from a debug disw peers Command Issued at the Initiating Router

DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:

During a Normal Peer Connection

action_a() attempting to connect peer 172.18.15.166(2065)
action_a(): Write pipe opened for peer 172.18.15.166(2065)

peer 172.18.15.166(2065), old state DISCONN, new state WAIT_RD
passive open 172.18.15.166(11018) -> 2065

action_c(): for peer 172.18.15.166(2065)

peer 172.18.15.166(2065), old state WAIT_RD, new state CAP_EXG
CapExId Msg sent to peer 172.18.15.166(2065)

Recv CapExld Msg from peer 172.18.15.166(2065)

Pos CapExResp sent to peer 172.18.15.166(2065)

action_e(): for peer 172.18.15.166(2065)

Recv CapExPosRsp Msg from peer 172.18.15.166(2065)

action_e(): for peer 172.18.15.166(2065)

peer 172.18.15.166(2065), old state CAP_EXG, new state CONNECT
disw_tcpd_fini() for peer 172.18.15.166(2065)

disw_tcpd_fini() closing write pipe for peer 172.18.15.166

action_g(): for peer 172.18.15.166(2065)

closing write pipe tcp connection for peer 172.18.15.166(2065)
peer_act_on_capabilities() for peer 172.18.15.166(2065)

Figure 9-10 shows the output frond@bug disw peercommand during a normal peer connect
sequence, displayed from the router that received the peer connection request.

Figure 9-10 Output from a debug disw peers Command Issued at the Receiving Router

DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:
DLSw:

During a Normal Peer Connection

passive open 172.18.15.166(11020) -> 2065

action_b(): opening write pipe for peer 172.18.15.166(2065)

peer 172.18.15.166(2065), old state DISCONN, new state CAP_EXG
CapExId Msg sent to peer 172.18.15.166(2065)

Recv CapExld Msg from peer 172.18.15.166(2065)

Pos CapExResp sent to peer 172.18.15.166(2065)

action_e(): for peer 172.18.15.166(2065)

Recv CapExPosRsp Msg from peer 172.18.15.166(2065)

action_e(): for peer 172.18.15.166(2065)

peer 172.18.15.166(2065), old state CAP_EXG, new state CONNECT
peer_act_on_capabilities() for peer 172.18.15.166(2065)
disw_tcpd_fini() for peer 172.18.15.166(2065)

disw_tcpd_fini() closing write pipe for peer 172.18.15.166

action_g(): for peer 172.18.15.166(2065)

closing write pipe tcp connection for peer 172.18.15.166(2065)

Figure 9-11 shows the output frondebug disw peercommand during a normal peer disconnect
sequence.
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Figure 9-11 Output of a debug disw peers Command During Normal Peer Disconnect

DLSw: action_d(): for peer 172.18.15.166(2065)
DLSw: aborting tcp connection for peer 172.18.15.166(11015)
DLSw: peer 172.18.15.166(2065), old state CONNECT, new state DISCONN

Reachability Debugging

Reachability debugging ails you to see when entries are added to the DLSw+ reachability cache,
when thg are deleted from this cache, and when the core is able to find a destinatioaddiess

or NetBIOS name in the cache (therebgiding a broadcast). If all this information is required, the
verbosekeyword should be specified.

debug disw reachability[error | verbosd [netbios|sna]

Syntax Description
error— Show only reachability errors

verbose—Show reachability event detail
netbios—Show only reachability events for NetBIOS
sna—Show only reachability events for SNA

Theverbosekeyword provides a great deal of information, so two subsets of verbose reachability
debugging are available: error or event. Event debugging (default behavior if meith@senor

error is specified) praides information only aboutents resulting in a state changesrs that are

not errors but are somewhat out of the ordinary, and errors. If only the errors are desiedr the
keyword can be used. In normal operatemor should produce output only in rare situations (for
example, low-memory conditions).

In a further effort to allow the user to minimize output, eitherstigeor netbios keywords can be
specified in addition to one of the other keywords. If one is specified, only reachability debug will
be produced if it was caused by that traffic protocol (or any traffic that DLSw+ cannot link to a
specific protocol, such as TEST frame). If neira nornetbiosis specified, dalg will not check
which protocol a message is related to before printing it.

The debug example in Figure 9-12 shows that DLSw+ is receiving TEST frames on the Ethernet
interface. DLSw+ will put the source address into the reachability cache (if it is not already there).
The status of SEARCHING here indicates that DLSw+ is already trying to resolve the destination
MAC address. This router has already sent one canureach frame to its peers, so there is no need to
send another. Had the status been NOT_FOUND, this DLSw+ peer would have sent a canureach
frame to all of its peers. Had it been FOUND (in other words, there was already an entry in the
reachability cache), the DLSw+ peeowld hae used that information to respond to the request or

to forward the frame toard the destination (depending on whether the cache entry is fresh or stale).

Figure 9-12 Output from a debug disw reachability Command

CSM: Received CLSI Msg : TEST_STN.Ind dlen: 47 from TokenRing0/0
CSM:  smac c000.0000.0050, dmac 0800.5a54.ee59, ssap 4 , dsap O
CSM: test_frame_proc: ws_status = SEARCHING

CSM: sending TEST to Serial3/7

CSM: Received CLSI Msg : TEST_STN.Ind dlen: 47 from TokenRing0/0
CSM: smac c000.0000.0306, dmac 4000.0000.0308, ssap 4 , dsap 0
CSM: test_frame_proc: ws_status = SEARCHING
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Other Useful Debug Commands

Other useful debug commands include:
® debug source-bridge
® debug sdic

® debug clsi

Debug Examples

The following examples show how tbdebugcommands can be used to pinpoint the cause of a
problem.

Problem 1: No machines from a remote site can reach the central site. The peer at the remote site
has IP address 172.18.15.156.

Action 1: Checking the output from thehow disw peercommand, we see:

Peers: state pkts_rx pkts_tx type drops ckts
TCP uptime
TCP 172.18.15.156 DISCONN 0 0 conf 0 0

Action 2: We can uselebug disw peercommand to determine the problem:

DLSw: action_a() attempting to connect peer 172.18.15.156(2065)

DLSw: action_a(): Write pipe opened for peer 172.18.15.156(2065)

DLSw: peer 172.18.15.156(2065), old state DISCONN, new state WAIT_RD
DLSw: dIsw_tcpd_fini() for peer 172.18.15.156(2065)

DLSw: tcp fini closing connection for peer 172.18.15.156(2065)

DLSw: action_d(): for peer 172.18.15.156(2065)

DLSw: peer 172.18.15.156(2065), old state WAIT_RD, new state DISCONN
DLSw: Not promiscuous - Rej conn from 172.18.15.166(2065)

Diagnosis: Attempts to open peer 172.18.15.156 are not successful. DLSw+ received an open
request from 172.18.15.166, but DLSw+ rejected it because that peer was not defined. Upon
investication, we determine that the peer that weetdefined \as entered incorrectly and should be
172.18.15.166, which is the device attempting to peer to us. After changing this address, the peer
connects:

Peers: state pkts_rx  pkts_tx type drops ckts
TCP uptime
TCP 172.18.15.166 CONNECT 2 2 conf 00
00:24:27

Problem 2: SDLC-attached déces are unable to reach the host. Milan is the peer at the remote site
where the SDLC devices reside.

Action 1: Issuing theshow disw peerscommand tells us the peer is up:

milan#sh disw peers

Peers: state pkts_rx pkts_tx type  drops ckts
TCP uptime

TCP 172.18.15.166 CONNECT 9 140 conf 0 O
00:02:10

Action 2: Issuing theshow dlsw circuitstells us no circuits are up:

milan#show dlsw circuit
milan#
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Action 3: Issuing ashow interfacescommandells us the state of the SDLC addresses isUWSB
which indicates that we have successfully connected to the downstream SDLC devices:

milan#show interfaces 3/7

Serial3/7 is up, line protocol is up
Hardware is cxBus Serial
Description: sdlc config to MVS

MTU 4400 bytes, BW 1544 Kbit, DLY 20000 usec, rely 255/255, load

1/255
Encapsulation SDLC, loopback not set
Router link station role: PRIMARY (DCE)
Router link station metrics:
slow-poll 10 seconds
T1 (reply time out) 3000 milliseconds
N1 (max frame size) 12016 bits
N2 (retry count) 20
poll-pause-timer 10 milliseconds
poll-limit-value 1
k (windowsize) 7
modulo 8
sdlc vmac: 4000.1234.56--
sdlc addr C1 state is USBUSY
cls_state is CLS_STN_CLOSED
VS 0, VR 0, Remote VR 0, Current retransmit count O
Hold gueue: 0/200 IFRAMEs 29/18
TESTs 0/0 XIDs 0/0, DMs 0/1 FRMRs 0/0
RNRs 620/0 SNRMs 3/0 DISC/RDs 1/0 REJs 0/0
Poll: clear, Poll count: 0, ready for poll, chain: C2/C2
sdlc addr C2 state is USBUSY
cls_state is CLS_STN_CLOSED
VS 0, VR 0, Remote VR 0, Current retransmit count O
Hold queue: 0/200 IFRAMEs 37/26
TESTs 0/0 XIDs 0/0, DMs 0/0 FRMRs 0/0
RNRs 730/0 SNRMs 7/0 DISC/RDs 2/0 REJs 0/0
Poll: set, Poll count: 0, chain: C1/C1
Last input never, output 00:00:00, output hang never
Last clearing of “show interface” counters never
Output queue 0/40, 0 drops; input queue 3/75, 0 drops
5 minute input rate 0 bits/sec, 40 packets/sec
5 minute output rate 0 bits/sec, 40 packets/sec
12740307 packets input, 25482189 bytes, 0 no buffer
Received 0 broadcasts, 0 runts, 0 giants
0 input errors, 0 CRC, 0 frame, 0 overrun, 0 ignored, 0 abort
12740340 packets output, 25487483 bytes, O underruns
0 output errors, O collisions, 5 interface resets
0 output buffer failures, 0 output buffers swapped out
3 carrier transitions
RTS down, CTS up, DTR up, DCD up, DSR up

Action 4: By checking the configuration, we determine that these devices are defined to reach a

partner at MAC address 4001.3745.1088:

milan#write terminal

!

interface Serial3/7
description sdlc config to MVS
mtu 4400

no ip address
encapsulation sdlc

no keepalive

clockrate 9600

sdlc role primary

sdlc vmac 4000.1234.5600
sdic N1 12016
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sdlc address C1

sdlc xid C1 05DCCCC1

sdlc partner 4001.3745.1088 C1
sdlc address C2

sdlc xid C2 05DCCCC2

sdlc partner 4001.3745.1088 C2
sdic disw C1 C2

Action 5: Issuing theshow disw reachabiilty mac-addresscommand tells us DLSw+ has not been
able to find this address:

milan#show dlsw reachability mac-address 4001.3745.1088

DLSw MAC address reachability cache list

Mac Addr status Loc peer/port rif
4001.3745.1088 SEARCHING REMOTE

Action 6: Issuing theshow disw reachability mac-addressddress at the FEP-attached router
(bolzano) tells us the remote peer is still searching for this resource:

bolzano#show disw reachability mac-address 4001.3745.1088
DLSw MAC address reachability cache list

Mac Addr status Loc. peer/port rif
4001.3745.1088 SEARCHING LOCAL

Action 7: We know this is a Token Ring-attached FEP, yet issuinghbe source-bridge
command tells us that no Token Ring interfaces are set up for SRB:

bolzano#show source-bridge
Global RSRB Parameters:
TCP Queue Length maximum: 100

Ring Group 100:
No TCP peername set, TCP transport disabled
Maximum output TCP queue length, per peer: 100
Rings:

Diagnosis:After adding thesource-bridgestatement to inteate Tolken Ring 0, we agjn issue the
show source-bridgecommand and see:

bolzano#show source-bridge

Local Interfaces: receive transmit
srnbntrnrpsnmaxhops cntbytes

cnt:bytes drops

ToO 222 6 100* f 7 7 7 23:6562 0:0

0

Global RSRB Parameters:
TCP Queue Length maximum: 100

Ring Group 100:
No TCP peername set, TCP transport disabled
Maximum output TCP queue length, per peer: 100

Rings:
bn: 6 rn: 222 local ma: 4000.3060.0458 TokenRing0
fwd: 0
Explorers: ------- input ------- e output -------

spanning  all-rings  total spanning all-rings
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total
ToO 0 0 0 0 0
0

Local: fastswitched 19 flushed 0 max Bps 38400

rings inputs bursts throttles
output drops
ToO 19 0 0
0

The SDLC circuits have come up:

bolzano#show dlsw circuits

Index  local addr(Isap) remote addr(dsap) state
250-00 4001.3745.1088(04) 4000.1234.56¢1(04) CONNECTED
Port:ToO peer 172.18.15.157(2065)

Flow-Control-Tx CW:20, Permitted:29; Rx CW:20, Granted:32
RIF = 08B0.A041.0DE6.0640

251-00 4001.3745.1088(04) 4000.1234.56¢2(04) CONNECTED
Port:ToO peer 172.18.15.157(2065)
Flow-Control-Tx CW:20, Permitted:31; Rx CW:20, Granted:32
RIF = 08B0.A041.0DE6.0640

Problem 3: This case is similar to the last case, but one remote SDLC device comes up, while the
other remote device does not. Milan is the router attached to the remote SDLC devices.

Action 1: Issuing theshow disw peerscommand tells us the peer is up:

milan#show dlsw peers

Peers: state pkts_rx pkis_tx type drops ckts

TCP uptime

TCP 172.18.15.166  CONNECT 561 420 conf 0 2
0 00:26:42

Action 2: Theshow disw reachability mac-addressommand (specifying the MAaddress of the
FEP) tells us that reachability is all right:

milan#show disw reachability mac-address 4001.3745.1088

DLSw MAC address reachability cache list

Mac Addr status Loc. peer/port rif
4001.3745.1088 FOUND REMOTE 172.18.15.166(2065)

Action 3: Theshow dIsw circuits mac-addresgommand tells us that only one of theteircuits
is connected:

milan#show dlsw circuit mac-address 4001.3745.1088

Index local addr(Isap) remote addr(dsap) state

250-00  4000.1234.56¢1(04) 4001.3745.1088(04) CONNECTED
251-00  4000.1234.56c2(04) 4001.3745.1088(04) CKT_ESTABLISHED

The state of CKT_ESTABLISHED tells us that there is a data path between the two devices over
which a session could be established, but that session has not yet connected (in this case, no
SABME/UA exchange has occurred).
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Action 4: Issuing ashow debug dlsw coreommand provides the following output:

milan#debug disw core state

DLSw core state debugging is on

milan#

DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:WAN-XID state:CKT_ESTABLISHED
DLSw: core: dlsw_action_g()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:WAN-XID state:CKT_ESTABLISHED
DLSw: core: dlsw_action_g()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED
DLSw: START-FSM (251-00): event:DLC-Id state:CKT_ESTABLISHED
DLSw: core: dlsw_action_f()

DLSw: END-FSM (251-00): state:CKT_ESTABLISHED->CKT_ESTABLISHED

Diagnosis:We see that DLSw+ is seeing and passing XIDs from both the SDLC-attached device
and the FEP, yet the FEP is not attempting to initiate the session. This is often an issue with
something in the XID (most commonly the IDBLK/IDNUM).

Action 5: Checking the configuration at milan, we see that the XID defined for use on the router is
05DCCCCC:

milan#write terminal

!
interface Serial3/7
description sdlc config to MVS
mtu 4400
no ip address
encapsulation sdlc
no keepalive
clockrate 9600
sdlc role primary
sdlc vmac 4000.1234.5600
sdic N1 12016
sdlc address C1
sdic xid C1 05DCCCC1
sdlc partner 4001.3745.1088 C1
sdlc address C2
sdlc xid C2 05DCCCCC
sdlc partner 4001.3745.1088 C2
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Action 6: Checking the configuration in VAM, we see that the XID is supposed to be 05DCCCC2.
There is no &y to see what is defined in XW from the router; this must be obtained from the host.
After changing this value, the session comes up:

milan#conf t

Enter configuration commands, one per line. End with CNTL/Z.
milan(config)#int s 3/7

milan(config-if)#sdlc xid c2 05DCCCC2

milan(config-if)#~Z

milan#show dlsw circuit

Index local addr(Isap) remote addr(dsap) state

250-00 4000.1234.56¢c1(04) 4001.3745.1088(04) CONNECTED
251-00 4000.1234.56¢c2(04) 4001.3745.1088(04) CONNECTED

These examples are not meant to be an exhaustive list of the things that can go wrong and how to
detect them. Hoever these aredirly useful in demonstrating tnato use the\ailable tools to attack
and diagnose any DLSw+ connectivity issue.
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CHAPTER 10

Using CiscoWorks Blue: Maps,
SNA View, and Native Service Point

This chapter describes how to use some of the enhanced network management tools available with
DLSw+. It shows the kind of information available with these tools, provides some sample output,
and describes the prerequisites to using these tools with DLSw+.

CiscoWorks Blue Maps provides a logical view of the portion of your router network relevant to
DLSw+ (there is a similar tool for RSRB and APPN). CiscoWorks Blue SNA View adds to the
information provided by Maps by correlating SNA PU and LU names with DLSw+ circuits and
DLSw+ peers. CiscoWorks Blue Native Service Point support allows you to manage your router
network from the mainframe console using IBM’s NetView or Sterling’s SOLVE:Netmaster.

Quite often, the challenge with network management is that there is too much information, not too
little. Maps addresses this problem byvyiding information releant to the problem you are trying

to solve in an easy-to-use, graphical interface. Maps for DLSw+ requires Cisco |IOS Release
11.1(6.4). DLSw+ routers must be IP-addressable to beadieising Maps. Currentlyou must use

either FST or TCP encapsulation to show peers.

The Global DLSw map, skm in Figure 10-1, is the first screen you come to when you start Maps.
This map is derived by polling DLSw+ routers. To minimize polling traffic, you optionally can
define a set ofdy routers that are centrally located and peer to all remote routers. \&hevukers

are specified, they are the only routers polled to generate the global map. Other routers are polled
only when required to obtain requested information.
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Figure 10-1 Global Map View for DLSw+ in Maps

Dppmlsi

Key routers are polled periodically to obtain updated information about peer connections and
circuits. Making central site routers peer routers reduces polling overhead while allowing full
visibility. To mark a router key, go to Edit and select Key Devices.

The Global DLSw map shows only the DLSw+ routers, not the IP-addressable entities that are not
transporting SNA or NetBIOS. By eliminating the “noise,” this screen allows you to more quickly
pinpoint potential problem areas. DLSw+ peer connections are shown with color-coded lines
connecting the routers. The locator window allows you to hone in on the relevant DLSw+ routers.

When you click on an indidual DLSw+ peer in this screen, the popup winddlows you to access:
® FocusView—A view of the DLSw+ network from a particular router

® Information—For g&ample, the grsion number of DLSw+ running in this roytés uptime, the
number of active peer connections, and the number of active circuits

® Statistics—A list of remote peers connected to this peer, and then statistical information about
the peer connection

® Circuit List—A list of all circuits established through this peer (valid for TCP or LLC2
encapsulation only)
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As shavn in Figure 10-2, when you click on a roytgou can also use th@dls menu at the top of

the screen todinet to the routefor instance, you can select Cis@aV from the Dols menu to see

the physical connections and state of the router. Finally, you can access Path Tool from the Tools
menu. If SNA View is installed, you can also access the PU/LU Filter screen and view NetView
Logs. SNA View will be covered more later in this chapter.

When you request a circuit list, Maps polls the selected rotherrouter looks at the circuit list in

the MIB and obtains the MB/SAP pair for the né n circuits and the state of those circuits. (As you
will see later on, if SNA View is installed, the router can then use the correlation logic to associate
the circuit with a PU name). The circuit list si®the state of the circuits and pides a simple ay

to search for the circuit or group of circuits for which you need more information. All circuit
information requires Maps Releasel.1.

Figure 10-2 Tools Integration

From the list of remote peers, you can select a specific remote peer and get the statistics for that peer
This includes data paekcounts, eplorer packt counts, and circuit counts for that p&#hen you

select a peer and request statistics, that peer router is polled and its MIB is checked. The output of
this is shan in Figure 10-3. This screen may illustrate, fearaple, that a specific peer has gdar
number of circuits active or that it is processing a large number of NetBIOS broadcasts.
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Figure 10-3 Sample View of Remote Peer Statistics

B Hosd Ligl @ cwb-ol cigco, com

From the circuit list described earlier, you can access specific circuit information. The Circuit
Information screen, shown in Figure 10-4, shows the circuit path comprised of the data links at the
end point and the peer connection in the middle. If the data lindkenTRing, the screen illustrates

RIF. (Token Ring is shown as anabvSDLC, FDDI, and Ethernet are indicated with a straight line
and labeled either SDLC or LLC.) The state of each element on the path is illustrated with color
coding, allowing you to rapidly pinpoint problems.

If you are running SNA View, you will also get the name of any PU 2.0 or PU 2.1. For PU 4s or
mainframe channelkgeways, the MAC address is sin. The detailed circuit information illustrates
flow-control data. Large discrepancies between the sending counts of one router and the receive
counts of the other could indicate a problem.
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Figure 10-4 Sample View of Circuit Information Screen

Using SNA View

SNA View allows you to correlate DLSw+ circuits and peer connections with PU and LU names.
SNA View has a mainframe component that querieAMTo build a database of SNPUs and LUs
and maintains this database by capturing VTAM messages that indicate state changes.

SNA View requires VTAM 4.1 and NetView 1.3 or Sterling’s SOLVE: Netmaster 3.1. SNA View
runs on MVS, but not VM or VSE. Obviously, most AS/400 environments do not have VTAM,;
therefore, SNA Vier does not praide PU or LU information for AS/400 gimonments. (SNA View
for DLSw+ and RSRB requires VTAM, but SNA View for APPN does not.)

To access information about PUs and LUs in your network, use the PU or LU Filter screen. To get
to this screen, selectdls from the main menu and then select PU or LU from the pulkdoenu.
There are two ways to access information about SNA PUs and LUs from this screen.

1 By Info—You can request information about a specific PU or LU, or a list of PUs or Luskno
to VTAM, by specifying the resource name, specifying a partial name with wildcards, or
requesting the entire list; the PU name to MAC/SAP correlation requires either TCP or LLC2
encapsulation, because this information isvéerifrom circuit lists in the router; neither FST or
direct encapsulation tracks circuits

2 By Dependency—You can request the PUs and LUs associated with a specific router; the
dependency view requires that the peer transport be TCP

Figure 10-5 shows a PU and an LU Filter screen. If you click on By Info, you would enter the PU
information on the left side of the PU Filter screen. If you click on By Depegpdgmewould select
a router on the right side of the PU Filter screen.
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Figure 10-5 PU and LU Filter Screens

From this screen, you will get a list of PUs or LUs. From the list of PUs or LUs that match the
previous criteria, you can activate or deactivate SNAcds from this screen. Because thevaté

or deactiate command kicks an adtion or deacti&tion request to VAM, you can n@v use your
SNMP console to control tENA resource (PU 2.x or LU), including those that are not part of your
DLSw+ network.

By selecting a PU or LU from the list, you can get information aboutthat PU or LU is connected
if it is connected to a DLSw+ router. This is shown in Figure 10-6.
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Figure 10-6 LU Dependency Screen

This screen uses color to indicate problem areas in theretwom this screen, you can also select

a DLSw+ peer and use Path Tool to trace the path between two DLSw+ peers. To get the IP path
between cwb-c3 and cwb-c5 in Figure 10-6, you would click on one of the routers and select Path
Tool from the Tools pull down menu.

Managing DLSw from the Web

Most of the data available through CiscoWorks Blue Maps and SNA View can also be accessed
through Web browsers, providing an easy-to-use interface that can be used from any PC desktop.
With this capability, users no longer need to be seated at or using X-software into the network
management system. There must still be at least one UNIX platformvbensein the management
ervironment. Through the @b bravser interice from dfice or home, users can retrganformation

about their DLSWAPPN, and RSRB netwks on a platform of their choiceoFexample, as shwn

in Figure 10-7, the user might want to see a tabular snapshot of the state of the DLSw+ network.
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Figure 10-7 Web Browser View of DLSw+ Network Status
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Using Native Service Point

With Cisco 10S Release 11.@gy Cisco router that shipped with the IBM sadte feature set also
shipped with service point capabilifyervice point capability alles a Cisco router to communicate
directly to either IBM’s NetView or Sterling’s SOLVE:Netmaster.

To use this feature, you must configure your router to use the service point funationust also
configure VTAM to recognize the service point router as a PU.

When VTAM initializes, it actvates a system services control points (SSCP)-to-PU session between
itself and each router that has been configured to use the service point function. NetView or
SOLVE:Netmaster uses this SSCP-to-PU session to establish a service point session with.the router
NetView and SOWVE:Netmaster then use this service point irtegfto send commands to the router

or receive messages from the router.

If you configure service point in your routers, your router will send SNA alerts directly to VTAM,
greatly impr@ing visibility from your mainframe netark management applicationorexample,

if you are using DLSw+ for media cegrsion from SDLC to dken Ring, by using service point you
can view SDLC alerts at your Hardware Monitor screen even though your SNA resources now
appear as if they were Token Ring attached to VTAM. To use service point in conjunction with
DLSw+ requires Cisco 10S Release 11.1(5). Figure 10-8 shows a sample configuration.
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To configure service point, you must define the SNA PU in the router (usidgghehost
command), define a virtual MAC address for this SNA PU (4000.4000.00f0 was used in Figure
10-8), and use the virtual data-link control (VDLC) statement to connect the service phatdraf
the DLSw+ virtual ring.

Figure 10-8 Configuration of Service Point over DLSw+

MAC 4000.3745.1088  Token
Ring

NSP CWB01
4000.4000.00f0
LSAP 12

source-bridge ring-group 99

disw local-peer peer-id 150.10.20.1

disw remote-peer 0 tcp 150.10.20.2

sna vdic 99 4000.4000.00f0/* define LAN address of Native Service Point

sna vdlc enable-host Isap 12/* define SAP for Native Service Point

dspu host cwb01 xid-snd 06500001 rmac 4000.3745.1088 rsap 4 Isap 12

sna vdlc start cwb01

interface TokenRing0

source-bridge 100 1 99
To further enhance network management, you can use Cisco’s application Native Service Point.
Native Service Point Release 2.0 requires MVS VTAM 3.4 and IBM NetView 1.3 or Sterling
SOLVE:Netmaster 3.1.

Native Service Point allows you to access the command line interface of a Cisco router from your
NetView or SOLVE:Netmaster console. Using Native Service Point, you can issue any command
from your NetView or SOLVE:Netmaster console that you can issue from a Telnet interface to the
router. You can configure the router, isshewcommands, and issaebug commands.
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Native Service Point is an ideal solution for SNA environments that are just beginning to deploy
multiprotocol networks and have NetView or SOLVE:Netmaster expertise but not Simple Network
Management Protocol (SNMP) expertise. It minimizes training and equipment costs for network
management while providing enough function to easily maintain a small network of 50 or fewer
routers. The router interface through Native Service Point is more user friendly than a Telnet
interface (with features such as command retrieval and the ability to store output to a virtual
sequential access method [VSAM] data base).

For networks with more than 50 routers, you may prefer to use this tool in conjunction with
CiscoWorks SNMP tools to allow control over groups of routers for such labor-intensive tasks as
configuration downloads and software upgrades.

Figure 10-9 shows the main Native Service Point screen. This screen lists each Cisco router
configured with NSP (each router has an SNA PU appearance to VTAM). The router status is
indicated with colarSelecting a router causes the popup menu to gpgeiah allavs you to either
access the router's command line interface or gather information about the router.

Figure 10-9 Main Cisco Native Service Point Screen at NetView
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Figure 10-10 shws the Hardware Monitor alert panel for a routeeached from option 4 (SWdViR

Alerts) on the previous figure. Each line of data represents an alert that was detected against the
selected routeBy selecting a number xigto one of these alerts, you can see more details about the
alert, such as router connectivity to host and performance statistics.
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Figure 10-10  Hardware Monitor Screen with Alert Data Forwarded from a Cisco Router

Figure 10-11 shws the Natie Service Point setup screen, which you can use for trend anatysis. Y
can select to monitor specific routers or specific iat&$ on those routeroiydetermine hwe often

you want polling to occur and where you want the data to be archived. You can monitor router
memory and cycle utilization as well as traffic and error statistics.

Figure 10-11  Native Service Point Tailored for Trend Analysis
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CHAPTER 11

Using DLSw+ with Other Features

This chapter describes how to use DLSw+ in conjunction with other Cisco 10S software features:
APPN, DSPU concentration, LAN network manager (LNM), and NCIA. It briefly describes these
features, discusses why you would want to run these features in the same router with DLSw+, and
provides some sample configurations.

Using DLSw+ with DSPU Concentration

With Cisco 10S Release10.3, the Cisco 10S safenincludes support for a feature wmoas DSPU
concentration. In Release 11.1(5), DSPU concentration can be used in conjunction with DLSw+ in
the same router. (In Release 11.2, DSPU concentration ships as part of the IBM base.)

DSPU concentration consolidates multiple DSPUs into a single upstream PU appearance with
multiple LUs, as shen in Figure 11-1. This can be useful when remote brancles2eo 30 PUs

per branch, a common occurrence if using client software that has both a PU and LU appearance.
With 300 or more branch offices, this equates to 6000 to 9000 PUs in the network. DSPU
concentration can reduce this to 300 PUs.

Figure 11-1 DSPU Concentrates SNA PUs
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By reducing the number of PUs (in this case, from 9000 to 300), you accomplish several things:
® Minimize NCP and VTAM memory requirements

® Speed up disaster recovery, because fewer SSCP_PU sessions need to be reestablished

® Minimize the number of central site routers required

This last adantage is & in scaling a laye DLSw+ netwrk. As discussed in the chapter “Designing
Hierarchical Network&the number of PUs is a&l¢ factor in sizing your central site routers. That is
because each SNA PU has a data-link control connection to its adjacent PU. DLSw+ (when using
either TCP or LLC2 encapsulation) is involved in maintaining all of these data-link control
connections. Under typical $Nraffic loads, to support a netrk with 300 branches and 9000 PUs
requires three to four central site routers (depending dittvafumes and all@ing for backup). ®
support a 300-branch network with 300 PUs will typically require no more than two central site
routers. Thus, some environments can benefit greatly from using DSPU concentration at remote
sites. DSPU concentration can also be used when connecting large numbers of PUs (hundreds of
PUs) in distribution sites, with the goal of scaling the network at a lower cost.

To configure DSPU, you need to do the following:
® Map DSPU to DLSw+ using thedlc command

¢ Define the upstream PU (the one thafWTwill see) and assign it an XID, virtual MAaddress,
and link SAP

® Define the LU pool

¢ Define the downstream resources (PUs and LUSs); you can either specifically map downstream
resources to an upstream LU, or you can use a pool of LUs
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Figure 11-2 shows a sample configuration.

Figure 11-2 DSPU Concentration Example

MAC 4000.3745.1088

MAC 4000.4000.00f0 LSAP 12

DLSw+

DSPU
Upstream PU Virtual
lus 2 3 4 5 6 16 17 18 19.7] Ring 99
Mainpool
| — |
2 2 3 4 2 3 4

PU3174-2

PU3174-3

PU3174-1

_—

/* Configure DLSw+ */

source-bridge ring-group 99

disw local-peer 0 tcp 150.10.20.1

disw remote-peer 0 tcp 150.10.20.2

/* Configure DSPU to use VDLC upstream */

4000.4500.0001

=y

dspu vdlc 99 4000.4000.00f0/* MAC addr of dspu on virtual ring 99*/
dspu vdic enable-host Isap 12 /* DSPU sap for upstream communications*/

/* Configure host */

dspu host fepl xid-snd 06500001 rmac 4000.3745.1088 rsap 4 Isap 12
dspu vdic start fepl /* start communication to fepl over vdic*/

/* Configure host LUs in a pool*/
dspu pool mainpool host fepl lu 2 16
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Thedspu hostcommand defines an upstream PU with which this DSPU will communicate. The
XID specified will be used when connecting with this host. The remote MAC is the MAC address
used to reach this host (typically the FEP MAC).

Each upstream PU attaches to a single host. There can be multiple upstream PUs in a single router
allowing communication to multiple hosts. A single dynamic pool can be used to attach to multiple
hosts.

Thedspu poolcommand defines a range of host LUs in an LU pool. Dynamically defined LUs (that
is, LUs allocated from the pool) contend for the available upstream LU resources.

The following configuration defines the three PUs shown in Figure 11-2:

/* Configure downstream PUs/LUs*/

dspu pu pu3174-1 xid-rcv 05d00001 rmac 4000.3174.0001 rsap 4 Isap 8

dspu lu 2 4 host fepl 17

dspu pu pu3174-2 rmac 4000.3174.0002 rsap 4 Isap 8

dspu lu 2 4 pool mainpool

dspu pu pu3174-3 xid-rcv 05d00003

dspu lu 2 4 pool mainpool

dspu default-pu

dspu lu 2 4 pool mainpool

/* Enable downstream PU connection*/

interface TokenRingO

rmac 4000.4500.0001

dspu enable-pu Isap 8

dspu start pu3174-1 /* activates pu3174-1*/
The pu3174-1 configuration statement specifies the XID, remot@, Ad remote SAP to be used
by this PU. Because all three keywords are specified, a connect-in resource must match all three
parameters to be associated with this definition. (Connect-in means the PU initiates the host
connection, typically with a TEST frame on a LAN.) The pu3174-1 will be allocated three dedicated
LUs beginning with LU 17. It will access fepl. The pu3174-2 only requires a match in the remote
MAC and remote SAP. It is allocated three LUs from the pool. The pu3174-3 only requires a
matching XID. It is also allocated three LUs from the pool. If a PU connects in and does not match
ary of these PUs, it can use thealdf PU definition. The pu3174-1 is the only PU that is/at#d
by DSPU. The local SAP defined in the downstream 3174s must be 08 to communicate with the
DSPU in the router and must specify MAC address 4000.4500.0001.

The MAC address specified after the inded command is the MAaddress by which dmstream
resources will know this DSPU. If DLSw+ were downstream (instead of Token Ring, as in this
example), the DSPU virtual MAC address would be specified instead.

DSPU concentration has been available since Cisco IOS Release 10.3 for Token Ring and RSRB.
Support for Frame Relay requires Release 11.0. SDLC, Ethernet, and QLLC support was added in
Release 11.1. Support in the same router as DLSw+ requires Release 11.1(5).

Using DLSw+ with APPN

DLSw+ has supported APPN since Release 10.&¢eder running APPN and DLSw+ in the same

router has only been supported since Release 11.2. This section discusses why and where APPN is
required, under what circumstances yawuid run APPN and DLSw+ in the same rougerd how

to configure it.
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What Is APPN

APPN is an SK architecture that defines\Wwgeer nodes communicate. Itfdifs from subarea SN
in several ways:

APPN does not have a hierarchical structure; there is no concept of upstream or downstream
resources, primary or secondary roles are negotiated, and all network nodes have control points

End systems understand the network architecture and are not on the periphery or boundary of
SNA; therefore, SK Class Of Service (COSxtends to the desktop, and best paths through the
network can be determined directly from the end systems

APPN is more dynamic; both directory and topology information is determined dynamically with
minimal configuration requirements

With High-Performance Routing (HPR), APPN will dynamically reroute around link failures
without disrupting SNA sessions

APPN is more open; the APPN architecture is enhanced in an open forum (the AIW), and as a
result, the routing function is available on more, lower-cost, multifunction platforms, such as
multiprotocol routers

Where and Why to Use APPN

When APPN was first defined in the mid-1980s, it supported LU 6.2 applicationsBetause most
applications were 3270 applications, there was limited migration toward APPN in corporate

networks. In VTAM 4.2, however, VTAM implemented a feature known as dependent LU server
(DLUS). When used in conjunction with dependent LU requester (DLUR), this feature allows you
to use APPN for any application in your network.

APPN is not for every network, but a percentage of SNA networks will implement APPN in some
portion of their network. Where APPN is implemented depends on the problem you are trying to
address:

® APPN in the data center

In multihost environments, APPN allows you to reduce costs and enhance performance by
minimizing your dependency on FEPs and NCP software, while migrating to a Cisco CIP. (If
migrating to an IBM 3746, you may still want to use Cisco’s APPN implementation in the data
center for high-performance DLUR processing.) Also, APPN in the data center allows you to
enhance SNA application availability by taking adtage of the capabilities of an IBM parallel
sysplex complex. By limiting APPN to the data center, you minimize cost and avoid any
scalability issues, while still getting the benefit of routing directly to the correct mainframe.

® APPN in the backbone

APPN allows you to reduce your FEP costs while maintaining SNA functionality. In multiple
data center environments, you can use Cisco routers with APPN functionality where you have
FEPs today to allow SNA routing and COS at distribution sites. The Cisco routers cost less, are
easier to maintain, support more diverse LAN and WAN media, and can optionally be used to
support multiprotocol traffic. By limiting APPN to the backbone, you minimize cost and avoid
any scalability issues, while still getting the benefit of routing directly to the correct data center.
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® APPN to the branch

APPN may be required at the branch if you have LU 6.2 imaging or other high-bandwidth
applications as well as interaeti SNA running in the same SNdevice. In this case, APPN can
protect existing interactive SNA traffic from bandwidth-intensive SNA applications by taking
SNA COS all the way to the branch.

¢ APPN to offload AS/400s
In this environment, APPN can offload network processing from your AS/400s.

Because the focus of this design guide is DLSw+, tkefee pages will describe each of the abo
environments and why DLSw+ may also be required. This section describes how the Cisco 10S
software supports APPN and DLSw+ running in the same rolitere is no specific configuration
required if APPN is not running in the same router as DLSw+. DLSw+ sees the Cisco APPN router
as aPU 2.1.

APPN in the Data Center

With VTAM 4.2, APPN has become a viable option for enterprise networks with legacy 3270
applications. In addition, new IBM FEPs can be purchased with native APPN support. IBM’s
strategy for high availability in the data center (using a parallel sysplex complex) requires APPN.
As a result, many data centers in the future will migrate to APPN.

APPN in conjunction with DLSw+ is required if the data center routers support APPN and there are
remote branches that access these data center routers using DLSw+, as shown in Figure 11-3.

Figure 11-3 APPN in the Data Center
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By supporting DLSw+ in the same router as APPN, you can use DLSw+ to get to the data center and
you can use Cisco’s APPN implementation in the data center to handle SNA routing to the correct
SNA application host and to handle DLUR processing.

APPN in the Backbone
If you are migrating from a network with remote FEPs to a multiprotocol network using Cisco
routers, you can use Ciss@®PPN feature to pvide the same SNCOS and routing that your FEPs
provided. You do not need to put APPN everywhere, because you did not have SNA function
everywhere before. & can use DLSw+ to connect remote sites to your APPN backbonewas sho
in Figure 11-4.

Figure 11-4 APPN in the Backbone
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APPN to the Branch

In the subarea world, SNA COS applies only between PU 4s and PU 5s. Outbound, unidirectional
COS vas added to the NCP in a later releasealiPU 2.0 in a subarea netk does not understand
COS. Most likely, if your SNA network performs well today, and you are not adding new,
bandwidth-intensive applications, you do not need to put APPN in the branch to support COS.

However, if you are adding new SNA applications, such as imaging applications, you may have a
new requirement for providing SNA COS to the branch. APPN at the branch addresses this
requirement. The Cisco IOS software supports native APPN across any transport. Because of
scalability problems inherent to APPN, if yowhaa large netark (more than 100 branchfiges),

you should work with Cisco consulting engineers to ensure that your network design will scale
correctly.

Some environments will chose to run APPN over DLSw+ from the branch. The key reasons
enterprises run APPN over DLSw+ in this environment are:

® DLSw+ provides nondisruptive rerouting around link failures and dynamic nondisruptive fall
back to primary links when they recover

® DLSw+ provides DDR over circuit-switched links
® |P is the backbone protocol of choice in your network

By using custom queuing in conjunction with APPN, you can proteatt&iffic from multiprotocol
traffic while concurrently prioritizing SNA traffic according to SNA COS. Figure 11-5 shows an
example of APPN over DLSw+ from the branch.

Figure 11-5 APPN to the Branch
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Configuration Details
To configure APPN to run over DLSw+, you need to do the following:

® Configure DLSw+

® Configure the APPN control point

® Configure APPN to transport data over VDLC and define its virtual MAC address
® Configure link stations to adjacent APPN nodes

The following is a sample configuration showing APPN over DLSw+:

Source-bridge ring-group 100
disw local-peer peer-id 172.18.3.111
disw remote-peer peer-id 172.18.3.125

interface token-ring 0
source-bridge 1 1 100
appn control-point NETA.NNA
dlus NETA.CPAC
dlur
complete
appn port VPORT vdic
vdic 100 vmac 4444.5555.6666 /* mac address of NNA
complete
appn link-station TONNA
port VPORT
lan-dest-address
1111.2222.3333 /* LAN address of adjacent NN complete
Currently, the Cisco I0S software supports APPN Intermediate Session Routing (ISR) only. HPR
will be supported in Cisco 10S Release 11.3. However, there are other HPR implementations
available, so you may need to run HPR over DLSw+ before HPR is available in the Cisco 10S
software.

At this time, there are restrictions when running HR& ®LSw+ (either standard DLSw or Cisso’
DLSw+). When an APPN HPR network node initializes, it brings up an LLC2 connection with its
adjacent node using its APPN SAypically 0x04. It uses this SAP for its control point session with
the adjacent node, and DLSw+ will properly handle this traffic. (It establishes a circuit denoted by
the unique MAC/SAP pair.)

However, when HPR sends and receives end-system traffic, it uses connectionless unnumbered
information (Ul) frames with the HPR SAP, typically OxC8. Because there is no circuit associated
with this new SAPDLSw+ does not kne how to process the frames. The Ul frames can either get
broadcast or dropped. (There is also a®/H&dress cache that can send the frames to the right place,
but this cache times out.)

Some end-system implementations allow the HPR SAP to match the APPN SAP. For those
implementations, DLSw+ can transport HPR. The IBM OS/2 Communications Mahagewer,
always uses distinct SAPs, and therefore, DLSw+ will not transport HPR traffic originating from
0S/2 Communications Manager.
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Using DLSw+ with LAN Network Manager

IBM’s LAN Network Manager is a management tool used to manakgnTRing media attachment
units (MAUs) and Token Ring adapters. It uses a proprietary protocol to communicate with agent
software in source-route bridges and in Cisco routers to obtain the status olkeheRing netwrk

and to send commands to Token Ring-attached devices.

When using DLSw+ with LAN Network Manager, your LAN Network Manager displays will be
more meaningful if you use the same virtual ring number everywhere.

There are no special configuration requirements to use LANdWetManager in conjunction with
DLSw+. The following configurations will work.

Local router configuration:

source-bridge ring-group 100

disw local-peer peer-id 172.18.4.001
interface TokenRingO

ring-speed 16

source-bridge 7 9 100
source-bridge spanning

Remote router configuration:

source-bridge ring-group 100

disw local-peer peer-id 172.18.3.111
disw remote-peer peer-id 172.18.4.001
interface TokenRing0

ring-speed 16

source-bridge 2 1 100

source-bridge spanning

Using DLSw+ with NCIA

NCIA Phase Il—otherwise kmen as RFC 2114, DLSw Client Access Protocol—is an architecture
developed by Cisco and submitted to the Internet Engineering Task Force (IETF) to address the
requirement for SNA application access over IP backbones. The IETF specification refers to the
architecture as the DLSw Remote Access Protocol (DRAP). NCIA differs from TN3270 because
with NCIA the client actually runs SNA software. WithTN3270, the client only runs IP software.
With NCIA, the SNA traffic is encapsulated in IP at the client and transported back to an NCIA
server. This means that NCIA supports native 3270, LU 0, and LU 6.2 applications; has no printer
limitations; requires no keyboard mapping; and supports full SNA management.

Because the client is sending only TCP/IP traffic, NCIA Phase Il is an excellent solution for
environments with a mix of SNA applications and a requirement to migrate to a TCP/IP backbone.
NCIA Phase Il clients can access NCIA sgaaver ary TCP/IP path, including Serial Line Internet
Protocol (SLIP) or Point-to-Point Protocol (PPP) dial connections. In many environments NCIA
Phase Il is an excellent complement to TN3270 solutions where there is an application mix.
CiscolOS Release 11.2 implements NCIA SarWall Datas client softvare is currently\ailable.

Desktop DLSw is similar to NCIA Phase Il.itWdesktop DLSw, clientendors support RFC 1795
and use it to encapsulate SNA in TCP/IP at the desktop. Desktop DLSw, however, has some
scalability issues that are addressed by NCIA Server. Table 11-1 contrasts TN3270, NCIA, and
desktop DLSw application and client support. Table 11-2 contrasts NCIA Server, desktop DLSw,
and TN3270 for network design.

NCIA Server runs in a Cisco router and connects to NCIA clients using TCP/IP. From the NCIA
server back to the data center, you can use DLSw+, DSPU, or RSRB. This section only describes
using DLSw+. Figure 11-6 shows how an NCIA client attaches to DLSw+. NCIA Server shipped
with Cisco 10S Release 11.2.
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Table 11-1 Comparison of NCIA Server, Desktop DLSw, and TN3270 with Respect to

Desktop and Applications
Desktop/
Application
Considerations NCIA Server Desktop DLSw TN3270
Stack at Desktop SNA PU and TCP/IP SNA PU and TCP/IP TCP/IP
NetBIOS Support No Yes No
LUOand LU 6.2 Yes Yes No
Host Types Mainframe, PC, AS/400 Mainframe, PC, AS/400 Mainframe
Printer Stream Depends on client Depends on client LUland LU 3
Client Vendors Wall Data Eicon, Wall Data Many
Desktop Configuration PU plus LUs PU plus LUs Dynamic LUs

Table 11-2
with Respect to Network Design

Comparison of NCIA Server, Desktop DLSw, and TN3270

Network Design

Considerations NCIA Server

Desktop DLSw

TN3270

Header Overhead
(in addition to TCP/IP)

12 (data)

16 (data) 0

Scalability Limit
(assuming Cisco solution) (3000-4000 clients per
central site router without

DSPU concentration)

Number of PUs per router Number of peers per

Transaction rate and size
(16,000 TN3270 clients
per CIP at one
transaction/
client/minute,

200 in/800 out)

router (200-400 clients
per central site router
is a practical limit)

Cisco Router Solution NCIA Server

CIP/7x00 with TN3270
Server

Data center DLSw+
router

Network Size Medium, or large when

combined with DSPU

Small unless combined Large
with DSPU in
distribution sites

Using DLSw+ with Other Features 11-11



Using DLSw+ with NCIA

Figure 11-6 NCIA Server Used with DLSw+
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The following is a sample configuration for NCIA Server:

source-bridge ring-group 44
disw local-peer peer-id 172.22.12.130
disw remote-peer 0 tcp 172.22.12.131

nica server 1 172.22.12.130 1000.2000.3000 1000.1000.4000 128
!

interface Ethernet0
ip address 172.22.12.130 255.255.255.0
|

interface TokenRing0

no ip address

ring-speed 16

source-bridge 77 4 44
NCIA Server is defined in the NCIA Phase Il architecture. An earlier Cisco architecture,
implemented by several vendors (Stampede, Wall Data, and Attachmate), used Cisco’s RSRB on
the client. This architecture works well for small networks and works in conjunction with DSPU
concentration for layer netvarks. NCIA Phase Il simplifies configuration and enhances scalability
Figure 11-7 compares NCIA Phase | and NCIA Phase Il. NCIA Phase | does not interoperate with
DLSw+.
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Figure 11-7 NCIA Il Compared to NCIA |
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APPENDIX A

Memory Estimates

This appendix prnades details of DLSw+ memory utilization. This information may be useful if you
are upgrading from an older version of Cisco 10S software and want to determine if you can run a
newer level of software in conjunction with DLSw+.

In general, if you are installing DLSw+ inweCisco routers, it is best to install enough memory so
that you minimize your chances of having to visit remote sites. Many enterprises running Cisco
2500s at remote sites with Cisco 10S Release 11.0 will install 8 MB dynamic RAM and dual bank
8 MB Flash memaoryFor central site Cisco 4500s or Cisco 4700s withynpaaers, mayenterprises
choose to install the maximum amount of memory (32 MB of box memory and 16 MB of I/O
memory). There arevier Cisco 4x00s in a typical netwk, and the cost of the additional memory

is not much of an issue.

Main Memory

The following can be used to calculate memory requirements:
Number of TCP connections x 84

+

Number of concurrent LLC2 connections x 838

+

Number of SNA cache entries x ZZ

+

Number of NetBIOS cache entries x YY

where ZZ is 178 for SNA entries in Cisco |OS Release 10.3/11.0 and is 234 for SNA entries in
Cisco I0S Release 11.1, and where YY is 188 for NetBIOS entries in Cisco |OS Release 10.3/11.0
and is 244 for NetBIOS entries in Cisco 10S Release 11.1

/O Memory

You can also estimate buffer size requirements for DLSw+ with the following formula:
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I/O Memory

Number of TCP connections x [max TCP window Sizé TCP queue siZex buffer sizé)]
+
Number of concurrent LLC2 connections x [LLC2 maximum window size x MTU]

Remember that if you specify tipeiority keyword in adlsw remote-peercommand, four TCP
connections are established. An LLC2 corresponds to a circuit in all cases except DLSw+ local
switching, where each circuit requires memory fay tdeC2s. None of the alve formulas account

for non-DLSw+ traffic.

1. Defaultis 20 K
2. Default is 100
3. Buffer size is size of the buffer that will fit the LAN interface MTU
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APPENDIX B

The tables in this appendix provide a description of the DLSw+ features, in what releases they are
supported, and for what encapsulation types they are supported. In general, TCP/IP encapsulation

provides the maximum functionality, but many features are still available if using other

encapsulation types.

Table B-1 SSP (Router-to-Router) Transport Options
FST (Requires Direct /Passthrough
Release 11.1 (Requires Release 11.1 DLSw Lite

Media TCP/IP  for RSP Support) for RSP Support) (Direct/Lack)
Serial HDLC 10.3 10.3 10.3 No
Frame 10.3 10.3(13), 11.0(9),11.1(4) 11.0 11.0
ATM 10.3 11.1(5) No No
FDDI 10.3 10.3(12), 11.0(9),11.1(4) No No
Token Ring 10.3 10.3(12), 11.0(9),11.1(4) No No
Ethernet 10.3 10.3 No No
SMDS 10.3 11.0(12), 11.1(%) No No
X.25 10.3 No No No
PPP 10.3 No No No
1. Cisco 7500, 4500, 4000, and 2500 series routers only
Table B-2 Media Conversion Options

FST

(Requires Release Direct / DLSw Lite
Media/PU Type TCP/IP 11.1 for RSP Support)  Passthrough (Direct/Lack)
Token Ring-to-Token Ring: 10.3 10.3 10.3 11.0
PU 4/5-to-PU 2.x
PU 2.1-to-PU 2.1
PU 4-to-PU 4 for single FEP RIF
only
PU 5-to-PU 5
Ethernet-to-Ethernet 10.3 No No 11.0
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Table B-2 Media Conversion Options (Continued)

FST

(Requires Release Direct / DLSw Lite
Media/PU Type TCP/IP 11.1 for RSP Support)  Passthrough (Direct/Lack)
SDLC-to-SDLC: 10.3 No No 11.0
PU 4/5-to-PU 2.x/1
PU 2.1-to-PU 2.1
Token Ring-to-Ethernet 10.3 No No 11.0
Token Ring-to-SDLé 10.3 No No 11.0
Token Ring-to-QLLC 11.0 No No 11.0
Ethernet-to-QLLC 11.0 No No 11.0
SDLC-to-QLLCl 11.0 No No 11.0
SRB/FDDI-to-Token 11.2 No No 11.2
Ring/Ethernet/FDDI
(Cisco 7x00 only)
TB FDDI 11.1 No No 11.2
CIP/CSNA 11.0 11.0 11.0 11.0

1. Media conversion support is for PU 4/5-to-PU 2.x or PU 2.1-to-PU 2.1 only

Table B-3 Features and Their Supported Transports

FST

(Requires Release

11.1 for RSP Direct/ DLSw Lite
Features TCP/IP Support) Passthrough (Direct/Lack)
Dynamic Peers 11.1 No No No
SNA DDR? 11.1 No No No
Border Peers 10.3 10.3 No No
On-Demand Peets 10.3 10.3 No No
Backup Peers 10.3/11.1 10.3/11.1 enhanced No No

enhanced

LNM, DSPU, or NSP over  11.1(5) No No 11.1(5)

DLSw+ (both running in
same router)

APPN over DLSw+ (both 11.2 No No 11.2
running in same router)

Payload Compression 111 No No 111

Maps Support (MIB) 11.1(5) 11.1(5) No No

SNA View PU Correlation 11.1(5) No No 11.1(5), name
to MAC/SAP
pair only

Multidrop 2.1 11.0 No No 11.0

80D5 Encapsulation 11.0 No No 11.0

(global only)
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Table B-3 (Continued)Features and Their Supported Transports

FST

(Requires Release

11.1 for RSP Direct/ DLSw Lite
Features TCP/IP Support) Passthrough (Direct/Lack)
Bridging of IP/IPX (RSRB  No No No No

feature only)

1. Configured remote peers that are only connected when required

2. Allows remote peers to maintain a peer connection without requiring peer keepalives; this feature was designed for circuit switched
networks where peer keepalives would keep the circuit up

3. Remote peers that are dynamically learned via border peers and only connected when required

Table B-4 Features Independent of Encapsulation Type

Features Release Level Required
Show Enhancements 11.0(10), 11.1(4)
Debug Enhancements 11.0(9), 11.1(3)
Load Balancing and Fault Tolerance Across Multiple Active Peers 10.3

Cost 10.3

Promiscuous and Passive Péers 10.3

1. Peering to routers that are not preconfigured
2. Configured remote peers for which this local peer will not initiate a peer connection

Table B-5 Local DLSw+ Media Conversion Support
(For Single Router DLSw+ Configurations)

Release Level

Media Required
SDLC-to-Token Ring 111
SDLC-to-Ethernet 11.1
Token Ring-to-Ethernet No
QLLC-to-SDLC 11.1
QLLC-to-LLC2 11.1
Token Ring-to-Token Ring No
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