About This Manual

Document Objectives

Audience

This publication provides internetworking design and implementation information and helps you
identify and implement practical internetworking strategies that are both flexible and scalable.

This publication was developed to assist professionals preparing for Cisco Certified Internetwork
Expert (CCIE) candidacy, though it is a valuable resource for all internetworking professionals. It is
designed for use in conjunction with other Cisco manuals or as a standalone reference. You may find
it helpful to refer to theCisco CCIE Fundamentals: Case Studhich provides case studies and
examples of the network design strategies described in this book.

This publication is intended to support the network administrator who designs and implements
router- or switched-based internetworks.

Readers will better understand the material in this publication if they are familiar with networking
terminology. The Ciscinternetworking Terms and Acronyipsblication is a useful reference for
those with minimal knowledge of networking terms.

Document Organization

This manual contains three parts, which are described below:

Part |, “Overview,” provides an introduction to the type of internetworking design topics that will be
discussed in this publication.

Part 11, “Design Concepts,” provides detailed information about each of the design strategies and
technologies contained in this publication.

Part I, “Appedixes,” contains reference material.

Document Conventions

In this publication, the following conventions are used:
¢ Commands and keywords arebioldface
® New, important terms arigalicizedwhen accompanied by a definition or discussion of the term.

® Protocol names aitalicizedat their first use in each chapter.
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Note Meansreader take noteNotes contain helpful suggestions or references to materials not
contained in this manual.
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CHAPTER 1

Introduction

Internetworking—the communication between two or more networks—encompasses every aspect
of connecting computers together. Internetworks have grown to support vastly disparate
end-system communication requirements. An internetwork requires many protocols and features to
permit scalability and manageability without constant manual intervention. Large internetworks can
consist of the following three distinct components:

® Campus networks, which consist of locally connected users in a building or group of buildings
® Wide-area networks (WANSs), which connect campuses together

® Remote connections, which link branch offices and single users (mobile users and/or
telecommuters) to a local campus or the Internet

Figure 1-1 provides an example of a typical enterprise internetwork.

Figure 1-1 Example of a typical enterprise internetwork.

Designing an internetwork can be a challenging task. To design reliable, scalable internetworks,
network designers must realize that each of the three major components of an internetwork have
distinct design requirements. An internetwork that consists of only 50 meshed routing nodes can
pose complex problems that lead to unpredictable results. Attempting to optimize internetworks that
feature thousands of nodes can pose even more complex problems.
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Designing Campus Networks

Despite improvements in equipment performance and media capabilities, internetwork design is
becoming more difficult. The trend is toward increasingly complex environments involving multiple
media, multiple protocols, and interconnection to networks outside any single organization’s
dominion of control. Carefully designing internetworks can reduce the hardships associated with
growth as a networking environment evolves.

This chapter provides an overview of the technologies available today to design internetworks.
Discussions are divided into the following general topics:

® Designing Campus Networks

® Designing WANs

® Utilizing Remote Connection Design
® Providing Integrated Solutions

® Determining Your Internetworking Requirements

Designing Campus Networks

1-2

A campuss a building or group of buildings all connected into one enterprise network that consists
of many local area networks (LANs). A campus is generally a portion of a company (or the whole
company) constrained to a fixed geographic area, as shown in Figure 1-2.

Figure 1-2 Example of a campus network.
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The distinct characteristic of a campus environment is that the company that owns the campus
network usually owns the physical wires deployed in the campus. The campus network topology is
primarily LAN technology connecting all the end systems within the building. Campus networks
generally use LAN technologies, such as Ethernet, Token Ring, Fiber Distributed Data Interface
(FDDI), Fast Ethernet, Gigabit Ethernet, and Asynchronous Transfer Mode (ATM).
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Trends in Campus Design

A large campus with groups of buildings can also use WAN technology to connect the buildings.
Although the wiring and protocols of a campus might be based on WAN technology, they do not
share the WAN constraint of the high cost of bandwidth. After the wire is installed, bandwidth is
inexpensive because the company owns the wires and there is no recurring cost to a service provider.
However, upgrading the physical wiring can be expensive.

Consequently, network designers generally deploy a campus design that is optimized for the fastest
functional architecture that runs on existing physical wire. They might also upgrade wiring to meet
the requirements of emerging applications. For example, higher-speed technologies, such as Fast
Ethernet, Gigabit Ethernet, and ATM as a backbone architecture, and Layer 2 switching provide
dedicated bandwidth to the desktop.

Trends in Campus Design

In the past, network designers had only a limited number of hardware options—routers or
hubs—when purchasing a technology for their campus networks. Consequently, it was rare to make
a hardware design mistake. Hubs were for wiring closets and routers were for the data center or main
telecommunications operations.

Recently, local-area networking has been revolutionized by the exploding use of LAN switching at
Layer 2 (the data link layer) to increase performance and to provide more bandwidth to meet new
data networking applications. LAN switches provide this performance benefit by increasing
bandwidth and throughput for workgroups and local servers. Network designers are deploying LAN
switches out toward the network’s edge in wiring closets. As Figure 1-3 shows, these switches are
usually installed to replace shared concentrator hubs and give higher bandwidth connections to the
end user.

Figure 1-3 Example of trends in campus design.
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Layer 3 networking is required in the network to interconnect the switched workgroups and to
provide services that include security, quality of service (QoS), and traffic management. Routing
integrates these switched networks, and provides the security, stability, and control needed to build
functional and scalable networks.
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Designing WANs

Traditionally, Layer 2 switching has been provided by LAN switches, and Layer 3 networking has
been provided by routers. Increasingly, these two networking functions are being integrated into

common platforms. For example, multilayer switches that provide Layer 2 and 3 functionality are
now appearing in the marketplace.

With the advent of such technologies as Layer 3 switching, LAN switching, and virtual LANs
(VLANS), building campus networks is becoming more complex than in the past. Table 1-1
summarizes the various LAN technologies that are required to build successful campus networks.
Cisco Systems offers product solutions in all of these technologies.

Table 1-1 Summary of LAN Technologies
LAN Technology Typical Uses
Routing technologies Routing is a key technology for connecting LANs in a campus network. It can be

either Layer 3 switching or more traditional routing with Layer 3 switching and
additional router features.

Gigabit Ethernet Gigabit Ethernet builds on top of the Ethernet protocol, but increases speed ten-fold
over Fast Ethernet to 1000 Mbps, or 1 Gbps. Gigabit Ethernet provides high
bandwidth capacity for backbone designs while providing backward compatibility for
installed media.

LAN switching technologies

» Ethernet switching Ethernet switching provides Layer 2 switching, and offers dedicated Ethernet
segments for each connection. This is the base fabric of the network.

« Token Ring switching Token Ring switching offers the same functionality as Ethernet switching, but uses
Token Ring technology. You can use a Token Ring switch as either a transparent
bridge or as a source-route bridge.

ATM switching technologies ATM switching offers high-speed switching technology for voice, video, and data. Its
operation is similar to LAN switching technologies for data operations. ATM,

however, offers high bandwidth capacity.

Network designers are now designing campus networks by purchasing separate equipment types (for
example, routers, Ethernet switches, and ATM switches) and then linking them together. Although
individual purchase decisions might seem harmless, network designers must not forget that the entire
network forms an internetwork.

Itis possible to separate these technologies and build thoughtful designs using each new technology,
but network designers must consider the overall integration of the network. If this overall integration

is not considered, the result can be networks that have a much higher risk of network outages,
downtime, and congestion than ever before.

Designing WANS

WAN communication occurs between geographically separated areas. In enterprise internetworks,
WANSs connect campuses together. When a local end station wants to communicate with a remote
end station (an end station located at a different site), information must be sent over one or more
WAN links. Routers within enterprise internetworks represent the LAN/WAN junction points of an
internetwork. These routers determine the most appropriate path through the internetwork for the
required data streams.

WAN links are connected by switches, which are devices that relay information through the WAN
and dictate the service provided by the WAN. WAN communication is often caledvacebecause

the network provider often charges users for the services provided by the WAN (eaifés). WAN
services are provided through the following three primary switching technologies:
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Trends in WAN Design

® Circuit switching
® Packet switching
® Cell switching

Each switching technique has advantages and disadvantages. For exaoutteswitched

networks offer users dedicated bandwidth that cannot be infringed upon by other users. In contrast,
packet-switchedetworks have traditionally offered more flexibility and used network bandwidth
more efficiently than circuit-switched network3ell switching however, combines some aspects of
circuit and packet switching to produce networks with low latency and high throughput. Cell
switching is rapidly gaining in popularity. ATM is currently the most prominent cell-switched
technology. For more information on switching technology for WANs and LANSs, see Chapter 2,
“Internetworking Design Basics.”

Trends in WAN Design

Traditionally, WAN communication has been characterized by relatively low throughput, high delay,
and high error rates. WAN connections are mostly characterized by the cost of renting media (wire)
from a service provider to connect two or more campuses together. Because the WAN infrastructure
is often rented from a service provider, WAN network designs must optimize the cost of bandwidth
and bandwidth efficiency. For example, all technologies and features used to connect campuses over
a WAN are developed to meet the following design requirements:

® Optimize WAN bandwidth
® Minimize the tariff cost
® Maximize the effective service to the end users

Recently, traditional shared-media networks are being overtaxed because of the following new
network requirements:

® Necessity to connect to remote sites

® Growing need for users to have remote access to their networks
® Explosive growth of the corporate intranets

® Increased use of enterprise servers

Network designers are turning to WAN technology to support these new requirements. WAN

connections generally handle mission-critical information, and are optimized for price/performance
bandwidth. The routers connecting the campuses, for example, generally apply traffic optimization,
multiple paths for redundancy, dial backup for disaster recovery, and QoS for critical applications.

Table 1-2 summarizes the various WAN technologies that support such large-scale internetwork
requirements.

Table 1-2 Summary of WAN Technologies
WAN Technology Typical Uses
Asymmetric Digital Subscriber Line A new modem technology. Converts existing twisted-pair telephone

lines into access paths for multimedia and high-speed data
communica- tions. ADSL transmits more than 6 Mbps to a
subscriber, and as much as 640 kbps more in both directions.

Analog modem Analog modems can be used by telecommuters and mobile users
who access the network less than two hours per day, or for backup
for another type of link.
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Utilizing Remote Connection Design

Leased line Leased lines can be used for Point-to-Point Protocol (PPP) networks
and hub-and-spoke topologies, or for backup for another type of link.

Integrated Services Digital Network (ISDN) ISDN can be used for cost-effective remote access to corporate
networks. It provides support for voice and video as well as a backup
for another type of link.

Frame Relay Frame Relay provides a cost-effective, high- speed, low-latency
mesh topology between remote sites. It can be used in both private
and carrier-provided networks.

Switched Multimegabit Data Service (SMDS) SMDS provides high-speed, high-performance connections across
public data networks. It can also be deployed in metropolitan-area
networks (MANS).

X.25 X.25 can provide a reliable WAN circuit or backbone. It also
provides support for legacy applications.

WAN ATM WAN ATM can be used to accelerate bandwidth requirements. It also
provides support for multiple QoS classes for differing application
requirements for delay and loss.

Utilizing Remote Connection Design

Remote connections link single users (mobile users and/or telecommuters) and branch offices to a
local campus or the Internet. Typically, a remote site is a small site that has few users and therefore
needs a smaller size WAN connection. The remote requirements of an internetwork, however,
usually involve a large number of remote single users or sites, which causes the aggregate WAN
charge to be exaggerated.

Because there are so many remote single users or sites, the aggregate WAN bandwidth cost is
proportionally more important in remote connections than in WAN connections. Given that the
three-year cost of a network is nonequipment expenses, the WAN media rental charge from a service
provider is the largest cost component of a remote network. Unlike WAN connections, smaller sites
or single users seldom need to connect 24 hours a day.

Consequently, network designers typically choose between dial-up and dedicated WAN options for
remote connections. Remote connections generally run at speeds of 128 Kbps or lower. A network
designer might also employ bridges in a remote site for their ease of implementation, simple
topology, and low traffic requirements.

Trends in Remote Connections
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Today, there is a large selection of remote WAN media that include the following:
® Analog modem

® Asymmetric Digital Subscriber Line

® Leased line

® Frame Relay

® X.25

® |SDN

Remote connections also optimize for the appropriate WAN option to provide cost-effective
bandwidth, minimize dial-up tariff costs, and maximize effective service to users.
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Trends in LAN/WAN Integration

Trends in LAN/WAN Integration

Today, 90 percent of computing power resides on desktops, and that power is growing exponentially.
Distributed applications are increasingly bandwidth hungry, and the emergence of the Internet is
driving many LAN architectures to the limit. Voice communications have increased significantly
with more reliance on centralized voice mail systems for verbal communications. The internetwork
is the critical tool for information flow. Internetworks are being pressured to cost less, yet support
the emerging applications and higher number of users with increased performance.

To date, local- and wide-area communications have remained logically separate. In the LAN,
bandwidth is free and connectivity is limited only by hardware and implementation costs. The LAN
has carried data only. In the WAN, bandwidth has been the overriding cost, and such delay-sensitive
traffic as voice has remained separate from data. New applications and the economics of supporting
them, however, are forcing these conventions to change.

The Internet is the first source of multimedia to the desktop, and immediately breaks the rules. Such
Internet applications as voice and real-time video require better, more predictable LAN and WAN
performance. These multimedia applications are fast becoming an essential part of the business
productivity toolkit. As companies begin to consider implementing new intranet-based, bandwidth-
intensive multimedia applications—such as video training, videoconferencing, and voice over
IP—the impact of these applications on the existing networking infrastructure is a serious concern.
If a company has relied on its corporate network for business-critical SNA traffic, for example, and
wants to bring a new video training application on line, the network must be able to provide
guaranteed quality of service (QoS) that delivers the multimedia traffic, but does not allow it to
interfere with the business-critical traffic. ATM has emerged as one of the technologies for
integrating LANs and WANs. The Quality of Service (QoS) features of ATM can support any traffic
type in separate or mixed streams, delay sensitive traffic, and nondelay-sensitive traffic, as shown in
Figure 1-4.

ATM can also scale from low to high speeds. It has been adopted by all the industry’s equipment
vendors, from LAN to private branch exchange (PBX).

Figure 1-4 ATM support of various traffic types.
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Providing Integrated Solutions

Providing Integrated Solutions

The trend in internetworking is to provide network designers greater flexibility in solving multiple
internetworking problems without creating multiple networks or writing off existing data
communication investments. Routers might be relied upon to provide a reliable, secure network and
act as a barrier against inadvertent broadcast storms in the local networks. Switches, which can be
divided into two main categories—LAN switches and WAN switches—can be deployed at the
workgroup, campus backbone, or WAN level. Remote sites might use low-end routers for connection
to the WAN.

Underlying and integrating all Cisco products is the Cisco Internetworking Operating System (Cisco
10S) software. The Cisco IOS software enables disparate groups, diverse devices, and multiple
protocols all to be integrated into a highly reliable and scalable network. Cisco 10S software also
supports this internetwork with advanced security, quality of service, and traffic services.

Determining Your Internetworking Requirements

Designing an internetwork can be a challenging task. Your first step is to understand your
internetworking requirements. The rest of this chapter is intended as a guide for helping you
determine these requirements. After you have identified these requirements, refer to Chapter 2,
“Internetworking Design Basics,” for information on selecting internetwork capability and
reliability options that meet these requirements.

Internetworking devices must reflect the goals, characteristics, and policies of the organizations in
which they operate. Two primary goals drive internetworking design and implementation:

® Application availability—Networks carry application information between computers. If the
applications are not available to network users, the network is not doing its job.

® Cost of ownership-Information system (IS) budgets today often run in the millions of dollars.
As large organizations increasingly rely on electronic data for managing business activities, the
associated costs of computing resources will continue to rise.

A well-designed internetwork can help to balance these objectives. When properly implemented, the
network infrastructure can optimize application availability and allow the cost-effective use of
existing network resources.

The Design Problem: Optimizing Availability and Cost

1-8

In general, the network design problem consists of the following three general elements:

® Environmental givensEnvironmental givens include the location of hosts, servers, terminals,
and other end nodes; the projected traffic for the environment; and the projected costs for
delivering different service levels.

® Performance constraintsPerformance constraints consist of network reliability, traffic
throughput, and host/client computer speeds (for example, network interface cards and hard drive
access speeds).

® |nternetworking variables+aternetworking variables include the network topology, line
capacities, and packet flow assignments.

The goal is to minimize cost based on these elements while delivering service that does not
compromise established availability requirements. You face two primary concerns: availability and
cost. These issues are essentially at odds. Any increase in availability must generally be reflected as
an increase in cost. As a result, you must weigh the relative importance of resource availability and
overall cost carefully.
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The Design Problem: Optimizing Availability and Cost

As Figure 1-5 shows, designing your network is an iterative activity. The discussions that follow
outline several areas that you should carefully consider when planning your internetworking
implementation.

Figure 1-5 General network design process.
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Assessing User Requirements

In general, users primarily want application availability in their networks. The chief components of
application availability areesponse timehroughput andreliability:

® Response time is the time between entry of a command or keystroke and the host system'’s
execution of the command or delivery of a response. User satisfaction about response time is
generally considered to ber@onotonidunction up to some limit, at which point user satisfaction
falls off to nearly zero. Applications in which fast response time is considered critical include
interactive online services, such as automated tellers and point-of-sale machines.

® Applications that put high-volume traffic onto the network have more effect on throughput than
end-to-end connections. Throughput-intensive applications generally involvediisfer
activities. However, throughput-intensive applications also usually havedeponse-time
requirements. Indeed, they can often be scheduled at times when
response-time-sensitive traffic is low (for example, after normal work hours).

® Although reliability is always important, some applications have genuine requirements that
exceed typical needs. Organizations that require nearly 100 percent up time conduct all activities
online or over the telephone. Financial services, securities exchanges, and
emergency/police/military operations are a few examples. These situations imply a requirement
for a high level of hardware and topological redundancy. Determining the cost of any downtime
is essential in determining the relative importance of reliability to your internetwork.
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Determining Your Internetworking Requirements

You can assess user requirements in a number of ways. The more involved your users are in the
process, the more likely that your evaluation will be accurate. In general, you can use the following
methods to obtain this information:

® User community profilesOutline what different user groups require. This is the first step in
determining internetwork requirements. Although many users have roughly the same
requirements of an electronic mail system, engineering groups using XWindows terminals and
Sun workstations in an NFS environment have different needs from PC users sharing print
servers in a finance department.

® Interviews, focus groups, and surveyBuild a baseline for implementing an internetwork.
Understand that some groups might require access to common servers. Others might want to
allow external access to specific internal computing resources. Certain organizations might
require 1S support systems to be managed in a particular way according to some external
standard. The least formal method of obtaining information is to conduct interviews with key
user groups. Focus groups can also be used to gather information and generate discussion among
different organizations with similar (or dissimilar) interests. Finally, formal surveys can be used
to get a statistically valid reading of user sentiment regarding a particular service level or
proposed internetworking architecture.

® Human factors tests-The most expensive, time-consuming, and possibly revealing method is to
conduct a test involving representative users in a lab environment. This is most applicable when
evaluating response time requirements. As an example, you might set up working systems and
have users perform normal remote host activities from the lab network. By evaluating user
reactions to variations in host responsiveness, you can create benchmark thresholds for
acceptable performance.

Assessing Proprietary and Nonproprietary Solutions
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Compatibility, conformance, and interoperability are related to the problem of balancing proprietary
functionality and open internetworking flexibility. As a network designer, you might be forced to
choose between implementing a multivendor environment and implementing a specific, proprietary
capability. For example, tHaterior Gateway Routing ProtocdlGRP) provides many useful
capabilities, such as a number of features that are designed to enhance its stability. These include
hold-downs split horizons andpoison reverse updates

The negative side is that IGRP is a proprietary routing protocol. In contrast, the integrated
Intermediate System-to Intermediate SysfS¥lS) protocol is an open internetworking alternative
that also provides a fast converging routing environment; however, implementing an open routing
protocol can potentially result in greater multiple-vendor configuration complexity.

The decisions that you make have far-ranging effects on your overall internetwork design. Assume
that you decide to implement integrated IS-1S instead of IGRP. In doing this, you gain a measure of
interoperability; however, you lose some functionality. For instance, you cannot load balance traffic
over unequal parallel paths. Similarly, some modems provide a high level of proprietary diagnostic
capabilities, but require that all modems throughout a network be of the same vendor type to fully
exploit proprietary diagnostics.

Previous internetworking (and networking) investments and expectations for future requirements
have considerable influence over your choice of implementations. You need to consider installed
internetworking and networking equipment; applications running (or to be run) on the network;
traffic patterns; physical location of sites, hosts, and users; rate of growth of the user community; and
both physical and logical network layout.
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The Design Problem: Optimizing Availability and Cost

Assessing Costs

Estimating Traffic:

The internetwork is a strategic element in your overall information system design. As such, the cost
of your internetwork is much more than the sum of your equipment purchase orders. View it as a
total cost-of-ownership issue. You must consider the entire life cycle of your internetworking
environment. A brief list of costs associated with internetworks follows:

Equipment hardware and software cestSonsider what is really being bought when you
purchase your systems; costs should include initial purchase and installation, maintenance, and
projected upgrade costs.

Performance tradeoff costsConsider the cost of going from a five-second response time to a
half-second response time. Such improvements can cost quite a bit in terms of media selection,
network interfaces, internetworking nodes, modems, and WAN services.

Installation costs—Installing a site’s physical cable plant can be the most expensive element of
a large network. The costs include installation labor, site modification, fees associated with local
code conformance, and costs incurred to ensure compliance with environmental restrictions
(such as ashestos removal). Other important elements in keeping your costs to a minimum will
include developing a well-planned wiring closet layout and implementing color code conventions
for cable runs.

Expansion costs-Calculate the cost of ripping out all thick Ethernet, adding additional
functionality, or moving to a new location. Projecting your future requirements and accounting
for future needs saves time and money.

Support costs-Complicated internetworks cost more to monitor, configure, and maintain. Your
internetwork should be no more complicated than necessary. Costs include training, direct labor
(network managers and administrators), sparing, and replacement costs. Additional cost that
should be included is out-of-band management, SNMP management stations, and power.

Cost of downtime-Evaluate the cost for every minute that a user is unable to access a file server
or a centralized database. If this cost is high, you must attribute a high cost to downtime. If the
cost is high enough, fully redundant internetworks might be your best option.

Opportunity costs-Every choice you make has an opposing alternative option. Whether that
option is a specific hardware platform, topology solution, level of redundancy, or system
integration alternative, there are always opti@ygportunity costare the costs afot picking

one of those options. The opportunity costs of not switching to newer technologies and
topologies might be lost competitive advantage, lower productivity, and slower overall
performance. Any effort to integrate opportunity costs into your analysis can help to make
accurate comparisons at the beginning of your project.

Sunken costs-Your investment in existing cable plant, routers, concentrators, switches, hosts,
and other equipment and software are yaunken costdf the sunken cost is high, you might

need to modify your networks so that your existing internetwork can continue to be utilized.
Although comparatively low incremental costs might appear to be more attractive than significant
redesign costs, your organization might pay more in the long run by not upgrading systems. Over
reliance on sunken costs can cost your organization sales and market share when calculating the
cost of internetwork modifications and additions.

Work Load Modeling

Empiricalwork-load modelingonsists of instrumenting a working internetwork and monitoring
traffic for a given number of users, applications, and network topology. Try to characterize activity
throughout a normal work day in terms of the type of traffic passed, level of traffic, response time of
hosts, time to execute file transfers, and so on. You can also observe utilization on existing network
equipment over the test period.
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Summary

Sensitivity Testing

Summary

If the tested internetwork’s characteristics are close to the new internetwork, you can try
extrapolating to the new internetwork’s number of users, applications, and topology. This is a
best-guesapproach to traffic estimation given the unavailability of tools to characterize detailed traffic
behavior.

In addition to passive monitoring of an existing network, you can measure activity and traffic
generated by a known number of users attached to a representative test network and then extrapolate
findings to your anticipated population.

One problem with modeling workloads on networks is that it is difficult to accurately pinpoint traffic
load and network device performance as functions of the number of users, type of application, and
geographical location. This is especially true without a real network in place. Consider the following
factors that influence the dynamics of the network:

® The time-dependent nature of network aced3sak periods can vary; measurements must
reflect a range of observations that includes peak demand.

¢ Differences associated with type of traffiRouted and bridged traffic place different demands
on internetwork devices and protocols; some protocols are sensitive to dropped packets; some
application types require more bandwidth.

® The random (hondeterministic) nature of network traffiExact arrival time and specific effects
of traffic are unpredictable.

From a practical point of view, sensitivity testing involves breaking stable links and observing what
happens. When working with a test network, this is relatively easy. Disturb the network by removing
an active interface, and monitor how the change is handled by the internetwork: how traffic is
rerouted, the speed of convergence, whether any connectivity is lost, and whether problems arise in
handling specific types of traffic. You can also change the level of traffic on a network to determine
the effects on the network when traffic levels approach media saturation. This empirical testing is a
type ofregressiortesting: A series of specific modifications (tests) are repeated on different versions
of network configurations. By monitoring the effects on the design variations, you can characterize
the relative resilience of the design.

Note Modeling sensitivity tests using a computer is beyond the scope of this publication. A useful
source for more information about computer-based network design and simulation is
A.S. TannenbaunComputer NetworkdJpper Saddle River, New Jersey: Prentice Hall, 1996.

After you have determined your network requirements, you must identify and then select the specific
capability that fits your computing environment. For basic information on the different types of
internetworking devices along with a description of a hierarchical approach to internetworking, refer
to Chapter 2, “Internetworking Design Basics.”

Chapters 2—13 in this book are technology chapters that present detailed discussions about specific
implementations of large-scale internetworks in the following environments:

® |Large-scale Internetwork Protocol (IP) internetworks
— Enhanced Interior Gateway Routing Protocol (IGRP) design
— Open Shortest Path First (OSPF) design

® |BM System Network Architecture (SNA) internetworks
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— Source-route bridging (SRB) design

— Synchronous Data Link Control (SDLC) and serial tunneling (STUN), SDLC Logical Link
Control type 2 (SDLLC), and Qualified Logical Link Control (QLLC) design

— Advanced Peer-to-Peer Networking (APPN) and Data Link Switching (DLSw) design
ATM internetworks

Packet service internetworks

— Frame Relay design

Dial-on-demand routing (DDR) internetworks

ISDN internetworks

In addition to these technology chapters there are chapters on designing switched LAN
internetworks, campus LANSs, and internetworks for multimedia applications. The last 12 chapters
of this book include case studies relating to the concepts learned in the previous chapters.
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CHAPTER 2

Internetworking Design Basics

Designing an internetwork can be a challenging task. An internetwork that consists of only
50 meshed routing nodes can pose complex problems that lead to unpredictable results. Attempting
to optimize internetworks that feature thousands of nodes can pose even more complex problems.

Despite improvements in equipment performance and media capabilities, internetwork design is
becoming more difficult. The trend is toward increasingly complex environments involving multiple
media, multiple protocols, and interconnection to networks outside any single organization’s
dominion of control. Carefully designing internetworks can reduce the hardships associated with
growth as a networking environment evolves.

This chapter provides an overview of planning and design guidelines. Discussions are divided into
the following general topics:

® Understanding Basic Internetworking Concepts
® |dentifying and Selecting Internetworking Capabilities

® |dentifying and Selecting Internetworking Devices

Understanding Basic Internetworking Concepts

This section covers the following basic internetworking concepts:
® Overview of Internetworking Devices

® Switching Overview

Overview of Internetworking Devices

Network designers faced with designing an internetwork have four basic types of internetworking
devices available to them:

® Hubs (concentrators)
® Bridges

® Switches

® Routers

Table 2-1 summarizes these four internetworking devices.
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Understanding Basic Internetworking Concepts

Table 2-1 Summary of Internetworking Devices

Device Description

Hubs (concentrators) Hubs (concentrators) are used to connect multiple users to a single physical device, which
connects to the network. Hubs and concentrators act as repeaters by regenerating the signal as
it passes through them.

Bridges Bridges are used to logically separate network segments within the same network. They
operate at the OSI data link layer (Layer 2) and are independent of higher-layer protocols.

Switches Switches are similar to bridges but usually have more ports. Switches provide a unique
network segment on each port, thereby separating collision domains. Today, network
designers are replacing hubs in their wiring closets with switches to increase their network
performance and bandwidth while protecting their existing wiring investments.

Routers Routers separate broadcast domains and are used to connect different networks. Routers direct
network traffic based on the destination network layer address (Layer 3) rather than the
workstation data link layer or MAC address. Routers are protocol dependent.

Data communications experts generally agree that network designers are moving away from bridges
and concentrators and primarily using switches and routers to build internetworks. Consequently,
this chapter focuses primarily on the role of switches and routers in internetwork design.

Switching Overview

Today in data communications, all switching and routing equipment perform two basic operations:

® Switching data frames-This is generally a store-and-forward operation in which a frame arrives
on an input media and is transmitted to an output media.

® Maintenance of switching operatiordn this operation, switches build and maintain switching
tables and search for loops. Routers build and maintain both routing tables and service tables.

There are two methods of switching data frames: Layer 2 and Layer 3 switching.

Layer 2 and Layer 3 Switching

2-2

Switching is the process of taking an incoming frame from one interface and delivering it out
through another interface. Routers use Layer 3 switching to route a packet, and switches (Layer 2
switches) use Layer 2 switching to forward frames.

The difference between Layer 2 and Layer 3 switching is the type of information inside the frame
that is used to determine the correct output interface. With Layer 2 switching, frames are
switched based on MAC address information. With Layer 3 switching, frames are switched based
on network-ayer information.

Layer 2 switching does not look inside a packet for network-layer information as does Layer 3
switching. Layer 2 switching is performed by looking at a destination MAC address within a frame.
It looks at the frame’s destination address and sends it to the appropriate interface if it knows the
destination address location. Layer 2 switching builds and maintains a switching table that keeps
track of which MAC addresses belong to each port or interface.

If the Layer 2 switch does not know where to send the frame, it broadcasts the frame out all its ports
to the network to learn the correct destination. When the frame’s reply is returned, the switch learns
the location of the new address and adds the information to the switching table.
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Layer 2 addresses are determined by the manufacturer of the data communications equipment used.
They are unique addresses that are derived in two parts: the manufacturing (MFG) code and the
unique identifier. The MFG code is assigned to each vendor by the IEEE. The vendor assigns a
unique identifier to each board it produces. Except for Systems Network Architecture (SNA)
networks, users have little or no control over Layer 2 addressing because Layer 2 addresses are fixed
with a device, whereas Layer 3 addresses can be changed. In addition, Layer 2 addresses assume a
flat address space with universally unique addresses.

Layer 3 switching operates at the network layer. It exanpaeketinformation and forwards
packets based on their network-layer destination addresses. Layer 3 switching also supports router
functionality.

For the most part, Layer 3 addresses are determined by the network administrator who installs a
hierarchy on the network. Protocols such as IP, IPX, and AppleTalk use Layer 3 addressing. By
creating Layer 3 addresses, a network administrator creates local areas that act as single addressing
units (similar to streets, cities, states, and countries), and assigns a number to each local entity. If
users move to another building, their end stations will obtain new Layer 3 addresses, but their Layer

2 addresses remain the same.

As routers operate at Layer 3 of the OSI model, they can adhere to and formulate a hierarchical
addressing structure. Therefore, a routed network can tie a logical addressing structure to a physical
infrastructure, for example, through TCP/IP subnets or IPX networks for each segment. Traffic flow
in a switched (flat) network is therefore inherently different from traffic flow in a routed
(hierarchical) network. Hierarchical networks offer more flexible traffic flow than flat networks
because they can use the network hierarchy to determine optimal paths and contain broadcast
domains.

Implications of Layer 2 and Layer 3 Switching

The increasing power of desktop processors and the requirements of client-server and multimedia
applications have driven the need for greater bandwidth in traditional shared-media environments.
These requirements are prompting network designers to replace hubs in wiring closets with
switches.

Although Layer 2 switches use microsegmentation to satisfy the demands for more bandwidth and
increased performance, network designers are now faced with increasing demands for intersubnet
communication. For example, every time a user accesses servers and other resources, which are

located on different subnets, the traffic must go through a Layer 3 device. Figure 2-1 shows the route

of intersubnet traffic with Layer 2 switches and Layer 3 switches.

Figure 2-1 Flow of intersubnet traffic with Layer 2 switches and routers.
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As Figure 2-1 shows, for Client X to communicate with Server Y, which is on another subnet, it must
traverse through the following route: first through Switch A (a Layer 2 switch) and then through
Router A (a Layer 3 switch) and finally through Switch B (a Layer 2 switch). Potentially there is a
tremendous bottleneck, which can threaten network performance, because the intersubnet traffic
must pass from one network to another.
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To relieve this bottleneck, network designers can add Layer 3 capabilities throughout the network.
They are implementing Layer 3 switching on edge devices to alleviate the burden on centralized
routers. Figure 2-2 illustrates how deploying Layer 3 switching throughout the network allows
Client X to directly communicate with Server Y without passing through Router A.

Figure 2-2 Flow of intersubnet traffic with Layer 3 switches.
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ldentifying and Selecting Internetworking Capabilities

After you understand your internetworking requirements, you must identify and then select the
specific capabilities that fit your computing environment. The following discussions provide a
starting point for making these decisions:

® Identifying and Selecting an Internetworking Model

® Choosing Internetworking Reliability Options

Identifying and Selecting an Internetworking Model

Hierarchical models for internetwork design allow you to design internetworks in layers. To
understand the importance of layering, consider the Open System Interconnection (OSI) reference
model, which is a layered model for understanding and implementing computer communications.
By using layers, the OSI model simplifies the task required for two computers to communicate.
Hierarchical models for internetwork design also uses layers to simplify the task required for
internetworking. Each layer can be focused on specific functions, thereby allowing the networking
designer to choose the right systems and features for the layer.

Using a hierarchical design can facilitate changes. Modularity in network design allows you to create
design elements that can be replicated as the network grows. As each element in the network design
requires change, the cost and complexity of making the upgrade is constrained to a small subset of
the overall network. In large flat or meshed network architectures, changes tend to impact a large
number of systems. Improved fault isolation is also facilitated by modular structuring of the network
into small, easy-to-understand elements. Network mangers can easily understand the transition
points in the network, which helps identify failure points.

Using the Hierarchical Design Model
A hierarchical network design includes the following three layers:
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® The backbone (core) layer that provides optimal transport between sites
® The distribution layer that provides policy-based connectivity
® The local-access layer that provides workgroup/user access to the network

Figure 2-3 shows a high-level view of the various aspects of a hierarchical network design. A
hierarchical network design presents three layers—core, distribution, and access—with each layer
providing different functionality.

Figure 2-3 Hierarchical network design model.
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Function of the Core Layer

The core layer is a high-speed switching backbone and should be designed to switch packets as fast
as possible. This layer of the network should not perform any packet manipulation, such as access
lists and filtering, that would slow down the switching of packets.

Function of the Distribution Layer

The distribution layer of the network is the demarcation point between the access and core layers
and helps to define and differentiate the core. The purpose of this layer is to provide boundary
definition and is the place at which packet manipulation can take place. In the campus environment,
the distribution layer can include several functions, such as the following:

® Address or area aggregation

® Departmental or workgroup access

® Broadcast/multicast domain definition

® Virtual LAN (VLAN) routing

® Any media transitions that need to occur
® Security

In the non-campus environment, the distribution layer can be a redistribution point between routing
domains or the demarcation between static and dynamic routing protocols. It can also be the point
at which remote sites access the corporate network. The distribution layer can be summarized as the
layer that provides policy-based connectivity.
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Function of the Access Layer

The access layer is the point at which local end users are allowed into the network. This layer may
also use access lists or filters to further optimize the needs of a particular set of users. In the campus
environment, access-layer functions can include the following:

® Shared bandwidth
® Switched bandwidth
® MAC layer filtering
® Microsegmentation

In the non-campus environment, the access layer can give remote sites access to the corporate
network via some wide-area technology, such as Frame Relay, ISDN, or leased lines.

It is sometimes mistakenly thought that the three layers (core, distribution, and access) must exist in
clear and distinct physical entities, but this does not have to be the case. The layers are defined to aid
successful network design and to represent functionality that must exist in a network. The
instantiation of each layer can be in distinct routers or switches, can be represented by a physical
media, can be combined in a single device, or can be omitted altogether. The way the layers are
implemented depends on the needs of the network being designed. Note, however, that for a network
to function optimally, hierarchy must be maintained.

The discussions that follow outline the capabilities and services associated with backbone,
distribution, and local access internetworking services.

Evaluating Backbone Services

Path Optimization

This section addresses internetworking features that support backbone services. The following
topics are discussed:

® Path Optimization
® Traffic Prioritization
® |oad Balancing

® Alternative Paths
® Switched Access

® Encapsulation (Tunneling)

One of the primary advantages of a router is its capability to help you implement a logical
environment in which optimal paths for traffic are automatically selected. Routers rely on routing
protocols that are associated with the various network layer protocols to accomplish this automated
path optimization.

Depending on the network protocols implemented, routers permit you to implement routing
environments that suit your specific requirements. For example, in an IP internetwork, Cisco routers
can support all widely implemented routing protocols, including Open Shortest Path First (OSPF),
RIP, IGRP, Border Gateway Protocol (BGP), Exterior Gateway Protocol (EGP), and HELLO. Key
built-in capabilities that promote path optimization include rapid and controllable route convergence
and tunable routing metrics and timers.
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Convergencés the process of agreement, by all routers, on optimal routes. When a network event
causes routes to either halt operation or become available, routers distribute routing update
messages. Routing update messages permeate networks, stimulating recalculation of optimal routes
and eventually causing all routers to agree on these routes. Routing algorithms that converge slowly
can cause routing loops or network outages.

Many different metrics are used in routing algorithms. Some sophisticated routing algorithms base
route selection on a combination of multiple metrics, resulting in the calculation of a single hybrid
metric. IGRP uses one of the most sophisticated distance vector routing algorithms. It combines
values for bandwidth, load, and delay to create a composite metric value. Link state routing
protocols, such as OSPF and IS-IS, employ a metric that represents the cost associated with a given
path.

Traffic Prioritization
Although some network protocols can prioritize internal homogeneous traffic, the router prioritizes
the heterogeneous traffic flows. Such traffic prioritization enables policy-based routing and ensures
that protocols carrying mission-critical data take precedence over less important traffic.

Priority Queuing

Priority queuing allows the network administrator to prioritize traffic. Traffic can be classified
according to various criteria, including protocol and subprotocol type, and then queued on one of
four output queues (high, medium, normal, or low priority). For IP traffic, additional fine-tuning is
possible. Priority queuing is most useful on low-speed serial links. Figure 2-4 shows how priority
queuing can be used to segregate traffic by priority level, speeding the transit of certain packets
through the network.

Figure 2-4 Priority queuing.
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You can also use intraprotocol traffic prioritization techniques to enhance internetwork
performance. IP’s type-of-service (TOS) feature and prioritization of IBM logical units (LUS)
are intrapraocol prioritization techniques that can be implemented to improve traffic handling over
routers. Figure 2-5 illustrates LU prioritization.
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Figure 2-5 LU prioritization implementation.
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In Figure 2-5, the IBM mainframe is channel-attached to a 3745 communications controller, which

is connected to a 3174 cluster controller via remote source-route bridging (RSRB). Multiple 3270
terminals and printers, each with a unique local LU address, are attached to the 3174. By applying
LU address prioritization, you can assign a priority to each LU associated with a terminal or printer;
that is, certain users can have terminals that have better response time than others, and printers can
have lowest priority. This function increases application availability for those users running
extremely important applications.

Finally, most routed protocols (such as AppleTalk, IPX, and DECnet) employ a cost-based routing
protocol to assess the relative merit of the different routes to a destination. By tuning associated
parameters, you can force particular kinds of traffic to take particular routes, thereby performing a
type of manual traffic prioritization.

Custom Queuing

Priority queuing introduces a fairness problem in that packets classified to lower priority queues
might not get serviced in a timely manner, or at all. Custom queuing is designed to address this
problem. Custom queuing allows more granularity than priority queuing. In fact, this feature is
commonly used in the internetworking environment in which multiple higher-layer protocols are
supported. Custom queuing reserves bandwidth for a specific protocol, thus allowing mission-
critical traffic to receive a guaranteed minimum amount of bandwidth at any time.

The intent is to reserve bandwidth for a particular type of traffic. For example, in Figure 2-6, SNA
has 40 percent of the bandwidth reserved using custom queuing, TCP/IP 20 percent, NetBIOS
20 percent, and the remaining protocols 20 percent. The APPN protocol itself has the concept of
class of service (COS), which determines the transmission priority for every message. APPN
prioritizes the traffic before sending it to the DLC transmission queue.
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Figure 2-6 Custom queuing.
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Custom queuing prioritizes multiprotocol traffic. A maximum of 16 queues can be built with custom
queuing. Each queue is serviced sequentially until the number of bytes sent exceeds the configurable
byte count or the queue is empty. One important function of custom queuing is that if SNA traffic
uses only 20 percent of the link, the remaining 20 percent allocated to SNA can be shared by the
other traffic.

Custom queuing is designed for environments that want to ensure a minimum level of service for all
protocols. In today’s multiprotocol internetwork environment, this important feature allows
protocols of different characteristics to share the media.

Weighted Fair Queuing

Weighted fair queuing is a traffic priority management algorithm that uses the time-division
multiplexing (TDM) model to divide the available bandwidth among clients that share the same
interface. In time-division multiplexing, each clientis allocated a time slice in a round-robin fashion.
In weighted fair queuing, the bandwidth is distributed evenly among clients so that each client gets
a fair share if every one has the same weighting. You can assign a different set of weights, for
example through type-of-service, so that more bandwidth is allocated.

If every client is allocated the same bandwidth independent of the arrival rates, the low volume traffic
has effective priority over high volume traffic. The use of weighting allows time-delay-sensitive
traffic to obtain additional bandwidth, thus consistent response time is guaranteed under heavy
traffic. There are different types of data stream converging on a wire, as shown in Figure 2-7.
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Load Balancing

Figure 2-7 Weighted fair queuing.
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Both C and E are FTP sessions, and they are high-volume traffic. A, B, and D are interactive sessions
and they are low-volume traffic. Every session in this case is tergm/arsationlf each

conversation is serviced in a cyclic manner and gets a slot regardless of its arrival rate, the FTP
sessions do not monopolize the bandwidth. Round trip delays for the interactive traffic, therefore,
become predictable.

Weighted fair queuing provides an algorithm to identify data streams dynamically using an interface,
and sorts them into separate logical queues. The algorithm uses various discriminators based on
whatever network layer protocol information is available and sorts among them. For example, for IP
traffic, the discriminators are source and destination address, protocol type, socket numbers, and
TOS. This is how the two Telnet sessions (Sessions B and D) are assigned to different logical queues,
as shown in Figure 2-7.

Ideally, the algorithm would classify every conversation that is sharing the wire so that each
conversation receives its fair share of the bandwidth. Unfortunately, with such protocols as SNA, you
cannot distinguish one SNA session from another. For example, in DLSw+, SNA traffic is
multiplexed onto a single TCP session. Similarly in APPN, SNA sessions are multiplexed onto a
single LLC2 session.

The weighted fair queuing algorithm treats these sessions as a single conversation. If you have many
TCP sessions, the TCP sessions get the majority of the bandwidth and the SNA traffic gets the
minimum. For this reason, this algorithm is not recommended for SNA using DLSw+ TCP/IP
encapsulation and APPN.

Weighted fair queuing, however, has many advantages over priority queuing and custom queuing.
Priority queuing and custom queuing require the installation of access lists; the bandwidth has to be
pre-allocated and priorities have to be predefined. This is clearly a burden. Sometimes, network
administrators cannot identify and prioritize network traffic in real time. Weighted fair queuing sorts
among individual traffic streams without the administrative burden associated with the other two
types of queuing.

The easiest way to add bandwidth in a backbone network is to implement additional links. Routers
provide built-in load balancing for multiple links and paths. You can use up to four paths to a
destination network. In some cases, the paths need not be of equal cost.

Within IP, routers provide load balancing on both a per-packet and a per-destination basis. For
per-destination load balancing, each router uses its route cache to determine the output interface. If
IGRP or Enhanced IGRP routing is used, unequal-cost load balancing is possible. The router uses
metrics to determine which paths the packets will take; the amount of load balancing can be adjusted
by the user.
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Alternative Paths

Switched Access

Load balancing bridged traffic over serial lines is also supported. Serial lines can be assigned to
circuit groups. If one of the serial links in the circuit group is in the spanning tree for a network, any
of the serial links in the circuit group can be used for load balancing. Data ordering problems are
avoided by assigning each destination to a serial link. Reassignment is done dynamically if interfaces
go down or come up.

Many internetwork backbones carry mission-critical information. Organizations running such
backbones are usually interested in protecting the integrity of this information at virtually any cost.
Routers must offer sufficient reliability so that they are not the weak link in the internetwork chain.
The key is to provide alternative paths that can come on line whenever link failures occur along
active networks.

End-to-end reliability is not ensured simply by making the backbone fault tolerant. If
communication on a local segment within any building is disrupted for any reason, that information
will not reach the backbone. End-to-end reliability is only possible when redundancy is employed
throughout the internetwork. Because this is usually cost prohibitive, most companies prefer to
employ redundant paths only on those segments that carry mission-critical information.

What does it take to make the backbone reliable? Routers hold the key to reliable internetworking.
Depending on the definition of reliability, this can mean duplicating every major system on each
router and possibly every component. However, hardware component duplication is not the entire
solution because extra circuitry is necessary to link the duplicate components to allow them to
communicate. This solution is usually very expensive, but more importantly, it does not completely
address the problem. Even assuming all routers in your network are completely reliable systems, link
problems between nodes within a backbone can still defeat a redundant hardware solution.

To really address the problem of network reliabilityks must be redundant. Further, it is not

enough to simply duplicate all links. Dual links must terminate at multiple routers unless all
backbone routers are completely fault tolerant (no single points of failure). Otherwise, backbone
routers that are not fault tolerant become single points of failure. The inevitable conclusion is that a
completely redundant router is not the most effective solution to the reliability problem because it is
expensive and still does not address link reliability.

Most network designers do not implement a completely redundant network. Instead, network
designers implement partially redundant internetworks. The section, “Choosing Internetworking
Reliability Options,” later in this chapter, addresses several hypothetical networks that represent
commonly implemented points along the reliability continuum.

Switched access provides the capability to enable a WAN link on an as-needed basis via automated
router controls. One model for a reliable backbone consists of dual, dedicated links and one switched
link for idle hot backup. Under normal operational conditions, you can load balance over the dual
links, but the switched link is not operational until one of the dedicated links fails.

Traditionally, WAN connections over the Public Switched Telephone Network (PSTN) have used
dedicated lines. This can be very expensive when an application requires only low-volume, periodic
connections. To reduce the need for dedicated circuits, a featuredialled-demand routing

(DDR) is available. Figure 2-8 illustrates a DDR connection.
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Figure 2-8 The Dial-on-demand routing environment.
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Using DDR, low-volume, periodic network connections can be made over the PSTN. A router
activates the DDR feature when it receives a bridged or routed IP packet destined for a location on
the other side of the dial-up line. After the router dials the destination phone number and establishes
the connection, packets of any supported protocol can be transmitted. When the transmission is
complete, the line is automatically disconnected. By terminating unneeded connections, DDR
reduces cost of ownership.

Encapsulation (Tunneling)

2-12

Encapsulatioriakes packets or frames from one network system and places them inside frames from
another network system. This method is sometimes dalfetkling Tunneling provides a means

for encapsulating packets inside a routable protocol via virtual interfaces. Synchronous Data Link
Control (SDLC) transport is also an encapsulation of packets in a routable protocol. In addition,
transport provides enhancements to tunneling, such as local data-link layer termination, broadcast
avoidance, media conversion, and other scalability optimizations.

Cisco routers support the following encapsulation and tunneling techniques:
® The IBM technology feature set provides these methods:
— Serial tunneling (STUN) or Synchronous Data Link Control (SDLC) Transport
— SRB with direct encapsulation
— SRB with Fast Sequenced Transport (FST) encapsulation
— SRB with Transmission Control Protocol/Internet Protocol (TCP/IP) encapsulation
— Data Link Switching Plus (DLSw+) with direct encapsulation
— DLSw+ with TCP/IP encapsulation
— DLSw+ with Fast Sequenced Transport/Internet Protocol (FST/IP) encapsulation
— DLSw+ with DLSw Lite (Logical Link Control Type 2 [LLC2]) encapsulation
® Generic Routing Encapsulation (GRE)

Cisco supports encapsulating Novell Internetwork Packet Exchange (IPX), Internet Protocol
(IP), Connectionless Network Protocol (CLNP), AppleTalk, DECnet Phase IV, Xerox Network
Systems (XNS), Banyan Virtual Network System (VINES), and Apollo packets for transport
over IP

® Single-protocol tunneling techniques: Cayman (AppleTalk over IP), AURP (AppleTalk over IP),
EON (CLNP over IP), and NOS (IP over IP)

The following discussion focuses on IBM encapsulations and the multiprotocol GRE tunneling
feature.
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IBM Features

STUN allows two devices that are normally connected by a direct serial link, using protocols
compliant with SDLC or High-level Data Link Control (HDLC), to be connected through one or
more routers. The routers can be connected via a multiprotocol network of arbitrary topology. STUN
allows integration of System Network Architecture (SNA) networks and non-SNA networks using
routers and existing network links. Transport across the multiprotocol network that connects the
routers can use TCP/IP. This type of transport offers reliability and intelligent routing via any
supported IP routing protocol. A STUN configuration is shown in Figure 2-9.

Figure 2-9 STUN configuration.
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SDLC Transport is a variation of STUN that allows sessions using SDLC protocols and TCP/IP
encapsulation to be locally terminated. SDLC Transport permits participation in SDLC windowing
and retransmission activities.

When connecting remote devices that use SRB over a slow-speed serial link, most network designers
choose RSRB with direct HDLC encapsulation. In this case, SRB frames are encapsulated in an
HDLC-compliant header. This solution adds little overhead, preserving valuable serial link
bandwidth. Direct HDLC encapsulation is not restricted to serial links (it can also be used over
Ethernet, Token Ring, and FDDI links), but is most useful in situations in which additional control
overhead on the encapsulating network is not tolerable.
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When more overhead can be tolerated, frame sequencing is important, but extremely reliable
delivery is not needed, and SRB packets can be sent over serial, Token Ring, Ethernet, and FDDI
networks using FST encapsulation. FST is similar to TCP in that it provides packet sequencing.
However, unlike TCP, FST does not provide packet-delivery acknowledgment.

For extremely reliable delivery in environments in which moderate overhead can be tolerated, you
can choose to encapsulate SRB frames in TCP/IP packets. This solution is not only reliable, it can
also take advantage of routing features that include handling via routing protocols, packet filtering,
and multipath routing.

Generic Routing Encapsulation (GRE)

Cisco’s Generic Routing Encapsulation (GRE) multiprotocol carrier protocol encapsulates IP,
CLNP, IPX, AppleTalk, DECnet Phase IV, XNS, VINES, and Apollo packets inside IP tunnels. With
GRE tunneling, a Cisco router at each site encapsulates protocol-specific packets in an IP header,
creating a virtual point-to-point link to Cisco routers at other ends of an IP cloud, where the IP header
is stripped off. By connecting multiprotocol subnetworks in a single-protocol backbone
environment, IP tunneling allows network expansion across a single-protocol backbone
environment. GRE tunneling involves three types of protocols:

® Passenger-The protocol is encapsulated (IP, CLNP, IPX, AppleTalk, DECnet Phase IV, XNS,
VINES and Apollo).

® Carrier—GRE protocol provides carrier services.
® Transport—IP carries the encapsulated protocol.

GRE tunneling allows desktop protocols to take advantage of the enhanced route selection
capabilities of IP. Many local-area network (LAN) protocols, including AppleTalk and Novell IPX,

are optimized for local use. They have limited route selection metrics and hop count limitations. In
contrast, IP routing protocols allow more flexible route selection and scale better over large
internetworks. Figure 2-10 illustrates GRE tunneling across a single IP backbone between sites.
Regardless of how many routers and paths may be associated with the IP cloud, the tunnel is seen as
a single hop.

Figure 2-10 Using a single protocol backbone.
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GRE provides key capabilities that other encapsulation protocols lack: sequencing and the capability
to carry tunneled data at high speeds. Some higher-level protocols require that packets are delivered
in correct order. The GRE sequencing option provides this capability. GRE also has an optional key
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feature that allows you to avoid configuration errors by requiring the same key to be entered at each
tunnel endpoint before the tunneled data is processed. IP tunneling also allows network designers to
implement policies, such as which types of traffic can use which routes or assignment of priority or
security levels to particular traffic. Capabilities like these are lacking in many native LAN protocols.

IP tunneling provides communication between subnetworks that have invalid or discontiguous
network addresses. With tunneling, virtual network addresses are assigned to subnetworks, making
discontiguous subnetworks reachable. Figure 2-11 illustrates that with GRE tunneling, it is possible
for the two subnetworks of network 131.108.0.0 to talk to each other even though they are separated
by another network.

Figure 2-11 Connecting discontiguous networks with tunnels.
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Because encapsulation requires handling of the packets, it is generally faster to route protocols
natively than to use tunnels. Tunneled traffic is switched at approximately half the typical process
switching rates. This means approximately 1,000 packets per second (pps) aggregate for each router.
Tunneling is CPU intensive, and as such, should be turned on cautiously. Routing updates, SAP
updates, and other administrative traffic may be sent over each tunnel interface. It is easy to saturate
a physical link with routing information if several tunnels are configured over it. Performance
depends on the passenger protocol, broadcasts, routing updates, and bandwidth of the physical
interfaces. It is also difficult to debug the physical link if problems occur. This problem can be
mitigated in several ways. In IPX environments, route filters and SAP filters cut down on the size of
the updates that travel over tunnels. In AppleTalk networks, keeping zones small and using route
filters can limit excess bandwidth requirements.

Tunneling can disguise the nature of a link, making it look slower, faster, or more or less costly than
it may actually be in reality. This can cause unexpected or undesirable route selection. Routing
protocols that make decisions based only on hop count will usually prefer a tunnel to a real interface.
This may not always be the best routing decision because an IP cloud can comprise several different
media with very disparate qualities; for example, traffic may be forwarded across both 100-Mbps
Ethernet lines and 9.6-Kbps serial lines. When using tunneling, pay attention to the media over
which virtual tunnel traffic passes and the metrics used by each protocol.

If a network has sites that use protocol-based packet filters as part of a firewall security scheme, be
aware that because tunnels encapsulate unchecked passenger protocols, you must establish filtering
on the firewall router so that only authorized tunnels are allowed to pass. If tunnels are accepted from
unsecured networks, it is a good idea to establish filtering at the tunnel destination or to place the
tunnel destination outside the secure area of your network so that the current firewall scheme will
remain secure.
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When tunneling IP over IP, you must be careful to avoid inadvertently configuring a recursive routing
loop. Arouting loop occurs when the passenger protocol and the transport protocol are identical. The
routing loop occurs because the best path to the tunnel destination is via the tunnel interface. A
routing loop can occur when tunneling IP over IP, as follows:

1
2

The packet is placed in the output queue of the tunnel interface.

The tunnelinterface includes a GRE header and enqueues the packet to the transport protocol (IP)
for the destination address of the tunnel interface.

IP looks up the route to the tunnel destination address and learns that the path is the tunnel
interface.

Once again, the packet is placed in the output queue of the tunnel interface, as described in
Step 1, hence, the routing loop.

When a router detects a recursive routing loop, it shuts down the tunnel interface for 1 to 2 minutes
and issues a warning message before it goes into the recursive loop. Another indication that a
recursive route loop has been detected is if the tunnel interface is up and the line protocol is down.

To avoid recursive loops, keep passenger and transport routing information in separate locations by
implementing the following procedures:

Use separate routing protocol identifiers (for example, igrp 1 and igrp 2).
Use different routing protocols.

Assign the tunnel interface a very low bandwidth so that routing protocols, such as IGRP, will
recognize a very high metric for the tunnel interface and will, therefore, choose the correct next
hop (that is, choose the best physical interface instead of the tunnel).

Keep the two IP address ranges distinct; that is, use a major address for your tunnel network that
is different from your actual IP network. Keeping the address ranges distinct also aids in
debugging because it is easy to identify an address as the tunnel network instead of the physical
network and vice versa.

Evaluating Distribution Services

This section addresses internetworking features that support distribution services. The following
topics are discussed:

Backbone Bandwidth Management
Area and Service Filtering
Policy-Based Distribution

Gateway Service

Interprotocol Route Redistribution

Media Translation

Backbone Bandwidth Management

To optimize backbone network operations, routers offer several performance tuning features.
Examples include priority queuing, routing protocol metrics, and local session termination.

2-16 Cisco CCIE Fundamentals: Network Design



Evaluating Distribution Services

You can adjust the output queue length on priority queues. If a priority queue overflows, excess
packets are discarded and quench messages that halt packet flow are sent, if appropriate, for that
protocol. You can also adjust routing metrics to increase control over the paths that the traffic takes
through the internetwork.

Local session termination allows routers to act as proxies for remote systems that represent session
endpoints. (Aproxyis a device that acts on behalf of another device.) Figure 2-12 illustrates an
example of local session termination in an IBM environment.

Figure 2-12 Local session termination over multiprotocol backbone.
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In Figure 2-12, the routers locally terminate Logical Link Control type 2 (LLC2) data-link control
sessions. Instead of end-to-end sessions, during which all session control information is passed over
the multiprotocol backbone, the routers take responsibility for acknowledging packets that come
from hosts on directly attached LANs. Local acknowledgment saves WAN bandwidth (and,
therefore, WAN utilization costs), solves session timeout problems, and provides faster response to
users.

Area and Service Filtering

Traffic filters based oareaor servicetype are the primary distribution service tools used to provide
policy-based access control into backbone services. Both area and service filtering are implemented
usingaccess listsAn access list is a sequence of statements, each of which either permits or denies
certain conditions or addresses. Access lists can be used to permit or deny messages from particular
network nodes and messages sent using particular protocols and services.

Area or network access filters are used to enforce the selective transmission of traffic based on
network address. You can apply these on incoming or outgoing ports. Service filters use access lists
applied to protocols (such as IP's UDP), applications such as the Simple Mail Transfer Protocol
(SMTP), and specific protocols.

Suppose you have a network connected to the Internet, and you want any host on an Ethernet to be
able to form TCP connections to any host on the Internet. However, you do not want Internet hosts
to be able to form TCP connections to hosts on the Ethernet except to the SMTP port of a dedicated
mail host.

SMTP uses TCP port 25 on one end of the connection and a random port number on the other end.
The same two port numbers are used throughout the life of the connection. Mail packets coming in
from the Internet will have a destination port of 25. Outbound packets will have the port numbers
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reversed. The fact that the secure system behind the router always accepts mail connections on
port 25 is what makes it possible to separately control incoming and outgoing services. The access
list can be configured on either the outbound or inbound interface.

In the following example, the Ethernet network is a Class B network with the address 128.88.0.0,
and the mail host's address is 128.88.I1# keywordestablisheds used only for the TCP protocol

to indicate an established connection. A match occurs if the TCP datagram has the ACK or RST bits
set, which indicate that the packet belongs to an existing connection.

access-list 102 permit tcp 0.0.0.0 255.255.255.255 128.88.0.0 0.0.255.255 established
access-list 102 permit tcp 0.0.0.0 255.255.255.255 128.88.1.2 0.0.0.0 eq 25

interface ethernet 0

ip access-group 102

Policy-Based Distribution
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Policy-based distribution is based on the premise that different departments within a common
organization might have different policies regarding traffic dispersion through the organization-wide
internetwork. Policy-based distribution aims to meet the differing requirements without
compromising performance and information integrity.

A policy within this internetworking context is a rule or set of rules that governs end-to-end
distribution of traffic to (and subsequently through) a backbone network. One department might send
traffic representing three different protocols to the backbone, but might want to expedite one
particular protocol’s transit through the backbone because it carries mission-critical application
information. To minimize already excessive internal traffic, another department might want to
exclude all backbone traffic except electronic mail and one key custom application from entering its
network segment.

These examples reflect policies specific to a single department. However, policies can reflect overall
organizational goals. For example, an organization might want to regulate backbone traffic to a
maximum of 10 percent average bandwidth during the work day and 1-minute peaks of 30 percent
utilization. Another corporate policy might be to ensure that communication between two remote
departments can freely occur, despite differences in technology.

Different policies frequently require different workgroup and department technologies. Therefore,
support for policy-based distribution implies support for the wide range of technologies currently
used to implement these policies. This in turn allows you to implement solutions that support a wide
range of policies, which helps to increase organizational flexibility and application availability.

In addition to support for internetworking technologies, there must be a means both to keep separate
and integrate these technologies, as appropriate. The different technologies should be able to coexist
or combine intelligently, as the situation warrants.

Consider the situation depicted in Figure 2-13. Assume that a corporate policy limits unnecessary
backbone traffic. One way to do this is to restrict the transmission of Service Advertisement Protocol
(SAP) messages. SAP messages allow NetWare servers to advertise services to clients. The
organization might have another policy stating that all NetWare services should be provided locally.
If this is the case, there should be no reason for services to be advertised remotely. SAP filters prevent
SAP traffic from leaving a router interface, thereby fulfilling this policy.
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Figure 2-13 Policy
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Gateway Service

Protocol gateway capabilities are part of each router’s standard software. For example, DECnet is
currently in Phase V. DECnet Phase V addresses are different than DECnet Phase IV addresses. For
those networks that require both type of hosts to coexist, two-way Phase IV/Phase V translation
conforms to Digital-specified guidelines. The routers interoperate with Digital routers, and Digital
hosts do not differentiate between the different devices.

The connection of multiple independent DECnet networks can lead to addressing problems. Nothing
precludes two independent DECnet administrators from assigning node address 10 to one of the
nodes in their respective networks. When the two networks are connected at some later time,
conflicts result. DECnet address translation gateways (ATGSs) address this problem. The ATG
solution provides router-based translation between addresses in two different DECnet networks
connected by a router. Figure 2-14 illustrates an example of this operation.

Figure 2-14 Sample DECnet ATG implementation.
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In Network 0, the router is configured at address 19.4 and is a Level 1 router. In Network 1, the router
is configured at address 50.5 and is an area router. At this point, no routing information is exchanged
between the two networks. The router maintains a separate routing table for each network. By
establishing a translation map, packets in Network O sent to address 19.5 will be routed to
Network 1, and the destination address will be translated to 50.1. Similarly, packets sent to
address 19.6 in Network O will be routed to Network 1 as 19.1; packets sent to address 47.1 in
Network 1 will be routed to Network 0 as 19.1; and packets sent to 47.2 in Network 1 will be sent
to Network 0 as 19.3.
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AppleTalk is another protocol with multiple revisions, each with somewhat different addressing
characteristics. AppleTalk Phase 1 addresses are simple local forms; AppleTalk Phase 2 uses
extended (multinetwork) addressing. Normally, information sent from a Phase 2 node cannot be
understood by a Phase 1 node if Phase 2 extended addressing is used. Routers support routing
between Phase 1 and Phase 2 nodes on the same cable by using transitional routing.

You can accomplish transitional routing by attaching two router ports to the same physical cable.
Configure one port to support nonextended AppleTalk and the other to support extended AppleTalk.
Both ports must have unique network numbers. Packets are translated and sent out the other port as
necessary.

Interprotocol Route Redistribution

Media Translation

The preceding section, “Gateway Service,” discussedrbotedprotocol gateways (such as one

that translates between AppleTalk Phase 1 and Phase 2) allow two end nodes with different
implementations to communicate. Routers can also act as gateweaygifug protocols.

Information derived from one routing protocol, such as the IGRP, can be passed to, and used by,
another routing protocol, such as RIP. This is useful when running multiple routing protocols in the
same internetwork.

Routing information can be exchanged between any supported IP routing protocols. These include
RIP, IGRP, OSPF, HELLO, EGP, and BGP. Similarly, route redistribution is supported by ISO CLNS
for route redistribution between 1ISO IGRP and IS-IS. Static route information can also be
redistributed. Defaults can be assigned so that one routing protocol can use the same metric for all
redistributed routes, thereby simplifying the routing redistribution mechanism.

Media translation techniques translate frames from one network system into frames of another. Such
translations are rarely 100 percent effective because one system might have attributes with no corollary
to the other. For example, Token Ring networks support a built-in priority and reservation system,
whereas Ethernet networks do not. Translations between Token Ring and Ethernet networks must
somehow account for this discrepancy. It is possible for two vendors to make different decisions
about how this discrepancy will be handled, which can prevent multivendor interoperation.

For those situations in which communication between end stations on different media is required,
routers can translate between Ethernet and Token Ring frames. For direct bridging between Ethernet
and Token Ring environments, use either source-route translational bridging or source-route
transparent bridging (SRT). Source-route translational bridging translates between Token Ring and
Ethernet frame formats; SRT allows routers to use both SRB and the transparent bridging algorithm
used in standard Ethernet bridging.

When bridging from the SRB domain to the transparent bridging domain, the SRB fields of the
frames are removed. RIFs are cached for use by subsequent return traffic. When bridging in the
opposite direction, the router checks the packet to determine whether it has a multicast or broadcast
destination or a unicast destination. If it has a multicast or broadcast destination, the packet is sent
as a spanning-tree explorer. If it has a unicast destination, the router looks up the path to the
destination in the RIF cache. If a path is found, it will be used; otherwise, the router will send the
packet as a spanning-tree explorer. A simple example of this topology is shown in Figure 2-15.
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Figure 2-15 Source-route translational bridging topology.
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Routers support SRT through implementation of both transparent bridging and SRB algorithms on
each SRT interface. If an interface notes the presence of a RIF field, it uses the SRB algorithm; if
not, it uses the transparent bridging algorithm.

Translation between serial links running the SDLC protocol and Token Rings running LLC2 is also
available. This is referred to as SDLLC frame translation. SDLLC frame translation allows
connections between serial lines and Token Rings. This is useful for consolidating traditionally
disparate SNA/SDLC networks into a LAN-based, multiprotocol, multimedia backbone network.
Using SDLLC, routers terminate SDLC sessions, translate SDLC frames to LLC2 frames, and then
forward the LLC2 frames using RSRB over a point-to-point or IP network. Because a router-based
IP network can use arbitrary media, such as FDDI, Frame Relay, X.25, or leased lines, routers
support SDLLC over all such media through IP encapsulation.

A complex SDLLC configuration is shown in Figure 2-16.
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Figure 2-16 Complex SDLLC configuration.
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Evaluating Local-Access Services

The following discussion addresses internetworking features that support local-access services.
Local-access service topics outlined here include the following:

Value-Added Network Addressing

Network Segmentation

Broadcast and Multicast Capabilities
Naming, Proxy, and Local Cache Capabilities
Media Access Security

Router Discovery

Value-Added Network Addressing

Address schemes for LAN-based networks, such as NetWare and others, do not always adapt
perfectly to use over multisegment LANs or WANs. One tool routers implement to ensure operation
of such protocols is protocol-specifielper addressingHelper addressing is a mechanism to assist
the movement of specific traffic through a network when that traffic might not otherwise transit the
network.

2-22
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The use ohelper addressings best illustrated with an example. Consider the use of helper addresses

in Novell IPX internetworks. Novell clients send broadcast messages when looking for a server. If
the server is not local, broadcast traffic must be sent through routers. Helper addresses and access
lists can be used together to allow broadcasts from certain nodes on one network to be directed
specifically to certain servers on another network. Multiple helper addresses on each interface are
supported, so broadcast packets can be forwarded to multiple hosts. Figure 2-17 illustrates the use
of NetWare-based helper addressing.

Figure 2-17 Sample network map illustrating helper address broadcast control.
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NetWare clients on Network AA are allowed to broadcast to any server on Network BB. An
applicable access list would specify that broadcasts of type 10 will be permitted from all nodes on
Network AA. A configuration-specified helper address identifies the addresses on Network BB to
which these broadcasts are directed. No other nodes on Network BB receive the broadcasts. No other
broadcasts other than type 10 broadcasts are routed.

Any downstream networks beyond Network AA (for example, some Network AA1) are not allowed
to broadcast to Network BB through Router C1, unless the routers partitioning Networks AA and
AA1 are configured to forward broadcasts with a series of configuration entries. These entries must
be applied to the input interfaces and be set to forward broadcasts between directly connected
networks. In this way, traffic is passed along in a directed manner from network to network.

Network Segmentation

The splitting of networks into more manageable pieces is an essential role played by local-access
routers. In particular, local-access routers implement local policies and limit unnecessary traffic.
Examples of capabilities that allow network designers to use local-access routers to segment
networks include IP subnets, DECnet area addressing, and AppleTalk zones.

You can use local-access routers to implement local policies by placing the routers in strategic

locations and by configuring specific segmenting policies. For example, you can set up a series of
LAN segments with different subnet addresses; routers would be configured with suitable interface
addresses and subnet masks. In general, traffic on a given segment is limited to local broadcasts,
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traffic intended for a specific end station on that segment, or traffic intended for another specific
router. By distributing hosts and clients carefully, you can use this simple method of dividing up a
network to reduce overall network congestion.

Broadcast and Multicast Capabilities

Many protocols useroadcastandmulticastcapabilities. Broadcasts are messages that are sent out

to all network destinations. Multicasts are messages sent to a specific subset of network destinations.
Routers inherently reduce broadcast proliferation by default. However, routers can be configured to
relay broadcast traffic if necessary. Under certain circumstances, passing along broadcast
information is desirable and possibly necessary. The key is controlling broadcasts and multicasts
using routers.

In the IP world, as with many other technologies, broadcast requests are very common. Unless
broadcasts are controlled, network bandwidth can be seriously reduced. Routers offer various
broadcast-limiting functions that reduce network traffic and minimize broadcast storms. For
example, directed broadcasting allows for broadcasts to a specific network or a series of networks,
rather than to the entire internetwork. When flooded broadcasts (broadcasts sent through the entire
internetwork) are necessary, Cisco routers support a technique by which these broadcasts are sent
over a spanning tree of the network. The spanning tree ensures complete coverage without excessive
traffic because only one packet is sent over each network segment.

As discussed previously in the section “Value-Added Network Addressing,” broadcast assistance is
accommodated with theelper addressnechanisms. You can allow a router or series of routers to
relay broadcasts that would otherwise be blocked by using helper addresses. For example, you can
permit retransmission of SAP broadcasts using helper addresses, thereby notifying clients on
different network segments of certain NetWare services available from specific remote servers.

The Cisco IP multicast feature allows IP traffic to be propagated from one source to any number of
destinations. Rather than sending one packet to each destination, one packet is sent to a multicast
group identified by a single IP destination group address. IP multicast provides excellent support for
such applications as video and audio conferencing, resource discovery, and stock market traffic
distribution.

For full support of IP multicast, IP hosts must run the Internet Group Management Protocol (IGMP).
IGMP is used by IP hosts to report their multicast group memberships to an immediately
neighboring multicast router. The membership of a multicast group is dynamic. Multicast routers
send IGMP query messages on their attached local networks. Host members of a multicast group
respond to a query by sending IGMP reports for multicast groups to which they belong. Reports sent
by the first host in a multicast group suppress the sending of identical reports from other hosts of the
same group.

The multicast router attached to the local network takes responsibility for forwarding multicast
datagrams from one multicast group to all other networks that have members in the group. Routers
build multicast group distribution trees (routing tables) so that multicast packets have loop-free paths
to all multicast group members so that multicast packets are not duplicated. If no reports are received
from a multicast group after a set number of IGMP queries, the multicast routers assume the group
has no local members and stop forwarding multicasts intended for that group.

Cisco routers also support Protocol Independent Multicast (PIM). For more information on this
topic, see Chapter 13, “Designing Internetworks for Multimedia.”

Naming, Proxy, and Local Cache Capabilities
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Three key router capabilities help reduce network traffic and promote efficient internetworking
operation: name service support, proxy services, and local caching of network information.
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Network applications and connection services provided over segmented internetworks require a
rational way to resolve names to addresses. Various facilities accommodate this requirement. Any
router you select must support the name services implemented for different end-system
environments. Examples of supported name services include NetBIOS, IP’s Domain Name System
(DNS) and IEN-116, and AppleTalk Name Binding Protocol (NBP).

A router can also act agmoxyfor a name server. The router’s support of NetBIOS name caching is
one example of this kind of capability. NetBIOS name caching allows the router to maintain a cache
of NetBIOS names, which avoids the overhead of transmitting all of the broadcasts between client
and server NetBIOS PCs (IBM PCs or PS/2s) in an SRB environment. When NetBIOS name caching
is enabled, the router does the following:

® Notices when any host sends a series of duplicate query frames and limits retransmission to one
frame per period. The time period is a configuration parameter.

® Keeps a cache of mappings between NetBIOS server and client names and their MAC addresses.
As aresult, broadcast requests sent by clients to find servers (and by servers in response to their
clients) can be sent directly to their destinations, rather than being broadcast across the entire
bridged network.

When NetBIOS name caching is enabled and default parameters are set on the router, the NetBIOS
name server, and the NetBIOS name client, approximately 20 broadcast packets per login are kept
on the local ring where they are generated.

In most cases, the NetBIOS name cache is best used when large amounts of NetBIOS broadcast
traffic might create bottlenecks on a WAN that connects local internetworks to distant locations.

The router can also save bandwidth (or handle nonconforming name resolution protocols) by using
a variety of other proxy facilities. By using routers to act on behalf of other devices to perform
various functions, you can more easily scale networks. Instead of being forced to add bandwidth
when a new workgroup is added to a location, you can use a router to manage address resolution and
control message services. Examples of this kind of capability include the proxy explorer feature of
SRB and the proxy polling feature of STUN implementations.

Sometimes portions of networks cannot participate in routing activity or do not implement software
that conforms to generally implemented address-resolution protocols. Proxy implementations on
routers allow network designers to support these networks or hosts without reconfiguring an
internetwork. Examples of these kinds of capabilities include proxy ARP address resolution for IP
internetworks and NBP proxy in AppleTalk internetworks.

Local caches store previously learned information about the network so that new information
requests do not need to be issued each time the same piece of information is desired. A router’s ARP
cache stores physical address and network address mappings so that it does not need to broadcast
ARP requests more than once within a given time period for the same address. Address caches are
maintained for many other protocols as well, including DECnet, Novell IPX, and SRB, where RIF
information is cached.

Media Access Security

If all corporate information is readily available to all employees, security violations and
inappropriate file access can occur. To prevent this, routers must do the following:

® Keep local traffic from inappropriately reaching the backbone

® Keep backbone traffic from exiting the backbone into an inappropriate department or workgroup
network
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These two functions require packet filtering. Packet filtering capabilities should be tailored to
support a variety of corporate policies. Packet filtering methods can reduce traffic levels on a
network, thereby allowing a company to continue using its current technology rather than investing
in more network hardware. In addition, packet filters can improve security by keeping unauthorized
users from accessing information and can minimize network problems caused by excessive
congestion.

Routers support many filtering schemes designed to provide control over network traffic that reaches
the backbone. Perhaps the most powerful of these filtering mechanisms is the access list. Each of the
following possible local-access services can be provided through access lists:

® You have an Ethernet-to-Internet routing network and you want any host on the Ethernet to be
able to form TCP connections to any host on the Internet. However, you do not want Internet
hosts to be able to form TCP connections into the Ethernet except to the SMTP port of a dedicated
mail host.

® You want to advertise only one network through a RIP routing process.

® You want to prevent packets that originated on any Sun workstation from being bridged on a
particular Ethernet segment.

® You want to keep a particular protocol based on Novell IPX from establishing a connection
between a source network or source port combination and a destination network or destination
port combination.

Access lists logically prevent certain packets from traversing a particular router interface, thereby
providing a general tool for implementing network security. In addition to this method, several
specific security systems already exist to help increase network security. For example, the U.S.
government has specified the use of an optional field within the IP packet header to implement a
hierarchical packet security system called the Internet Protocol Security Option (IPSO).

IPSO support on routers addresses both the basic and extended security options described in a draft
of the IPSO circulated by the Defense Communications Agency. This draft document is an early
version of Request for Comments (RFC) 1108. IPSO defines security levels (for example, TOP
SECRET, SECRET, and others) on a per-interface basis and accepts or rejects messages based on
whether they include adequate authorization.

Some security systems are designed to keep remote users from accessing the network unless they
have adequate authorization. For example, the Terminal Access Controller Access Control System
(TACACS) is a means of protecting modem access into a network. The Defense Data Network
(DDN) developed TACACS to control access to its TAC terminal servers.

The router's TACACS support is patterned after the DDN application. When a user attempts to start
an EXEC command interpreter on a password-protected line, TACACS prompts for a password. If
the user fails to enter the correct password, access is denied. Router administrators can control
various TACACS parameters, such as the number of retries allowed, the timeout interval, and the
enabling of TACACS accounting.

The Challenge Handshake Authentication Protocol (CHAP) is another way to keep unauthorized
remote users from accessing a network. It is also commonly used to control router-to-router
communications. When CHAP is enabled, a remote device (for example, a PC, workstation, router,
or communication server) attempting to connect to a local router is “challenged” to provide an
appropriate response. If the correct response is not provided, network access is denied.

CHAP is becoming popular because it does not require a secret password to be sent over the network.
CHAP is supported on all router serial lines using Point-to-Point Protocol (PPP) encapsulation.
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Router Discovery

Hosts must be able to locate routers when they need access to devices external to the local network.
When more than one router is attached to a host’s local segment, the host must be able to locate the
router that represents the optimal path to the destination. This process of finding routers is called
router discovery

The following are router discovery protocols:

® End System-to-Intermediate System (ES-B)is protocol is defined by the ISO OSI protocol
suite. It is dedicated to the exchange of information between intermediate systems (routers) and
end systems (hosts). ESs send “ES hello” messages to all ISs on the local subnetwork. In turn,
“IS hello” messages are sent from all ISs to all ESs on the local subnetwork. Both types of
messages convey the subnetwork and network-layer addresses of the systems that generate them.
Using this protocol, end systems and intermediate systems can locate one another.

® |CMP Router Discovery Protocol (IRDPYAlthough the issue is currently under study, there is
currently no single standardized manner for end stations to locate routers in the IP world. In many
cases, stations are simply configured manually with the address of a local router. However,
RFC 1256 outlines a router discovery protocol using the Internet Control Message Protocol
(ICMP). This protocol is commonly referred to as IRDP.

® Proxy Address Resolution Protocol (ARPARP uses broadcast messages to determine the
MAC-layer address that corresponds to a particular internetwork address. ARP is sufficiently
generic to allow use of IP with virtually any type of underlying media-access mechanism. A
router that has proxy ARP enabled responds to ARP requests for those hosts for which it has a
route, which allows hosts to assume that all other hosts are actually on their network.

® RIP—RIP is a routing protocol that is commonly available on IP hosts. Many hosts use RIP to
find the address of the routers on a LAN or, when there are multiple routers, to pick the best router
to use for a given internetwork address.

Cisco routers support all the router discovery protocols listed. You can choose the router discovery
mechanism that works best in your particular environment.

Choosing Internetworking Reliability Options

One of the first concerns of most network designers is to determine the required level of application
availability. In general, this key consideration is balanced against implementation cost. For most
organizations, the cost of making a network completely fault tolerant is prohibitive. Determining the
appropriate level of fault tolerance to be included in a network and where redundancy should be used
is not trivial.

The nonredundant internetwork design in Figure 2-18 illustrates the considerations involved with
increasing levels of internetwork fault tolerance.
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Figure 2-18 Typical nonredundant internetwork design.
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The internetwork shown in Figure 2-18 has two levels of hierarchy: a corporate office and remote
offices. Assume the corporate office has eight Ethernet segments, to which approximately 400 users
(an average of 50 per segment) are connected. Each Ethernet segment is connected to a router. In the
remote offices, two Ethernet segments are connected to the corporate office through a router. The
router in each remote office is connected to the router in the corporate office through a T1 link.

The following sections address various approaches to creating redundant internetworks, provide
some context for each approach, and contrast their relative merits and drawbacks. The following four
sections are provided:

® Redundant Links Versus Meshed Topologies
® Redundant Power Systems
® Fault-Tolerant Media Implementations

® Backup Hardware

Redundant Links Versus Meshed Topologies
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Typically, WAN links are the least reliable components in an internetwork, usually because of
problems in the local loop. In addition to being relatively unreliable, these links are often an order
of magnitude slower than the LANSs they connect. However, because they are capable of connecting
geographically diverse sites, WAN links often make up the backbone network, and are therefore
critical to corporate operations. The combination of potentially suspect reliability, lack of speed, and
high importance makes the WAN link a good candidate for redundancy.

As a first step in making the example internetwork more fault tolerant, you might add a WAN link
between each remote office and the corporate office. This results in the topology shown in Figure
2-19. The new topology has several advantages. First, it provides a backup link that can be used if a
primary link connecting any remote office and the corporate office fails. Second, if the routers
support load balancing, link bandwidth has now been increased, lowering response times for users
and increasing application availability.
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Figure 2-19 Internetwork with dual links to remote offices.
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Load balancing in transparent bridging and IGRP environments is another tool for increasing fault
tolerance. Routers also support load balancing on either a per-packet or a per-destination basis in all
IP environments. Per-packet load balancing is recommended if the WAN links are relatively slow
(for example, less than 56 Kbps). If WAN links are faster than 56 Kbps, enablingvétgthing on

the routers is recommended. When fast switching is enabled, load balancing occurs on a per-
desthation basis.

Routers can automatically compensate for failed WAN links through routing algorithms of
protocols, such as IGRP, OSPF, and IS-IS. If one link fails, the routing software recalculates the
routing algorithm and begins sending all traffic through another link. This allows applications to
proceed in the face of WAN link failure, improving application availability.

The primary disadvantage of duplicating WAN links to each remote office is cost. In the example
outlined in Figure 2-19, three new WAN links are required. In large star networks with more remote
offices, 10 or 20 new WAN links might be needed, as well as new equipment (including new WAN
router interfaces). A lower cost alternative that is becoming increasingly popular links the remote
offices using a meshed topology, as shown in Figure 2-20.

Figure 2-20 Evolution from a star to a meshed topology.
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In the “before” portion of Figure 2-20, any failure associated with either Link A or B blocks access
to a remote site. The failure might involve the link connection equipment, such as a data service unit
(DSU) or a channel service unit (CSU), the router (either the entire router or a single router port), or
the link itself. Adding Link C as shown in the “after” portion of the figure, offsets the effect of a
failure in any single link. If Link A or B fails, the affected remote site can still access the corporate
office through Link C and the other site’s link to the corporate office. Note also that if Link C fails,
the two remote sites can communicate through their connections to the corporate office.

A meshed topology has three distinct advantages over a redundant star topology:
® A meshed topology is usually slightly less expensive (at least by the cost of one WAN link).

¢ Ameshed topology provides more direct (and potentially faster) communication between remote
sites, which translates to greater application availability. This can be useful if direct traffic
volumes between remote sites are relatively high.

® A meshed topology promotes distributed operation, preventing bottlenecks on the corporate
router and further increasing application availability.

A redundant star is a reasonable solution under the following conditions:
® Relatively little traffic must travel between remote offices.

® Traffic moving between corporate and remote offices is delay sensitive and mission critical. The
delay and potential reliability problems associated with making an extra hop when a link between
a remote office and the corporate office fails might not be tolerable.

Redundant Power Systems
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Power faults are common in large-scale networks. Because they can strike across a very local or a
very wide scale, power faults are difficult to preempt. Simple power problems include dislodged
power cords, tripped circuit breakers, and local power supply failures. More extensive power
problems include large-scale outages caused by natural phenomena (such as lightning strikes) or
brown-outs. Each organization must assess its needs and the probability of each type of power outage
before determining which preventative actions to take.

You can take many precautions to try to ensure that problems, such as dislodged power cords, do not
occur frequently. These fall outside the scope of this publication and will not be discussed here. This
chapter focuses on issues addressable by internetworking devices.

From the standpoint of internetworking devices, dual power systems can prevent otherwise
debilitating failures. Imagine a situation where the so-cdlkbone-in-a-boxonfiguration is

being used. This configuration calls for the connection of many networks to a router being used as a
connectivity hubBenefits include a high-speed backbone (essentially the router’s backplane) and
cost efficiency (less media). Unfortunately, if the router's power system becomes faulty, each
network connected to that router loses its capability to communicate with all other networks
connected to that router.

Some backbone-in-a-box routers can address this requirement by providing redundant power
systems. In addition, many sites connect one power system to the local power grid and the other to
an uninterruptable power supply. If router power fails, the router can continue to provide
connectivity to each connected network.

General power outages are usually more common than failures in a router’s power system. Consider
the effect of a site-wide power failure on redundant star and meshed topologies. If the power fails in
the corporate office, the organization might be seriously inconvenienced. Key network applications
are likely to be placed at a centralized, corporate location. The organization could easily lose revenue
for every minute its network is down. The meshed network configuration is superior in this case
because links between the remote offices would still be able to communicate with each other.
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If power fails at a remote site, all connections to that remote site will be terminated unless otherwise
protected. Neither the redundant star nor the meshed topology is superior. In both cases, all other
remote offices will still be able to communicate with the corporate office. Generally, power failures
in a remote office are more serious when network services are widely distributed.

To protect against local and site-wide power outages, some companies have negotiated an
arrangement with local power companies to use multiple power grids within their organization.
Failure within one power grid will not affect the network if all critical components have access to
multiple power grids. Unfortunately, this arrangement is very expensive and should only be
considered by companies with substantial resources, extremely mission-critical operations, and a
relatively high likelihood of power failures.

The effect of highly localized power failures can be minimized with prudent network planning.
Wherever possible, redundant components should use power supplied by different circuits. Further,
these redundant components should not be physically colocated. For example, if redundant routers
are employed for all stations on a given floor, these routers can be physically stationed in wiring
closets on different floors. This prevents local wiring closet power problems from affecting the
capability of all stations on a given floor to communicate. Figure 2-21 shows such a configuration.

Figure 2-21 Redundant components on different floors.
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For some organizations, the need for fault tolerance is so great that potential power failures are
protected against with a duplicate corporate data center. Organizations with these requirements often
locate a redundant data center in another city, or in a part of the same city that is some distance from
the primary data center. All backend services are duplicated, and transactions coming in from remote
offices are sent to both data centers. This configuration requires duplicate WAN links from all remote
offices, duplicate network hardware, duplicate servers and server resources, and leasing another
building. Because this approach is so costly, it is typically the last step taken by companies desiring
the ultimate in fault tolerance.

Partial duplication of the data center is also a possibility. Several key servers and links to those
servers can be duplicated. This is a common compromise to the problem presented by power failures.
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Fault-Tolerant Media Implementations

Backup Hardware
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Media failure is another possible network fault. Included in this category are all problems associated
with the media and its link to each individual end station. Under this definition, media components
include network interface controller failures, lobe or attachment unit interface (AUI) cable failures,
transceiver failures, hub failures, and all failures associated with media components (for example,
the cable itself, terminators, and other parts). Many media failures are caused by operator negligence
and cannot easily be eliminated.

One way to reduce the havoc caused by failed media is to divide existing media into smaller
segments and support each segment with different hardware. This minimizes the effect of a failure
on a particular segment. For example, if you have 100 stations attached to a single switch, move
some of them to other switches. This reduces the effect of a hub failure and of certain subnetwork
failures. If you place an internetworking device (such as a router) between segments, you protect
against additional problems and cut subnetwork traffic.

As shown in Figure 2-21, redundancy can be employed to help minimize media failures. Each station
in this figure is attached to two different media segments. NICs, hub ports, and interface cables are
all redundant. This approach doubles the cost of network connectivity for each end station as well
as the port usage on all internetworking devices, and is therefore only recommended in situations
where complete redundancy is required. It also assumes that end station software, including both the
network and the application subsystems, can handle and effectively use the redundant components.
The application software or the networking software or both must be able to detect network failures
and initiate use of the other network.

Certain media access protocols have some fault-tolerant features built in. Token Ring multistation
access units (MAUs) can detect certain media connection failures and bypass the failure internally.
FDDI dual rings can wrap traffic onto the backup ring to avoid portions of the network with
problems.

From a router’s standpoint, many media failures can be bypassed so long as alternative paths are
available. Using various hardware detection techniques, routers can sense certain media-level
problems. If routing updates or routing keepalive messages have not been received from devices that
would normally be reached through a particular router port, the router will soon declare that route
down and will look for alternative routes. Meshed networks provide these alternative paths, allowing
the router to compensate for media failures.

Like all complex devices, routers, switches, and other internetworking devices develop hardware
problems. When serious failures occur, the use of dual devices can effectively reduce the adverse
effects of a hardware failure. After a failure, discovery protocols help end stations choose new paths
with which to communicate across the network. If each network connected to the failed device has
an alternative path out of the local area, complete connectivity will still be possible.

For example, when backup routers are used, routing metrics can be set to ensure that the backup
routers will not be used unless the primary routers are not functioning. Switchover is automatic and
rapid. For example, consider the situation shown in Figure 2-22. In this network, dual routers are
used at all sites with dual WAN links. If Router R1 fails, the routers on FDDI 1 will detect the failure

by the absence of messages from Router R1. Using any of several dynamic routing protocols,
Router A, Router B, and Router C will designate Router R3 as the new next hop on the way to
remote resources accessible via Router R4.
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Figure 2-22 Redundant FDDI router configuration.
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Many networks are designed with multiple routers connecting particular LANs in order to provide
redundancy. In the past, the effectiveness of this design was limited by the speed at which the hosts
on those LANSs detected a topology update and changed routers. In particular, IP hosts tend to be
configured with a default gateway or configured to use Proxy ARP in order to find a router on their
LAN. Convincing an IP host to change its router usually required manual intervention to clear the
ARP cache or to change the default gateway.

The Hot Standby Router Protocol (HSRP) is a solution that allows network topology changes to be
transparent to the host. HSRP typically allows hosts to reroute in approximately 10 seconds. HSRP
is supported on Ethernet, Token Ring, FDDI, Fast Ethernet, and ATM.

An HSRP group can be defined on each LAN. Allmembers of the group know the standby IP address
and the standby MAC address. One member of the group is elected the leader. The lead router
services all packets sent to the HSRP group address. The other routers monitor the leader and act as
HSRP routers. If the lead router becomes unavailable, the HSRP router elects a new leader who
inherits the HSRP MAC address and IP address.

High-end routers (Cisco 4500, 7000, and 7500 families) can support multiple MAC addresses on the
same Ethernet or FDDI interface, allowing the routers to simultaneously handle both traffic that is
sent to the standby MAC address and the private MAC address. The commands for enabling HSRP
and configuring an HSRP group atandby ip andstandby group.

ldentifying and Selecting Internetworking Devices

Network designers have four basic types of internetworking devices available to them:
® Hubs (concentrators)

® Bridges

® Switches

® Routers
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For a summary of these four internetworking devices, see Table 2-1 earlier in this chapter. Data
communications experts generally agree that network designers are moving away from bridges and
primarily using switches and routers to build internetworks. Consequently, this section focuses on
the role of switches and routers in designing internetworks.

Switches can be functionally divided into two main groups: Layer 2 switches and multilayer
switches that provide Layer 2 and Layer 3 switching capabilities. Today, network designers are
replacing hubs in their wiring closets with switches to increase their network performance and
protect their existing wiring investments.

Routers segment network traffic based on the destination network layer address (Layer 3) rather than
the workstation data link layer or MAC address. Consequently, routers are protocol dependent.

Benefits of Switches (Layer 2 Services)

An individual Layer 2 switch might offer some or all of the following benefits:

¢ Bandwidth—LAN switches provide excellent performance for individual users by allocating
dedicated bandwidth to each switch port. Each switch port represents a different network
segment. This technique is knownmaigrosegmenting

® VLANs—LAN switches can group individual ports into switched logical workgroups called
VLANS, thereby restricting the broadcast domain to designated VLAN member ports. VLANS
are also known as switched domains and autonomous switching domains. Communication
between VLANS requires a router.

® Automated packet recognition and translatiemhis capability allows the switch to translate
frame formats automatically, such as Ethernet MAC to FDDI SNAP.

Benefits of Routers (Layer 3 Services)

Because routers use Layer 3 addresses, which typically have structure, routers can use techniques
(such as address summarization) to build networks that maintain performance and responsiveness as
they grow in size. By imposing structure (usually hierarchical) on a network, routers can effectively
use redundant paths and determine optimal routes even in a dynamically changing network.

Routers are necessary to ensure scalability as the network grows and expands. They provide the
following capabilities that are vital in network designs:

® Broadcast and multicast control
® Broadcast segmentation

® Security

® Quality of service (QoS)

® Multimedia

Backbone Routing Options
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In an ideal world, the perfect enterprise-wide internetwork would feature a single, bullet-proof
network protocol capable of transporting all manner of data communications seamlessly, error free,
and with sufficient resilience to accommodate any unforeseen connectivity disruption. However, in
the real world, there are many protocols with varying levels of resilience.

In designing a backbone for your organization, you might consider several options. These options
are typically split into the following two primary categories:
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® Multiprotocol routing backbone
® Single-protocol backbone

The following discussions outline the characteristics and properties of these two strategies.

Multiprotocol Routing Backbone

When multiple network layer protocols are routed throughout a common backbone without
encapsulation (also referred toretivemode routing), the environment is referred to as a
multiprotocol routing backbone. A multiprotocol backbone environment can adopt one of two
routing strategies, or both, depending on the routed protocol involved. The two strategies are
generally referred to as the following:

® |ntegrated routing—Integrated routing involves the use of a single routing protocol (for example,
a link state protocol) that determines the least cost path for different routed protocols.

® Ships in the night-The ships-in-the-night approach involves the use of a different routing
protocol for each network protocol. For instance, some large-scale networks might feature
multiple protocols in which Novell IPX traffic is routed using a proprietary version of the Routing
Information Protocol (RIP), IP is routed with IGRP, and DECnet Phase V traffic is routed via ISO
CLNS-compliant 1S-1S.

Each of these network layer protocols is routed independently, with separate routing processes
handling their traffic and separate paths calculated. Mixing routers within an internetwork that
supports different combinations of multiple protocols can create a confusing situation, particularly
for integrated routing. In general, integrated routing is easier to manage if all the routers attached to
the integrated routing backbone support the same integrated routing scheme. Routes for other
protocols can be calculated separately. As an alternative, you can use encapsulation to transmit traffic
over routers that do not support a particular protocol.

Single-Protocol Backbone

With a single-protocol backbone, all routers are assumed to support a single routing protocol for a
single network protocol. In this kind of routing environment, all other routing protocols are ignored.

If multiple protocols are to be passed over the internetwork, unsupported protocols must be
encapsulated within the supported protocol or they will be ignored by the routing nodes.

Why implement a single-protocol backbone? If relatively few other protocols are supported at a
limited number of isolated locations, it is reasonable to implement a single protocol backbone.
However, encapsulation does add overhead to traffic on the network. If multiple protocols are
supported widely throughout a large internetwork, a multiprotocol backbone approach is likely to
work better.

In general, you should support all the network layer protocols in an internetwork with a native
routing solution and implement as few network layer protocols as possible.

Types of Switches

Switches can be categorized as follows:

® LAN switches-The switches within this category can be further divided into Layer 2 switches
and multilayer switches.

® ATM switches-ATM switching and ATM routers offer greater backbone bandwidth required by
high-throughput data services.
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Network managers are adding LAN switches to their wiring closets to augment bandwidth and
reduce congestion in existing shared-media hubs while using new backbone technologies, such as
Fast Ethernet and ATM.

LAN Switches

Today’s cost-effective, high-performance LAN switches offer network managers the following
benefits:

® Superior microsegmentation
® Increased aggregate data forwarding
® Increased bandwidth across the corporate backbone

LAN switches address end users’ bandwidth needs for wiring closet applications. By deploying
switches rather than traditional shared hubs, network designers can increase performance and
leverage the current investments in existing LAN media and adapters. These switches also offer
functionality not previously available, such as VLANSs, that provide the flexibility to use software to
move, add, and change users across the network.

LAN switches are also suited to provide segment switching and scalable bandwidth within network
data centers by delivering switched links to interconnect existing hubs in wiring closets, LAN
switches, and server farms. Cisco provides the Catalyst family of multilayer switches for connecting
multiple wiring closet switches or shared hubs into a backbone configuration.

ATM Switches

Even though all ATM switches perform cell relay, ATM switches differ markedly in the following
capabilities:

® \Variety of interfaces and services that are supported
® Redundancy

® Depth of ATM internetworking software

® Sophistication of traffic management mechanism

Just as there are routers and LAN switches available at various price/performance points with
different levels of functionality, ATM switches can be segmented into the following four distinct
types that reflect the needs of particular applications and markets:

® Workgroup ATM switches

® Campus ATM switches

® Enterprise ATM switches

® Multiservice access switches

Cisco offers a complete range of ATM switches.

Workgroup and Campus ATM Switches
Workgroup ATM switchdsave Ethernet switch ports and an ATM uplink to connect to a campus
ATM switch. An example of a workgroup ATM switch is the Cisco Catalyst 5000.

Campus ATM switchese generally used for small-scale ATM backbones (for example, to link ATM
routers or LAN switches). This use of ATM switches can alleviate current backbone congestion and
enable the deployment of such new services as VLANs. Campus switches need to support a wide
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variety of both local backbone and WAN types, but be price/performance optimized for the local
backbone function. In this class of switches, ATM routing capabilities that allow multiple switches
to be tied together is very important. Congestion control mechanisms for optimizing backbone
performance is also important. The LightStream 1010 family of ATM switches is an example of a
campus ATM switch. For more information on deploying workgroup and campus ATM switches in
your internetwork, see Chapter 12, “Designing Switched LAN Internetworks.”

Enterprise ATM Switches

Enterprise ATM switches are sophisticated multiservice devices that are designed to form the core
backbones of large, enterprise networks. They are intended to complement the role played by today’s
high-end multiprotocol routers. Enterprise ATM switches are used to interconnect campus ATM
switches. Enterprise-class switches, however, can act not only as ATM backbones but can serve as
the single point of integration for all of the disparate services and technology found in enterprise
backbones today. By integrating all of these services onto a common platform and a common ATM
transport infrastructure, network designers can gain greater manageability and eliminate the need for
multiple overlay networks.

Cisco's BPX/AXIS is a powerful broadband ATM switch designed to meet the demanding,
high-traffic needs of a large private enterprise or public service provider. For more information on
deploying enterprise ATM switches in your internetwork, see Chapter 8, “Designing ATM
Internetworks.”

Multiservice Access Switches

Beyond private networks, ATM platforms will also be widely deployed by service providers both as
customer premises equipment (CPE) and within public networks. Such equipment will be used to
support multiple MAN and WAN services—for example, Frame Relay switching, LAN
interconnect, or public ATM services—on a common ATM infrastructure. Enterprise ATM switches
will often be used in these public network applications because of their emphasis on high availability
and redundancy, their support of multiple interfaces, and capability to integrate voice and data.

Switches and Routers Compared

To highlight the differences between switches and routers, the following sections examine the
different roles of these devices in the following situations:

® Implementation of VLANs

® Implementation of switched internetworks

Role of Switches and Routers in VLANs
VLANSs address the following two problems:

® Scalability issues of a flat network topology

® Simplification of network management by facilitating network reconfigurations (moves and
changes)

A VLAN consists of a single broadcast domain and solves the scalability problems of large flat
networks by breaking a single broadcast domain into several smaller broadcast domains or VLANS.
Virtual LANSs offer easier moves and changes in a network design than traditional networks. LAN
switches can be used to segment networks into logically defined virtual workgroups. This logical
segmentation, commonly referred to as VLAN communication, offers a fundamental change in how
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LANs are designed, administered, and managed. Although logical segmentation provides substantial
benefits in LAN administration, security, and management of network broadcast across the
enterprise, there are many components of VLAN solutions that network designers should consider
prior to large scale VLAN deployment.

Switches and routers each play an important role in VLAN design. Switches are the core device
that controls individual VLANS while routers provide interVLAN communication, as shown in
Figure 2-23.

Figure 2-23 Role of switches and routers in VLANS.
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Switches remove the physical constraints imposed by a shared-hub architecture because they
logically group users and ports across the enterprise. As a replacement for shared hubs, switches
remove the physical barriers imposed within each wiring closet. Additionally, the role of the router
evolves beyond the more traditional role of firewalls and broadcast suppression to policy-based
control, broadcast management, and route processing and distribution. Equally as important,
routers remain vital for switched architectures configured as VLANs because they provide the
communication between VLANSs. Routers also provide VLAN access to shared resources, such as
servers and hosts. For more information on deploying VLANS, see Chapter 12, “Designing Switched
LAN Internetworks.”

Examples of Campus Switched Internetwork Designs

A successful campus switched internetworking solution must combine the benefits of both routers
and switches in every part of the network, as well as offer a flexible evolution path from
shared-media networking to switched internetworks.

For example, incorporating switches in campus network designs will generally result in the
following benefits:

® High bandwidth

® Improved performance
® Low cost

® Easy configuration

If you need advanced internetworking services, however, routers are necessary. Routers offer the
following services:
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® Broadcast firewalling

® Hierarchical addressing

® Communication between dissimilar LANs
® Fast convergence

® Policy routing

® QoS routing

® Security

® Redundancy and load balancing

® Traffic flow management

® Multimedia group membership

Some of these router services will be offered by switches in the future. For example, support for
multimedia often requires a protocol, such as Internet Group Management Protocol (IGMP), that
allows workstations to join a group that receives multimedia multicast packets. In the future, Cisco
will allow switches to participate in this process by using the Cisco Group Management Protocol
(CGMP). One router will still be necessary, but you will not need a router in each department
because CGMP switches can communicate with the router to determine if any of their attached users
are part of a multicast group.

Switching and bridging sometimes can result in non-optimal routing of packets. This is because
every packet must go through the root bridge of the spanning tree. When routers are used, the routing
of packets can be controlled and designed for optimal paths. Cisco now provides support for
improved routing and redundancy in switched environments by supporting one instance of the
spanning tree per VLAN.

The following figures illustrate how network designers can use switches and routers to evolve their
shared-media networks to switching internetworks. Typically, this evolution to a campus switched
internetwork architecture will extend over four phases.

Phase 1 is the microsegmentation phase in which network designers retain their hubs and routers,
but insert a LAN switch to enhance performance. Figure 2-24 shows an example of how a LAN
switch can be used to segment a network.

Figure 2-24 Using switches for microsegmentation.
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Phase 2 is the addition of high-speed backbone technology and routing between switches. LAN
switches perform switch processing and provide dedicated bandwidth to the desktop and to
shared-media hubs. Backbone routers are attached to either Fast Ethernet or ATM switches. The
increase in backbone bandwidth matches the increase bandwidth in the wiring closet. Figure 2-25
shows an example of how you can add high-speed backbone technology and routing between

existing switches in your network.

Figure 2-25 Adding high-speed backbone technology and routing between switches.
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In Phase 3, routers are distributed between the LAN switches in the wiring closet and the high-speed
core switch. The network backbone is now strictly a high-speed transport mechanism with all other
devices, such as the distributed routers, at the periphery. Figure 2-26 illustrates such a network.

Figure 2-26 Distributing routers between high-speed core and LAN switches.
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Phase 4 is the final phase—the end point. It involves end-to-end switching with integral VLANs and
multilayer switching capability. By this point, Layer 2 and Layer 3 integrated switching is distributed
across the network and is connected to the high-speed core. Figure 2-27 shows an example of this

final phase.

Figure 2-27 End-to-end switching with VLAN and multilayer switching capability.
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Summary

Now that the basic internetworking devices and general design principles have been examined, the
remaining chapters in this part focus on the different technologies available when designing an

internetwork.
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CHAPTER 3

Designing Large-Scale
IP Internetworks

This chapter focuses on the following design implications of the Enhanced Interior Gateway Routing
Protocol (IGRP), Open Shortest Path First (OSPF) protocols, and the Border Gateway Protocol
(BGP):

® Network Topology

® Addressing and Route Summarization
® Route Selection

¢ Convergence

® Network Scalability

® Security

Enhanced IGRP, OSPF, and BGP are routing protocols for the Internet Protocol (IP). An
introductory discussion outlines general routing protocol issues; subsequent discussions focus on
design guidelines for the specific IP protocols.

Implementing Routing Protocols

The following discussion provides an overview of the key decisions you must make when selecting
and deploying routing protocols. This discussion lays the foundation for subsequent discussions
regarding specific routing protocols.

Network Topology

The physical topology of an internetwork is described by the complete set of routers and the
networks that connect them. Networks also have a logical topology. Different routing protocols
establish the logical topology in different ways.

Some routing protocols do not use a logical hierarchy. Such protocols use addressing to segregate
specific areas or domains within a given internetworking environment and to establish a logical
topology. For such nonhierarchical,ftat, protocols, no manual topology creation is required.

Other protocols require the creation of an explicit hierarchical topology through establishment of a
backbone and logical areas. The OSPF and Intermediate System-to-Intermediate System (I1S-IS)
protocols are examples of routing protocols that use a hierarchical structure. A general hierarchical
network scheme is illustrated in Figure 3-1. The explicit topology in a hierarchical scheme takes
precedence over the topology created through addressing.
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Figure 3-1 Hierarchical network.
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If a hierarchical routing protocol is used, the addressing topology should be assigned to reflect the
hierarchy. If a flat routing protocol is used, the addressing implicitly creates the topology. There are
two recommended ways to assign addresses in a hierarchical network. The simplest way is to give
each area (including the backbone) a unique network address. An alternative is to assign address
ranges to each area.

Areas are logical collections of contiguous networks and hosts. Areas also include all the routers
having interfaces on any one of the included networks. Each area runs a separate copy of the basic
routing algorithm. Therefore, each area has its own topological database.

Addressing and Route Summarization

3-2

Route summarization procedures condense routing information. Without summarization, each
router in a network must retain a route to every subnet in the network. With summarization, routers
can reduce some sets of routes to a single advertisement, reducing both the load on the router and
the perceived complexity of the network. The importance of route summarization increases with
network size.

Figure 3-2 illustrates an example of route summarization. In this environment, Router R2 maintains
one route for all destination networks beginning with B, and Router R4 maintains one route for all
destination networks beginning with A. This is the essence of route summarization. Router R1 tracks
all routes because it exists on the boundary between A and B.
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Figure 3-2 Route summarization example.
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The reduction in route propagation and routing information overhead can be significant.

Figure 3-3 illustrates the potential savings. The vertical axis of Figure 3-3 shows the number of
routing table entries. The horizontal axis measures the number of subnets. Without summarization,
each router in a network with 1,000 subnets must contain 1,000 routes. With summarization, the
picture changes considerably. If you assume a Class B network with eight bits of subnet address
space, each router needs to know all of the routes for each subnet in its network number (250 routes,
assuming that 1,000 subnets fall into four major networks of 250 routers each) plus one route for
each of the other networks (three) for a total of 253 routes. This represents a nearly 75-percent
reduction in the size of the routing table.

The preceding example shows the simplest type of route summarization: collapsing all the subnet
routes into a single network route. Some routing protocols also support route summarization at any
bit boundary (rather than just at major network number boundaries) in a network address. A routing
protocol can summarize on a bit boundary only if it supp@t®ble-length subnet masks

(VLSMs).

Some routing protocols summarize automatically. Other routing protocols require manual
configuration to support route summarization, as shown in Figure 3-3.
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Figure 3-3 Route summarization benefits.
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Route Selection

3-4

Route selection is trivial when only a single path to the destination exists. However, if any part of
that path should fail, there is no way to recover. Therefore, most networks are designed with multiple
paths so there are alternatives in case a failure occurs.

Routing protocols compare route metrics to select the best route from a group of possible routes.
Route metrics are computed by assigning a characteristic or set of characteristics to each physical
network. The metric for the route is an aggregation of the characteristics of each physical network
in the route. Figure 3-4 shows a typical meshed network with metrics assigned to each link and the
best route from source to destination identified.

Figure 3-4 Routing metrics and route selection.
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Routing protocols use different techniques for assigning metrics to individual networks. Further,
each routing protocol forms a metric aggregation in a different way. Most routing protocols can use
multiple paths if the paths have an equal cost. Some routing protocols can even use multiple paths
when paths have an unequal cost. In either case, load balancing can improve overall allocation of
network bandwidth.
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When multiple paths are used, there are several ways to distribute the packets. The two most
common mechanisms agper-packet load balancingndper-destination load balancinger-packet

load balancing distributes the packets across the possible routes in a manner proportional to the route
metrics. With equal-cost routes, this is equivalent to a round-robin scheme. One packet or destination
(depending on switching mode) is distributed to each possible path. Per-destination load balancing
distributes packets across the possible routes based on destination. Each new destination is assigned
the next available route. This technique tends to preserve packet order.

Note Most TCP implementations can accommodate out-of-order packets. However, out-of-order
packets may cause performance degradation.

When fast switching is enabled on a router (default condition), route selection is done on a per-
destination basis. When fast switching is disabled, route selection is done on a per-packet basis. For
line speeds of 56 Kbps and faster, fast switching is recommended.

Convergence

Whennetworktopology changes, network traffic must reroute quickly. The phrase “convergence
time” describes the time it takes a router to start using a new route after a topology changes. Routers
must do three things after a topology changes:

® Detect the change
® Select a new route
® Propagate the changed route information

Some changes are immediately detectable. For example, serial line failures that involve carrier loss
are immediately detectable by a router. Other failures are harder to detect. For example, if a serial
line becomes unreliable but the carrier is not lost, the unreliable link is not immediately detectable.
In addition, some media (Ethernet, for example) do not provide physical indications such as carrier
loss. When arouter is reset, other routers do not detect this immediately. In general, failure detection
is dependent on the media involved and the routing protocol used.

Once afailure has been detected, the routing protocol must select a new route. The mechanisms used
to do this are protocol-dependent. All routing protocols must propagate the changed route. The
mechanisms used to do this are also protocol-dependent.

Network Scalability

The capability to extend your internetwork is determined, in part, by the scaling characteristics of
the routing protocols used and the quality of the network design.

Network scalability is limited by two factors: operational issues and technical issues. Typically,
operational issues are more significant than technical issues. Operational scaling concerns encourage
the use of large areas or protocols that do not require hierarchical structures. When hierarchical
protocols are required, technical scaling concerns promote the use of small areas. Finding the right
balance is the art of network design.

From a technical standpoint, routing protocols scale well if their resource use grows less than
linearly with the growth of the network. Three critical resources are used by routing protocols:
memory, central processing unit (CPU), and bandwidth.
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Memory

CPU

Bandwidth

Routing protocols use memory to store routing tables and topology information. Route
summarization cuts memory consumption for all routing protocols. Keeping areas small reduces the
memory consumption for hierarchical routing protocols.

CPU usage is protocol-dependent. Some protocols use CPU cycles to compare new routes to existing
routes. Other protocols use CPU cycles to regenerate routing tables after a topology change. In most
cases, the latter technique will use more CPU cycles than the former. For link-state protocols,
keeping areas small and using summarization reduces CPU requirements by reducing the effect of a
topology change and by decreasing the number of routes that must be recomputed after a topology
change.

Bandwidth usage is also protocol-dependent. Three key issues determine the amount of bandwidth
a routing protocol consumes:

® When routing information is sentPeriodic updates are sent at regular intervals. Flash updates
are sent only when a change occurs.

® What routing information is senrtComplete updates contain all routing information. Partial
updates contain only changed information.

® Where routing information is sentFlooded updates are sent to all routers. Bounded updates are
sent only to routers that are affected by a change.

Note These three issues also affect CPU usage.

Distance vector protocols such as Routing Information Protocol (RIP), Interior Gateway Routing
Protocol (IGRP), Internetwork Packet Exchange (IPX) RIP, IPX Service Advertisement Protocol
(SAP), and Routing Table Maintenance Protocol (RTMP), broadcast their complete routing table
periodically, regardless of whether the routing table has changed. This periodic advertisement varies
from every 10 seconds for RTMP to every 90 seconds for IGRP. When the network is stable, distance
vector protocols behave well but waste bandwidth because of the periodic sending of routing table
updates, even when no change has occurred. When a failure occurs in the network, distance vector
protocols do not add excessive load to the network, but they take a long time to reconverge to an
alternative path or to flush a bad path from the network.

Link-state routing protocols, such as Open Shortest Path First (OSPF), Intermediate System-
to-Intermediate System (IS-1S), and NetWare Link Services Protocol (NLSP), were designed to
address the limitations of distance vector routing protocols (slow convergence and unnecessary
bandwidth usage). Link-state protocols are more complex than distance vector protocols, and
running them adds to the router’s overhead. The additional overhead (in the form of memory
utilization and bandwidth consumption when link-state protocols first start up) constrains the
number of neighbors that a router can support and the number of neighbors that can be in an area.

When the network is stable, link-state protocols minimize bandwidth usage by sending updates only
when a change occurs. A hello mechanism ascertains reachability of neighbors. When a failure
occurs in the network, link-state protocols flood link-state advertisements (LSAs) throughout an
area. LSAs cause every router within the failed area to recalculate routes. The fact that LSAs need
to be flooded throughout the area in failure mode and the fact that all routers recalculate routing
tables constrain the number of neighbors that can be in an area.

3-6 Internetwork Design Guide



Security

Security

Enhanced IGRP is an advanced distance vector protocol that has some of the properties of link-state
protocols. Enhanced IGRP addresses the limitations of conventional distance vector routing
protocols (slow convergence and high bandwidth consumption in a steady state network). When the
network is stable, Enhanced IGRP sends updates only when a change in the network occurs. Like
link-state protocols, Enhanced IGRP uses a hello mechanism to determine the reachability of
neighbors. When a failure occurs in the network, Enhanced IGRP looks for feasible successors by
sending messages to its neighbors. The search for feasible successors can be aggressive in terms of
the traffic it generates (updates, queries, and replies) to achieve convergence. This behavior
constrains the number of neighbors that is possible.

In WANS, consideration of bandwidth is especially critical. For example, Frame Relay, which
statistically multiplexes many logical data connections (virtual circuits) over a single physical link,
allows the creation of networks that share bandwidth. Public Frame Relay networks use bandwidth
sharing at all levels within the network. That is, bandwidth sharing may occur within the Frame
Relay network of Corporation X, as well as between the networks of Corporation X and
Corporation Y.

Two factors have a substantial effect on the design of public Frame Relay networks:

® Users are charged for each permanent virtual circuit (PVC), which encourages network designers
to minimize the number of PVCs.

® Public carrier networks sometimes provide incentives to avoid the use of committed information
rate (CIR) circuits. Although service providers try to ensure sufficient bandwidth, packets can be
dropped.

Overall, WANs can lose packets because of lack of bandwidth. For Frame Relay networks, this
possibility is compounded because Frame Relay does not have a broadcast replication facility, so for
every broadcast packet that is sent out a Frame Relay interface, the router must replicate it for each
PVC on the interface. This requirement limits the number of PVCs that a router can handle
effectively.

In addition to bandwidth, network designers must consider the size of routing tables that need to be
propagated. Clearly, the design considerations for an interface with 50 neighbors and 100 routes to
propagate are very different from the considerations for an interface with 50 neighbors and

10,000 routes to propagate. Table 3-1 gives a rough estimate of the number of WAN neighbors that
a routing protocol can handle effectively.

Table 3-1 Routing Protocols and Number of WAN Neighbors
Routing Protocol Number of Neighbors per Router
Distance vector 50

Link state 30

Advanced distance vector 30

Controlling access to network resources is a primary concern. Some routing protocols provide
techniques that can be used as part of a security strategy. With some routing protocols, you can insert
a filter on the routes being advertised so that certain routes are not advertised in some parts of the
network.
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Some routing protocols can authenticate routers that run the same protocol. Authentication
mechanisms are protocol specific and generally weak. In spite of this, it is worthwhile to take
advantage of the techniques that exist. Authentication can increase network stability by preventing
unauthorized routers or hosts from participating in the routing protocol, whether those devices are
attempting to participate accidentally or deliberately.

Enhanced IGRP Internetwork Design Guidelines

The Enhanced Interior Gateway Routing Protocol (Enhanced IGRP) is a routing protocol developed
by Cisco Systems and introduced with Software Release 9.21 and Cisco Internetworking Operating
System (Cisco 10S) Software Release 10.0. Enhanced IGRP combines the advantages of distance
vector protocols, such as IGRP, with the advantages of link-state protocols, such as Open Shortest
Path First (OSPF). Enhanced IGRP uses the Diffusing Update ALgorithm (DUAL) to achieve
convergence quickly.

Enhanced IGRP includes support for IP, Novell NetWare, and AppleTalk. The discussion on
Enhanced IGRP covers the following topics:

® Enhanced IGRP Network Topology

® Enhanced IGRP Addressing

® Enhanced IGRP Route Summarization
® Enhanced IGRP Route Selection

® Enhanced IGRP Convergence

® Enhanced IGRP Network Scalability

® Enhanced IGRP Security

Caution If you are usingcandidate default routan IP Enhanced IGRP and have installed multiple releases

of Cisco router software within your internetwork that include any versions prior to September 1994, contact
your Cisco technical support representative for version compatibility and software upgrade information.
Refer to your software release notes for details.

Enhanced IGRP Network Topology

Enhanced IGRP uses a nonhierarchical (or flat) topology by default. Enhanced IGRP automatically
summarizes subnet routes of directly connected networks at a network number boundary. This
automatic summarization is sufficient for most IP networks. See the section “Enhanced IGRP Route
Summarization” later in this chapter for more details.

Enhanced IGRP Addressing

The first step in designing an Enhanced IGRP network is to decide on how to address the network.
In many cases, a company is assigned a single NIC address (such as a Class B network address) to
be allocated in a corporate internetwork. Bit-wise subnetting and variable-length subnetwork masks
(VLSMs) can be used in combination to save address space. Enhanced IGRP for IP supports the use
of VLSMs.

Consider a hypothetical network where a Class B address is divided into subnetworks, and
contiguous groups of these subnetworks are summarized by Enhanced IGRP. The Class B network
156.77.0.0 might be subdivided as illustrated in Figure 3-5.
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Figure 3-5 Variable-length subnet masks (VLSMs) and route summarization boundaries.
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In Figure 3-5, the letters x, y, and z represent bits of the last two octets of the Class B network as
follows:

® The fourx bits represent the route summarization boundary.
® The fivey bits represent up to 32 subnets per summary route.

® The severz bits allow for 126 (128-2) hosts per subnet.

Enhanced IGRP Route Summarization

With Enhanced IGRP, subnet routes of directly connected networks are automatically summarized
at network number boundaries. In addition, a network administrator can configure route
summarization at any interface with any bit boundary, allowing ranges of networks to be
summarized arbitrarily.

Enhanced IGRP Route Selection

Routing protocols compare route metrics to select the best route from a group of possible routes. The
following factors are important to understand when designing an Enhanced IGRP internetwork.
Enhanced IGRP uses the same vector of metrics as IGRP. Separate metric values are assigned for
bandwidth, delay, reliability, and load. By default, Enhanced IGRP computes the metric for a route
by using the minimum bandwidth of each hop in the path and adding a media-specific delay for each
hop. The metrics used by Enhanced IGRP are as follows:

¢ Bandwidtk—Bandwidth is deduced from the interface type. Bandwidth can be modified with the
bandwidth command.

® Delay—Each media type has a propagation delay associated with it. Modifying delay is very
useful to optimize routing in network with satellite links. Delay can be modified witlu&iay
command.

® Reliability—Reliability is dynamically computed as a rolling weighted average over five
seconds.

® |oad—Load is dynamically computed as a rolling weighted average over five seconds.

When Enhanced IGRP summarizes a group of routes, it uses the metric of the best route in the
summary as the metric for the summary.

Note Forinformation on Enhanced IGRP load sharing, see the section “SRB Technology Overview
and Implementation Issues” in Chapter 4, “Designing SRB Internetworks.”
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Enhanced IGRP Convergence

3-10

Enhanced IGRP implements a new convergence algorithm known as DUAL (Diffusing Update
ALgorithm). DUAL uses two techniques that allow Enhanced IGRP to converge very quickly. First,
each Enhanced IGRP router stores its neighbors’ routing tables. This allows the router to use a new
route to a destination instantly if anotHensibleroute is known. If no feasible route is known based
upon the routing information previously learned from its neighbors, a router running Enhanced
IGRP becomeactivefor that destination and sends a query to each of its neighbors, asking for an
alternative route to the destination. These queries propagate until an alternative route is found.
Routers that are not affected by a topology change repasriveand do not need to be involved in

the query and response.

A router using Enhanced IGRP receives full routing tables from its neighbors when it first
communicates with the neighbors. Thereafter, chgngedo the routing tables are sent and only
to routersthat areaffectedby the change. Auccessois a neighboring router that is currently being
used for packet forwarding, provides teast costoute to the destination, and is not part of a
routing loop. Information in the routing table is basedeasible successorseasible successor
routes can be used in case the existing route fails. Feasible successors pravee lest-coghath
without introducing routing loops.

The routing table keeps a list of the computed costs of reaching networks. The topology table keeps
a list of all routes advertised by neighbors. For each network, the router keeps the real cost of getting
to that network and also keeps the advertised cost from its neighbor. In the event of a failure,
convergence is instant if a feasible successor can be found. A neighbor is a feasible successor if it
meets the feasibility condition set by DUAL. DUAL finds feasible successors by the performing the
following computations:

® Determines membership of;W; is the set of all neighbors whose advertised distance to
networkx is less than FD. (FD is the feasible distance and is defined as the best metric during an
active-to-passive transition.)

® Calculates i, Dimin is the minimum computed cost to netwark

® Determines membership of,W,is the set of neighbors that are in V1 whose computed cost to
networkx equals By,

The feasibility condition is met whem,\has one or more members. The concept of feasible
successors is illustrated in Figure 3-6. Consider Router A's topology table entries for Network 7.
Router B is thesuccessowith a computed cost of 31 to reach Network 7, compared to the computed
costs of Router D (230) and Router H (40).
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Figure 3-6 DUAL feasible successor.
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If Router B becomes unavailable, Router A will go through the following three-step process to find
a feasible successor for Network 7:

Step 1

Step 2

Step 3

Determining which neighbors have an advertised distance to Network 7 that is less than
Router A's feasible distance (FD) to Network 7. The FD is 31 and Router H meets this
condition. Therefore, Router H is a member gf V

Calculating the minimum computed cost to Network 7. Router H provides a cost of 40,
and Router D provides a cost of 23Q,;pis, therefore, 40.

Determining the set of neighbors that are ipWwhose computed cost to Network 7 equals
Dpin (40). Router H meets this condition.

The feasible successor is Router H which provides a least cost route of 40 from Router A to
Network 7. If Router H now also becomes unavailable, Router A performs the following
computations:

Step 1

Step 2

Determines which neighbors have an advertised distance to Network 7 that is less than
the FD for Network 7. Because both Router B and H have become unavail- able, only
Router D remains. However, the advertised cost of Router D to Network 7 is 220, which is
greater than Router As FD (31) to Network 7. Router D, therefore, cannot be a member
of V4. The FD remains at 31—the FD can only change during an active-to-passive
transition, and this did not occur. There was no transition to active state for Network 7;
this is known as #bcal computation

Because there are no members of V1, there can be no feasible successors. Router A,
therefore, transitions from passive to active state for Network 7 and queries its neighbors
about Network 7. There was a transition to active; this is knowrd#fising

computation
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The following example and graphics further illustrate how Enhanced IGRP supports virtually
instantaneous convergence in a changing internetwork environment. In Figure 3-7, all routers can
access one another and Network N. The computed cost to reach other routers and Network N is
shown. For example, the cost from Router E to Router B is 10. The cost from Router E to Network
N is 25 (cumulative of 10 + 10 + 5 = 25).

Figure 3-7 DUAL example (part 1): initial network connectivity.
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In Figure 3-8, the connection between Router B and Router E fails. Router E sends a multicast query
to all of its neighbors and puts Network N into an active state.

Figure 3-8 DUAL example (part 2): sending queries.
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Next, as illustrated in Figure 3-9, Router D determines that it has a feasible successor. It changes its
successor from Router E to Router C and sends a reply to Router E.
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Figure 3-9 UAL example (part 3): switching to a feasible successor.
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In Figure 3-10, Router E has received replies from all neighbors and therefore brings Network N out
of active state. Router E puts Network N into its routing table at a distance of 60.

Figure 3-10 Flow of intersubnet traffic with layer 3 switches.
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Note Router A, Router B, and Router C were not involved in route recomputation. Router D
recomputed its path to Network N without first needing to learn new routing information from its
downstream neighbors.

Enhanced IGRP Network Scalability

Network scalability is limited by two factors: operational issues and technical issues. Operationally,
Enhanced IGRP provides easy configuration and growth. Technically, Enhanced IGRP uses
resources at less than a linear rate with the growth of a network.
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Memory

A router running Enhanced IGRP stores all routes advertised by neighbors so that it can adapt
quickly to alternative routes. The more neighbors a router has, the more memory a router uses.
Enhanced IGRP automatic route aggregation bounds the routing table growth naturally. Additional
bounding is possible with manual route aggregation.

CPU

Enhanced IGRP uses the DUAL algorithm to provide fast convergence. DUAL recomputes only
routes which are affected by a topology change. DUAL is not computationally complex, so it does
not require a lot of CPU.

Bandwidth

Enhanced IGRP uses partial updates. Partial updates are generated only when a change occurs; only
the changed information is sent, and this changed information is sent only to the routers affected.
Because of this, Enhanced IGRP is very efficient in its usage of bandwidth. Some additional
bandwidth is used by Enhanced IGRP’s HELLO protocol to maintain adjacencies between
neighboring routers.

Enhanced IGRP Security

Enhanced IGRP is available only on Cisco routers. This prevents accidental or malicious routing
disruption caused by hosts in a network. In addition, route filters can be set up on any interface to
prevent learning or propagating routing information inappropriately.

OSPF Internetwork Design Guidelines

OSPF is an Interior Gateway Protocol (IGP) developed for use in Internet Protocol (IP)-based
internetworks. As an IGP, OSPF distributes routing information between routers belonging to a
single autonomous system (AS). An AS is a group of routers exchanging routing information via a
common routing protocol. The OSPF protocol is based on shortest-path-first, or link-state,
technology.

The OSPF protocol was developed by the OSPF working group of the Internet Engineering Task
Force (IETF). It was designed expressly for the Internet Protocol (IP) environment, including
explicit support for IP subnetting and the tagging of externally derived routing information. OSPF
Version 2 is documented in Request for Comments (RFC) 1247.

Whether you are building an OSPF internetwork from the ground up or converting your internetwork
to OSPF, the following design guidelines provide a foundation from which you can construct a
reliable, scalable OSPF-based environment.

Two design activities are critically important to a successful OSPF implementation:
® Definition of area boundaries
® Address assignment

Ensuring that these activities are properly planned and executed will make all the difference in your
OSPF implementation. Each is addressed in more detail with the discussions that follow. These
discussions are divided into nine sections:

® OSPF Network Topology

® OSPF Addressing and Route Summarization
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® OSPF Route Selection

¢ OSPF Convergence

® OSPF Network Scalability

® OSPF Security

® OSPF NSSA (Not-So-Stubby Area) Capabilities
® OSPF On Demand Circuit Protocol Issues

® OSPF over Non-Broadcast Networks

OSPF Network Topology

OSPF works best in a hierarchical routing environment. The first and most important decision when
designing an OSPF network is to determine which routers and links are to be included in the
backbone and which are to be included in each area. There are several important guidelines to
consider when designing an OSPF topology:

® The number of routers in an are@SPF uses a CPU-intensive algorithm. The number of
calculations that must be performed givelink-state packets is proportionalridog n As a
result, the larger and more unstable the area, the greater the likelihood for performance problems
associated with routing protocol recalculation. Generally, an area should have no more than
50 routers. Areas with unstable links should be smaller.

® The number of neighbors for any one route®SPF floods all link-state changes to all routers in
an area. Routers with many neighbors have the most work to do when link-state changes occur.
In general, any one router should have no more than 60 neighbors.

® The number of areas supported by any one reetArrouter must run the link-state algorithm for
each link-state change that occurs for every area in which the router resides. Every area border
router is in at least two areas (the backbone and one area). In general, to maximize stability, one
router should not be in more than three areas.

® Designated router selectierln general, the designated router and backup designated router on
a local-area network (LAN) have the most OSPF work to do. It is a good idea to select routers
that are not already heavily loaded with CPU-intensive activities to be the designated router and
backup designated router. In addition, it is generally not a good idea to select the same router to
be designated router on many LANs simultaneously.

The discussions that follow address topology issues that are specifically related to the backbone and
the areas.

Backbone Considerations

Stabilityandredundancyare the most important criteria for the backbone. Stability is increased by
keeping the size of the backbone reasonable. This is caused by the fact that every router in the
backbone needs to recompute its routes after every link-state change. Keeping the backbone small
reduces the likelihood of a change and reduces the amount of CPU cycles required to recompute
routes. As a general rule, each area (including the backbone) should contain no more than 50
routers. If link quality is high and the number of routes is small, the number of routers can be
increased. Redundancy is important in the backbone to prevent partition when a link fails. Good
backbones are designed so that no single link failure can cause a partition.

OSPF backbones must be contiguous. All routers in the backbone should be directly connected to
other backbone routers. OSPF includes the concept of virtual links. A virtual link creates a path
between two area border routers (an area border router is a router connects an area to the backbone)
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that are not directly connected. A virtual link can be used to heal a partitioned backbone. However,
it is not a good idea to design an OSPF network to require the use of virtual links. The stability of a
virtual link is determined by the stability of the underlying area. This dependency can make
troubleshooting more difficult. In addition, virtual links cannot run across stub areas. See the section
“Backbone-to-Area Route Advertisement” later in this chapter for a detailed discussion of stub
areas.

Avoid placing hosts (such as workstations, file servers, or other shared resources) in the backbone
area. Keeping hosts out of the backbone area simplifies internetwork expansion and creates a more
stable environment.

Area Considerations

Individual areas must be contiguous. In this context, a contiguous area is one in which a continuous
path can be traced from any router in an area to any other router in the same area. This does not mean
that all routers must share common network media. It is not possible to use virtual links to connect

a partitioned area. Ideally, areas should be richly connected internally to prevent partitioning. The
two most critical aspects of area design follow:

® Determining how the area is addressed
® Determining how the area is connected to the backbone

Areas should have a contiguous set of network and/or subnet addresses. Without a contiguous
address space, it is not possible to implement route summarization. The routers that connect an area
to the backbone are calladea border routersAreas can have a single area border router or they

can have multiple area border routers. In general, it is desirable to have more than one area border
router per area to minimize the chance of the area becoming disconnected from the backbone.

When creating large-scale OSPF internetworks, the definition of areas and assignment of resources
within areas must be done with a pragmatic view of your internetwork. The following are general
rules that help ensure that your internetwork remains flexible and provides the kind of performance
needed to deliver reliable resource access:

® Consider physical proximity when defining areal a particular location is densely connected,
create an area specifically for nodes at that location.

® Reduce the maximum size of areas if links are unstalflgour internetwork includes unstable
links, consider implementing smaller areas to reduce the effects of route flapping. Whenever a
route is lost or comes online, each affected area must converge on a new topology. The Dykstra
algorithm will run on all the affected routers. By segmenting your internetwork into smaller
areas, you can isolate unstable links and deliver more reliable overall service.

OSPF Addressing and Route Summarization
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Address assignment and route summarization are inextricably linked when designing OSPF
internetworks. To create a scalable OSPF internetwork, you should implement route summarization.
To create an environment capable of supporting route summarization, you must implement an
effective hierarchical addressing scheme. The addressing structure that you implement can have a
profound impact on the performance and scalability of your OSPF internetwork. The following
sections discuss OSPF route summarization and three addressing options:

® Separate network numbers for each area

® Network Information Center (NIC)-authorized address areas created using bit-wise subnetting
and VLSM

® Private addressing, withdemilitarized zon¢éDMZ) buffer to the official Internet world
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Note You should keep your addressing scheme as simple as possible, but be wary of
oversimplifying your address assignment scheme. Although simplicity in addressing saves time later
when operating and troubleshooting your network, taking shortcuts can have certain severe
consequences. In building a scalable addressing environment, use a structured approach. If
necessary, use bit-wise subnetting— but make sure that route summarization can be accomplished
at the area border routers.

OSPF Route Summarization
Route summarization is extremely desirable for a reliable and scalable OSPF internetwork. The
effectiveness of route summarization, and your OSPF implementation in general, hinges on the
addressing scheme that you adopt. Summarization in an OSPF internetwork occurs between each
area and the backbone area. Summarization must be configured manually in OSPF. When planning
your OSPF internetwork, consider the following issues:

® Be sure that your network addressing scheme is configured so that the range of subnets assigned
within an area is contiguous.

® Create an address space that will permit you to split areas easily as your network grows. If
possible, assign subnets according to simple octet boundaries. If you cannot assign addresses in
an easy-to-remember and easy-to-divide manner, be sure to have a thoroughly defined addressing
structure. If you know how your entire address space is assigned (or will be assigned), you can
plan for changes more effectively.

® Plan ahead for the addition of new routers to your OSPF environment. Be sure that new routers
are inserted appropriately as area, backbone, or border routers. Because the addition of new
routers creates a new topology, inserting new routers can cause unexpected routing changes (and
possibly performance changes) when your OSPF topology is recomputed.

Separate Address Structures for Each Area

One of the simplest ways to allocate addresses in OSPF is to assign a separate network number for
each area. With this scheme, you create a backbone and multiple areas, and assign a separate IP
network number to each area. Figure 3-11 illustrates this kind of area allocation.

Figure 3-11 Assignment of NIC addresses example.
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The following are the basic steps for creating such a network:
Step 1 Define your structure (identify areas and allocate nodes to areas).
Step2  Assign addresses to networks, subnets, and end stations.

In the network illustrated in Figure 3-11, each area has its own unique NIC-assigned address. These
can be Class A (the backbone in Figure 3-11), Class B (areas 4 and 6), or Class C (Area 5). The
following are some clear benefits of assigning separate address structures to each area:

® Address assignment is relatively easy to remember.
® Configuration of routers is relatively easy and mistakes are less likely.
® Network operations are streamlined because each area has a simple, unique network number.

In the example illustrated in Figure 3-11, the route summarization configuration at the area border
routers is greatly simplified. Routes from Area 4 injecting into the backbone can be summarized as
follows: All routes starting with 150.98 are found in Area 4

The main drawback of this approach to address assignment is that it wastes address space. If you
decide to adopt this approach, be sure that area border routers are configured to do route
summarization. Summarization must be explicitly set; it is disabled by default in OSPF.

Bit-Wise Subnetting and VLSM
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Bit-wise subnetting and variable-length subnetwork masks (VLSMs) can be used in combination to
save address space. Consider a hypothetical network where a Class B address is subdivided using an
area mask and distributed among 16 areas. The Class B network, 156.77.0.0, might be sub- divided
as illustrated in Figure 3-12.

Figure 3-12 Areas and subnet masking.
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In Figure 3-12, the letters y, andz represent bits of the last two octets of the Class B network as
follows:

® The fourx bits are used to identify 16 areas.
® The fivey bits represent up to 32 subnets per area.
® The severz bits allow for 126 (128-2) hosts per subnet.Private Addressing

Private addressing is another option often cited as simpler than developing an area scheme using
bit-wise subnetting. Although private address schemes provide an excellent level of flexibility and
do not limit the growth of your OSPF internetwork, they have certain disadvantages. For instance,
developing a large-scale internetwork of privately addressed IP nodes limits total access to the
Internet, and mandates the implementation of what is referred todaséitarized zonédDMZ). If

you need to connect to the Internet, Figure 3-13 illustrates the way in which a DMZ provides a buffer
of valid NIC nodes between a privately addressed network and the Internet.
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All nodes (end systems and routers) on the network in the DMZ must have NIC-assigned IP
addresses. The NIC might, for example, assign a single Class C network number to you. The DMZ
shown in Figure 3-13 has two routers and a single application gateway host (Garp). Router A
provides the interface between the DMZ and the Internet, and Router B provides the firewall between
the DMZ and the private address environment. All applications that need to run over the Internet
must access the Internet through the application gateway.

Figure 3-13 Connecting to the Internet from a privately addressed network.
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Route Summarization Techniques

Route summarization is particularly important in an OSPF environment because it increases the
stability of the network. If route summarization is being used, routes within an area that change do
not need to be changed in the backbone or in other areas. Route summarization addresses two
important questions of route information distribution:

® What information does the backbone need to know about each area? The answer to this question
focuses attention on area-to-backbone routing information.

® What information does each area need to know about the backbone and other areas? The answer
to this question focuses attention on backbone-to-area routing information.
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Area-to-Backbone Route Advertisement
There are several key considerations when setting up your OSPF areas for proper summarization:

® OSPF route summarization occurs in the area border routers.

® OSPF supports VLSM, so itis possible to summarize on any bit boundary in a network or subnet
address.

® OSPF requires manual summarization. As you design the areas, you need to determine
summarization at each area border router.

Backbone-to-Area Route Advertisement
There are four potential types of routing information in an area:

® Default—If an explicit route cannot be found for a given IP network or subnetwork, the router
will forward the packet to the destination specified in the default route.

® |Intra-area routes—Explicit network or subnet routes must be carried for all networks or subnets
inside an area.

® |Interarearoutes—Areas may carry explicit network or subnet routes for networks or subnets that
are in this AS but not in this area.

® External routes-When different ASs exchange routing information, the routes they exchange
are referred to as external routes.

In general, it is desirable to restrict routing information in any area to the minimal set that the area
needs. There are three types of areas, and they are defined in accordance with the routing information
that is used in them:

® Nonstub areas-Nonstub areas carry a default route, static routes, intra-area routes, interarea
routes, and external routes. An area must be a nonstub area when it contains a router that uses
both OSPF and any other protocol, such as the Routing Information Protocol (RIP). Such a router
is known as an autonomous system border router (ASBR). An area must also be a nonstub area
when a virtual link is configured across the area. Nonstub areas are the most resource-intensive
type of area.

® Stub areas-Stub areas carry a default route, intra-area routes and interarea routes, but they do
not carry external routes. Stub areas are recommended for areas that have only one area border
router and they are often useful in areas with multiple area border routers. See “Controlling
Interarea Traffic” later in this chapter for a detailed discussion of the design trade-offs in areas
with multiple area border routers.There are two restrictions on the use of stub areas: Virtual links
cannot be configured across them and they cannot contain an ASBR.

® Stub areas without summariesSoftware releases 9.1(11), 9.21(2), and 10.0(1) and later support
stub areas without summaries, allowing you to create areas that carry only a default route and
intra-area routes. Stub areas without summaries do not carry interarea routes or external routes.
This type of area is recommended for simple configurations in which a single router connects an
area to the backbone.

Table 3-2 shows the different types of areas according to the routing information that they use.
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Routing Information Used in OSPF Areas

Area Type Default Route Intra-area Routes  Interarea Routes  External Routes
Nonstub Yes Yes Yes Yes

Stub Yes Yes Yes No

Stub without summaries  Yes Yes No No

Stub areas are configured using dinea area-id stub router configuration command. Routes are
summarized using therea area-idrange address maskouter configuration command. Refer to
your Router Products Configuration GuidedRouter Products Command Referempesblications
for more information regarding the use of these commands.

OSPF Route Selection

When designing an OSPF internetwork for efficient route selection, consider three important topics:
® Tuning OSPF Metrics
® Controlling Interarea Traffic

® |oad Balancing in OSPF Internetworks

Tuning OSPF Metrics

The default value for OSPF metrics is based on bandwidth. The following characteristics show how
OSPF metrics are generated:

® Each link is given a metric value based on its bandwidth. The metric for a specific link is the
inverse of the bandwidth for that link. Link metrics are normalized to give FDDI a metric of 1.
The metric for a route is the sum of the metrics for all the links in the route.

Note In some cases, your network might implement a media type that is faster than the fastest
default media configurable for OSPF (FDDI). An example of a faster media is ATM. By default, a
faster media will be assigned a cost equal to the cost of an FDDI link—a link-state metric cost of 1.
Given an environment with both FDDI and a faster media type, you must manually configure link
costs to configure the faster link with a lower metric. Configure any FDDI link with a cost greater
than 1, and the faster link with a cost less than the assigned FDDI link cost. ijsegpiecost
interface configuration command to modify link-state cost.

® When route summarization is enabled, OSPF uses the metric of the best route in the summary.

® There are two forms of external metrics: type 1 and type 2. Using an external type 1 metric results
in routes adding the internal OSPF metric to the external route metric. External type 2 metrics do
not add the internal metric to external routes. The external type 1 metric is generally preferred.
If you have more than one external connection, either metric can affect how multiple paths are
used.

Designing Large-Scale IP Internetworks 3-21



OSPF Internetwork Design Guidelines

Controlling Interarea Traffic

When an area has only a single area border router, all traffic that does not belong in the area will be
sent to the area border router. In areas that have multiple area border routers, two choices are
available for traffic that needs to leave the area:

® Use the area border router closest to the originator of the traffic. (Traffic leaves the area as soon
as possible.)

® Use the area border router closest to the destination of the traffic. (Traffic leaves the area as late
as possible.)

If the area border routers inject only the default route, the traffic goes to the area border router that
is closest to the source of the traffic. Generally, this behavior is desirable because the backbone
typically has higher bandwidth lines available. However, if you want the traffic to use the area border
router that is nearest the destination (so that traffic leaves the area as late as possible), the area border
routers should inject summaries into the area instead of just injecting the default route.

Most network designers prefer to avoid asymmetric routing (that is, using a different path for packets
that are going from A to B than for those packets that are going from B to A). It is important to
understand how routing occurs between areas to avoid asymmetric routing.

Load Balancing in OSPF Internetworks

Internetwork topologies are typically designed to provide redundant routes in order to prevent a
partitioned network. Redundancy is also useful to provide additional bandwidth for high traffic
areas. If equal-cost paths between nodes exist, Cisco routers automatically load balance in an OSPF
environment.

Cisco routers can use up to four equal-cost paths for a given destination. Packets might be distributed
either on a per-destination (when fast switching) or a per-packet basis. Per-destination load
balancing is the default behavior. Per-packet load balancing can be enabled by turning off fast
switching using th@&o ip route-cacheinterface configuration command. For line speeds of 56 Kbps
and faster, it is recommended that you enable fast switching.

OSPF Convergence
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One of the most attractive features about OSPF is the capability to quickly adapt to topology
changes. There are two components to routing convergence:

® Detection of topology changeDSPF uses two mechanisms to detect topology changes.
Interface status changes (such as carrier failure on a serial link) is the first mechanism. The
second mechanism is failure of OSPF to receive a hello packet from its neighbor within a timing
window called adead timerAfter this timer expires, the router assumes the neighbor is down.
The dead timer is configured using tipeospf dead-intervalinterface configuration command.
The default value of the dead timer is four times the value of the Hello interval. That results in a
dead timer default of 40 seconds for broadcast networks and two minutes for nonbroadcast
networks.

® Recalculation of routes-After a failure has been detected, the router that detected the failure
sends a link-state packet with the change information to all routers in the area. All the routers
recalculate all of their routes using the Dykstra (or SPF) algorithm. The time required to run the
algorithm depends on a combination of the size of the area and the number of routes in the
database.
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OSPF Network Scalability

Memory

CPU

Bandwidth

Your ability to scale an OSPF internetwork depends on your overall network structure and
addressing scheme. As outlined in the preceding discussions concerning network topology and route
summarization, adopting a hierarchical addressing environment and a structured address assignment
will be the most important factors in determining the scalability of your internetwork. Network
scalability is affected by operational and technical considerations:

® Operationally, OSPF networks should be designed so that areas do not need to be split to
accommodate growth. Address space should be reserved to permit the addition of new areas.

® Technically, scaling is determined by the utilization of three resources: memory, CPU, and
bandwidth, all discussed in the following sections.

An OSPF router stores all of the link states for all of the areas that it is in. In addition, it can store
summaries and externals. Careful use of summarization and stub areas can reduce memory use
substantially.

An OSPF router uses CPU cycles whenever a link-state change occurs. Keeping areas small and
using summarization dramatically reduces CPU use and creates a more stable environment for
OSPF.

OSPF sends partial updates when a link-state change occurs. The updates are flooded to all routers
in the area. In a quiet network, OSPF is a quiet protocol. In a network with substantial topology
changes, OSPF minimizes the amount of bandwidth used.

OSPF Security

Two kinds of security are applicable to routing protocols:
® Controlling the routers that participate in an OSPF network

OSPF contains an optional authentication field. All routers within an area must agree on the value
of the authentication field. Because OSPF is a standard protocol available on many platforms,
including some hosts, using the authentication field prevents the inadvertent startup of OSPF in
an uncontrolled platform on your network and reduces the potential for instability.

® Controlling the routing information that routers exchange

All routers must have the same data within an OSPF area. As a result, it is not possible to use
route filters in an OSPF network to provide security.

OSPF NSSA (Not-So-Stubby Area) Overview

Prior to NSSA, to disable an area from receiving external (Type 5) link-state advertisements (LSAS),
the area needed to be defined as a stub area. Area Border Routers (ABRSs) that connect stub areas do
not flood any external routes they receive into the stub areas. To return packets to destinations outside
of the stub area, a default route through the ABR is used.
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RFC 1587 defines a hybrid area called the Not-So-Stubby Area (NSSA). An OSPF NSSA is similar
to an OSPF stub area but allows for the following capabilities:

® Importing (redistribution) of external routes as Type 7 LSAs into NSSAs by NSSA Autonomous
System Boundary Routers (ASBRS).

® Translation of specific Type 7 LSAs routes into Type 5 LSAs by NSSA ABRs.

Using OSPF NSSA
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Use OSPF NSSA in the following scenarios:

® When you want to summarize or filter Type 5 LSAs before they are forwarded into an OSPF area.
The OSPF Specification (RFC 1583) prohibits the summarizing or filtering of Type 5 LSAs. Itis
an OSPF requirement that Type 5 LSAs always be flooding throughout a routing domain. When
you define an NSSA, you can import specific external routes as Type 7 LSAs into the NSSA. In
addition, when translating Type 7 LSAs to be imported into nonstub areas, you can summarize
or filter the LSAs before importing them as Type 5 LSAs.

® If you are an Internet service provider (ISP) or a network administrator that has to connect a
central site using OSPF to a remote site that is using a different protocol, such as RIP or EIGRP,
you can use NSSA to simplify the administration of this kind of topology. Prior to NSSA, the
connection between the corporate site ABR and the remote router used RIP or EIGRP. This
meant maintaining two routing protocols. Now, with NSSA, you can extend OSPF to cover the
remote connection by defining the area between the corporate router and the remote router as an
NSSA, as shown in Figure 3-14. You cannot expand the normal OSPF area to the remote site
because the Type 5 external will overwhelm both the slow link and the remote router.

In Figure 3-14, the central site and branch office are interconnected through a slow WAN link. The
branch office is not using OSPF, but the central site is. Rather than define an RIP domain to connect
the sites, you can define an NSSA.

Figure 3-14 OSPF NSSA operation.
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Inthis scenario, Router A is defined as an ASBR (autonomous system border router). Itis configured
to redistribute any routes within the RIP/EIGRP domain to the NSSA. The following lists what
happens when the area between the connecting routers is defined as an NSSA:

1 Router A receives RIP or EGRP routes for networks 10.10.0.0/16, 10.11.0.0/16, and 20.0.0.0/8.
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2 Because Router A is also connected to an NSSA, it redistributes the RIP or EIGRP routers as
Type 7 LSAs into the NSSA.

3 Router B, an ABR between the NSSA and the backbone Area 0, receives the Type 7 LSAs.

4 After the SPF calculation on the forwarding database, Router B translates the Type 7 LSAs into
Type 5 LSAs and then floods them throughout Backbone Area 0. It is at this point that router B
could have summarized routes 10.10.0.0/16 and 10.11.0.0/16 as 10.0.0.0/8, or could have filtered
one or more of the routes.

Type 7 LSA Characteristics
Type 7 LSAs have the following characteristics:

® They are originated only by ASBRs that are connected between the NSSA and autonomous
system domain.

® They include a forwarding address field. This field is retained when a Type 7 LSA is translated
as a Type 5 LSA.

® They are advertised only within an NSSA.

® They are not flooded beyond an NSSA. The ABR that connects to another nonstub area
reconverts the Type 7 LSA into a Type 5 LSA before flooding it.

® NSSA ABRs can be configured to summarize or filter Type 7 LSAs into Type 5 LSAs.
® NSSA ABRs can advertise a Type 7 default route into the NSSA.

® Type 7 LSAs have a lower priority than Type 5 LSAs, so when a route is learned with a Type 5
LSA and Type 7 LSA, the route defined in the Type 5 LSA will be selected first.

Configuring OSPF NSSA
The steps used to configure OSPF NSSA are as follows:

Step1l  Configure standard OSPF operation on one or more interfaces that will be attached to
NSSAs.

Step2  Configure an area as NSSA using the following commands:

router(config)#area area-id nssa
Step3  (Optional) Control the summarization or filtering during the translation. Figure 3-15
shows how Router will summarize routes using the following command:

router(config)#summary-address prefix mask [not-advertise] [tag tag]
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Figure 3-15 Configuring OSPF NSSA.
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NSSA Implementation Considerations

Be sure to evaluate these considerations before implementing NSSA. As shown in Figure 3-15, you
can set a Type 7 default route that can be used to reach external destinations. The command to issue
a Type 7 default route is as follows:

router(config)#area area-id nssa [default-information-originate]
When configured, the router generates a Type 7 default into the NSSA by the NSSA ABR. Every
router within the same area must agree that the area is NSSA; otherwise, the routers will not be able
to communicate with one another.

If possible, avoid doing explicit redistribution on NSSA ABR because you could get confused about
which packets are being translated by which router.

OSPF On Demand Circuit
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OSPF On Demand Circuit is an enhancement to the OSPF protocol that allows efficient operation
over on-demand circuits such as ISDN, X.25 SVCs, and dial-up lines. This feature supports RFC
1793, OSPF Over On Demand Circuits. This RFC is useful in understanding the operation of this
feature. It has good examples and explains the operation of OSPF in this type of environment.

Prior to this feature, OSPF periodic Hello and link-state advertisement (LSA) updates would be
exchanged between routers that connected the on-demand link even when there were no changes in
the Hello or LSA information.

With OSPF On Demand Circuit, periodic Hellos are suppressed and periodic refreshes of LSAs are
not flooded over demand circuits. These packets bring up the links only when they are exchanged
for the first time, or when there is a change in the information they contain. This operation allows
the underlying data link layer to be closed when the network topology is stable, thus keeping the cost
of the demand circuit to a minimum.

This feature is a standards-based mechanism that is similar to the Cisco Snapshot feature used for
distance vector protocols such as RIP.

Internetwork Design Guide



OSPF On Demand Circuit

Why Use OSPF On Demand Circuit?

This feature is useful when you want to have an OSPF backbone at the central site and you want to
connect telecommuters or branch offices to the central site. In this case, OSPF On Demand Circuit
allows the benefits of OSPF over the entire domain without excessive connection costs. Periodic
refreshes of Hello updates and LSA updates and other protocol overhead are prevented from
enabling the on-demand circuit when there is no “real” data to transmit.

Overhead protocols such as Hellos and LSAs are transferred over the on-demand circuit only upon
initial setup and when they reflect a change in the topology. This means that topology-critical
changes that require new shortest path first (SPF) calculations are transmitted in order to maintain
network topology integrity, but periodic refreshes that do not include changes are not transmitted
across the link.

OSPF On Demand Circuit Operation
Figure 3-16 illustrates general OSPF operation over on-demand circuits.

Figure 3-16 OSPF area.
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The following steps describe the procedure shown in Figure 3-16:

1 Upon initialization, Router A brings up the on demand circuit to exchange Hellos and
synchronize LSA databases with Router B. Because both routers are configured for OSPF On
Demand Circuit, each router’s Hello packets and database description packets have the demand
circuit (DC) bit set. As a result, both routers know to suppress periodic Hello packet updates.
When each router floods LSAs over the network, the LSAs will have the DoNotAge (DNA) bit
set. This means that the LSAs will not age. They can be updated if a new LSA is received with
changed information, but no periodic LSA refreshes will be issued over the demand circuit.

2 When Router A receives refreshed LSAs for existing entries in its database, it will determine
whether the LSAs include changed information. If not, Router A will update the existing LSA
entries, but it will not flood the information to Router B. Therefore, both routers will have the
same entries, but the entry sequence numbers may not be identical.

3 When Router A does receive an LSA for a new route or an LSA that includes changed
information, it will update its LSA database, bring up the on-demand circuit, and flood the
information to Router B. At this point, both routers will have identical sequence numbers for this
LSA entry.

4 If there is no data to transfer while the link is up for the updates, the link is terminated.

5 When a host on either side needs to transfer data to another host at the remote site, the link will
be brought up.
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Configuring OSPF On Demand Circuit

The steps used to configure OSPF On Demand Circuit are summarized as follows:
Step1l  Configure your on-demand circuit. For example:

interface bri 0
ip address 10.1.1.1 255.255.255.0
encapsulation ppp
dialer idle-timeout 3600
dialer map ip name rtra 10.1.1.2 broadcast 1234
dialer group 1
ppp authentication chap
dialer list 1 protocol ip permit
Step2  Enable OSPF operation, as follows:

router(config)#router ospf process-id
Step3  Configure OSPF on an on-demand circuit using the following interface command:

interface bri 0

ip ospf demand-circuit
If the router is part of a point-to-point topology, only one end of the demand circuit needs to be
configured with this command, but both routers need to have this feature loaded. All routers that are

part of a point-to-multipoint topology need to be configured with this command.

Implementation Considerations for OSPF On Demand Circuit

Evaluate the following considerations before implementing OSPF On Demand Circuit:

1 Because LSAs indicating topology changes are flooded over an on-demand circuit, you are
advised to put demand circuits within OSPF stub areas or within NSSAs to isolate the demand
circuits from as many topology changes as possible.

2 To take advantage of the on-demand circuit functionality within a stub area or NSSA, every
router in the area must have this feature loaded. If this feature is deployed within a regular area,
all other regular areas must also support this feature before the demand circuit functionality can
take effect. This is because external LSAs are flooded throughout all areas.

3 Do not enable this feature on a broadcast-based network topology because Hellos cannot be
successfully suppressed, which means the link will remain up.

OSPF Over Non-Broadcast Networks
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NBMA networks are those networks that support many (more than two) routers, but have no
broadcast capability. Neighboring routers are maintained on these nets using OSPF’s Hello
Protocol. However, due to the lack of broadcast capability, some configuration information may be
necessary to aid in the discovery of neighbors. On non-broadcast networks, OSPF protocol packets
that are normally multicast need to be sent to each neighboring router, in turn. An X.25 Public Data
Network (PDN) is an example of a non-broadcast network. Note the following:

® OSPF runs in one of two modes over non-broadcast netwbhiksfirst mode, called
non-broadcast multiaccess or NBMA, simulates the operation of OSPF on a broadcast network.
The second mode, called point-to-multipoint, treats the non-broadcast network as a collection of
point-to-point links. Non-broadcast networks are referred to as NBMA networks or
point-to-multipoint networks, depending on OSPF’s mode of operation over the network.

®* In NBMA mode, OSPF emulates operation over a broadcast nettv@ksignated Router is
elected for the NBMA network, and the Designated Router originates an LSA for the network.
The graph representation for broadcast networks and NBMA networks is identical.
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NBMA Mode

NBMA mode is the most efficient way to run OSPF over non-broadcast networks, both in terms of
link-state database size and in terms of the amount of routing protocol traffic. However, it has one
significant restriction: It requires all routers attached to the NBMA network to be able to
communicate directly. This restriction may be met on some non-broadcast networks, such as an
ATM subnet utilizing SVCs. But it is often not met on other non-broadcast networks, such as
PVC-only Frame Relay networks.

On non-broadcast networks in which not all routers can communicate directly, you can break the
non-broadcast network into logical subnets, with the routers on each subnet being able to
communicate directly. Then each separate subnet can be run as an NBMA network or a
point-to-point network if each virtual circuit is defined as a separate logical subnet. This setup,
however, requires quite a bit of administrative overhead, and is prone to misconfiguration. It is
probably better to run such a non-broadcast network in Point-to-MultiPoint mode.

Point-to-MultiPoint Mode

Point-to-MultiPoint networks have been designed to work simply and naturally when faced with
partial mesh connectivity. In Point-to-MultiPoint mode, OSPF treats all router-to-router connections
over the non-broadcast network as if they were point-to-point links. No Designated Router is elected
for the network, nor is there an LSA generated for the network. It may be necessaryfigure the

set of neighbors that are directly reachable over the Point-to-MultiPoint network. Each neighbor
is identified by its IP address on the Point-to-MultiPoint network. Because nigeted Routers

are elected on Point-to-MultiPoint networks, the Designated Router eligibility of configured
neighbors is undefined.

Alternatively, neighbors on Point-to-MultiPoint networks may be dynamically discovered by
lower-level protocols such as Inverse ARP. In contrast to NBMA networks, Point-to-MultiPoint
networks have the following properties:

1 Adjacencies are established between all neighboring routers. There is no Designated Router or
Backup Designated Router for a Point-to-MultiPoint network. No network-LSA is originated for
Point-to-MultiPoint networks. Router Priority is not configured for Point-to-MultiPoint
interfaces, nor for neighbors on Point-to-MultiPoint networks.

2 When originating a router-LSA, Point-to-MultiPoint interface is reported as a collection of
“point-to-point links” to all of the interface’s adjacent neighbors, together with a single stub link
advertising the interface’s IP address with a cost of 0.

3 When flooding out a non-broadcast interface (when either in NBMA or Point-to-
MultiPoint mode)the Link State Update or Link State Acknowledgment packet must be
replicated in order to be sent to each of the interface’s neighbors.
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The following is an example of point-to-multipoint configuration on a NBMA (Frame Relay in this
case) network. Attached is the resulting routing table and Router Link state along with other
pertinent information:

interface EthernetO

ip address 130.10.6.1 255.255.255.0

|

interface Serial0

no ip address

encapsulation frame-relay

frame-relay Imi-type ansi

|

interface Serial0.1 multipoint

ip address 130.10.10.3 255.255.255.0

ip ospf network point-to-multipoint

ip ospf priority 10

frame-relay map ip 130.10.10.1 140 broadcast
frame-relay map ip 130.10.10.2 150 broadcast
|

router ospf 2

network 130.10.10.0 0.0.0.255 area 0

network 130.10.6.0 0.0.0.255 area 1

R6#sh ip ospfints 0.1

Serial0.1 is up, line protocol is up

Internet Address 130.10.10.3/24, Area O

Process ID 2, Router ID 140.10.1.1, Network Type POINT_TO_MULTIPOINT, Cost: 6,
Timer intervals configured, Hello 30, Dead 120, Wait 120, Retransmit 5

Hello due in 00:00:18

Neighbor Count is 2, Adjacent neighbor count is 2

Adjacent with neighbor 130.10.10.2

Adjacent with neighbor 130.10.5.129

R6#sh ip ospf ne

Neighbor ID PriStateDead Time Address Interface
130.10.10.20FULL/ 00:01:37130.10.10.2  Serial0.1
130.10.5.129 OFULL/ -00:01:53 130.10.10.1  Serial0.1
R6#

R6#sh ip ro

Codes: C - connected, S - static, | - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i-1S-1S, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route

Gateway of last resort is not set
130.10.0.0/16 is variably subnetted, 9 subnets, 3 masks
0130.10.10.2/32 [110/64] via 130.10.10.2, 00:03:28, Serial0.1
C130.10.10.0/24 is directly connected, Serial0.1
0130.10.10.1/32 [110/64] via 130.10.10.1, 00:03:28, Serial0.1
O IA130.10.0.0/22 [110/74] via 130.10.10.1, 00:03:28, Serial0.1
0130.10.4.0/24 [110/74] via 130.10.10.2, 00:03:28, Serial0.1
C130.10.6.0/24 is directly connected, EthernetO
R6#sh ip ospf data router 140.10.1.1

OSPF Router with ID (140.10.1.1) (Process ID 2)
Router Link States (Area 0)

LS age: 806

3-30 Internetwork Design Guide



BGP Internetwork Design Guidelines

Options: (No TOS-capability)
LS Type: Router Links

Link State ID: 140.10.1.1
Advertising Router: 140.10.1.1
LS Seq Number: 80000009
Checksum: 0x42C1

Length: 60

Area Border Router

Number of Links: 3

Link connected to: another Router (point-to-point)
(Link ID) Neighboring Router ID: 130.10.10.2
(Link Data) Router Interface address: 130.10.10.3
Number of TOS metrics: 0

TOS 0 Metrics: 64

Link connected to: another Router (point-to-point)
(Link ID) Neighboring Router ID: 130.10.5.129
(Link Data) Router Interface address: 130.10.10.3
Number of TOS metrics: 0

TOS 0 Metrics: 64

Link connected to: a Stub Network
(Link ID) Network/subnet number: 130.10.10.3
(Link Data) Network Mask: 255.255.255.255
Number of TOS metrics: 0
TOS 0 Metrics: 0

BGP Internetwork Design Guidelines

The Border Gateway Protocol (BGP) is an interautonomous system routing protocol. The primary
function of a BGP speaking system is to exchange network reachability information with other BGP
systems. This network reachability information includes information on the list of Autonomous

Systems (ASs) that reachability information traverses. BGP-4 provides a new set of mechanisms for
supporting classless interdomain routing. These mechanisms include support for advertising an IP
prefix and eliminate the concept of netwotisswithin BGP. BGP-4 also introduces mechanisms
that allow aggregation of routes, including aggregation of AS paths. These changes provide support

for the proposed supernetting scheme. This section describes how BGP works and it can be used to

participate in routing with other networks that run BGP. The following topics are covered:

BGP Operation

BGP operation
BGP attributes

BGP path selection criteria

Understanding and defining BGP routing policies

This section presents fundamental information about BGP, including the following topics:

Internal BGP
External BGP

BGP and Route Maps

Advertising Networks
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Routers that belong to the same AS and exchange BGP updates are said to be running internal BGP
(IBGP). Routers that belong to different ASs and exchange BGP updates are said to be running
external BGP (EBGP).

With the exception of the neighbebgp-multihop router configuration command (described in the
section “External BGP (EBGP)” later in this chapter), the commands for configuring EBGP and
IBGP are the same. This chapter uses the terms EBGP and IBGP as a reminder that, for any
particular context, routing updates are being exchanged between ASs (EBGP) or within an AS
(IBGP). Figure 3-17 shows a network that demonstrates the difference between EBGP and IBGP.

Figure 3-17 EBGP, IBGP, and multiple ASs.

AS 100 ! ! AS 300
. Router‘ : . Routel‘
12921312 19220810 1
EBGP EBGP
12921311 192 208 102
s ~_
*\ IBGP *\
. Route Route
175 220212 1 \. / 175 220 12
F— e
AS 200

Before it exchanges information with an external AS, BGP ensures that networks within the AS are
reachable. This is done by a combination of internal BGP peering among routers within the AS and
by redistributing BGP routing information to Interior Gateway Protocols (IGPs) that run within the
AS, such as Interior Gateway Routing Protocol (IGRP), Intermediate System-to-Intermediate
System (I1S-1S), Routing Information Protocol (RIP), and Open Shortest Path First (OSPF).

BGP uses the Transmission Control Protocol (TCP) as its transport protocol (specifically, port 179).
Any two routers that have opened a TCP connection to each other for the purpose of exchanging
routing information are known as peers or neighbors. In Figure 3-17, Routers A and B are BGP
peers, as are Routers B and C, and Routers C and D. The routing information consists of a series of
AS numbers that describe the full path to the destination network. BGP uses this information to
construct a loop-free map of ASs. Note that within an AS, BGP peers do not have to be directly
connected.

BGP peers initially exchange their full BGP routing tables. Thereafter, BGP peers send incremental
updates only. BGP peers also exchange keepalive messages (to ensure that the connection is up) and
notification messages (in response to errors or special conditions).
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Internal BGP

Note Routers A and B are running EBGP, and Routers B and C are running IBGP, as shown in
Figure 3-17. Note that the EBGP peers are directly connected and that the IBGP peers are not. As
long as there is an IGP running that allows the two neighbors to reach each other, IBGP peers do not
have to be directly connected.

All BGP speakers within an AS must establish a peer relationship with one another. That is, the BGP
speakers within an AS must be fully meshed logically. BGP-4 provides two techniques that alleviate
the requirement for a logical full mesh: confederations and route reflectors. For information about
these techniques, see the sections “Confederations” and “Route Reflectors” later in this chapter.

AS 200 is a transit AS for AS 100 and AS 300. That is, AS 200 is used to transfer packets between
AS 100 and AS 300.

Internal BGP (IBGP) is the form of BGP that exchanges BGP updates within an AS. Instead of
IBGP, the routes learned via EBGP could be redistributed into IGP within the AS and then
redistributed again into another AS. However, IBGP is more flexible, more scalable, and provides
more efficient ways of controlling the exchange of information within the AS. It also presents a
consistent view of the AS to external neighbors. For example, IBGP provides ways to control the
exit point from an AS. Figure 3-18 shows a topology that demonstrates IBGP.

Figure 3-18 Internal BGP example.
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When a BGP speaker receives an update from other BGP speakers in its own AS (that is, via IBGP),
the receiving BGP speaker uses EBGP to forward the update to external BGP speakers only. This
behavior of IBGP is why it is necessary for BGP speakers within an AS to be fully meshed.

For example, in Figure 3-18, if there were no IBGP session between Routers B and D, Router A
would send updates from Router B to Router E but not to Router D. If you want Router D to receive
updates from Router B, Router B must be configured so that Router D is a BGP peer.
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Loopback Interfaces.Loopback interfaces are often used by IBGP peers. The advantage of using

loopback interfaces is that they eliminate a dependency that would otherwise occur when you use
the IP address of a physical interface to configure BGP. Figure 3-19 shows a network in which using
the loopback interface is advantageous.

Figure 3-19 Use of loopback interfaces.
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In Figure 3-19, Routers A and B are running IBGP within AS 100. If Router A were to specify the

IP address of Ethernet interface 0, 1, 2, or 3 im#ighbor remote-asrouter configuration

command, and if the specified interface were to become unavailable, Router A would not be able to
establish a TCP connection with Router B. Instead, Router A specifies the IP address of the loopback
interface that Router B defines. When the loopback interface is used, BGP does not have to rely on
the availability of a particular interface for making TCP connections.

Note Loopback interfaces are rarely used between EBGP peers because EBGP peers are usually
directly connected and, therefore, depend on a particular physical interface for connectivity.

External BGP (EBGP)

3-34

When two BGP speakers that are not in the same AS run BGP to exchange routing information, they
are said to be running EBGP.

Synchronization

When an AS provides transit service to other ASs when there are non-BGP routers in the AS, transit
traffic might be dropped if the intermediate non-BGP routers have not learned routes for that traffic

via an IGP. The BGP synchronization rule states that if an AS provides transit service to another AS,
BGP should not advertise a route until all of the routers within the AS have learned about the route

via an IGP. The topology shown in Figure 3-20 demonstrates this synchronization rule.
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Figure 3-20 EBGP synchronization rule.
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In Figure 3-20, Router C sends updates about network 170.10.0.0 to Router A. Routers A and B are
running IBGP, so Router B receives updates about network 170.10.0.0 via IBGP. If Router B wants
to reach network 170.10.0.0, it sends traffic to Router E. If Router A does not redistribute network
170.10.0.0into an IGP, Router E has no way of knowing that network 170.10.0.0 exists and will drop
the packets.

If Router B advertises to AS 400 that it can reach 170.10.0.0 before Router E learns about the
network via IGP, traffic coming from Router D to Router B with a destination of 170.10.0.0 will flow
to Router E and be dropped.

This situation is handled by the synchronization rule of BGP. It states that if an AS (such as AS 100
in Figure 3-20) passes traffic from one AS to another AS, BGP does not advertise a route before all
routers within the AS (in this case, AS 100) have learned about the route via an IGP. In this case,
Router B waits to hear about network 170.10.0.0 via an IGP before it sends an update to Router D.

Disabling Synchronization

In some cases, you might want to disable synchronization. Disabling synchronization allows BGP
to converge more quickly, but it might result in dropped transit packets. You can disable
synchronization if one of the following conditions is true:

® Your AS does not pass traffic from one AS to another AS.

® All the transit routers in your AS run BGP.

BGP and Route Maps

Route maps are used with BGP to control and modify routing information and to define the
conditions by which routes are redistributed between routing domains. The format of a route map is
as follows:

route-map map-tag [[permit | deny] | [sequence-number]]
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The map-tag is a name that identifies the route map, and the sequence-number indicates the position
that an instance of the route map is to have in relation to other instances of the same route map.
(Instances are ordered sequentially.) For example, you might use the following commands to define
a route map named MYMAP:

route-map MYMAP permit 10

| First set of conditions goes here.
route-map MYMAP permit 20

I Second set of conditions goes here.

When BGP applies MYMAP to routing updates, it applies the lowest instance first (in this case,
instance 10). If the first set of conditions is not met, the second instance is applied, and so on, until
either a set of conditions has been met, or there are no more sets of conditions to apply.

Thematch andset route mapconfiguration commands are used to define the condition portion of
a route map. Thematch command specifies a criteria that must be matched, aséttbemmand
specifies an action that is to be taken if the routing update meets the condition definedriagthe
command. The following is an example of a simple route map:

route-map MYMAP permit 10
match ip address 1.1.1.1
set metric 5

When an update matches the IP address 1.1.1.1, BGP sets the metric for the update to 5, sends the
update (because of tipermit keyword), and breaks out of the list of route-map instances. When an
update does not meet the criteria of an instance, BGP applies the next instance of the route map to
the update, and so on, until an action is taken, or until there are no more route map instances to apply.
If the update does not meet any criteria, the update is not redistributed or controlled.

When an update meets the match criteria, and the route map specifiestheyword, BGP breaks
out of the list of instances, and the update is not redistributed or controlled. Figure 3-21 shows a
topology that demonstrates the use of route maps.

Figure 3-21 Route map example.
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In Figure 3-21, Routers A and B run RIP with each other, and Routers A and C run BGP with each
other. If you want Router A to redistribute routes from 170.10.0.0 with a metric of 2 and to
redistribute all other routes with a metric of 5, use the following commands for Router A:

IRouter A

router rip

network 3.0.0.0

network 2.0.0.0

network 150.10.0.0

passive-interface serial 0

redistribute bgp 100 route-map SETMETRIC
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!
router bgp 100
neighbor 2.2.2.3 remote-as 300

network 150.10.0.0
|

route-map SETMETRIC permit 10
match ip-address 1

set metric 2
|

route-map SETMETRIC permit 20

set metric 5
|

;access-list 1 permit 170.10.0.0 0.0.255.255
When a route matches the IP address 170.10.0.0, it is redistributed with a metric of 2. When a route
does not match the IP address 170.10.0.0, its metric is set to 5, and the route is redistributed.

Assume that on Router C you want to set to 300 the community attribute of outgoing updates for
network 170.10.0.0. The following commands apply a route map to outgoing updates on Router C:

'Router C

router bgp 300

network 170.10.0.0

neighbor 2.2.2.2 remote-as 100

neighbor 2.2.2.2 route-map SETCOMMUNITY out
!

route-map SETCOMMUNITY permit 10
match ip address 1

set community 300
|

éccess-list 1 permit 0.0.0.0 255.255.255.255
Access list 1 denies any update for network 170.10.0.0 and permits updates for any other network.

Advertising Networks

A network that resides within an AS is said to originate from that network. To inform other ASs
about its networks, the AS advertises them. BGP provides three ways for an AS to advertise the
networks that it originates:

® Redistributing Static Routes
® Redistributing Dynamic Routes
® Using thenetwork Command

This section uses the topology shown in Figure 3-22 to demonstrate how networks that originate
from an AS can be advertised.
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Figure 3-22 Network advertisement example 1.
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Redistributing Static Routes
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One way to advertise that a network or a subnet originates from an AS is to redistribute static routes
into BGP. The only difference between advertising a static route and advertising a dynamic route is
that when you redistribute a static route, BGP sets the origin attribute of updates for the route to
Incomplete. (For a discussion of other values that can be assigned to the origin attribute, see the
section “Origin Attribute” later in this chapter.) To configure Router C in Figure 3-22 to originate
network 175.220.0.0 into BGP, use these commands:

'Router C
router bgp 200
neighbor 1.1.1.1 remote-as 300

redistribute static
|

ip route 175.220.0.0 0.0.255.255 null 0
Theredistribute router configuration command and tlstatic keyword cause all static routes to be
redistributed into BGP. Thip route global configuration command establishes a static route for
network 175.220.0.0. In theory, the specification of the null 0 interface would cause a packet
destined for network 175.220.0.0 to be discarded. In practice, there will be a more specific match for
the packet than 175.220.0.0, and the router will send it out the appropriate interface. Redistributing
a static route is the best way to advertise a supernet because it prevents the route from flapping.

Note Regardless of route type (static or dynamic),rémdistribute router configuration command
is the only way to inject BGP routes into an IGP.

Redistributing Dynamic Routes

Another way to advertise networks is to redistribute dynamic routes. Typically, you redistribute IGP
routes (such as Enhanced IGRP, IGRP, I1S-IS, OSPF, and RIP routes) into BGP. Some of your IGP
routes might have been learned from BGP, so you need to use access lists to prevent the redistribution
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of routes back into BGP. Assume that in Figure 3-22, Routers B and C are running IBGP, that Router
Cis learning 129.213.1.0 via BGP, and that Router B is redistributing 129.213.1.0 back into
Enhanced IGRP. The following commands configure Router C:

IRouter C

router eigrp 10

network 175.220.0.0
redistribute bgp 200
redistributed connected

default-metric 1000 100 250 100 1500
]

router bgp 200

neighbor 1.1.1.1 remote-as 300
neighbor 2.2.2.2 remote-as 200
neighbor 1.1.1.1 distribute-list 1 out

redistribute eigrp 10
!

access-list 1 permit 175.220.0.0 0.0.255.255
Theredistribute router configuration command with thegrp keyword redistributes Enhanced
IGRP routes for process ID 10 into BGP. (Normally, distributing BGP into IGP should be avoided
because too many routes would be injected into the AS.h&@igébor distribute-list router
configuration command applies access list 1 to outgoing advertisements to the neighbor whose IP
address is 1.1.1.1 (that is, Router D). Access list 1 specifies that network 175.220.0.0 is to be
advertised. All other networks, such as network 129.213.1.0, are implicitly prevented from being
advertised. The access list prevents network 129.213.1.0 from being injected back into BGP as if it
originated from AS 200, and allows BGP to advertise network 175.220.0.0 as originating from AS
200.

Using the network Command

Another way to advertise networks is to usetieéwork router configuration command. When used

with BGP, thenetwork command specifies the networks that the AS originates. (By way of contrast,
when used with an IGP such as RIP,rikévork command identifies the interfaces on which the

IGP is to run.) Thenetwork command works for networks that the router learns dynamically or that
are configured as static routes. The origin attribute of routes that are injected into BGP by means of
thenetwork command is set to IGP. The following commands configure Router C to advertise
network 175.220.0.0:

IRouter C

router bgp 200

neighbor 1.1.1.1 remote-as 300
network 175.220.0.0

Thenetwork router configuration command causes Router C to generate an entry in the BGP
routing table for network 175.220.0.0. Figure 3-23 shows another topology that demonstrates the
effects of thenetwork command.
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Figure 3-23 Network advertisement example 2.
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The following configurations use tinetwork command to configure the routers shown in
Figure 3-23:

IRouter A

router bgp 100

neighbor 150.10.20.2 remote-as 300

network 150.10.0.0

IRouter B

router bgp 200

neighbor 160.10.20.2 remote-as 300

network 160.10.0.0

'Router C

router bgp 300

neighbor 150.10.20.1 remote-as 100

neighbor 160.10.20.1 remote-as 200

network 170.10.0.0
To ensure a loop-free interdomain topology, BGP does not accept updates that originated from its
own AS. For example, in Figure 3-23, if Router A generates an update for network 150.10.0.0 with
the origin setto AS 100 and sends it to Router C, Router C will pass the update to Router B with the
origin still setto AS 100. Router B will send the update (with the origin still set to AS 100) to Router

A, which will recognize that the update originated from its own AS and will ignore it.

BGP Attributes
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When a BGP speaker receives updates from multiple ASs that describe different paths to the same
destination, it must choose the single best path for reaching that destination. Once chosen, BGP
propagates the best path to its neighbors. The decision is based on the value of attributes (such as
next hop, administrative weights, local preference, the origin of the route, and path length) that the
update contains and other BGP-configurable factors. This section describes the following attributes
and factors that BGP uses in the decision-making process:

® AS path Attribute
® Origin Attribute
® Next Hop Attribute
® Weight Attribute

® | ocal Preference Attribute
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AS_path Attribute

Origin Attribute

® Multi-Exit Discriminator Attribute

® Community Attribute

Whenever an update passes through an AS, BGP prepends its AS number to the update. The
AS_path attribute is the list of AS numbers that an update has traversed in order to reach a
destination. An AS-SET is a mathematical set of all the ASs that have been traversed. Consider the
network shown in Figure 3-24.

Figure 3-24 AS_path attribute.

AS100
170.10.0.0

Router A

AS 200
190.10.0.0

Router B

\grx’outer C

AS 300
180.10.10.0

16570

The origin attribute provides information about the origin of the route. The origin of a route can be
one of three values:

® |GP—The route is interior to the originating AS. This value is set whendheork router
configuration command is used to inject the route into BGP. The IGP origin type is represented
by the lettei in the output of thehow ip bgpEXEC command.

® EGP—The route is learned via the Exterior Gateway Protocol (EGP). The EGP origin type is
represented by the lettein the output of thehow ip bgpEXEC command.

® Incomplete—The origin of the route is unknown or learned in some other way. An origin of
Incomplete occurs when a route is redistributed into BGP. The Incomplete origin type is
represented by tHesymbol in the output of thehow ip bgpEXEC command.

Figure 3-25 shows a network that demonstrates the value of the origin attribute.
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Figure 3-25 Origin attribute.
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Next Hop Attribute

The BGP next hop attribute is the IP address of the next hop that is going to be used to reach a certain
destination. For EBGP, the next hop is usually the IP address of the neighbor specified by the
neighbor remote-as routerconfiguration command. (The exception is when the next hop is on a
multiaccess media, in which case, the next hop could be the IP address of the router in the same
subnet.) Consider the network shown in Figure 3-26.

Figure 3-26 Next hop attribute.
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In Figure 3-26, Router C advertises network 170.10.0.0 to Router A with a next hop attribute of
170.10.20.2, and Router A advertises network 150.10.0.0 to Router C with a next hop attribute of
170.10.20.1.

BGP specifies that the next hop of EBGP-learned routes should be carried without modification into
IBGP. Because of that rule, Router A advertises 170.10.0.0 to its IBGP peer (Router B) with a next
hop attribute of 170.10.20.2. As a result, according to Router B, the next hop to reach 170.10.0.0 is
170.10.20.2, instead of 150.10.30.1. For that reason, the configuration must ensure that Router B can
reach 170.10.20.2 via an IGP. Otherwise, Router B will drop packets destined for 170.10.0.0 because
the next hop address is inaccessible.

For example, if Router B runs IGRP, Router A should run IGRP on network 170.10.0.0. You might
want to make IGRP passive on the link to Router C so that only BGP updates are exchanged.

Next Hop Attribute and Multiaccess Media

BGP might set the value of the next hop attribute differently on multiaccess media, such as Ethernet.
Consider the network shown in Figure 3-27.

Figure 3-27 Multiaccess media network.
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In Figure 3-27, Routers C and D in AS 300 are running OSPF. Router C is running BGP with Router

A. Router C can reach network 180.20.0.0 via 170.10.20.3. When Router C sends a BGP update to
Router A regarding 180.20.0.0, it sets the next hop attribute to 170.10.20.3, instead of its own IP
address (170.10.20.2). This is because Routers A, B, and C are in the same subnet, and it makes more
sense for Router A to use Router D as the next hop rather than taking an extra hop via Router C.

Next Hop Attribute and Nonbroadcast Media Access

In Figure 3-28, three networks are connected by a nonbroadcast media access (NBMA) cloud, such
as Frame Relay.
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Weight Attribute

Figure 3-28 Next Hop attritbute and nonbroadcast media access.
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If Routers A, C, and D use a common media such as Frame Relay (or any NBMA cloud), Router C
advertises 180.20.0.0 to Router A with a next hop of 170.10.20.3, just as it would do if the common
media were Ethernet. The problem is that Router A does not have a direct permanent virtual
connection (PVC) to Router D and cannot reach the next hop, so routing will fail. To remedy this
situation, use theeighbor next-hop-self routerconfiguration command, as shown in the following
configuration for Router C:

'Router C
router bgp 300
neighbor 170.10.20.1 remote-as 100
neighbor 170.10.20.1 next-hop-self
Theneighbor next-hop-selfcommand causes Router C to advertise 180.20.0.0 with the next hop

attribute set to 170.10.20.2.

The weight attribute is a special Cisco attribute that is used in the path selection process when there
is more than one route to the same destination. The weight attribute is local to the router on which it
is assigned, and it is not propagated in routing updates. By default, the weight attribute is 32768 for
paths that the router originates and zero for other paths. Routes with a higher weight are preferred
when there are multiple routes to the same destination. Consider the network shown in Figure 3-29.
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Figure 3-29 Weight attribute example.
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In Figure 3-29, Routers A and B learn about network 175.10.0.0 from AS 400, and each propagates
the update to Router C. Router C has two routes for reaching 175.10.0.0 and has to decide which
route to use. If, on Router C, you set the weight of the updates coming in from Router A to be higher
than the updates coming in from Router B, Router C will use Router A as the next hop to reach
network 175.10.0.0. There are three ways to set the weight for updates coming in from Router A:

® Using an Access List to Set the Weight Attribute
® Using a Route Map to Set the Weight Attribute
® Using theneighbor weight Command to Set the Weight Attribute

Using an Access List to Set the Weight Attribute

The following commands on Router C use access lists and the value of the AS_path attribute to
assign a weight to route updates:

'Router C

router bgp 300

neighbor 1.1.1.1 remote-as 100
neighbor 1.1.1.1 filter-list 5 weight 2000
neighbor 2.2.2.2 remote-as 200
neighbor 2.2.2.2 filter-list 6 weight 1000
!

ip as-path access-list 5 permit ~100%

ip as-path access-list 6 permit ~200%
In this example, 2000 is assigned to the weight attribute of updates from the neighbor at IP address
1.1.1.1 that are permitted by access list 5. Access list 5 permits updates whose AS_path attribute
starts with 100 (as specified by *) and ends with 100 (as specified by $). (The * and $ symbols are
used to form regular expressions.) This example also assigns 1000 to the weight attribute of updates
from the neighbor at IP address 2.2.2.2 that are permitted by access list 6. Access list 6 permits
updates whose AS_path attribute starts with 200 and ends with 200.

In effect, this configuration assigns 2000 to the weight attribute of all route updates received from
AS 100 and assigns 1000 to the weight attribute of all route updates from AS 200.
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Using a Route Map to Set the Weight Attribute
The following commands on Router C use a route map to assign a weight to route updates:

'Router C
router bgp 300
neighbor 1.1.1.1 remote-as 100
neighbor 1.1.1.1 route-map SETWEIGHTIN in
neighbor 2.2.2.2 remote-as 200
neighbor 2.2.2.2 route-map SETWEIGHTIN in
|
ip as-path access-list 5 permit #100$
|
route-map SETWEIGHTIN permit 10
match as-path 5
set weight 2000
route-map SETWEIGHTIN permit 20
set weight 1000
This first instance of theetweightinroute map assigns 2000 to any route update from AS 100, and

the second instance of tlsetweightinroute map assigns 1000 to route updates from any other AS.

Using the neighbor weight Command to Set the Weight Attribute
The following configuration for Router C uses tireighbor weight router configuration command:

'Router C

router bgp 300

neighbor 1.1.1.1 remote-as 100

neighbor 1.1.1.1 weight 2000

neighbor 2.2.2.2 remote-as 200

neighbor 2.2.2.2 weight 1000
This configuration sets the weight of all route updates from AS 100 to 2000, and the weight of all
route updates coming from AS 200 to 1000. The higher weight assigned to route updates from AS

100 causes Router C to send traffic through Router A.

Local Preference Attribute

3-46

When there are multiple paths to the same destination, the local preference attribute indicates the
preferred path. The path with the higher preference is preferred (the default value of the local
preference attribute is 100). Unlike the weight attribute, which is relevant only to the local router, the
local preference attribute is part of the routing update and is exchanged among routers in the same
AS. The network shown in Figure 3-30 demonstrates the local preference attribute.
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Figure 3-30 Local preference.
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In Figure 3-30, AS 256 receives route updates for network 170.10.0.0 from AS 100 and AS 300.
There are two ways to set local preference:

® Using thebgp default local-preferenceCommand

® Using a Route Map to Set Local Preference

Using the bgp default local-preference Command

The following configurations use tihgp default local-preferencerouter configuration command
to set the local preference attribute on Routers C and D:

'Router C

router bgp 256

neighbor 1.1.1.1 remote-as 100

neighbor 128.213.11.2 remote-as 256

bgp default local-preference 150

'Router D

router bgp 256

neighbor 3.3.3.4 remote-as 300

neighbor 128.213.11.1 remote-as 256

bgp default local-preference 200
The configuration for Router C causes it to set the local preference of all updates from AS 300 to
150, and the configuration for Router D causes it to set the local preference for all updates from AS
100 to 200. Because local preference is exchanged within the AS, both Routers C and D determine
that updates regarding network 170.10.0.0 have a higher local preference when they come from AS
300 than when they come from AS 100. As a result, all traffic in AS 256 destined for network

170.10.0.0 is sent to Router D as the exit point.
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Using a Route Map to Set Local Preference

Route maps provide more flexibility than thgp default local-preferencerouter configuration
command. When thiegp default local-preferencecommand is used on Router D in Figure 3-30,

the local preference attribute of all updates received by Router D will be set to 200, including updates
from AS 34.

The following configuration uses a route map to set the local preference attribute on Router D
specifically for updates regarding AS 300:

'Router D
router bgp 256
neighbor 3.3.3.4 remote-as 300
route-map SETLOCALIN in
neighbor 128.213.11.1 remote-as 256
|
ip as-path 7 permit ~300%
route-map SETLOCALIN permit 10
match as-path 7
set local-preference 200
|
route-map SETLOCALIN permit 20
With this configuration, the local preference attribute of any update coming from AS 300 is set to

200. Instance 20 of the SETLOCALIN route map accepts all other routes.

Multi-Exit Discriminator Attribute

3-48

The multi-exit discriminator (MED) attribute is a hint to external neighbors about the preferred path
into an AS when there are multiple entry points into the AS. A lower MED value is preferred over a
higher MED value. The default value of the MED attribute is 0.

Note In BGP Version 3, MED is known as Inter-AS_Metric.

Unlike local preference, the MED attribute is exchanged between ASs, but a MED attribute that
comes into an AS does not leave the AS. When an update enters the AS with a certain MED value,
that value is used for decision making within the AS. When BGP sends that update to another AS,
the MED is reset to 0.

Unless otherwise specified, the router compares MED attributes for paths from external neighbors
that are in the same AS. If you want MED attributes from neighbors in other ASs to be compared,
you must configure thiegp always-compare-medccommand. The network shown in Figure 3-31
demonstrates the use of the MED attribute.
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Figure 3-31 MED example.
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In Figure 3-31, AS 100 receives updates regarding network 180.10.0.0 from Routers B, C, and D.
Routers C and D are in AS 300, and Router B is in AS 400. The following commands configure
Routers A, B, C, and D:

IRouter A

router bgp 100

neighbor 2.2.2.1 remote-as 300
neighbor 3.3.3.3 remote-as 300
neighbor 4.4.4.3 remote-as 400
IRouter B

router bgp 400

neighbor 4.4.4.4 remote-as 100
neighbor 4.4.4.4 route-map SETMEDOUT out
neighbor 5.5.5.4 remote-as 300
!

route-map SETMEDOUT permit 10

set metric 50

'Router C

router bgp 300

neighbor 2.2.2.2 remote-as 100

neighbor 2.2.2.2 route-map SETMEDOUT out
neighbor 5.5.5.5 remote-as 400

neighbor 1.1.1.2 remote-as 300

!

route-map SETMEDOUT permit 10

set metric 120

'Router D

router bgp 300

neighbor 3.3.3.2 remote-as 100

neighbor 3.3.3.2 route map SETMEDOUT out
neighbor 1.1.1.1 remote-as 300

route-map SETMEDOUT permit 10

set metric 200
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By default, BGP compares the MED attributes of routes coming from neighbors in the same external
AS (such as AS 300 in Figure 3-31). Router A can only compare the MED attribute coming from
Router C (120) to the MED attribute coming from Router D (200) even though the update coming
from Router B has the lowest MED value.

Router A will choose Router C as the best path for reaching network 180.10.0.0. To force Router A
to include updates for network 180.10.0.0 from Router B in the comparison, ugpthe
always-compare-med routerconfiguration command, as in the following modified configuration
for Router A:

Router A
router bgp 100
neighbor 2.2.2.1 remote-as 300
neighbor 3.3.3.3 remote-as 300
neighbor 4.4.4.3 remote-as 400
bgp always-compare-med
Router A will choose Router B as the best next hop for reaching network 180.10.0.0 (assuming that

all other attributes are the same).

You can also set the MED attribute when you configure the redistribution of routes into BGP. For
example, on Router B you can inject the static route into BGP with a MED of 50 as in the following
configuration:

'Router B
router bgp 400
redistribute static
default-metric 50
|
ip route 160.10.0.0 255.255.0.0 null 0
The preceding configuration causes Router B to send out updates for 160.10.0.0 with a MED

attribute of 50.

Community Attribute

3-50

The community attribute provides a way of grouping destinations (called communities) to which
routing decisions (such as acceptance, preference, and redistribution) can be applied. Route maps
are used to set the community attribute. A few predefined communities are listed in Table 3-3.

Table 3-2 Predefined Communities

Community Meaning

no-export Do not advertise this route to EBGP peers.

no-advertised Do not advertise this route to any peer.

internet Advertise this route to the Internet community; all routers in the network belong to it.

The following route maps set the value of the community attribute:

route-map COMMUNITYMAP
match ip address 1

set community no-advertise

!

route-map SETCOMMUNITY
match as-path 1

set community 200 additive
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If you specify theadditive keyword, the specified community value is added to the existing value of
the community attribute. Otherwise, the specified community value replaces any community value
that was set previously. To send the community attribute to a neighbor, you mustnesigtiber
send-community router configuration command, as in the following example:

router bgp 100

neighbor 3.3.3.3 remote-as 300

neighbor 3.3.3.3 send-community

neighbor 3.3.3.3 route-map setcommunity out

For examples of how the community attribute is used to filter updates, see the section “Community
Filtering” later in this chapter.

BGP Path Selection Criteria

BGP selects only one path as the best path. When the path is selected, BGP puts the selected path in
its routing table and propagates the path to its neighbors. BGP uses the following criteria, in the order
presented, to select a path for a destination:

1 If the path specifies a next hop that is inaccessible, drop the update.

2 Prefer the path with the largest weight.

3 If the weights are the same, prefer the path with the largest local preference.
4

If the local preferences are the same, prefer the path that was originated by BGP running on this
router.

(&)

If no route was originated, prefer the route that has the shortest AS_path.

6 Ifall paths have the same AS_path length, prefer the path with the lowest origin type (where IGP
is lower than EGP, and EGP is lower than Incomplete).

7 If the origin codes are the same, prefer the path with the lowest MED attribute.
8 If the paths have the same MED, prefer the external path over the internal path.
9 If the paths are still the same, prefer the path through the closest IGP neighbor.
10 Prefer the path with the lowest IP address, as specified by the BGP router ID.

Understanding and Defining BGP Routing Policies

This section describes how to understand and define BGP Policies to control the flow of BGP
updates. The techniques include the following:

® Administrative Distance

® BGP Filtering

® BGP Peer Groups

® CIDR and Aggregate Addresses
® Confederations

® Route Reflectors

® Route Flap Dampening
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Administrative Distance

Normally, a route could be learned via more than one protocol. Administrative distance is used to
discriminate between routes learned from more than one protocol. The route with the lowest
administrative distance is installed in the IP routing table. By default, BGP uses the administrative
distances shown in Table 3-3.

Table 3-3 BGP Administrative Distances

Distance Default Value Function

External 20 Applied to routes learned from EBGP
Internal 200 Applied to routes learned from IBGP
Local 200 Applied to routes originated by the router

Note Distance does not influence the BGP path selection algorithm, but it does influence whether
BGP-learned routes are installed in the IP routing table.

BGP Filtering
You can control the sending and receiving of updates by using the following filtering methods:

® Prefix Filtering

® AS_path Filtering

® Route Map Filtering
® Community Filtering

Each method can be used to achieve the same result—the choice of method depends on the specific
network configuration.

Prefix Filtering

To restrict the routing information that the router learns or advertises, you can filter based on routing
updates to or from a particular neighbor. The filter consists of an access list that is applied to updates
to or from a neighbor. The network shown in Figure 3-32 demonstrates the usefulness of prefix
filtering.
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Figure 3-32 Prefix route filtering.
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In Figure 3-32, Router B is originating network 160.10.0.0 and sending it to Router C. If you want

to prevent Router C from propagating updates for network 160.10.0.0 to AS 100, you can apply an
access list to filter those updates when Router C exchanges updates with Router A, as demonstrated
by the following configuration for Router C:

'Router C

router bgp 300

network 170.10.0.0

neighbor 3.3.3.3 remote-as 200
neighbor 2.2.2.2 remote-as 100
neighbor 2.2.2.2 distribute-list 1 out
|

access-list 1 deny 160.10.0.0 0.0.255.255
access-list 1 permit 0.0.0.0 255.255.255.255

In the preceding configuration, the combination ofilegghbor distribute-list router configuration
command and access list 1 prevents Router C from propagating routes for network 160.10.0.0 when
it sends routing updates to neighbor 2.2.2.2 (Router A).

Using access lists to filter supernets is a bit trickier. Assume, for example, that Router B in
Figure 3-32 has different subnets of 160.10.x.x, and you want to advertise 160.0.0.0/8 only. The
following access list would permit 160.0.0.0/8, 160.0.0.0/9, and so on:

access-list 1 permit 160.0.0.0 0.255.255.255
To restrict the update to 160.0.0.0/8 only, you have to use an extended access list, such as the
following:

access-list 101 permit ip 160.0.0.0 0.255.255.255 255.0.0.0 0.255.255.255

AS_path Filtering

You can specify an access list on both incoming and outgoing updates based on the value of the
AS_path attribute. The network shown in Figure 3-33 demonstrates the usefulness of AS_path
filters.
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Figure 3-33 AS_path filtering.
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'Router C

neighbor 3.3.3.3 remote-as 200
neighbor 2.2.2.2 remote-as 100

neighbor 2.2.2.2 filter-list 1 out
]

ip as-path access-list 1 deny ~200%

ip as-path access-list 1 permit .*
In this example, access list 1 denies any update whose AS_path attribute starts with 200 (as specified
by ) and ends with 200 (as specified by $). Because Router B sends updates about 160.10.0.0 whose
AS_path attributes start with 200 and end with 200, such updates will match the access list and will
be denied. By specifying that the update must also end with 200, the access list permits updates from
AS 400 (whose AS_path attribute is 200, 400). If the access list specified 2200 as the regular
expression, updates from AS 400 would be denied.

In the second access-list statement, the period (.) symbol means any character, and the asterisk (*)
symbol means a repetition of that character. Together, .* matches any value of the AS_path attribute,
which in effect permits any update that has not been denied by the previous access-list statement. If
you want to verify that your regular expressions work as intended, use the following EXEC
command:

show ip bgp regexp regular-expression
The router displays all of the paths that match the specified regular expression.

Route Map Filtering

Theneighbor route-map router configuration command can be used to apply a route map to
incoming and outgoing routes. The network shown in Figure 3-34 demonstrates using route maps to
filter BGP updates.
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Figure 3-34 BGP route map filtering.
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Assume thatin Figure 3-34, you want Router C to learn about networks that are local to AS 200 only.
(That is, you do not want Router C to learn about AS 100, AS 400, or AS 600 from AS 200.) Also,
on those routes that Router C accepts from AS 200, you want the weight attribute to be setto 20. The
following configuration for Router C accomplishes this goal:

'Router C

router bgp 300

network 170.10.0.0

neighbor 3.3.3.3 remote-as 200
neighbor 3.3.3.3 route-map STAMP in
!

route-map STAMP permit 10
match as-path 1

set weight 20
|

ip as-path access-list 1 permit ~200%
In the preceding configuration, access list 1 permits any update whose AS_path attribute begins with
200 and ends with 200 (that is, access list 1 permits updates that originate in AS 200). The weight
attribute of the permitted updates is set to 20. All other updates are denied and dropped.

Community Filtering
The network shown in Figure 3-35 demonstrates the usefulness of community filters.
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Figure 3-35 Community filtering.
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Assume that you do not want Router C to propagate routes learned from Router B to Router A. You
can do this by setting the community attribute on updates that Router B sends to Router C, as in the

following configuration for Router B:

IRouter B

router bgp 200

network 160.10.0.0

neighbor 3.3.3.1 remote-as 300
neighbor 3.3.3.1 send-community
neighbor 3.3.3.1 route-map SETCOMMUNITY out
|

route-map SETCOMMUNITY permit 10
match ip address 1

set community no-export

!

route-map SETCOMMUNITY permit 20
|

access list 1 permit 0.0.0.0 255.255.255.255

For routes that are sent to the neighbor at IP address 3.3.3.1 (Router C), Router B applies the route
map named setcommunity. The setcommunity route map sets the community attribute of any update
(by means of access list 1) destined for 3.3.3.1 to no-exporté&tyhbor send-community router
configuration command is required to include the community attribute in updates sent to the
neighbor at IP address 3.3.3.1. When Router C receives the updates from Router B, it does not
propagate them to Router A because the value of the community attribute is no-export.

Another way to filter updates based on the value of the community attribute is to ugedmemunity-
list global configuration command. Assume that Router B has been configured as follows:

'Router B

router bgp 200

network 160.10.0.0

neighbor 3.3.3.1 remote-as 300

neighbor 3.3.3.1 send-community

neighbor 3.3.3.1 route-map SETCOMMUNITY out
|

route-map SETCOMMUNITY permit 10
match ip address 2

set community 100 200 additive
route-map SETCOMMUNITY permit 20
!

access list 2 permit 0.0.0.0 255.255.255.255
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In the preceding configuration, Router B adds 100 and 200 to the community value of any update
destined for the neighbor at IP address 3.3.3.1. To configure Router C to ugedtmemunity-list

global configuration command to set the value of the weight attribute. Based on whether the
community attribute contains 100 or 200, use the following configuration:

'Router C

router bgp 300

neighbor 3.3.3.3 remote-as 200

neighbor 3.3.3.3 route-map check-community in
|

route-map check-community permit 10
match community 1

set weight 20

!

route-map check-community permit 20
match community 2 exact

set weight 10
!

route-map check-community permit 30

match community 3
!

ip community-list 1 permit 100

ip community-list 2 permit 200

ip community-list 3 permit internet
Inthe preceding configuration, any route that has 100 in its community attribute matches community
list 1 and has its weight set to 20. Any route whose community attribute is only 200 (by virtue of the
exact keyword) matches community list 2 and has its weight set to 10. In the last community list (list
3), the use of thimternet keyword permits all other updates without changing the value of an
attribute. (Theanternet keyword specifies all routes because all routes are members of the Internet

community.)

BGP Peer Groups
A BGP peer groujps a group of BGP neighbors that share the same update policies. Update policies
are usually set by route maps, distribution lists, and filter lists. Instead of defining the same policies
for each individual neighbor, you define a peer group name and assign policies to the peer group.

Members of a peer group inherit all of the configuration options of the peer group. Peer group
members can also be configured to override configuration options if the options do not affect
outgoing updates. That is, you can override options that are set only for incoming updates. The use
of BGP peer groups is demonstrated by the network shown in Figure 3-36
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Figure 3-36 BGP peer groups.
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The following commands configure a BGP peer group named internalmap on Router C and apply it

to the other routers in AS 300:

'Router C

router bgp 300

neighbor INTERNALMAP peer-group
neighbor INTERNALMAP remote-as 300
neighbor INTERNALMAP route-map INTERNAL out
neighbor INTERNALMAP filter-list 1 out
neighbor INTERNALMAP filter-list 2 in
neighbor 5.5.5.2 peer-group INTERNALMAP
neighbor 6.6.6.2 peer-group INTERNALMAP
neighbor 3.3.3.2 peer-group INTERNALMAP
neighbor 3.3.3.2 filter-list 3 in

The preceding configuration defines the following policies for the internalmap peer group:

A route map named INTERNAL
A filter list for outgoing updates (filter list 1)
A filter list for incoming updates (filter list 2)

The configuration applies the peer group to all internal neighbors—Routers E, F, and G. The
configuration also defines a filter list for incoming updates from the neighbor at IP address 3.3.3.2
(Router E). This filter list can be used only to override options that affect incoming updates.

The following commands configure a BGP peer group named externalmap on Router C and apply it

to routers in AS 100, 200, and 600:

'Router C

router bgp 300

neighbor EXTERNALMAP peer-group
neighbor EXTERNALMAP route-map SETMED
neighbor EXTERNALMAP filter-list 1 out
neighbor EXTERNALMAP filter-list 2 in
neighbor 2.2.2.2 remote-as 100

neighbor 2.2.2.2 peer-group EXTERNALMAP
neighbor 4.4.4.2 remote-as 600

neighbor 4.4.4.2 peer-group EXTERNALMAP
neighbor 1.1.1.2 remote-as 200

neighbor 1.1.1.2 peer-group EXTERNALMAP
neighbor 1.1.1.2 filter-list 3 in
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In the preceding configuration, timeighbor remote-as routerconfiguration commands are placed
outside of thaneighbor peer-group router configuration commands because different external ASs
have to be defined. Also note that this configuration defines filter list 3, which can be used to override
configuration options for incoming updates from the neighbor at IP address 1.1.1.2 (Router B).

CIDR and Aggregate Addresses
BGP4 supports classless interdomain routing (CIDR). CIDR is a new way of looking at IP addresses
that eliminates the concept of classes (Class A, Class B, and so on). For example, network
192.213.0.0, which is an illegal Class C network number, is a legal supernet when it is represented
in CIDR notation as 192.213.0.0/16. The /16 indicates that the subnet mask consists of 16 bits
(counting from the left). Therefore, 192.213.0.0/16 is similar to 192.213.0.0 255.255.0.0.

CIDR makes it easy to aggregate routes. Aggregation is the process of combining several different
routes in such a way that a single route can be advertised, which minimizes the size of routing tables.
Consider the network shown in Figure 3-37.

Figure 3-37 Aggregation example.

AS100 AS 200
150.10.0.0 160.1.10.0

Router A Router B

SPE 160000 160.10.0.0 P

Router C AS 300
170.10.0.0

16582

In Figure 3-37, Router B in AS 200 is originating network 160.11.0.0 and advertising it to Router C
in AS 300. To configure Router C to propagate the aggregate address 160.0.0.0 to Router A, use the
following commands:

'Router C

router bgp 300

neighbor 3.3.3.3 remote-as 200

neighbor 2.2.2.2 remote-as 100

network 160.10.0.0

aggregate-address 160.0.0.0 255.0.0.0
Theaggregate-address routeconfiguration command advertises the prefix route (in this case,
160.0.0.0/8) and all of the more specific routes. If you want Router C to propagate the prefix route

only, and you do not want it to propagate a more specific route, use the following command:

aggregate-address 160.0.0.0 255.0.0.0 summary-only
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Confederations

This command propagates the prefix (160.0.0.0/8) and suppresses any more specific routes that the
router may have in its BGP routing table. If you want to suppress specific routes when aggregating
routes, you can define a route map and apply it to the aggregate. If, for example, you want Router C
in Figure 3-37 to aggregate 160.0.0.0 and suppress the specific route 160.20.0.0, but propagate route
160.10.0.0, use the following commands:

'Router C

router bgp 300

neighbor 3.3.3.3 remote-as 200

neighbor 2.2.2.2 remote-as 100

network 160.10.0.0

aggregate-address 160.0.0.0 255.0.0.0 suppress-map CHECK
!

route-map CHECK permit 10
match ip address 1
!
access-list 1 deny 160.20.0.0 0.0.255.255
access-list 1 permit 0.0.0.0 255.255.255.255
If you want the router to set the value of an attribute when it propagates the aggregate route, use an

attribute map, as demonstrated by the following commands:

route-map SETORIGIN permit 10
set origin igp
|

aggregate-address 160.0.0.0 255.0.0.0 attribute-map SETORIGIN

Note Aggregation and AS-SET When aggregates are generated from more specific routes, the
AS_path attributes of the more specific routes are combined to form a set called the AS-SET. This
set is useful for preventing routing information loops.

A confederatioris a technique for reducing the IBGP mesh inside the AS. Consider the network
shown in Figure 3-38.

3-60 Internetwork Design Guide



Understanding and Defining BGP Routing Policies

Figure 3-38 Example of confederations.
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In Figure 3-38, AS 500 consists of nine BGP speakers (although there might be other routers that are
not configured for BGP). Without confederations, BGP would require that the routers in AS 500 be
fully meshed. That is, each router would need to run IBGP with each of the other eight routers, and
each router would need to connect to an external AS and run EBGP, for a total of nine peers for each
router.

Confederations reduce the number of peers within the AS, as shown in Figure 3-38. You use
confederations to divide the AS into multiple mini-ASs and assign the mini-ASs to a confederation.
Each mini-AS is fully meshed, and IBGP is run among its members. Each mini-AS has a connection
to the other mini-ASs within the confederation. Even though the mini-ASs have EBGP peers to ASs
within the confederation, they exchange routing updates as if they were using IBGP. That is, the next
hop, MED, and local preference information is preserved. To the outside world, the confederation
looks like a single AS. The following commands configure Router C:

IRouter C

router bgp 65050

bgp confederation identifier 500

bgp confederation peers 65060 65070
neighbor 128.213.10.1 remote-as 65050
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neighbor 128.213.20.1 remote-as 65050
neighbor 128.210.11.1 remote-as 65060
neighbor 135.212.14.1 remote-as 65070
neighbor 5.5.5.5 remote-as 100

Therouter bgp global configuration command specifies that Router C belongs to AS 50.

Thebgp confederation identifier router configuration command specifies that Router C belongs to
confederation 500. The first twxighbor remote-as routerconfiguration commands establish
IBGP connections to the other two routers within AS 65050. The secontetgltbor remote-as
commandsestablish BGP connections with confederation peers 65060 and 65070. The last
neighbor remote-ascommand establishes an EBGP connection with external AS 100. The
following commands configure Router D:

'Router D

router bgp 65060

bgp confederation identifier 500

bgp confederation peers 65050 65070
neighbor 129.210.30.2 remote-as 65060
neighbor 128.213.30.1 remote-as 65050
neighbor 135.212.14.1 remote-as 65070
neighbor 6.6.6.6 remote-as 600

Therouter bgp global configuration command specifies that Router D belongs to AS 65060. The
bgp confederation identifierrouter configuration command specifies that Router D belongs to
confederation 500.

The firstneighbor remote-as routerconfiguration command establishes an IBGP connection to the
other router within AS 65060. The second tweghbor remote-ascommands establish BGP
connections with confederation peers 65050 and 65070. Theelgbbor remote-ascommand
establishes an EBGP connection with AS 600. The following commands configure Router A:

'Router A
router bgp 100
neighbor 5.5.5.4 remote-as 500

Theneighbor remote-ascommand establishes an EBGP connection with Router C. Router A is
unaware of AS 65050, AS 65060, or AS 65070. Router A only has knowledge of AS 500.

Route Reflectors

Route reflectors are another solution for the explosion of IBGP peering within an AS. As described
earlier in the section “Synchronization,” a BGP speaker does not advertise a route learned from
another IBGP speaker to a third IBGP speaker. Route reflectors ease this limitation and allow a router
to advertise (reflect) IBGP-learned routes to other IBGP speakers, thereby reducing the number of
IBGP peers within an AS. The network shown in Figure 3-39 demonstrates how route reflectors
work.
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Figure 3-39 imple route reflector example.

Without a route reflector, the network shown in Figure 3-39 would require a full IBGP mesh (that is,
Router A would have to be a peer of Router B). If Router C is configured as a route reflector, IBGP
peering between Routers A and B is not required because Router C will reflect updates from Router
A to Router B and from Router B to Router A. To configure Router C as a route reflector, use the
following commands:

'Router C

router bgp 100

neighbor 1.1.1.1 remote-as 100
neighbor 1.1.1.1 route-reflector-client
neighbor 2.2.2.2 remote-as 100
neighbor 2.2.2.2 route-reflector-client

The router whose configuration includesighbor route-reflector-client router configuration
commands is the route reflector. The routers identified bydigdbor route-reflector-client

commands are clients of the route reflector. When considered as a whole, the route reflector and its
clients are called @luster Other IBGP peers of the route reflector that are not clients are called
nonclients.

An AS can have more than one route reflector. When an AS has more than one route reflector, each
route reflector treats other route reflectors as normal IBGP speakers. There can be more than one
route reflector in a cluster, and there can be more than one cluster in an AS.

Route Flap Dampening

Route flap dampening (introduced in Cisco I0S Release 11.0) is a mechanism for minimizing the
instability caused by route flapping. The following terms are used to describe route flap dampening:
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® Penalty—A numeric value that is assigned to a route when it flaps.

® Half-life time—A configurable numeric value that describes the time required to reduce the
penalty by one half.

® Suppress limit—A numeric value that is compared with the penalty. If the penalty is greater than
the suppress limit, the route is suppressed.

® Suppressed-A route that is not advertised even though it is up. A route is suppressed if the
penalty is more than the suppressed limit.

® Reuse limi=A configurable numeric value that is compared with the penalty. If the penalty is
less than the reuse limit, a suppressed route that is up will no longer be suppressed.

® History entry—An entry that is used to store flap information about a route that is down.

A route that is flapping receives a penalty of 1000 for each flap. When the accumulated penalty
reaches a configurable limit, BGP suppresses advertisement of the route even if the route is up. The
accumulated penalty is decremented by the half-life time. When the accumulated penalty is less than
the reuse limit, the route is advertised again (if it is still up).

The primary function of a BGP system is to exchange network reachability information with other
BGP systems. This information is used to construct a graph of AS connectivity from which routing
loops are pruned and with which AS-level policy decisions are enforced. BGP provides a number of
techniques for controlling the flow of BGP updates, such as route, path, and community filtering. It
also provides technigues for consolidating routing information, such as CIDR aggregation,
confederations, and route reflectors. BGP is a powerful tool for providing loop-free interdomain
routing within and between ASs.

Recall the following design implications of the Enhanced Interior Gateway Routing Protocol
(IGRP), Open Shortest Path First (OSPF) protocols, and the BGP protocol:

® Network topology

® Addressing and route summarization
® Route selection

® Convergence

® Network scalability

® Security

This chapter outlined these general routing protocol issues and focused on design guidelines for the
specific IP protocols.
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CHAPTER 4

Designing SRB Internetworks

This chapter discusses source-route bridging (SRB) and remote source-route bridging (RSRB). SRB
is evaluated within two contexts: Systems Network Architecture (SNA) and NetBIOS.

When IBM developed SRB technology in the mid-eighties, it was viewed as a local technology that
would interconnect a few rings and terminate at a remote 3745. The challenge for any SRB
internetwork occurs when the scale exceeds what was originally intended by IBM. This technology
encounters problems when non-IBM protocols are required to coexist with native Token Ring traffic.
Source-route bridges were intended to be the primary internetworking tool for creating a
corporate-wide Token Ring internetwork. These bridges were never meant to scale to the level that
many customers require. This chapter addresses the challenges of this environment and aims to help
network designers successfully implement SRB within a large, multiprotocol topology. This chapter

is grouped into the following topics:

® SRB technology and implementation overview
® Internet Protocol (IP) routing protocol selection and implementation

® SRB network design recommendations and guidelines

Note For information concerning IBM serial line connections, refer to Appendix B, “IBM Serial
Link Implementation Notes.”

SRB Technology Overview and Implementation Issues

The following discussions address SRB-related technology, features provided to support SRB
requirements, and implementation issues that can affect large-scale, router-based SRB networks.
Specific topics include the following:

® Typical SRB Environments

® Multiport Bridging

® Explorer Packets and Propagation

® NetBIOS Broadcast Handling

® LAN Framing

® WAN Framing

® WAN Parallelism

® WAN Frame Sizes

® SNA Host Configuration Considerations for SRB
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Note If you have eight or fewer routers operating as SRBs, you can skip this chapter. You probably
do not need to tune your network.

Typical SRB Environments

SRB is used in three types of user environments:

® Many end stations to few end stations (hierarchiealh a hierarchical SNA network, end users
from multiple access sites need connectivity to a host site through a limited number of front-end
processors (FEPS).

® Many end stations to several end stations (distributedany users need to access a limited
number of servers or a limited number of devices, such as an AS/400.

® Any-to-any (flab—End users at one site need to access end stations at another site.

The following discussions evaluate SRB environment design issues in relation to these user
environments.

Multiport Bridging
The fundamental design of an SRB, as initially created by IBM, was a two-port, ring-to-bridge-
to-ring combination. IBM also created a half-bridge configuration that consisted of a

ring-to-wide-area-network (AN) combination followed by a second WAN-to-ring half-bridge
combination.

To support more than two rings, multiport routers adopt an implementation that allows SRBs to
include multiple rings on a single internetworking node. This is accomplished wigttted ring
capability. A virtual ring is a conceptual entity that connects two or more physical rings together,
locally or remotely.

Figure 4-1 illustrates the concept of multiport bridges and a virtual ring.
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Figure 4-1
interconnection.
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The concept of virtual rings can be expanded across router boundaries. A large virtual ring can
connect several access points to a central router with an FEP. Figure 4-2 illustrates this expansion.

Virtual rings expanded across an IP cloud.
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Routers support simple bridging, multiport bridging, and connections to both local and remote
virtual rings. A virtual ring configuration is required to communicate with remote rings. The

half-bridge configuration is not supported. The IBM half bridge does not use the concept of virtual
rings; two IBM half bridges use two rings. The virtual ring advantage is in a topology that features

many SRBs. In such an arrangement, only a single unit is required at a central site.
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Remote virtual rings have a property not found in physical ring topologies: The logical connectivity

is determined by the network administrator. Two options are available: partially meshed topologies
(sometimes callecedundant star topologig¢®r fully meshed topologies. In a partially meshed
topology, a single central location (such as an FEP Token Ring) is connected to all access locations.
Each access location is logically connected to the central FEP rings and is not connected to any other
ring. Partially meshed topologies using virtual rings do not petingitt communication between

remote rings. However, communication is allowed from the central ring to the remote rings, which
also allows communication among remote rings through the central ring.

In a fully meshed virtual ring topology, any ring can communicate with any other ring. Figure 4-3
and Figure 4-4 illustrate partially meshed and fully meshed topologies. In the partially meshed
topology depicted in Figure 4-3, all rings are logically bridged to Token Ring 10. The access rings
are not bridged together. In the fully meshed topology illustrated in Figure 4-4, all rings are bridged
to all other rings.

Figure 4-3 Typical hierarchical topology.
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In the topology illustrated in Figure 4-3, each of the access routers is a peer to the FEP router. They
are not peers to one another. Thus, SRB is enabled between all rings and Token Ring 10 and is not
enabled between token rings 20, 30, 40, 50 and 60.

Assuming this is only a hierarchical SNA environment, users connected to these rings do not have
SRB connectivity. Broadcasts are not forwarded across the lower layer rings (token rings 20
through 60); broadcasts are sent only from Token Ring 10 to or from the other rings.

In the topology illustrated in Figure 4-4, each router is a peer to each other router. All rings are
logically bridged to all other rings. The actual physical topology is less important than the logical
topology. In Figure 4-4, the same logical topology can exist even if there are no physical connections
between the access routers.
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Figure 4-4 Typical fully meshed (flat) topology.
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Explorer Packets and Propagation

Once you build a network of ring and bridge combinations, you must have a method for the end
stations to find other end stations in the network.

An IBM bridge uses a system @xplorer packet markintp propagate routing information through

an SRB internetwork. The explorer packet is produced by the source end station and is marked
(updated) by each bridge that it traverses. The marked field is called the Routing Information Field
(RIF). Two important transactions occur in the explorer packet handling exchange: the transmission
of the explorer packet and the reply by the end station to the explorer packets that it receives.

In this environment, the source end stations must know the Token Ring Media Access Control
(MAC) address of the destination end stations. Once the MAC address is understood, the source end
station produces an explorer packet.

The source-route bridge updates the explorer packet to include its bridge-ring combination in the
explorer packet’s RIF in the MAC frame. By accumulating this information, the explorer packet
gathers a hop-by-hop description of a path through the SRB network. In addition, the bridge
forwards the explorer to each destination ring it encounters, therefore creating a complete
topological map for each end station trying to find its way through the network.

Explorer Packet Types

There are three types of explorer packietsal explorer packetspanning explorer packetand

all-routes explorer packetdlote that all-routes explorer packets are also knovallaings explorer

packes, and spanning explorer packets are also knowmgke-routeandlimited-route explorer
packetsSingle router explorers are explorers that pass through a predetermined path constructed by
a spanning tree algorithm in the bridge. A station should receive only one single router explorer from
the network.
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A local explorer packet is generated by some end systems (either NetBIOS or SNA) to find a host
connected to the local ring. After this event has occurred without finding a local host, the end station
produces either a spanning explorer or an all-routes explorer packet. This behavior depends on the
type of end station. SNA end stations generally produce an all-routes explorer packet. NetBIOS end
stations produce a spanning explorer packet.

Note As of Cisco IOS Software Release 10.2, auto spanning tree (AST) for SRB is supported. The
implementation of AST in Cisco |OS Software Release10.2 is based on the IEEE 802.1 standard and
is fully compatible with IBM PC bridging. New global and interface configuration commands are
required to configure a router for AST. Once configured, AST can be enabled and disabled through
LAN Network Manager (LNM). The following discussion of spanning tree explorer packets applies
to the manual spanning tree functionality available in software releases prior to Cisco 10S Software
Release 10.2.

To pass a spanning explorer packet on a router, the configuration for the router’s Token Ring
interface must have ttsource-bridge spanningnterface configuration command for the specific
ring. If this interface command is not included, spanning explorer packets are discarded.

In contrast, an all-routes explorer packet can find any valid SRB ring. No specific router
configuration other than specification of SRB is required to pass all-routes explorer packets.

Explorer packet processing works as illustrated in Figure 4-5. If End station X sends an all-routes
explorer packet, Bridge B1 and Bridge B2 both forward the explorer packet. End station Y receives
two all-routes explorer packets in this configuration. End station Y responds to each of the all-routes
explorer packets by sending a directed, nonbroadcast packet. In the example illustrated in Figure 4-5,
four packets are generated:

® Two all-routes explorer packets inbound (to End station Y)

® Two nonbroadcast packets outbound (from End station Y)

Figure 4-5 Explorer packet processing (all-routes broadcast).
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Figure 4-6 illustrates an end station sending a spanning explorer packet. Bridge B1 and Bridge B2
make their respective forwarding decisions based on whether or not spanning is enabled. Assume
Bridge B1 has spanning enabled and Bridge B2 does not have spanning enabled. Bridge B1 forwards
the spanning explorer packet, and Bridge B2 does not. End station Y receives one spanning explorer
packet and returns an all-routes explorer packet for each single route received. As before, Bridge B1
and Bridge B2 forward the all-routes explorer packet. In this example, the following packets are
generated:

® One spanning explorer packet inbound (to End station Y)

® Two all-routes explorer packets outbound (to End station X)
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Figure 4-6 Explorer packet processing (spanning explorer broadcast).
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If spanning were enabled on Bridge B2, it would also forward the spanning explorer packet. The
following packets would be generated:

® Two spanning explorer packets inbound (to End station Y)

® Four all-routes explorer packets outbound (to End station X)

Note In general, there should be only a single path through the network for spanning explorer
packets. If redundancy is required, a trade-off should be made between automatic redundancy and
tolerance for additional explorer packet traffic. When redundancy is required, AST should be used.

Redundancy can be achieved in many instances within the router-based cloud as a result of
encapsulation in either TCP or IP, the latter calast Sequenced TranspgRST). To contrast
redundancy provided by a pure SRB environment and an internetwork that combines routing
capabilities with SRBs, consider the networks illustrated in Figure 4-7, Figure 4-8, and Figure 4-9.
Figure 4-7 illustrates a pure bridged network. Figure 4-8 and Figure 4-9 illustrate an SRB network
running over routers.
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Figure 4-7 Redundancy in a pure SRB network.
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In Figure 4-7, there are two SRB paths between Token Ring 10 and Token Ring 20:
® Token Ring 10 to split Bridge B3 to Token Ring 20
® Token Ring 10 to split Bridge B2 to Token Ring 30 to split Bridge B1 to Token Ring 20

If spanning is enabled on both paths, the traffic resulting from a spanning explorer broadcast from
the server is as follows:

® Two spanning explorer packets inbound (to the server)
® Four all-routes explorer packets outbound (to the client)

In router-based networks, the same type of redundancy is achieved in a different, more efficient
manner, as illustrated in Figure 4-8 and Figure 4-9.

Figure 4-8 Redundancy in a router-based SRB network (physical router connectivity).
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Figure 4-9 Redundancy in a router-based SRB network (logical SRB connectivity).
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In Figure 4-9, there is only one SRB path between Token Ring 10 and Token Ring 20. The path is
Token Ring 10 to Bridge A to Virtual ring 100 to Bridge B to Token Ring 20. When the client sends
a spanning explorer packet, the following occurs:

® One spanning explorer packet goes inbound (to the server).

® Two all-routes broadcasts go outbound—one to the client on Token Ring 10 and one to Token
Ring 30.

These broadcast rules are valid even when spanning is enabled on all the routers. In this example,
spanning does not affect the traffic. The redundancy is a result of router-to-router traffic handling.

Each explorer packet is modified and copied at each destination ring when a multiring bridge is
connected to more than two rings or to a virtual ring with multiple remote destinations. The virtual
ring in these cases operates indistinguishably from a physical ring. The RIFs are modified exactly as
if the virtual ring were a physical ring. All source-route bridges are designed to forward packets, so
frame copying can be a limiting factor in both large-scale bridges and topologies with many token
rings. In these topologies, your most important job as a network designer is to prevent excessive
forwarding of explorer packets, which can disable an entire network.

Most source-route bridges do not propagate an explorer packet onto a ring from which it has just
arrived. As a result, explorer packets are not copied from a virtual ring back to the same virtual ring,
even in the presence of valid remote peers.

Figure 4-10 illustrates a situation in which incoming explorer packets arriving on virtual ring 1A are
transmitted to Bridge 1 but are not copied back to Virtual ring 1A, even in the presence of multiple
remote peer statements pointing to Virtual ring 1A. This is desirable behavior. Bridge 2 does not
forward frames that originated from Bridge 1 because the frame has been on Virtual ring 1A.
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Figure 4-10 Virtual ring and explorer packet behavior.
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In contrast, Figure 4-11 illustrates a topology that can result in a storm of explorer packets. In this
topology, two virtual rings are separated by physical Token Ring 2.

Figure 4-11 Virtual ring topology resulting in explorer packet storms.
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An incoming explorer packet arriving on Virtual ring 1A is propagated to physical Token Ring 2
through Bridge 1. This explorer packet is then propagated into Bridge 2 and copied 40 times for each
remote peer statement. Because the SRB protocol does not scale effectively, it results in this kind of
explorer packet explosion that causes performance problems in Token Ring environments. The
bridge must modify and copy the explorer packet in the CPU, causing inefficient use of the CPU and
system bus for copying and modifying each explorer packet bound for a new destination.

You can reduce the number of forwarded explorer packets by enabling the explorer packet
processing queue. The queue is used to divide traffic into data frames and explorer packets, as
illustrated in Figure 4-12.
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Proxy Explorer

Figure 4-12 Queuing process resulting in the division of frames between real data and
explorer packets.
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Reduce the number of forwarded explorer packets and improve overall efficiency by allowing the
CPU to spend more cycles transmitting frames for routing and bridging and less time copying,
modifying, and forwarding explorer packets. To enable the explorer packet processing queue, use
the following global configuration command (available with Software Release 9.1.8(5) and
subsequent releases):

source-bridge explorerg-depthnumber

The value ohumberspecifies the queue depth. The default valueurhbelis 30 queue entries. The
disadvantage of enabling the explorer packet processing queue is the potential for suboptimal paths.
For most SRB networks that are plagued by excessive explorer packet, this potential is an acceptable
trade-off.

Limiting the copying of explorer packets is an important factor in designing SRB networks. Poorly
designed SRB networks can collapse under high explorer packet copying loads and the resulting
volume of explorer packet traffic. Although good internetwork design, such as a single unified virtual
ring, can eliminate large-scale explorer packet copying, this solution does not scale infinitely. For
very large internetworks, contact your technical support representative for more information about
specific limitations. Also, refer to the section “SRB Network Design” later in this chapter for more
information about how different topologies scale.

Another way of limiting explorer packet traffic is to use fr@xy explorerffeature. The function of
theproxy exploreffeature is to create an explorer packet reply cache, the entries of which are reused
when subsequent explorer packets need to find the same host. The proxy explorer feature allows the
SRB network designer to minimize exploding explorer packet traffic throughout the network.
Routers cache the explorer packet reply and reuse it for subsequent explorer packets that are
searching for the same MAC address.

Proxy explorer functionality is very useful in traditional SNA configurations because most explorer
packets are destined for a single FEP on a single ring. However, if the host to be reached is an FEP
on two rings (with a single locally administered address duplicated on both rings), this feature will
select a single path without the possibility of redundant paths from a single router. Different routers
can use different paths.

If your configuration does not involve duplicate FEPs with the same locally administered address,
you can use the proxy explorer function in any SNA environment. Use the following interface
configuration command:
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source-bridge proxy-explorer

NetBIOS Broadcast Handling

NetBIOS stations issue broadcasts for several reasons: to verify at startup that a station name is
unique to the network, to find the route to a particular server, and to provide a heartbeat function to
maintain connectivity between servers and requesters. These broadcasts are addressed either to a
specific name, or to the NetBIOS functional address (such as C000 0000 0080). Station requests,
such as a NAME QUERY frame, are sent as a spanning explorer broadcast to a unique NetBIOS
name, and the corresponding response is returned as a broadcast of all-routes explorer packets.

NetBIOS is a broadcast-intensive protocol that can quickly consume lower bandwidth bridge paths.
To address this problem, the router provides four different methods of preventing single and
all-routes broadcast traffic from consuming your network:

® NetBIOS Name Caching

® NetBIOS Datagram Broadcast Handling
® NetBIOS Broadcast Throttling

® NetBIOS Broadcast Damping

NetBIOS Name Caching

4-12

NetBIOS name caching allows the router to maintain a cache of NetBIOS names that it uses to avoid
the high overhead of transmitting many of the broadcasts used between client and server PCs in an
SRB environment.

Name caching allows the router to detect when any host sends a series of duplicate query frames and
to limit the host to one frame per configurable time period. The name cache includes a cache of
mappings between NetBIOS server and client names and their MAC addresses. The name cache
allows the router to send broadcast requests from clients to find servers and from servers in response
to their clients directly to their destinations. It does this rather than sending the broadcast across the
entire bridged network.

In most cases, the NetBIOS name cache is best used in situations in which large amounts of
broadcast traffic creates bottlenecks on the WAN media. However, the traffic savings of NetBIOS
name caching is probably not worth the router processor overhead when two local-area network
(LAN) segments are interconnected.

As NetBIOS broadcasts traverse the router, the router caches the NetBIOS name in the
NAME-QUERY and NAME-RECOGNIZED broadcast frames along with the station MAC address,
RIF, and the physical port from which the broadcast was received. Because the router has the
NetBIOS name as well as the route to the station, it can respond locally to broadcasts and eliminate
the overhead of propagating broadcast frames throughout the network.

NetBIOS name caching can be enabled on each interface by using the following interface
configuration commands:

source-bridge proxy-explorer
netbios enable-name-cache

Thesource-bridge proxy-explorercommand is a prerequisite for NetBIOS name caching. To limit
proxy-explorer to NetBIOS only, use the following configuration command:

source-bridge proxy-netbios-only
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NetBIOS Name Caching Operation

Figure 4-13 illustrates the NetBIOS name-caching process. Workstation A issues a NAME-QUERY
frame looking for Server C. The single-route broadcast is propagated to all rings in the network and
Server C responds with a NAME-RECOGNIZED response as a broadcast of all-routes explorer
packets. The all-routes broadcast propagates throughout the network, and generates two duplicate
NAME-RECOGNIZED responses to Workstation A, each with different routes reflected in the MAC
header. Workstation A and Server C are now cached in routers 1, 2, and 3.

Figure 4-13 NetBIOS name-caching process.

Token
Ring 2

Server C
Workstation B

Server D
Workstation A
Workstation A (uncached) Server C (uncached)
NAME-QUERY ——> NAME-QUERY ang—2> NAME-QUERY ————>
(single-route (single-route  _Ring1  _ (single-route
broadcast) broadcast) Ring N... _ broadcast)
<« Ringl NAME- < Rngl  NAME- NAME-
Ring 1 RECOGNIZED Ring 2 RECOGNIZED RECOGNIZED
: Il-routes : (all-routes (all-routes
..Ring1 (@ Ring N...
<G 2 broadcast) <9 T broadcast) broadcast)
Workstation B (uncached) Server C (cached)

NAME-QUERY ——— > NAME-QUERY —— > NAME-QUERY —>

(single-route (directed) (directed)
broadcast)
<« NAME-RECOGNIZED NAME-RECOGNIZED  _ NAME-
(directed) (directed) RECOGNIZED
(all-routes
broadcast)

Workstation B now broadcasts a NAME-QUERY frame also looking for Server C. The broadcast is
received by Router 1, which finds Server C in its cache. To verify that Server C and the cached route
are still available, the router converts the broadcast frame to a directed frame using the cached RIF
information, forwards the NAME-QUERY frame, and starts the RIF validate-age timer. When
Server C receives the NAME-QUERY frame, it responds with a NAME-RECOGNIZED (all-routes)
broadcast. If the router receives Server C's response before the validate-age timer expires, it keeps
the RIF information; if not, the router deletes the RIF information from the cache.

Router 3 copies the NAME-RECOGNIZED broadcast and checks its cache for Workstation B. If an
entry exists, the all-routes broadcast is converted to a directed frame and is forwarded to
Workstation B. This example demonstrates that once a station name is broadcast into the network
and its name is cached, no further broadcasts traverse the network. Without name caching, the
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broadcast activity in a network with 100 fully meshed ring segments can become a serious issue.
NetBIOS name caching significantly reduces the bandwidth consumed by nonproductive broadcast
traffic.

Each NetBIOS name cache entry is aged out of the table if activity does not occur within a
configurable period of time. Aging ensures the information in the cache is current and that the cache
is kept to a minimum size to maintain optimal performance.

The following global configuration command controls the name-caching age timer:
netbios name-cache timeouminutes

The default is 15 minutes.

NetBIOS Datagram Broadcast Handling

The router also checks the NetBIOS name cache when it receives NetBIOS datagram broadcasts
(addressed to unigue names), which allows the router to handle NetBIOS datagram broadcasts
locally in a way that is similar to NAME-QUERY and NAME-RECOGNIZED broadcast handling.
The difference is that datagram broadcasts are generally one-way flows with no corresponding reply.
If datagram broadcasts represent a small percentage of overall broadcast traffic, you can disable
datagram handling and avoid expending additional router overhead for relatively minor effect. This
decision can be made only with an understanding of your broadcast traffic patterns.

NetBIOS Broadcast Throttling
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NetBIOS applications broadcast by issuing multiple successive copies of the broadcast frame into
the network. For example, IBM’s OS/2 LAN Requester sends six successive copies of a
NAME-QUERY frame, with a pause of a half second between each repeated transmission. Some
applications allow you to tune this behavior, but tuning NetBIOS broadcasts is difficult to maintain

if the number of NetBIOS workstations in your network is high.

As illustrated in Figure 4-14, when NetBIOS name caching is enabled, the router forwards the first
of these six broadcasts, and drops the duplicate five broadcasts. The duplicate broadcasts (which
originated from the same station), continue to be dropped until the dead timer expires. Two global
configuration commands control relevant timers:

netbios name-cache query-timeouteconds
The default is 6 seconds.
netbios name-cache recognized-timeoseconds

The default is 1 second.

Cisco CCIE Fundamentals: Network Design



NetBIOS Broadcast Handling

Figure 4-14 Throttling NetBIOS broadcasts.
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NetBIOS Broadcast Damping
The router remembers the physical port from which a NetBIOS station’s route was cached. As a
result, the router can remember where a cached station resides relative to the router. If the router
receives a broadcast frame that is addressed to a cached NetBIOS name and if the router knows that
the route to that station exists off of the same interface, the router does not need to forward the
broadcast to find the target station. Instead, the router drops the broadcast and prevents unnecessary
broadcast traffic from traversing the network.

As illustrated in Figure 4-15, a NetBIOS broadcast addressed to Server D is received by Router 1 on
interface TO. Router 1 finds a cached entry for Server D, which indicates that the route to Server D

is via interface TO. Because the broadcast was received on TO and because the route to Server D is
via TO, the broadcast is prevented from continuing on the network, and the requester finds Server D
via the local SRB topology.
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Figure 4-15 NetBIOS broadcast damping.
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LAN Framing

Framing for SRB networks is straightforward. Using a basic IEEE 802.5 frame with Logical Link
Control type 2 (LLC2) 802.2 framing, a RIF field follows the source MAC field in the IEEE 802.5
frame. The presence of a RIF field is indicated by setting the Routing Information Identifier (RII),
which is the high-order bit of the source MAC field, as shown in Figure 4-16.
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Figure 4-16 IEEE 802.5/Token Ring frame formats.
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An SRB-configured router evaluates incoming frames based on IEEE 802.5 values, which is mostly
a Subnetwork Access Protocol (SNAP) evaluation. Once the router determines whether the packet
is to be routed, it evaluates whether to use SRB based on the value of the RII bit. If the bitis set and
the router is not configured to route a specific protocol, the router sends the frame using SRB. Figure
4-17 illustrates this process.
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Figure 4-17 Process for identifying routable versus SRB packets.
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IBM’s original Token Ring bridging designs use a Routing Information Field (RIF) in the Token

Ring frame header. This information stored the path that the frame took to get across multiple Token
Ring segments (allowing the response to be sent along the same path). The fields of the RIF are as
follows:

® Therouting controlfiled, which consists of the following subfields:

Thetypesubfield in the RIF indicates whether the frame should be routed to a single node, a
group of nodes that make up a spanning tree of the internetwork, or all nodes. The first type
is called aspecifically routedrame; the second type is calledpanning-tree exploreand the

third type is called aall paths explorerThe spanning-tree explorer can be used as a transit
mechanism for multicast frames. It can also be used as a replacement for all-paths explorer
in outbound route queries. In this case, the destination responds with an all-paths explorer.

Thelengthsubfield indicates the total length (in bytes) of the RIF.
TheD bit indicates the direction of the frame (forward or reverse).

Thelargestfield indicates the largest frame that can be handled along this route.

® Theroute descriptofield, of which there can be more than one. Each router descriptor field carries
a ring number-bridge number pair that specifies a portion of a route. Routes, then, are simply
alternating sequences of LAN and bridge numbers that start and end with LAN numbers.

Routers provide a feature calletlltiring, which provides several benefits when SRB networks are
mixed with multiprotocol routers. The first benefit is realized when connecting a multiprotocol
router to an existing pure SRB network to support routable protocols (such as Novell’'s IPX). In this
case, the multiring feature allows you to connect IPX and SRB networks seamlessly by routing IPX
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even in the presence of SRB framing. IPX stations can be linked via SRB networks or locally
connected to a Token Ring with SRB framing. A router will route to the IPX station by first searching
for the station and then framing each Token Ring frame with RIl and a RIF.

The second benefit of multiring is that all outgoing packets for a specific routable protocol are
framed in an SRB frame. The router creates a valid SRB frame by transmitting an explorer packet to
create a valid RIF entry for the SRB frame of a routable network packet.

The third benefit of multiring is that it allows a smooth transition from a previously framed SRB
network to a routed network. For example, a locally connected Token Ring can either use an IPX
frame or an SRB frame depending on what is currently in use. To leverage existing IPX servers with
SRB drivers, configure the multiring for that specific Token Ring. A typizatiring interface
configuration example might be as follows:

interface tokenring O
source-bridge 10 1 100
multiring ipx spanning

WAN Framing

Routers recognize two forms of SRB. The firdbmal SRB, which is characterized by either the
standard single ring-to-bridge-to-ring combination, or a flexible form using a multiple
ring-to-bridge-to-virtual ring arrangement. The second form of SRB involves WAN connections and
is calledremoteSRB (RSRB).

The framing that occurs to support WAN activities is twofold. First, the SRB frame is encapsulated
in one of three ways: Transmission Control Protocol/Internet Protocol (TCP/IP) encapsulation, Fast
Sequence Transport (FST) encapsulation, or direct High-Level Data Link Control (HDLC)
encapsulation. Next, the frame is placed in the WAN frame for the appropriate WAN media, such as
HDLC, Frame Relay, or Switched Multimegabit Data Service (SMDS).

If you select direct encapsulation for a WAN serial link, you avoid the overhead of encapsulating into
either IP or TCP. The datagram is framed directly into HDLC. Direct encapsulation for WAN frames
works only for HDLC. Over a multiaccess media, such as Ethernet or Fiber Distributed Data
Interface (FDDI), direct encapsulation can be used to transmit data from one router to another.

Selection of encapsulation is critical to the performance of the underlying network and affects the
degree to which the topology can scale to very large networks of token rings. Each encapsulation
form is addressed in the following sections.

TCP/IP Encapsulation

TCP/IP encapsulation is the most common encapsulation format. Figure 4-18 illustrates a
TCP/IP-encapsulated SRB frame. The chief benefit of TCP/IP encapsulation is a robust set of
capabilities that ensures reliable transport.

Figure 4-18 SRB frame encapsulated in TCP/IP with HDLC header.
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Because many tasks are involved in TCP/IP encapsulation, such as packet reordering, running timers
for retransmission, and sending acknowledgments, TCP/IP encapsulation is costly in terms of CPU
overhead. For both LANs and WANs, TCP/IP encapsulation incurs additional CPU overhead
because all framing occurs in the CPU and the resulting IP frame is then process switched, which
incurs additional overhead. (Process switching and its associated costs are discussed in “Process
Switching” later in this chapter.)

Because of the high overhead associated with TCP/IP encapsulation, there is a significant upper
boundary to maximum traffic forwarding. Performance is not the only constraint for using TCP/IP;
fewer connections to other SRB rings can be supported using TCP/IP than any other encapsulation
because of the processor overhead required to maintain the TCP structure. In general, you should
limit the maximum number of remote peers connected to a single Cisco CSC/4 or RP card using
TCP/IP encapsulation. Issues that can affect the acceptable number of remote peers include link
speed, traffic load, number of supported protocols, routing platform implemented, and the level of
other non-SRB activity occurring in the router.

Fast Sequenced Transport (FST) Encapsulation
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Fast Sequenced Transport (FST) encapsulation is an alternative to TCP/IP encapsulation. FST
encapsulation creates an IP frame with a sequence number; this frame is transmitted to an IP
destination. At arrival, FST encapsulation strips the IP frame. If the sequence number of the arriving
frame is greater than the sequence number of the last frame that arrived, FST encapsulation places
the frame on the destination ring. If the sequence number of the arriving frame is less than the last
frame transmitted by FST encapsulation, the frame is discarded, and the router relies on the transport
mechanism of LLC2 to request the discarded or out-of-order frames to be retransmitted.

FST encapsulation is configured on a per-remote-ring basis. A typical example of uéstg the
keyword with thesource-bridge remote-peeglobal configuration command follows:

source-bridge remote-peer 10 fst 131.108.3.2
The benefit of FST encapsulation is sustained end-to-end performance across multiple hops. FST is
fast because the IP encapsulation happens on the interface card (AGS+, Cisco 7000, MGS, and CGS)
or the system memory (IGS, Cisco 2000, Cisco 2500, Cisco 3000, and Cisco 4000) while the
processor is in interrupt mode. For WAN transmissions, once the framing occurs, you can select an
IP switching mechanism, either process switching or fast switching, depending on the result you
want. Figure 4-19 illustrates the frame format of FST encapsulation.

Figure 4-19 SRB frame encapsulated in FST with HDLC header.
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There is a cost to implementing FST encapsulation. Because the packet discard feature associated
with FST encapsulation does not guarantee delivery, FST encapsulation cannot be used in
conjunction with the router’s local acknowledgment feature.
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Direct HDLC Encapsulation
Direct HDLC encapsulation is the fastest SRB encapsulation, but has the most restrictions. Direct
HDLC encapsulation allows the network designer to configure two token rings separated by a single
Ethernet, FDDI ring, Token Ring, or serial link.

For multiaccess media such as Ethernet or FDDI, you must know the destination MAC address of
the neighbor. For HDLC on a WAN link, you need only to know the serial interface over which you
intend to transmit traffic. As with FST, direct HDLC encapsulation occurs at processor interrupt level
and is very fast. Figure 4-20 illustrates the format.

Figure 4-20 SRB frame encapsulated in direct HDLC.
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The following is an example of a global configuration command that configures direct HDLC
encapsulation on a serial interface:

source-bridge remote-peer 10 interface Serial0
The following is an example of a global configuration command that configures direct HDLC
encapsulation on an FDDI interface:

source-bridge remote-peer 10 interface FddiO 00c0.3456.768a
When connected to parallel WAN links, direct HDLC encapsulation can operate over only one of the
links. Contact your technical support representative for specific information regarding likely
performance characteristics, given your specific network configuration and type of encapsulation.

WAN Parallelism

Parallelismimplies that multiple paths exist between two points that are parallel to each other. These
paths might be of equal or unequal cost. Parallel links present a number of potential problems to
network designers. Parallelism is not specifically a WAN issue. However, because WAN links are
expensive, parallelism becomes an important design factor. For that reason, this chapter explores
some of the considerations for implementing parallel links.

Problems with parallel links in an SRB environment result from the tandem objectives of minimizing
session loss when links fail and maximizing traffic across a WAN infrastructure. Pure SRB networks
maximize the WAN infrastructure but cause session losses at each link failure. IP-routed SRB
networks minimize session loss but leave the challenge of maximizing WAN links to network
designers. The goal of this section is to explore the issues that affect your efforts to balance these
objectives.

Setting up parallel links between either two routers (see Figure 4-21) or several routers (see Figure
4-22Figure 4-21) can pose challenges in an SRB environment. First, consider environments running
NetBIOS and SNA over SRB environments. When an SNA or NetBIOS frame is delivered out of
sequence, the end station might declare a protocol violation and terminate the session. Session loss
is probably the worst possible outcome for a user or a network administrator.
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Process Switching
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Figure 4-21 Parallel paths between two WAN routers.
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Delivering frames in sequence is the key objective of any SRB delivery mechanism. When you
create parallel WAN links, you expect parallel delivery. In an SRB universe, this might not be
achievable because timing differences on WAN links alone can cause packet resequencing. If the
router uses parallel links and starts one frame header ahead of a second frame header, the frames

might not arrive with the same sequencing. The second frame might arrive before the first frame
because of WAN link delays. This is particularly true of packet-switched WANSs.

When selecting or applying an encapsulation strategy with parallel WAN links, other factors
influence the encapsulation that is used. These factors include the WAN switching technology and
the IP routing protocols. A discussion of these factors follows. Some choices are predetermined. For
example, direct HDLC encapsulation voids all parallel connections across a single virtual ring. In a
multiprotocol environment, you can place SRB traffic on a single parallel link, whereas other
protocols are load balanced on parallel links. As an alternative, you can configure the second link
exclusively for multiprotocol (non-SRB) traffic.

WAN technologies can use two primary switching tygescess switchingndfast switching

Process switching provides full route evaluation and per-packet load balancing across parallel WAN
links. Fast switching associates an IP host destination to a single interface to avoid out of order
frames. The fact that the destination of a remote peer is a single IP destination can impact SRB
decisions.

Process-switching and fast-switching techniques provide different features and performance
characteristics. Each technique must be applied in situations that can optimize its respective
capabilities. These switching strategies are addressed in detail in the following sections, “Process
Switching” and “Fast Switching.” Later in this chapter, “IP Routing Protocols with Parallel Links”
addresses routing and switching in the context of SRB framing options.

Process switching is the most expensive switching operation that the CPU can perform. Process
switching involves transmitting entire frames to the router CPU. Frames are then repackaged for
delivery to or from a WAN interface, and the router makes a route selection for each packet. TCP/IP
framing must be process switched because switching must occur when the rings are encapsulating
or unencapsulating data, which occurs at processor level. FST framing can be process switched or
fast switched.
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Fast Switching

Process switching begins when a frame arrives on a Token Ring interface and causes an interrupt to
be transmitted to the CPU. The CPU then determines that the frame must be process switched and
schedules the switch in noninterrupt mode. The frame is then transferred to the CPU and placed on
an input queue, whose depth is viewable withghew interfacesE XEC command. Once the entire

frame is transferred across the system bus, the frame is reworked for appropriate TCP headers and
header compression.

Next, the IP route for the destination is examined. If multiple paths exist, the frame pointer is updated
to use the next path for the next frame that arrives. After a route is selected, the frame is transmitted
across the system bus to the output interface queue of the specific interface card from which the
frame will exit. The queue entry is placed on the specific exit interface and the SCI card dequeues
and transmits the frame down the WAN link.

Fast switching maximizes the volume of traffic that the router can handle by streamlining the router’s
queuing mechanisms. Fast switching deals with incoming franm@edessor interrupt modand
minimizes the number of decisions that must be applied.

Fast switching precaches routes. Once an IP destination is process switched, its route is cached and
associated with a specific interface. When an IP destination is precached, it is tied to a specific path.
For either FST or TCP/IP encapsulations, a single IP destination carries all of the SRB traffic to an
FEP destination. If fast switching is used with multiple IP paths, a single path exists for each ring
destination. You must use process switching to load-balance traffic across multiple paths.

Two of the SRB framing techniques are capable of being fast switched: direct HDLC encapsulation
and FST encapsulation. Direct HDLC encapsulation is by definition fast switched; it cannot be
process switched. FST can be fast switched or process switched.

Two IBM SRB WAN options do not allow fast switching of a frame: TCP header compression and
priority or custom queuing. If either of these features is invoked, the frame cannot be fast switched.
The reason for these caveats is that certain frame components are modified when using fast switching
in AGS+, MGS, CGS, or Cisco 7000 interface memory and not in the CPU memory. If the frame
needs to be extensively modified, it must be done in CPU system buffers and not in buffers associated
with individual interface cards.

In addition, fast switching uses only interface buffers that are not generally reported using
monitoring EXEC commands, suchstsow interfaces The buffers reported in thehow interfaces

EXEC command are CPU buffers for input and output that are only used during process switching.
Fast switching uses preconfigured interface buffers. You can view the allocation of buffers using the
show controllers EXEC command.

For direct HDLC encapsulation, SRB frames are directly linked to an output serial port (such as
interface serial 0). When an SRB frame enters the 2R or CTR card, an interrupt is transmitted to the
CPU. The CPU verifies that the frame is an SRB frame and that the buffer on either the 2R card or
the ciscoBus controller is modified to create an HDLC header. The new frame is transmitted two
bytes at a time through the CPU from either the 2R card or the ciscoBus controller across the system
bus to the SCI card or SIP card.

A similar process occurs for FST encapsulation; however, SRB frames are directly linked to a
destination IP address. When an SRB frame enters the 2R or CTR card, an interrupt is transmitted
to the CPU. The CPU verifies that the frame is an SRB frame and the buffer on either the 2R card or
the ciscoBus controller is modified to create an IP datagram with appropriate WAN framing for the
destination. The new frame is transmitted two bytes at a time through the CPU from either the 2R
card or the ciscoBus controller across the system bus to the SCI card or SIP card.
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Use the EXEC commanshow ip route cacheto determine whether an IP destination is being fast
switched. This command lists IP destinations as well as the relevant MAC frame and destination
interface that the specific IP address uses. If the entry is fast switched, the destination IP address is
present. If the destination IP address is not present, the router is using process switching to reach the
destination. By default, HDLC WAN links are fast switched for IP. If the router is configured for
direct HDLC encapsulation, the only status indication is the output fahttwe source-bridge

EXEC command. The bridge indicates it is using a direct serial interface and not an IP address.

IP Routing Protocols with Parallel Links
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IP routing protocols play a part in the parallel SRB WAN decisions because they can create wider
parallelism than two routers with parallel links. Given the parallel links shown in Figure 4-23, load
balancing makes three critical assumptions: equal-cost paths, routing protocol support for equal-cost
load balancing, and process switching for a single IP destination.

Figure 4-23 Parallel WAN paths.
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Process switching is discussed extensively in the section “Process Switching” earlier in this chapter.
Issues relating to equal-cost path IP routing and unequal-cost path routing are discussed in the
sections that follow, “IP Routing over Equal-Cost Paths” and “IP Routing over Unequal-Cost Paths
Using Variance.”

IP Routing over Equal-Cost Paths

An equal-cost patlis metrically equivalent to another parallel path between two points. In RIP,
equivalence is parallel WAN paths of equal hops. In Interior Gateway Routing Protocol (IGRP) and
Open Shortest Path First (OSPF), metric equivalence translates into WAN paths of equal bandwidth,
where the bandwidth is declared by the network administrator. IGRP also adds the concept of delay
to determine metrically equivalent links. To create parallel links for equal-cost paths and to actively
use these paths, the router must use process switching because all frames sent from one ring to
another have the same IP destination.

The following list outlines the capability of supported IP routing technologies to create equal-cost
paths:

® Static routes—For Cisco software releases prior to Software Release 9.1, static routes cannot be
created in parallel; only a single path can be selected. As of Software Release 9.1, static routes
can be created in parallel.

® |GRP and Enhanced Interior Gateway Routing Protocol (Enhanced IGRE)n use up to four
equal-cost paths in parallel. Ensure that the bandwidth command is correctly configured on all
links.
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® OSPFIf paths are of equal declared metrics, OSPF can use up to four equal-cost paths in
parallel.

® RIP—RIP can use four equal-cost paths in parallel. Remember that this will not take into account
anything but hops, so even unequal bandwidth links will be evaluated as having equivalent cost.

IGRP, Enhanced IGRP, and OSPF can route traffic across equal-cost paths and split SRB traffic
across equal-cost links if the router is process switching. RIP will route across equal-cost paths and
it will assume that all WAN links are the same speed regardless of reality. Static routes allow parallel
paths and are a tool for the advanced network designer.

A router’s capability to use parallel paths is determined in part by the encapsulation method. If
TCP/IP encapsulation is used, parallel paths are used. If FST encapsulation is used under normal
operational conditions, all traffic must use only one of the parallel links. This is because all the
RSRB traffic sent to another FST peer goes to a single IP destination address. When using fast
switching, the router might alternate some traffic across parallel links based on destination address.
However, because all traffic to a peer router uses only one destination IP address, all RSRB traffic
flows across one link.

IP Routing over Unequal-Cost Paths Using Variance

The only routing protocols that can handle intentional unequal-cost path balancing are IGRP and
Enhanced IGRP. Using a feature callagiance the router can load balance over unequal-cost
paths. Figure 4-24 illustrates one such configuration from A to B. In this figure, load balancing the
link from C to B is assumed to be faster than the link from A to B.

Figure 4-24 Unequal-cost load balancing with IGRP.
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Variancehas two rules that apply in this or any unequal-cost load balancing situation:
® Rule 1—Parallelism must exist in the topology.

® Rule 2—Packets must maKerward progres®n any parallel link toward an intended destination.
In other words, a router will not forward traffic to another router that has the same (or greater)
relative distance metric to a destination. This rule prevents loops. The rule of forward progress is
straightforward. If the next-hop router is closer to the destination (than some other router) a path
through it will be used as a valid alternative path.

If these rules are met and the network administrator adds variance to the IGRP configuration, the
router will load balance over parallel paths for a single IP destination when it is process switching.
Figure 4-25 illustrates a case in which variance might be used.
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Figure 4-25 Environmental illustrating variance applications.
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Consider a set of routers connected via WAN links in a circle, where each WAN link is the same
speed, as illustrated in Figure 4-26. Assume that a data center is at location A and that all the link
speeds are the same. Consider parallelism from B to A. A parallel link exists from A to B and A to
C to D to E to B; however, routing protocols are not intuitive. This topology satisfies the first rule
because parallelism clearly exists; however, this topology fails the forward progress rule.

The way to evaluate the forward progress rule is to examine the obvious short path separately from
the long variant path, subtracting the first hop. Is C to D to E to B a better path than A to B? The
answer ino; variance will have no effect in this topology for the problem as described.

Figure 4-26 Unequal-cost path and variance implementation example.
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Now evaluate the problem from the perspective of A to E. Using the forward progress rule, compare
Ato Bto E with Cto D to E. In this topology, these paths are equal and they fail the forward progress
rule. If these paths are to pass data in parallel, router A must have two paths: one to C and one to B.
If C had variance configured, it would have two paths: one to A and one to D. This leaves the
possibility of C routing to A and A routing to C in a loop. Thus, the variance rule is that the metric

of the next-hop router must be less than the metric through the shortest path. In a five-router topology
with equal-cost WAN links, parallelism cannot be achieved.
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By default, variance is not configured. If it is, it must be configured as an integer multiple of the
allowable metric variance. Consider the following use ofvtréance router configuration
command:

router igrp 1343

variance 2
Using this particular instance of thariance command results in a load-balanced topology with a
2:1 ratio of bandwidth. For all practical topologies, this should be an upper maximum because you
should not load balance an overly high variance of WAN links such as E1 and 64 Kbps.

Use variance carefully. Because IP fast switching links an IP destination to an interface or next hop,
a single IP destination can be stuck on a 64-Kbps link while most other IP destinations are wired to
a fast link such as an E1. This situation will cause users to call their network administrators to
determine why transmission is slow one day when it was fast the day before. If SRB is fast switched,
all users of a destination ring can be linked to the slower path using variance.

Variance has another major benefit: If a link fails for any reason, the router immediately switches all
traffic to the parallel link without any convergence overhead. The router can do this because the
parallel link is a known valid path and the router does not need to wait for the routing protocols to
converge.

Local Acknowledgment Recommendations

If you configure your remote source-route bridge to use IP encapsulation over a TCP connection,
you also can enable LLC2 Local Acknowledgment. The following explains how this feature can be
useful.

LLC2, or Logical Link Control-Type 2, an ISO standard data link level protocol used in Token Ring
networks, was designed to ensure reliable transmission of data across LAN media with minimal or
predictable time delays. With the advent of remote source route bridging (RSRB) and wide area
network (WAN) backbones, LANs are now separated by wide, geographic distances spanning
countries and continents. As a result, these LANs have time delays that are longer than LLC2 allows
for bidirectional communication between hosts. The Local Acknowledgment capability in
router/bridges supporting remote source-route bridging addresses the problem of unpredictable time
delays, multiple retransmissions, and many user sessions.

In a typical LLC2 session, when host A sends a frame to host B, the sending host A expects host B
to respond positively or negatively in a certain amount of predefined time commonly called the T1
time. If host A does not receive an acknowledgment of the frame it sent to host B within the T1 time,
it will retry a few number of times (normally 8 to 10). If there is still no response from host B, host

A will drop the session.

Figure 4-27 shows how Local Acknowledgment operates in an SRB environment. With Local
Acknowledgment for LLC2 enabled in both routers, Router A acknowledges frames received from
the 37x5. The 37x5 still thinks that the acknowledgments it receives are from the 3x74. The 3x74
thinks that the acknowledgments it receives are from the 37x5. Router B looks like the 3x74 to 37x5.
Because the frames no longer have to travel the WAN backbone networks to be acknowledged, but
instead are locally acknowledged by routers, the end machines do not time out, resulting in no loss
of sessions.
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Figure 4-27 How Local Acknowledgment operates in an SRB environment.
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The following recommendations apply to the implementation of local acknowledgment. Use local
acknowledgment under the following conditions:

When the WAN implementation must accommodate long network delays

When the internetwork includes slow links, heavily used links, or poor quality links
When the internetwork requires that sessions remain active during router convergence
When WAN traffic must be minimized

When the amount of LLC traffic on backbone needs to be reduced (when more than 50 percent
of packets are LLC packets)

When WAN costs must be reduced

When network integrity must be improved, assuming TCP/IP encapsulation is used
When unreliable WAN links exist that are causing frequent session loss

When end station timer or retry modifications are difficult or costly

When bandwidth constraints require the elimination of acknowledgment traffic

Parallel Link Recommendations
The following recommendations apply to parallel WAN link configuration:
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Do not combine multiple CTR cards with multiple WAN links; create a separate router primarily
with WAN links. For example, do not create an 8-T1/E1 process-switched WAN solution on top
of a 75-kilopackets-per-second (Kpps) Token Ring engine. You will run out of CPU bandwidth.

Use FST encapsulation whenever possible.
Use TCP/IP encapsulation when local acknowledgment or prioritization is required.

Maximize fast switching.

When link speeds are primarily 64 Kbps and slower and local acknowledgment or prioritization is a
requirement, use TCP/IP encapsulation with IGRP variance in meshed topologies when the topology
can take advantage of these features.

When link speeds are primarily greater than 64 Kbps and local acknowledgment is a requirement,
follow this recommendation:
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® Use TCP/IP encapsulation only on those links that have a history of session loss (local
acknowledgment).

® Use FST encapsulation on the remaining links.

SNA Host Configuration Considerations for SRB

When designing SRB-based internets that feature routers and IBM SNA entities, you must carefully
consider the configuration of SNA nodes, as well as routing nodes. Appendix C, “SNA Host
Configuration for SRB Networks,” provides examples of SNA host configurations that focus on
three specific SNA devices:

® Front-end processors
® VTAM-switched major nodes

® 3174 cluster controllers

IP Routing Protocol Selection for SRB Networks

When designing large SRB networks, the goal is to optimize the underlying IP network so it can
carry SNA and NetBIOS traffic more efficiently. To do this, select your IP routing protocol carefully.
You should consider the following parameters when selecting your routing protocol:

® Time to converge
® Maintainability of the internetwork routing environment

If you select a protocol using only one criterion, you might build a network that cannot be expanded
and that might eventually break.

Three interior gateway routing protocols work best in an SRB environment: IGRP, Enhanced IGRP,

and OSPF. In general, IGRP, Enhanced IGRP, and OSPF are the only options for building an IP SNA
network. You can also consider RIP. However, because RIP does not provide any consistent WAN
bandwidth sensitivity, it is not a good choice for redundancy or meshed topologies.

The following discussion focuses on network topology and convergence considerations.

Convergence Considerations

Convergencés the time it takes a router to start using a new route when an active link fails in a
network where alternative routes are available.

Rapid convergence is critical for SNA environments, particularly when local acknowledgment is not
used. Consider a 3174 failure recovery scenario—an SNA device can lose its session with the host
in 13 seconds. The result is session loss and route rediscovery for all affected units. If the 3174 had
not just sent data to the host, the session would not be lost for somewhere between 13 and

42 seconds, depending on the value of the T1 Timer Inactivity parameter when the link failed. If
local acknowledgment is used, the SNA session does not fail while the routers are converging.

Convergence becomes an issue when installing large meshed networks with multiple valid
alternative paths. Distance vector protocols such as RIP or IGRP cannot determine the source of a
learned route. A route could be learned by Router A from a neighbor that had originally learned the
route from Router A. If Router A and its neighbor both use this route, they creatting loop

Routing loops implhroadcast stormand, as a result, are widely viewed as undesirable events.
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Enhanced IGRP provides superior convergence properties and operating efficiencies. It uses a
convergence algorithm that eliminates routing loops throughout a route computation. More
importantly, convergence time with Enhanced IGRP is reduced to a level below the threshold for
session loss.

OSPF was also designed to minimize convergence time. It is good at convergence, but has side
effects that will be discussed in the next section. For routers, total convergence time has two primary
components:

® Link failure detection time
® |P routing protocol convergence time

Link failure detection time is the minimum, maximum, or average time it takes the router to detect
that no frames are crossing the link. IP routing protocol convergence time is the time it takes the
routing protocol to detect a failure and switch to alternative links.

Link Failure Effects on Convergence
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Links fail in a hierarchical order of occurrence. Serial links are the most unreliable. FDDI networks,
Token Ring networks, and Ethernet networks are about equal in reliability and rarely fail.

The following sections describe the significance of media-failure detection mechanisms with respect
to recovery from media failure and the effects of different media failures on convergence in an IBM
internetwork.

Keepalives and Convergence

Routers instituté&eepalivego verify the stability of a link. A router transmits a packet every
10 seconds by default, and when three keepalives sequentially fail to cross the link, the router
declares the link to be down. To recover, the router retransmits the packet every few seconds.

For IBM IP networks, keepalives should be active only on serial and Ethernet links. Ethernet link
keepalives are acceptable because the failure rate is low, but serial links (especially those faster than
64 Kbps) should be set to three seconds. Usketbpaliveinterface configuration command to

adjust the keepalive timer for a specific interface. For example:

interface serial 0
keepalive 3

This configuration reduces the maximum failure detection for the serial interface from 30 seconds
to nine seconds. (The interface is declared down after three consecutive update intervals pass with
no keepalives detected.) Media-related keepalive specifics are provided in the sections that follow.

Enhanced IGRP uses small hello packets to verify link stability. Hello packets are transmitted by
default every five seconds. When three hello packets fail to cross the link, the router immediately
converges. Hello packets originate from the network layer and are protocol dependent. Use the
ip hello-interval eigrp interface configuration command to configure a different hello packet
interval for IP. For example:

ip hello-interval eigrp 109 3
This example configures a hello packet interval of three seconds for the IP protocol on Enhanced
IGRP autonomous system number 109.

Serial Link Failure Effects

Serial links are inherently unreliable because they usually extend over long distances and because
they are subject to a variety of failures.
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In general, if a router detects loss of the carrier signal, it immediately disables the link.
Unfortunately, carrier loss is not a guaranteed way of detecting a failed link, so the router must also
use keepalives or hello packets to determine whether an interface is connected to an operational
medium.

When the carrier signal is lost, the router detects the failure immediately. For any other serial failure,
given the default keepalive timer of 10 seconds and the rule that three keepalives must be missed
before the router declares that the interface is down, failure detection takes at least 21 seconds and
could take as long as 30 seconds, with an average detection time of 25.5 seconds. When the keepalive
timer is three seconds, the failure is detected within seven to nine seconds.

Token Ring Failure Effects

Token Ring media, whether twisted-pair or IBM media attachment units (MAUS), rarely encounter
failures. When media failures occur, the Token Ring protocol fails, causing the ring to transition,
beacon, and reinitialize.

Token Ring has built-in reliability that allows the interface to determine whether the ring is up or
down: The returning token indicates an active ring. Keepalives, which provide a fail-safe mechanism
in case the Token Ring protocol itself fails, are also available but can be disabled in most networks
to prevent unnecessary network traffic. Any keepalive failure usually indicates that the Token Ring
interface is under tremendous load or may have already failed. The failure detection time for Token
Ring is immediate.

FDDI Failure Effects

Like Token Ring, FDDI rings are reliable media. Users who turn their devices off, which causes the
FDDI ring to “wrap,” are the most common cause of failure in dual-attached FDDI networks.
Keepalives are available, but are not particularly useful. Enabling keepalives with FDDI can cause
problems in high-load environments because the keepalives add to the traffic. Because the router
disables the interface when it is experiencing intolerably heavy traffic loads, detection of a keepalive
loss is usually a false error indication. The failure detection time for FDDI rings is immediate.

Ethernet Failure Effects

Ethernet media is generally reliable but lacks a failure-detection protocol. Therefore, keepalives play
a critical role in determining the availability of the media. The keepalive must fail three times before
the router disables the interface. There is no indication of the location or source of the failure,
whether it is from router to MAU or across the physical media.

Given the default keepalive timer of 10 seconds and the rule that three keepalives must be missed
before the router declares that the interface is down, failure detection takes at least 21 seconds and
could take as long as 30 seconds, with an average detection time of 25.5 seconds.

Routing Protocol Convergence
When analyzing routing convergence, it is assumed that a link has failed or router keepalives have
not been detected. The router waits for a link failure detection period to expire. After this waiting
period passes, the router incun®ating protocol convergence timéhe following discussions
address convergence for IGRP, Enhanced IGRP, and OSPF.

Designing SRB Internetworks 4-31



IP Routing Protocol Selection for SRB Networks

4-32

IGRP Convergence

IGRP convergence is controlled by a single factor: whelttodddownis enabled (the default). This
discussion focuses on determining when it is appropriate to disable holddown.

Because a router learns about routes from its neighbors, a distance vector routing protocol never
actually understands the topologies to which it is connected; instead, it approximates the topologies.
When enabled, holddown, which is a property of distance vector routing protocols, specifies that
alternative paths are not used until the paths in question are determined to be actual alternative
routes. When a failure occurs and alternative paths exists, the router holds down any routing protocol
changes until the holddown timer expires to determine that the network is now completely known.

IGRP allows you to configure the protocol so that it it hold down a link. The danger of
administratively disabling holddown is that the routers might loop packets to each other for networks
that are unreachable, which would cause the receipt of high volumes of errant traffic that could
dominate low-bandwidth links. Any errant datagram would loop up to 254 times before the
“counting to infinity” process causes the datagram to be dropped. The length of time associated with
“counting to infinity” can be modified using threetric maximum-hops hopsrouter configuration
command. The defautiopsvalue is 100; the maximum is 255.

Generally, meshed WAN bandwidth that consists of fractional T1/E1 or greater can converge faster
than parallel WAN bandwidth that is 64 Kbps. Network topologies with high WAN bandwidth can
support disabling holddown, so you can safely disable holddown on all routers in any network with
a high WAN bandwidth.

If convergence time is worth trading off against potential bandwidth for sites with lower-speed links,
you can disable holddown on these sites. However, if a loop occurs when a link is lost, the network
performance for end systems connected to affected sites might be poor until “counting to infinity”
ends. If you require faster convergence and can live with congestion for a brief period, you can
disable holddown in any case. To disable holddown, enter the following router configuration
commands for all routers in the network:

router igrp autonomous-system
network network-number
no metric holddown

Including theno metric holddown router configuration command changes the convergence of IP to
50 percent of neighbor update time (on average) assuming a neighbor is using this other valid route.
Consider a topology as illustrated in Figure 4-28.
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Figure 4-28 Convergence topology.
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Assume that all links illustrated in Figure 4-28 are of equal speed and that the link from A to B fails.

If Cis using A to get to B, the IGRP Flash update tells C that its route to B is probably down. When
D sends the next IGRP update, C uses D to get to B. A knows its route to B is down, and waits for
two updates from C (on average) to get a new route to B. Most topologies converge with a single
neighbor update.

If variance is active and there are two separate paths to a destination network, the network converges
immediately to the remaining path when the router receives a Flash update.

Also note that the default values for IGRP timers are appropriate for general IP networks, not for
IBM IP networks. It is necessary to change a few timer defaults for an IBM IP environment. The
basic neighbor update timer is set to 90 seconds. For IBM IP networks, use 20 seconds, which results
in an average IBM IP convergence for IGRP of 10 seconds with a Flash update. To make this change,
modify the IGRP configuration of each router. The router configuration commands are as follows:

router igrp autonomous-system
network network-number
timers basicupdate invalid holddown flugkleeptimé
Consider the following configuration for thieners basicrouter configuration command:

timers basic 20 60 60 120
These values optimize IGRP convergence in an IBM IP environment. If holddown is enabled, the
worst-case convergence is three update periods of 20 seconds each, for a total of 60 seconds.
Although these values optimize convergence, the worst-case convergence time can break IBM
sessions. Try using local acknowledgment to keep sessions up while IGRP converges.

Enhanced IGRP Convergence

Enhanced IGRP is an advanced version of IGRP. The same distance vector technology found in
IGRP is used in Enhanced IGRP, and the underlying distance information remains unchanged.
Enhanced IGRP implements a new convergence algorithm that permits loop-free operation
throughout a route computation, which improves Enhanced IGRP convergence properties and
operating efficiency. Enhanced IGRP allows all routers involved in a topology change to synchronize
at the same time. Routers that are not affected by topology changes are not involved in the
recomputation. The result is very fast convergence time.
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OSPF Convergence

OSPF uses two mechanisms for detecting failure. The first mechanism consists of interface status
changes, such as carrier loss on a serial link or keepalive loss. The second mechanism is failure of
OSPF to transmit and receive a hello packet within a timing window catleddatimerOnce the

dead timer expires, the router assumes the link is dead. Once a router running OSPF assumes a link
is dead, it produces an area-wide broadcast that causes all nodes to recompute their topology maps.

When OSPF receives an active multicast with link down information, the convergence time is less
than one second. Suboptimal OSPF convergence occurs when a link is down but the router receives
no forward indication. In this failure situation, the router must wait for the dead timer to expire. By
default, the OSPF dead timer is set to 40 seconds. In most IP networks, you can set the dead timer
equal to at least three OSPF hello packets.

In the IBM IP environment, the default values of the OSPF timers are too high for the session layer
convergence that SNA and NetBIOS require; therefore, you should change the dead timer to
18 seconds and the hello timer to six seconds for each interface in your network. For example:

interface tokenring O
ip ospf dead-interval 18
ip ospf hello-interval 6

Convergence Summary
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If you followed all the recommendations in this section, the behavior of the two routing protocols is
as follows:

® |GRP provides instant convergence with carrier loss and active variant paths. Assuming that
serial keepalive= 3 andupdate= 20, convergence delays are as follows:

— Seven- to nine-second convergence (eight-second convergence on average) with serial
keepalive loss and active variant paths. This assumes that three keepalives have expired,
there was no holddown, and no routing update was required.

— One- to 20-second convergence (10.5-second convergence on average) with carrier loss,
Flash update, and no holddown. This assumes failure detection is immediate; therefore time
for routing update is the only factor.

— Ten- to 29-second convergence with keepalive loss, Flash update, and no holddown. This
assumes a nine-second keepalive loss, the Flash update was immediate, and one to 20
seconds for the routing update.

— Sixty-nine-second convergence worst-case scenario (nine-second keepalive loss, three
updates of 20 seconds each).

® Enhanced IGRP provides instant convergence with carrier loss and presence of a feasible
successor. Convergence delays are as follows:

— Eleven- to 15-second convergence by default for Hello packet loss in all cases.

® OSPF provides instant convergence with carrier loss and active broadcasts. Convergence delays
are as follows:

— Nine-second convergence with serial keepalive loss and active broadcasts.

— Eighteen-second convergence, worst-case scenario.

Note Assuming that OSPF is configured with realistic timer settings, the total convergence time is
the sum of the time it takes the interface to change its state from up to down, combined with the time
it takes the routing protocol to converge.
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Routing Protocol Design and Maintenance Issues

You must consider two key desigh and maintenance factors when creating networks based on IGRP,
Enhanced IGRP, or OSPF for primarily SNA traffic:

® Routing Protocol Network Design

® Routing Protocol Scalability

Routing Protocol Network Design

Some routing protocols do not require an additional topological structure to build a successful
internetwork. Other routing protocols require a separate topological structure outside of the existing
addressing structure that must be maintained and well understood. IGRP, Enhanced IGRP, and OSPF
show how different routing protocols handle network design issues.

IGRP Routing Protocol Network Design

IGRP has no implicit network design requirements. IGRP networks can scale as nonhierarchical
topologies to thousands of networks and hundreds of routers.

However, implementing hundreds of IGRP routers in the same autonomous system results in the
transmission of an extremely large routing update every 90 seconds (by default). The impact of
routing update transmission is dampened by a feature of IGRP altedsummarizatiorwhich
summarizes unconnected network numbers into a single routing table entry.

For example, if 1000 subnets of TCP/IP are distributed evenly across 10 IP networks, a single router
with route summarization would see the 100 subnets of its locally connected network and nine
summary routes to all other networks. Route summarization reduces the routing table of large
networks, but can result in suboptimal routing at the border points.

Enhanced IGRP Routing Protocol Network Design

Enhanced IGRP, like IGRP, has no implicit network design requirements. Unlike IGRP,

Enhanced IGRP does not make large routing table updates in a single large autonomous system,
which makes the use of Enhanced IGRP even more scalable. Only routers that are directly involved
in a topology change are involved in route recomputation, which saves processor overhead and
results in minimal bandwidth utilization for routing updates.

Enhanced IGRP uses an automatic redistribution mechanism so IGRP routes are imported into
Enhanced IGRP and vice versa, for compatibility and seamless interoperation with IGRP routers.
The compatibility feature allows you to take advantage of the benefits of both protocols while
migrating from IGRP to Enhanced IGRP and allows Enhanced IGRP to be enabled in strategic
locations carefully without disrupting IGRP performance. By default, IGRP routes take precedence
over Enhanced IGRP routes, but a configuration command that does not require routing processes to
restart can change the default.

OSPF Routing Protocol Network Design

OSPF has a network structure that must be maintained separately from the addressing structure of
IP. The concept in OSPF is that a single backbone of routers will communicate with several leaf
areas. Consider the general environment illustrated in Figure 4-29.
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Figure 4-29 OSPF backbone communicating with several leaf areas.
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Communication between areas occurs through the backbone only. There is no interarea
communication except through the backbone, which is not an overwhelming constraint for most
SNA networks because they are already hierarchical in nature. NetBIOS networks, however, are not
hierarchical in nature, which poses a potential design challenge.

A hierarchical structure limits the extent of link-state broadcasts that indicate link failures. In each
router, OSPF builds a full area topological database that describes each router and each link. When
any link changes state, each router within an area recomputes the entire database and builds a new
routing table. Traffic associated with this recomputation process occurs across all links in the area.
With a typical large installation (for example, 400 routers), you might expect several link updates
per second. However, link updates can occur more often, flooding the network and forcing the
routers to use all active cycles maintaining routing tables instead of forwarding traffic.

To avoid these problems, creatstaictureof leaf areas and a unique backbone. To create this
structure, take the square root of the number of routers and subtract one for the backbone. For
example, 100 routers would optimally be allocated with 10 routers in the backbone and nine areas
each with 10 routers. Each area must touch the backbone, so the selection of the backbone routers is
critical.

Modifying an existing topology to add an additional 10 routers to a geographically remote location
poses a greater challenge. You must decide whether to create an unbalanced area that connects the
remote location to the backbone, or to rebalance the topology by adding an OSPF backbone router
at the remote location.
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After you create the topology, you must impose IP addressing on it. If you do not assign a separate
network to each leaf area, the boundaries between the leaf areas and the backbone are meaningless
and link status changes will propagate throughout the entire network. Each backbone router that
bounds an area (called area border routey must summarize the routes imported to and from the
backbone. Route summarization does not occur by default, so for most IP networks you must include

a common set of commands at each area border router. The following is a typical configuration for
area border routers:

router ospf 10

network 192.30.0.0 0.0.0.255 area 0

network 131.108.0.0 0.0.255.255 area 0.0.0.1

area 0.0.0.1 range 131.108.0.0 255.255.0.0
In this example, the importation of routes into the backbone of network 131.108.0.0 is limited.
Unfortunately, it specifies only a single point of entry for network 131.108.0.0. If several area border
routers are connected to leaf area 1 using network 131.108.0.0, the router uses the nearest area border

router with connectivity to 131.108.0.0.

The techniques used for addressing an OSPF using multiple areas are discussed in the “Addressing
and Route Summarization” section in Chapter 3, “Designing Large-Scale IP Internetworks.”

Routing Protocol Scalability

Only one significant design challenge exists for large scalable IBM networks using IGRP as the
routing protocol: low-speed links individually connected as leaf networks in which IGRP transmits
large routing tables. To prevent potential problems, configure the router to transmit IGRP
information in a single direction—toward the backbone. The leaf router uses default routing to find
the backbone and all other valid routes. The leaf router will transmit IGRP information about its
routes to the backbone. The backbone router does not transmit any IGRP information to the leaf. The
following examples illustrate configurations for leaf and backbone routers:

I Leaf router configuration
router igrp 109

network 131.108.0.0

ip route 0.0.0.0 Serial0

ip route 131.108.0.0 Serial0

! Backbone router configuration

router igrp 109

network 131.108.0.0

passive-interface Serial0
Figure 4-30 illustrates what happens when the preceding leaf and backbone router configurations are
used. This configuration does not send routing information to the lower-speed leaf routers, while the

backbone retains all valid routes in the network.
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Figure 4-30 Effects of using the passive-interface router configuration command.
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Note When designing large branch networks based on OSPF routing, OSPF has a natural limit.
When link instability raises broadcast traffic and route recomputation to an unacceptable level, the
network is at its limit. Always contact your router technical support representative when designing
large OSPF-based internetworks.

SRB Network Design

The key to building predictable and scalable SRB networks is to follow the network design
guidelines in this chapter. Ultimately, there is a limit to the maximum diameter of a single meshed
virtual ring, so before you begin designing a network, consider four critical questions. Answering
these questions helps you assess the available options.

® How many routers are requiredrhis question assesses the capability to build a simple SRB
network. If you are implementing a large internetwork, contact your technical support
representative for specific information about virtual ring limitations.

® Arethere any T1/T3, E1/E3, fractional T1/T3, or fractional E1/E3 link&® question assesses
SRB WAN traffic that may reduce a meshed topology to a smaller radius. If you are using T1/T3
or E1/E3 technology, you can take advantage of their increased bandwidth capabilities by
increasing traffic loads to and from the rings, which allows you to reduce the number of routers.

® |s the design for an SNA network, a NetBIOS network, or Bdits?question helps you
determine whether a partially meshed topology can be used when an FEP-connected ring is a peer
of each Token Ring in the network. The remote token rings are allowed to be peers only of the
FEP rings, not of one another. This topology is called a partially meshed network because certain
points can connect only to certain points. Partially meshed SRB networks are much more scalable
than fully meshed networks, in which all rings can reach all rings. Fully meshed topologies are
often required in NetBIOS environments.
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Figure 4-31
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® |s the network a multiprotocol environmeriiis question implicitly raises the topic of

prioritization. When dealing with a multiprotocol internetwork, you must consider your options
for prioritizing traffic to ensure acceptable response time for interactive traffic, while maintaining
adequate internetworking resources to handle other types of traffic, such as file transfers.

In general, it is best to design a router network in a hierarchical fashion; there are typically three
logical service layers: the backbone (or core) service layer, the distribution service layer, and the
access service layer. Figure 4-31 illustrates these basic service layers.

When designing a router network for SRB, consideration should be given to the design of virtual
rings. Two key issues affect the design of virtual rings:

® The type of SRB connectivity required (hierarchical, distributed, or flat)

® The corporate organizational structure

Backbone, distribution, and access service layers in an SRB environment.
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The remainder of this section focuses on network design approaches that help create scalable
networks. The following topics are discussed:

® Hierarchical Design for SNA Environments
® Hierarchical Design for NetBIOS Environments

® Queuing and Prioritization Schemes
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Hierarchical Design for SNA Environments

In SNA-only networks, all processing is hierarchical, where a single FEP or a few FEPs (one primary
and one secondary) are the target of all remote rings. The SRB topology is focused from all remote
rings to a single or a few redundant rings. A topology featuring a single FEP is illustrated in Figure
4-32.

Figure 4-32 Hierarchical topology featuring a single FEP.
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A topology featuring duplicate FEPs on duplicate rings is illustrated in Figure 4-33.

Figure 4-33 Duplicate FEPs on duplicate rings.
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The topology in Figure 4-33 is a partially meshed topology because the remote nodes cannot reach
each other; they can reach only the core of the network where the FEPs are located.

When you are designing a partially meshed topology, several options are available. SNA traffic can
be generalized as having few explorer packets and having the requirement to connect many remote
sites. The suggested topology for a partially meshed topology depends on whether the link speed to
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the core is greater than 64 Kbps. Contact your technical support representative for specific
limitations and capabilities regarding the maximum number of peers for the various encapsulation
implementations and your specific network attributes.

To scale a partially meshed network to diameters of greater than 15 to 100 remote rings, you can take
two approaches: Build a hierarchical structure of virtual rings, or build a scalable partially meshed
structure using a single virtual ring.

Proceed with caution to avoid uncontrolled growth in virtual rings, especially in parallel, because
parallel virtual rings replicate explorer packets, which results in unnecessary explorer packet traffic.

Scalable Partially Meshed Rings

With a partially meshed ring topology, the objective is to leverage the advantage of a network that
does not requirany-to-anyconnectivity. You can use a single virtual ring to connect a series of
routers at the FEP sites. For each additional 15 to 100 remote peers, you must add a router to the
central site. Figure 4-34 illustrates this kind of environment. Contact your technical support
representative for more information about specific limitations and recommendations that might
apply to your network specifications.

Figure 4-34 Virtual ring environment interconnecting multiple remote peers.
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The network illustrated in Figure 4-34 will work for local acknowledgment because all traffic exists
on asingle virtual ring. A potential problem with this topology is that the number of routers is related
to the number of virtual rings, not to the LAN or WAN connectivity at the FEP site. A site with two
WAN links and a Token Ring can require several routers if it is the main FEP site.
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Hierarchical Virtual Rings

Usinghierarchicalvirtual rings, you can use physical token rings and virtual rings to create a
hierarchy of virtual rings. Figure 4-35 illustrates such a hierarchy.

Figure 4-35 Hierarchical virtual ring topology.
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Because the destination of all explorer packets is to the core virtual ring, you can use filters to
eliminate explorer packet traffic crossing between local-access virtual rings at the point where rings
meet. The filters would also filter out FEP traffic. As an alternative, you can use the same virtual ring
number for each virtual ring to filter out FEP traffic that might otherwise traverse the local-access
virtual rings.

This design is limited in that the hop count might limit Token Ring SRB connectivity. Because the
connectivity from access point to FEP uses four hops, additional local bridges at the access points
or at the central site might not be reachable from the entire network.

Combined Designs
Networks can be built from hierarchical designs and from scalable partially meshed designs as long
as you prevent explorer packet traffic from reexploring access points. To fulfill this requirement,
write access lists to prevent explorer packet traffic from entering a ring if that traffic did not originate
from the ring that has an FEP.

Hierarchical Design for NetBIOS Environments

The challenge of NetBIOS is that applications might require unrestricted ring-to-ring connectivity.
The SRB protocol was not designed to scale, and network designers often demand that routers help
scale beyond the original design of the protocol.
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Limitations on the maximum number of peers mandates that your only topological option for a
NetBIOS SRB network is the hierarchical environment illustrated in Figure 4-35. This design poses
certain challenges because of increased explorer packet traffic. It is imperative that you create a
single-stream, spanning connection through the network to minimize explorer packets. To
succeed, a hierarchical NetBIOS network needs three elements:

® Proxy explorer
® Aggressive explorer packet caching
® NetBIOS name caching

These features allow switching of valid NetBIOS traffic even under the worst conditions of high
explorer packet load. You might not be able to use the partially meshed network design if you have
to maintain unrestricted ring-to-ring connectivity. Contact your technical support representative to
determine any specific limitations for your network topology and design implementation. Refer to
the “Explorer Packets and Propagation” and “NetBIOS Broadcast Handling” sections earlier in this
chapter for additional details concerning these topics.

Queuing and Prioritization Schemes

Priority Queuing

The following information focuses on current prioritization mechanisms. Prioritization tools
discussed include:

® Priority Queuing

® Custom Queuing

® SAP Prioritization

® Enhanced LU Address Prioritization

® SAP Filters on WAN Links

Note The queuing and prioritization schemes described in this section rely on process switching.
If the router is configured for fast switching or for autonomous switching, the configuration of a
queuing or prioritization scheme will increase processor utilization. However, increased processor
utilization is usually not a problem when the router is sending traffic over low-speed WAN links.

Priority queuing (introduced in Software Release 9.1) allows packets to be prioritized. When priority
queuing is enabled on an interface, the router maintains up to four output queues for that interface.
During congestion, the packets are placed in one of the four queues according to their priority. The
router services all packets on the highest priority queue before moving on to the next highest priority
queue. In other words, the queuing delay of a packet on a lower priority queue is nondeterministic:
An RSRB session set to normal priority might time out if, for example, IPX packet traffic is heavy
and is configured for the highest priority queue.

This scheme introduces a problem in that packets configured for lower priority queues might not be
serviced in a timely manner, or at all, depending on the bandwidth used by packets sent from the
higher priority queues. Priority queuing does not provide bandwidth allocation.

Priority queuing can be used when there is sufficient bandwidth to accommodate all packets destined
for a particular interface, but where packets from certain protocols such as file transfers cause other
protocols such as Telnet sessions to suffer from poor response.
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Custom Queuing

If there is insufficient bandwidth on an output interface to pass data from various sources, priority
queuing cannot solve the limited bandwidth condition. If there is not enough bandwidth to pass all
of the data destined for an interface, protocols assigned to the lower priority queues suffer packet
loss.

Priority queuing introduces processor overhead that might be acceptable for slow interfaces, but
might be unacceptable for higher speed interfaces such as Ethernet, Token Ring, or FDDI. If you are
currently fast switching packets, be aware that priority queuing requires that these packets be process
switched, which would negatively impact performance.

Use thepriority-list global configuration command to define priority lists andotth@rity-group
interface command to assign a list to an interface. Priority queuing can be configured instead of, but
not in addition to, custom queuing.

Note Priority queuing does not operate over X.25.

Custom queuing (introduced in Software Release 9.21 and enhanced in Cisco I0S Software
Release 11.0) allows you to allocate a percentage of bandwidth to a particular kind of traffic when
the available bandwidth is unable to accommodate the aggregate traffic queued.

When custom queuing is enabled on an interface, the router maintains 16 output queues (humbered
from 0 to 15) for that interface that can be used to modify queuing behavior. The router cycles
through queue numbers 1 to 15 in a sequential fashion, delivering packets in the current queue before
moving on to the next. Associated with each output queue is a configurable byte count, which
specifies how many bytes of data should be delivered from the current queue by the router before the
router moves on to the next queue.When a particular queue is being processed, packets are sent until
the number of bytes sent exceeds the queue byte count or the queue is empty.

Queue number 0 is a system queue; its queue is emptied before any of the queues numbered 1 to 15
are processed. The router queues high priority packets to this queue, such as interface keepalive
packets. Routing protocol packets are not automatically placed in the system queue.

The custom queuing implementation should not impact the performance of existing packet queuing
code. The queuing algorithm implementation is time-critical because it affects packet delivery time
when custom queuing is in use.

When custom queuing (or priority queuing) is enabled, it should take much longer for the router to
switch packets because each packet has to be classified by the processor card.

Use thequeue-listglobal configuration command to define custom queue lists and the
custom-queue-listinterface configuration command to assign a custom queue list to an interface.
Custom queuing can be configured instead of, but not in addition to, priority queuing.

Figure 4-36 describes the syntax of phierity-list andqueue-listcommands.

Note Custom queuing does not operate over X.25.
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SAP Prioritization

Figure 4-36 Priority and custom queuing command syntax.
Command List Protocol Queue Optional arguments
Priority Custom
apollo
1 appletalk
. 1
2 bridge
3 chaos 2 list access-list*
: 3
L 4 decnet high It byte-count
pr|or(|)try list p ip medium gt byte-count
queue-list 6 [ PO ipx normal tep port-number
7 pup low : udp port-number
8 rsrb 14 bridge list  access-list
15
o stun 16
10 vines

Xns

T In releases prior to Cisco 10S 10.0, the protocol argument is “novell”.

*Applies only to AppleTalk, bridging, IP, IPX, VINES, and XNS.

The purpose of the SAP prioritization feature is to allow you to specify the priority (precedence and
bandwidth) of a protocol over another protocol across the RSRB/SDLLC WAN. The prioritization
is based on the destination service access point (DSAP) address and source service access point
(SSAP) address.

SAP prioritization can be built based on priority queuing or on custom queuing. The actual SAP
classification code can be developed regardless of the underlying prioritization mechanism. The
priority gueuing mechanism addresses onlygtecedenceriteria. The custom queuing mechanism
providesprecedencand guarantedsandwidth This section describes SAP prioritization using
priority queuing.

To provide a fine granularity in the prioritization of packets sty priority-list global
configuration command (available in Software Release 9.1[9]) allows you to specify any
combination of DSAP, SSAP, destination MAC (DMAC) address, and source MAC (SMAC)
address.

For example, if you want to prioritize all SNA traffic (SAP 04) over NetBIOS traffic (SAP FO), only
the DSAP or SSAP must be configured. In contrast, if you want to give precedence to traffic on a
particular LLC2 session, you must specify four parameters: DSAP address, SSAP address, DMAC
address, and SMAC address. Usesye-priority list interface configuration command (available

in Software Release 9.1[9]) to tie the priority list to a particular input interface.

You must also specify theriority option in thesource-bridge remote-peeiglobal configuration
command to enable SAP prioritization. In addition, you must configungritwity-list global
configuration command for the appropriate interfaces and ugeitiigy-group interface
configuration command on the output interface.

Enhanced LU Address Prioritization

The enhanced logical unit (LU) address-prioritization feature allows you to specify the physical unit
(PU) on which an LU resides. This is important because multiple PUs on a Token Ring or on a
multidropped SDLC line might have LUs with the same LU address. For example, Figure 4-37
illustrates a situation in which LUO2 on 3174-2 is a 3287 printer, and LUO2 on 3174-1 is a 3278
terminal. It is undesirable to assign the same priority to the printer and the terminal.
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Figure 4-37 LU prioritization for RSRB.
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As of Software Release 9.1(9), the LU address prioritization for both RSRB and serial tunneling
(STUN) allow you to prioritize the following addresses in addition to the LU address:

® Inthe RSRB case, you can specify the MAC and SAP address, which together uniquely identify
a PU.

® Inthe STUN case, you can specify the SDLC address to identify a PU on a multidropped SDLC
line.

SAP Filters on WAN Links

SAP filters, which are currently available for serial, Token Ring, and Ethernet interfaces, can be used
to prevent local NetBIOS and other broadcasts from traversing the RSRB/SDLLC WAN. To
implement SAP filter logic on the RSRB/SDLLC WAN interface, it is desirable to place the code at
the RSRB level independent from the encapsulation type on the interface. The same filter code
should work for direct HDLC encapsulation, TCP/IP encapsulation, and FST encapsulation. In
addition to filtering by SAP address, SAP filters can also be used to filter packets by NetBIOS name.

The commands, which are available in Software Release 9.1.(9), are the same as those used for SRB
on the Token Ring interface:

® Theaccess-listist global configuration command builds the access list.

® Thersrb remote-peerring-groupinterface configuration command filters by Local Service
Access Point (LSAP) address or by NetBIOS station name on the RSRB WAN interface.

® Thenetbios access-lishostglobal configuration command builds a NetBIOS access filter by
host name.

SRB Design Checklist

Before implementing a source-route bridging (SRB) network, be sure to familiarize yourself with
the technical reference material in tReuter Products Configuration Guided theRouter Products
Command Referengmublications that deals with SRB internetworking.
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Next, read the “Multiport Bridging” through “WAN Framing” sections earlier in this chapter.
Depending on your implementation, you should review the “IP Routing Protocol Selection for SRB
Networks” and “SRB Network Design” sections earlier in this chapter. If you require more than eight
routers, continue as follows:

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Evaluate the following requirements:

® Determine which protocols are to be used. Relevant options are hierarchical Systems
Network Architecture (SNA) and NetBIOS. If you are running hierarchical SNA,
determine the link speeds to the core front end processor (FEP) sites.

® Determine whether parallel paths exist in the network either between individual
routers or in the general network. If they do, refer to the “WAN Parallelism” section
earlier in this chapter.

® Determine whether the network requires greater than 2-kilobyte frames to be sent
across WAN links. If so, refer to the “WAN Frame Sizes” section earlier in this
chapter.

If the access ring and the FEP-connected sites exceed 15 token rings, you must address
the following issues:

® Determine whether local acknowledgment is a requirement. Refer to the “Local
Acknowledgment Recommendations” section earlier in this chapter.

® Select an encapsulation method. Refer to the “WAN Framing” section.

® Design a network topology incorporating the rules outlined in the “SRB Network
Design” section.

® Select a routing protocol described in the “WAN Parallelism” and “IP Routing
Protocol Selection for SRB Networks” sections.

If performance is important for your internetwork, review the “IP Routing Protocol
Selection for SRB Networks” section.

Prepare each router’s configuration for the following:

® SRB (Refer to the “Explorer Packets and Propagation” and “WAN Framing”
sections.)

® |P route tuning (Refer to the “IP Routing Protocol Selection for SRB Networks”
section.)

Turn on proxy explorer as needed. Refer to the “Explorer Packets and Propagation”
section.

If the network requires NetBIOS, proceed as follows:
® Turn on NetBIOS name caching.

® Limit the explorer packet processing queue to 20 entries. Refer to the “Explorer
Packets and Propagation” section.

If you expect to exceed 250 Token Rings, contact your technical support representative
for additional information.

This chapter discussed source-route bridging (SRB) and remote source-route bridging (RSRB). It
addressed the challenges of this environment and helped network designers successfully implement
SRB within a large, multiprotocol topology, including covering the following areas:
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® SRB technology and implementation overview
® Internet Protocol (IP) routing protocol selection and implementation

® SRB network design recommendations and guidelines
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CHAPTER 5

Designing SDLC, SDLLC,
and QLLC Internetworks

This chapter addresses some of the special requirements for implementing routing technology within
IBM System Network Architecture (SNA) environments. Internetworking within an SNA
environment often involves making special accommodations for devices that were not originally
designed for connection to meshed internetworks.

This chapter describes three technigues designed to enable internetworking capabilities for
SNA-based network architectures:

® SDLC via STUN
® SDLLC Implementation
® QLLC Conversion

The sections that describe serial tunneling (STUN), Synchronous Data Link Control (SDLC) over
the Logical Link Control, type 2 (LLC) protocol (SDLLC), and Qualified Logical Link Control
(QLLC) focus on the following topics:

® Technology overview and issues

® Router technology options, implementation guidelines, and configuration examples

Note For information about IBM serial lines, refer to Appendix B, “IBM Serial Link
Implementation Notes.”

SDLC via STUN

SDLC via serial tunneling (STUN) encapsulates SDLC frames into Internet Protocol (IP) packets
and routes the encapsulated packets over IP-supported network media. The SDLC frame is
transmitted without modification, and the information within the frame is transparent to the network.
All SNA physical unit (PU) types are supported. This section focuses on the SDLC data-link
protocol and its various configurations and then explains how to implement STUN.

Figure 5-1 illustrates elements of STUN configuration in an environment that includes front-end
processors (FEPs) and cluster controllers.

Designing SDLC, SDLLC, and QLLC Internetworks 5-1



SDLC via STUN

Figure 5-1 Sample STUN network configuration.
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SDLC Data Link

SDLC isthe synchronous, bit-oriented protocol used by the SNA data-link control layer. As formally
defined by IBM, SDLC is a line discipline for managing synchronous, code-transparent, serially
transmitted bit information over a data link. Transmission exchanges can be full duplex or half
duplex and can occur over switched or nonswitched links. The configuration of the link connection
can be point-to-point, multidrop, or loop.

Common physical link-layer implementations are V.24 (EIA/TIA-232, formerly RS-232), V.35, and
X.21. This section describes SDLC as it applies to STUN.

The SDLC data link allows a reliable exchange of information over a communication facility
between SNA devices. The protocol synchronizes receivers and transmitters and detects
transmission errors. It accomplishes these functions by acknowledging frame receipt and by
performing a cyclic redundancy check (CRC) on the data.

Supported Data-Link Configurations

This section provides information related to router-specific hardware implementation. Table 5-1
provides a matrix of SDLC support for V.24.

Table 5-1 SDLC Support for V.24 (EIA/TIA-232)

Half Maximum
Product Type NRZ/NRZI DTE/DCE Full Duplex Duplex MTU
Cisco 7000 Both Both Yes Yes 4 KB
Cisco 7010 Both Both Yes Yes 4 KB
AGS+ Both Both Yes Yes 4 KB
MGS Both Both Yes Yes 4 KB
Cisco 2500 Both Both Yes Yes 8 KB
Cisco 4000 Both Both Yes 4T card only 8 KB
Cisco 4500 Both Both Yes 4T card only 8 KB
Cisco 3104 Both Both Yes Dual serial card only 8 KB
Cisco 3204 Both Both Yes Dual serial card only 8 KB
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The following notes apply to the entries in Table 5-1:

® Forthe Cisco 7000, Cisco 4000, Cisco 4500, and Cisco 3000 products, support of data terminal
equipment (DTE) or data communications equipment (DCE) functionality depends on which
cable is used.

® For the AGS+ and MGS, if you are using a nonreturn to zero inverted (NRZI) applique, the
systems support DCE natively. A special cable is required to support DTE mode operation. Prior
to the availability of the NRZI applique, customers specifically ordered a DCE or DTE applique.

® Half-duplex support is available for the AGS+ and MGS with Software Release 9.1(7) or later.
The NRZI applique, three-port SCI card, and Software Release 9.1(7) or later are all required for
half-duplex support.

® Prior to software releases 8.3(6), 9.0(3), or 9.1(2), only 2-KB frame sizes were supported. When
increasing maximum transmission unit (MTU) size, consider interface card buffer memory size
constraints.

SDLC Frame Format
The SDLC frame format is illustrated in Figure 5-2.

Figure 5-2 SDLC frame format.
Flag Addr Control Info FCS Flag
Variable
T 8or16 | length « >
8 bits . 8 bits
8 bits bits | (mustbe| 16 bits
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of 8 hits)

Span of CRC

< >

Span of zero insertion

TheFlag field starts and ends the frame and initiates and terminates error checking. When the link
is idle, the router sends streaming flags to maintain link synchronization, but this is not necessary to
keep the link up.

TheAddrfield contains the SDLC address of the secondary station regardless of whether the frame
is coming from the primary or secondary station. The Addr field can contain a specific address, a
group address, or a broadcast address. Routers support specific addresses and support broadcast
addressing on a limited basis.

TheControlfield is a 1-byte field (for modulo 8 frames) or a 2-byte field (for modulo 128 frames).
The extra byte is required for modulo 128 frames to accommodate larger send andresneive
count fieldsThe value of the Control field identifies three different frame formats, as shown in
Table 5-2.
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Table 5-2 Components of the Control Field

Hex Equivalent

Format Binary Configuration  [P/F off) (P/Fon) Command Name Acronym

Unnumbered 000 ¥72 0011 03 13 Unnumbered Info ul
000 F 0111 07 17 Request Initialization Mode RIM
000 P 0111 07 17 Set Initialization Mode SIM
000 F 1111 OF 1F Disconnect Mode DM
010 F 0011 43 53 Request Disconnect RD
010 P 0111 43 53 Disconnect DISC
011 F 0011 63 73 Unnumbered Ack UA
100 P 0011 83 93 Set Normal Response. SNRM
110 P 1111 CF DF Set Normal Response. Mode Ex.SNRME
100 F 0111 87 97 Frame REJECT FRMR
101 P/F 1111 AF BF Exchange ID XID
111 P/F 0011 E3 F3 Test TEST

Supervisory  RRRP/F 0001 x14 x1 Receive Ready RR
RRR P/F 0101 x5 x5 Receive Not Ready RNR
RRR P/F 1101 X9 x9 Reject REJ

Information  RRR P/F SSS0 XX XX Numbered Info Present Transfer

1 P =Pollbit

2 F =Final bit

3 RRR = Nr (receive count)

4 X = Any single digit hexadecimal value

5 SSS = Ns (send count)

Thelnfo field is a variable-length field containing a path information unit (PIU) or exchange
identification (XID) information. Table 5-3 lists supported PIUs.

Table 5-3 PIU Support

PIU Type Router Support

PIU FIDO-bisync and start/stop (non-SNA) Not supported

PIU FID1-host channel to FEP to remote FEP Supported via STUN

PIU FID2-FEP to cluster controller (PU 2) Supported via STUN and SDLLC

PIU FID3-FEP to SNA terminal (PU 1) Supported via STUN

PIU FID4-FEP to FEP using virtual route Supported via STUN

PIU FIDF-FEP to FEP (VR SNF overflow sweep) Supported via STUN

XID 2-Contains PU parameters for PU types 1, 2, 4, and 5 PU types 2 and 4 supported via STUN and SDLLC
XID 3-APPN variable format for PU 2 and PU 2.1 Not supported

Theframe check sequen¢ECS field is a 2-byte field that, for transmitted data, contains the result

of a CRC performed on the first bit after the Flag field through the last bit of the Info field. If the
frame format is unnumbered or supervisory, the CRC is performed through the last bit of the Control
field. As the remote device receives the data, it performs the same CRC computation and compares
the result with the contents of the FCS field. If the comparison fails to find a match, the frame is
discarded and recovery procedures take place.
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STUN Configuration for SDLC

The following sections provide design and implementation information for a variety of
STUN-related configuration topics:

® Local Acknowledgment

® Virtual Multidrop

® SDLC Address Prioritization

® SDLC Two-Way Simultaneous Mode

® LU Address Prioritization

® Flow Control

® Transmission Groups and Class of Service Capabilities
® SNA Host Configuration Considerations for STUN

Local Acknowledgment

Virtual Multidrop

Local termination of SDLC sessions allows frames to be locally acknowledged by the receiving
router. By locally terminating SDLC sessions, acknowledgment and keepalive traffic is prevented
from traversing the backbone, and SNA sessions are preserved if the network fails.

Local acknowledgment locally terminates supervisory frames, which include receiver-ready,
receiver-not-ready, and reject frames. Figure 5-3 illustrates the operation of SDLC local
acknowledgment.

Figure 5-3 STUN-to-SDLC local acknowledgment.
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Note Local acknowledgment requires that TCP/IP sessions be maintained between the routers to
provide reliable transport.

Virtual multidrop exploits SDLC address mapping to allow an FEP to communicate with multiple
cluster controllers. With a virtual multidrop configuration, the address of each SDLC frame is
checked individually. Only addresses that match the configuration are forwarded to the specified
destination, which allows an FEP to communicate with multiple 3174s from a single serial link—a
multidrop link. You can also use SDLC address mapping as a security feature to restrict access based
on SDLC address, as shown in Figure 5-4.
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Figure 5-4 SDLCtransport in virtual multidrop environment.
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The following steps are required to establish the network configuration illustrated in Figure 5-4:

Step 1 Include a LINE definition in the Network Control Program (NCP) running in the FEP,
followed by PU definitions for SDLC address 7, 9, and A. The NCP interprets these
definitions as a multidrop link.

Step 2 Use thestun route address tcpglobal configuration command to specify how to forward
frames.

Step3  Determine whether priority queuing is required. If so, local acknowledgment is required.

SDLC Broadcast Across Virtual Multidrop Lines
The SDLC broadcast feature (introduced in Cisco 10S Software Release 10.2) allows SDLC

broadcast address OxFF to be replicated for each of the STUN peers, so that each end station receives
the broadcast frame.

In Figure 5-5, the FEP views the end stations as if they were on an SDLC multidrop link. Router A
duplicates any broadcast frames sent by the FEP and sends them to any downstream routers (in this
example, routers B and C).

Figure 5-5 SDLC broadcast in virtual multidrop line environment.
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Thesdlc virtual-multidrop interface configuration command enables SDLC broadcast and should
be used only on the router that is configured as the secondary station on the SDLC link. In addition,
thestun route address tcpcommand for SDLC address OxFF must be configured on the secondary
station (in this example, Router A) for each STUN peer. A sample configuration follows:

stun peername XXX XXX XXX XXX
stun protocol-group 1 sdic
|

interface serial 1
encapsulation stun

stun group 1

stun sdlc-role secondary
sdlc virtual-multidrop

sdlc address 01

sdic address 02

sdlc address 03

stun route address 01 tcp YWY YYY.YYY.YYY local-ack
stun route address 02 tcp 772.227.777.777 local-ack
stun route address 03 tcp 772.222.227.7277 local-ack
stun route address FF tcp YWY YYY.YYY.YYY
stun route address FF tcp 777.222.222.27Z

SDLC Address Prioritization

For STUN prioritization of SDLC addresses over simple serial transport connections, use the
priority-list or thequeue-listglobal configuration command and trgority-group interface
configuration command or tleeistom-queue-lisinterface configuration command, respectively, on
the interface that connects to the remote router (the output interface).

For STUN prioritization of SDLC addresses over TCP/IP transport connections, you must configure
thepriority-list global configuration command and use fhi®rity-group interface configuration
command on the interfaces that connect to the end devices (the input interfaces). Also, you must
specify thdocal-ack andpriority keywords of thestun route address tcpglobal configuration
command.

SDLC Two-Way Simultaneous Mode

Two-way simultaneous mode (introduced in Cisco 10S Software Release 10.2) allows a router that
is configured as a primary SDLC station to utilize a full-duplex serial line more efficiently. When
two-way simultaneous mode is enabled in a multidrop environment, the router can poll a secondary
station and receive data from that station while it sends data to, or receives data from, a different
secondary station on the same serial line. (See Figure 5-6.)

Figure 5-6 Two-way simultaneous mode in a multidrop environment.
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Thesdlc simultaneouscommand enables two-way simultaneous mode in a multidrop environment.
When two-way simultaneous mode is enabled for a point-to-point connection to a secondary station,
the router can send data to the secondary station even if there is an outstanding poll, as long as the
window size limitis not reached. Thsgllc simultaneouscommand with theinglekeyword enables
two-way simultaneous mode in a point-to-point link environment.

LU Address Prioritization

To prioritize logical units, use tHecaddr-priority-list global configuration command on each
router. For example:

locaddr-priority-list 1 02 high

locaddr-priority-list 1 03 high

locaddr-priority-list 1 04 low
You must also assign a priority list to the STUN priority ports usingtioegity-list global
command. For example:

priority-list 1 protocol ip high tcp 1994
priority-list 1 protocol ip medium tcp 1990
priority-list 1 protocol ip low tcp 1991

The serial interfaces attached to the end systems (input interfaces) must be associated with priority
lists using thdocaddr-priority andpriority-group interface configuration commands. The
locaddr-priority command links the interface to a local LU priority list (specified with the
locaddr-priority-list global configuration command). Theority-group command links the

interface to a TCP priority list (specified witlpgority-list global configuration command). For
example:

interface serial 1

locaddr-priority 1

priority-group 1
In addition, you must specify thecal-ack andpriority keyword options of the
stun route address tcpglobal configuration command.

The LU address prioritization feature has been enhanced to allow you to specify the PU on which an
LU resides. This enhancement is important because there might be multiple PUs on a multidropped
SDLC line that have the same LU address. For example, in Figure 5-7, LU02 on 3174-2 is a

3287 printer, and LUO2 on 3174-1 is a 3278 terminal. Do not assign the same priority to the printer
and the terminal.
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Figure 5-7 LU prioritization for STUN.
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As of Software Release 9.1(9), LU address prioritization for both remote source-route bridging
(RSRB) and STUN solved this problem. In addition to the LU address, you can specify the SDLC
address to identify a PU in a multidropped SDLC line. The syntax ¢d¢aedr-priority global
configuration command follows:

locaddr-priority list lu-addresssdic secondary

The keywordsdlic indicates the next byte (in hexadecimal), aadondaryis the secondary SDLC
address.

Flow Control

SDLC-level flow control is also offered with local termination. When the router detects that the TCP
queue is 90 percent full, it blocks further SDLC frames until the TCP queue recedes to 80 percent
full. This is accomplished by transmitting receiver-not-ready frames.

There is also a flow control protocol between STUN peers. When SDLC output queues become
congested, a router can request the remotely attached router to exert back-pressure on the SDLC link.

Transmission Groups and Class of Service Capabilities

This section describes the transmission group and class of service (CoS) support that NCP-to-NCP
communications provide, including the following topics:

® Typical NCP-to-NCP Communications
® NCP-to-NCP Communications over a Routed Network
® Transmission Group and CoS Support

® Transmission Group and CoS Design Guidelines and Notes
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Typical NCP-to-NCP Communications

In a typical NCP-to-NCP communications arrangement, a host is channel-attached to an FEP acting
as an NCP. In Figure 5-8, NCP A is the primary SDLC station, and NCP B (remote NCP) is a
secondary SDLC station. The NCPs dynamically determine their relationship; the NCP with the
higher subarea number becomes the primary SDLC station. NCP V5R4 and later allows you to
determine which NCP is the primary and which NCP is the secondary station.

Figure 5-8 Typical NCP-to-NCP multilink transmission group communication
configuration.
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A transmission groups defined as one or more parallel SDLC links connecting adjacent PU Type 4
(NCP) nodes. Transmission groups are used to increase the reliability of the logical link connection
between NCPs and to provide additional bandwidth capacity. When one link fails or is congested,
data is routed on one of the other links in the group. The transmission group function is implemented
at the path control (PC) layer of the NCP architectural model. The PC layer encapsulates
request/response units in PIUs and sends them to the data-link control (DLC) layer for transmission.

The PC layer uses the transmission header of the PIU to route messages through the network. SNA
defines different transmission header formats and identifies the different formats by Format
Identification (FID) type. A transmission header of type FID 4 is used to route data between

type 4 nodes that support explicit and virtual routes.

The NCP assigns a sequence order number to each link in a transmission group. In later versions
of NCP, you can specify the sequence order in which an NCP should use the transmission group
links; otherwise, this order is determined by the order of link activation. Deactivation and
reactiation of a link cause it to become the last activated link in the transmission group, and PIU
traffic will be sent on the last activated link only if all other links fail or are busy.

Traditionally, the PC layer communicates directly with the DLC layer to transmit PIUs. When
sending PIUs over a multilink transmission group, a transmission group layer exists between the PC
and DLC layers. The transmission group layer contains a transmit queue. When the transmission
group layer gets a frame to send, it checks for the availability of a link in the transmission group in
priority (activation default) order. If the transmission group layer finds an available link (that is, a
link that is not down and is not busy), it assigns the PIU the next NCP sequence number and sends
the frame on that link. NCP sequence numbers range from 0 to 4,095 and wrap on overflow.

When all links in the transmission group are busy, PIUs are placed in the transmission group transmit
gqueue to await transmission. PIUs accumulate in the queue until a link becomes available. When an
SDLC link becomes available, a CoS algorithm is performed on the PIUs in the transmit queue. The
PIU with the highest priority is dequeued, assigned the next NCP sequence number, and sent on the
available link. Sequence numbering must occur when PlUs are removed from the transmit queue
because PIUs can overtake each other on the transmit queue when CoS priority processing is
performed. PIUs are never preempted by other PIUs on the same SDLC link queue.

There are several reasons why PlIUs might arrive at the receiving NCP out of transmission group
sequence: links that operate at different speeds, PIUs on different links that have different lengths,
and SDLC link transmission errors that cause retransmission. Because PIUs can arrive out of order,
the receiving FEP performs resequencing by queuing incoming PIUs if their sequence number is
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larger than the next expected sequence number. The algorithm is not important, but the rule is that
the receiving FEP propagates PIUs by sequence number order. PIUs with a lower sequence number
than expected are considered duplicates and are discarded.

Later versions of NCP deviate from the SDLC standard in their use of SDLC echo addressing. The
SDLC secondary NCP sets the high-order bit of the SDLC address when sending a response. For
example, the primary NCP sends frames with address 01, and the secondary NCP sends frames with
address 81. This addressing scheme limits the range of SDLC addresses from 01 to 7F. Additionally,
SDLC address FF is used on frames preceding and during the NCP’s XID exchange. The XID and
DM frames use the broadcast address.

Another deviation from the SDLC standard occurs in NCP-to-NCP communication when a host
NCP loads a remote NCP. Normally, numbered information frames can be sent only after an SNRM
(or SNRME), which resets the station counts to ensure that the two stations start with consistent
counts. When a host NCP loads a remote NCP, the host sends a Set Initialization Mode (SIM), and
the remote NCP responds with a Request Initialization Mode (RIM), which allows numbered
information frames to flow. NCPs are allowed to violate the SDLC standard because these violations
(echo addressing, broadcast addressing, and sending numbered information frames before SNMRE)
occur only when an NCP communicates with another NCP.

NCP-to-NCP Communications over a Routed Network

There are several reasons for routers to carry NCP-to-NCP traffic. Routers allow other protocols to
share high-cost bandwidth (such as leased lines) that is set aside for SNA traffic. In the traditional
NCP-to-NCP communications, a leased line is required for each line in a transmission group.
However, routers enable a number of leased lines to be collapsed into one leased line. In addition,
routing capabilities enable routers to dynamically determine wide-area network paths, which can
result in a more reliable network.

Figure 5-9 illustrates NCP-to-NCP communications in a router-based internetwork.

Figure 5-9 NCP-to-NCP communications over a routed network.
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Changing from STUN pass-through to STUN local acknowledgment has the following benefits:
® Keeps SDLC poll (RR) traffic off of an overutilized WAN

® Prevents NCP timers from expiring due to network delay
® Collapses multiple WAN leased lines into one leased line
® Reduces store-and-forward delays through the router network

Consider the situation illustrated in Figure 5-9. Notice that the router attached to the SDLC primary
NCP (Router A) acts as an SDLC secondary station, and vice versa for the other router (Router B).
For this discussion, assume that all serial links between NCPs and routers are in the same
transmission group. This means that the NCP considers the lines to be in transmission group X, and
the router considers the lines to be in transmission group Y. There is no relationship between X and
Y. X is used in the NCP system generation, and Y is used in the router configuration.
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Transmission Group and CoS Support
The following features facilitate the support of transmission groups and CoS in Cisco routers:

® SDLC address violation allowances
Two specific instances are exempt from SDLC addressing restrictions:
— Echo addressing
— Broadcast addressing

® Remote NCP load sequence

During the load sequence, the remote NCP performs minimal SDLC functions. It cannot go into
Normal Response Mode (NRM) until it is loaded. The load sequence for a remote NCP starts
with a SIM/RIM exchange between NCPs, which initializes each NCP’s SDLC frame count to
zero. After the SIM/RIM exchange, the NCPs pass numbered information frames; this event
normally does not occur until after a SNRM/UA sequence. The router’s SDLC transmission
group local-acknowledgment support allows loading of remote NCPs when the routers pass
through all frames after a SIM/RIM sequence and before a SNRM/UA sequence. After the
SNRM/UA exchange, normal local acknowledgment occurs.

® Rerouting in multilink transmission groups

When a router acknowledges an Information frame, it must ensure delivery of that frame to the
receiving NCP. If, after the frame is locally acknowledged, the corresponding link in the
receiving transmission group is lost, the receiving router reroutes the frame onto another SDLC
link in the same transmission group.

® CoS

The sending NCP performs CoS. Each PIU is assigned a sequence number. The best service the
routers can perform is to try to preserve the CoS as assigned by the sending NCP via sequence
numbers. Therefore, all SNA data PIUs are treated equally with the goal to preserve PIU order.
However, virtual route-pacing responses flow at SNA network priority level and do not have
sequence numbers (that is, they have a sequence number of 0). The router prioritizes all SNA
network priority PIUs higher than SNA data to achieve more efficient virtual route pacing.

Note The router cannot use the PIU to determine whether traffic is interactive or batch. Even if the
router could make this determination, prioritizing one type of traffic over another would cause the
receiving NCP to waste CPU time resequencing the PIUs. This would also degrade throughput
because the receiving NCP would hold PIUs longer when resequencing.

® Flow control tuning for better CoS operation

Thetcp-queue-maxkeyword of thestun route address tcpglobal configuration command

allows you to tune the size of the outbound TCP queue so that when the WAN becomes
congested, frames generated by an NCP can be stored in the router as well as in the NCP. When
the size of the outbound TCP queue is small, back-pressure via SDLC RNRs is applied to sending
NCPs sooner, causing the NCP to hold more frames. The more frames that are held by the NCP,
the more frames to which the NCP’s CoS algorithm is applied. The size of the outbound TCP
queue should be configured to 70 or above.

Cisco CCIE Fundamentals: Network Design



STUN Configuration for SDLC

Transmission Group and CoS Design Guidelines and Notes
The following guidelines should be considered when implementing transmission groups and CS:

1 Bandwidth of the WAN should be greater than, or equal to, the aggregate bandwidth of all the
serial lines. If other protocols are also using the WAN, bandwidth of the WAN should be greater
than the aggregate bandwidth of all the serial lines.

2 Ifthe network delay associated with one line of an NCP transmission group is different from the
network delay associated with another line in the same NCP transmission group, the receiving
NCP spends additional time resequencing PIUs. This happens when one or more of the NCP
transmission group lines is routed and one or more lines is directly connected between NCPs.

3 The Software Release 9.1 prioritizing algorithm ensures that only the highest priority traffic is
guaranteed to get through. Software Release 9.21 prioritization is enhanced by the addition of
custom queuingCustom queuing can be used to guarantee specific bandwidth allocated to
protocols with respect to bandwidth allocated to other protocols.

If you are using Software Release 9.1 and an SNA WAN as a multiprotocol backbone, give SNA
traffic the highest priority and assign the next highest priority to other mission- critical protocols.
In addition, make sure that your WAN bandwidth is significantly greater than your aggregate SNA
serial line bandwidth so that your SNA traffic does not monopolize the WAN.

Table 5-4 lists equivalent commands for configuring priority queuing and custom queuing.

Table 5-4 Comparison of Priority Queuing and Custom Queuing Configuration
Commands

Priority Queuing Custom Queuing

priority-list 4 protocol ip high tcp 1994 queue-list 2 protocol ip 1 tcp 1994

priority-list 4 protocol ip medium tcp 1992 queue-list 2 protocol ip 2 tcp 1992

priority-list 4 protocol ip normal tcp 1991 gueue-list 2 protocol ip 3 tcp 1991

priority-list 4 protocol ip low tcp 1990 queue-list 2 protocol ip 4 tcp 1990

4 When NCPs are directly connected, their poll-and-pause timers should be configured for
maximum throughput using the NCP PAUSE statement. Configuration of this parameter depends
on whether the NCP is acting as a primary or secondary SDLC station. Table 5-5 outlines the
defaults and recommendations as specified in the IBM publica@tioing and Problem Analysis
for NCP SDLC Devices

Table 5-5 NCP PAUSE Parameter Guidelines

Pause Statement Parameter IBM Guideline

NCP primary PAUSE Specifies the time the NCP will wait between sending polls if it has no data to
send. (Default is 0.2 seconds; 0 is recommended.)

NCP secondary PAUSE Specifies the time that the secondary NCP will wait before returning a frame with
the final bit set. (Default is 0.2 seconds; recommended to be high —0.2 to 1.0
seconds.)

Adding routers with local acknowledgment creates two SDLC sessions instead of one. The resultis
that the two SDLC sessions do not preserve the original characteristics of the original NCP-to-NCP
SDLC session. To adapt a secondary NCP to the router environment, change its system generation
PAUSE statement to a value between 0.0 and 0.1 seconds, inclusive.
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SNA Host Configuration Considerations for STUN

When designing STUN-based internetworks featuring routers and IBM SNA entities, you must
carefully consider the configuration of SNA nodes and routing nodes. Appendix D, “SNA Host
Configuration for SDLC Networks,” provides examples of SNA host configurations that focus on
two specific SNA devices:

® FEP configuration for SDLC links

® 3174 SDLC configuration example

STUN Implementation Checklist

Before implementing a serial tunneling (STUN) internetwork, make sure you are familiar with
Synchronous Data Link control (SDLC). Depending on your implementation, you may need to
review the “SDLC via STUN” section at the beginning of this chapter.

Use the following steps as a checklist when implementing SDLC STUN in your internetwork:

Step1  Evaluate your current environment by answering the following questions:

What host-attached cluster controllers or front end processors (FEPS) are being used
(such as 37x5, 3172, and 3174)? The host site might be referred to as a local, core, or
backbone site, or as a data center.

Through what media is the network connected to the host site?

— STUN: Serial connection at both ends.

— SDLLC: Token Ring at primary station and SDLC at secondary station, or Ethernet at
primary stations and SDLC at secondary station.

— Reverse SDLLC: SDLC at primary station and Token Ring or Ethernet at secondary station.

What are the link speeds for local and remote end systems?

What are the current SDLC line utilization measurements of those links that will
attach to the router? This information will be helpful in determining the site
requirements.

What interface types are to be used (for example, V.24 [EIA/TIA-232, formerly
RS-232], V.35, X.21)?

What modems, data service units (DSUs), channel service units (CSUs), or
modem-sharing or line-sharing devices are to be used?

What remote end system types are involved (for example: 3174, 3274, or AS/400)?

What kind of emulation requirements are involved (for example: half or full duplex,
NRZ or NRZI)?

What are the current transaction response times? Consider peak load periods and
characterize traffic patterns.

How many PUs are in place? How many are planned? This information is important
for router utilization sizing.

How many LUs are in place? How many are planned? Many busy LUs attached to a
PU will increase link utilization.

Step2  Determine current host configurations. Important information includes the following:

If the FEP is a 3745, 3725, or 3720, the Network Control Program (NCP) definition
listing, especially the GROUP, LINE, PU, and LU definition statements.
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® Remote controller configuration worksheets for 3x74, 5x94.
® (0S/2 Communication Manager configuration files.
® Network topology diagram.
Step 3 Determine what router-based IBM features will best suit your requirements:

® |f remote devices are SDLC-attached PU type 2 devices, consider using SDLLC. See
the following section, “SDLLC Implementation.”

® Depending on the specific situation, STUN can be used in many instances and
supports all PU types.

Step 4  Determine what FEP-to-NCP conversion changes are required:

® Are FEP lines multidrop? Is virtual multidrop required? Refer to the “Virtual
Multidrop” section earlier in this chapter.

® Do PU addresses require changing if SDLC address prioritization is used? Refer to the
“SDLC Address Prioritization” section earlier in this chapter.

® Doesthe reply timeout T1 timer need to be increased to accommodate network delays
if local acknowledgment is not used?

® Does the “Retries” parameter need to be adjusted for longer elapsed retry sequences?

Step 5 Determine how end-station controllers are configured and, if possible, configure the
router to accommodate them:

® Addresses might need to be changed if you use virtual multidrop. Refer to the “Virtual
Multidrop” section earlier in this chapter.

® NRZ support might be required depending on router platform and interface used.
Refer to the “Supported Data-Link Configurations” section earlier in this chapter.

® |f the controller toggles RTS (assumes half-duplex mode), refer to the “Supported
Data-Link Configurations” section earlier in this chapter.

SDLLC Implementation

The SDLLC function allows serial-attached devices using the SDLC protocol to communicate with
LAN-attached devices using the LLC2 protocol. The basic purpose of the SDLLC function is to
consolidate the traditionally disparate SNA/SDLC networks onto a LAN-based, multiprotocol,
multimedia backbone network.

Routers use the SDLLC feature to terminate SDLC sessions, to translate SDLC to the LLC2
protocol, and to forward the LLC2 traffic through remote source-route bridging (RSRB) over a
point-to-point or IP network. Because a router-based IP network can use any arbitrary media, such
as FDDI, Frame Relay, X.25, or leased lines, routers support SDLLC over all such media through IP
encapsulation. Figure 5-10 illustrates a general SDLLC media translation internetwork arrangement.
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Figure 5-10 SDLLC media translation.
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Note In Figure 5-10, the Token Ring connection (Token Ring 10) could also be an Ethernet
segment that connects the FEP or 3172 and router.

SDLLC Configuration

The following sections provide design and implementation information for the following
SDLLC-related configuration topics:

® |Local Acknowledgment
® Multidrop Access
® Router Configuration

® Encapsulation Overhead

Local Acknowledgment

Local acknowledgment of LLC2 sessions allows frames to be locally terminated by the Token
Ring-attached router, which guarantees delivery to the ultimate destination through the reliable
transport services of TCP/IP. Locally terminating LLC2 sessions enables packet reception to be
locally acknowledged, prevents acknowledgment and keepalive traffic from traversing the backbone,
and preserves SNA sessions if the network fails. The router that is performing the media translation
always acknowledges the SDLC session in an SDLLC environment.

Local acknowledgment locally terminates supervisory frames, which include receiver-ready,
receiver-not-ready, and reject frames. Figure 5-11 illustrates the operation of local acknowledgment.
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Figure 5-11 Local acknowledgment operation.

LLC2 TCP/IP

session

SDLC
session

session

Arbitrary
WAN
backbone

Virtuai ring 100 Virtual ring 200

Note Local acknowledgment requires that TCP sessions be maintained between the routers. It is
not uncommon to see high router CPU utilization at idle traffic times and then decreased utilization
as traffic increases. Polling overhead in the router may increase processor use.

Multidrop Access
There are two ways to configure multidrop operation for the SDLC link in an SDLLC environment.
The first way is to use a line-sharing device or a modem-sharing device (MSD) to connect multiple
controllers at a single site to a single SDLC port on the router. The second way is to connect multiple
controllers at different sites through a multidrop service provided by a telephone company. For more
information about multidrop connections, refer to Appendix B, “IBM Serial Link Implementation
Notes.”

Consider line speed, link utilization, and the number of controllers that will share a single line when
designing a multidrop environment. In addition, consider the number of attached LUs associated
with individual PUs, and determine if these LUs are being heavily used. If so, increase the bandwidth
of the attached serial line. When implementing multidrop environments featuring large numbers of
PUs and LUs, contact your technical support representative for specific capabilities.

Router Configuration

To configure a router for SDLLC, you need certain virtual telecommunications access method
(VTAM) and NCP definition statements. Figure 5-12 illustrates the required configuration
information.
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Figure 5-12 Required end-to-end SDLLC information.
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IDBLK=0E2, IDNUM=00001 > sdllc xid C1 0E200001
PATH=10144000000001C1 > sdllc traddr 4000 000 0100 200 1 100
TIC address: \
4000 0000 0001 > sdllc partner 4000 0000 0001 C1

Consider an example of two routers that implement the SDLLC functionality in an environment that
interconnects a remote site to a host channel attached to a 3174 Token Ring gateway, as shown in
Figure 5-13.

Figure 5-13 SDLLC implementation with 3174 Token Ring gateway.
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Note Routers also support SDLLC implementations in environments with a 3745 Token Ring
gateway.

The following conditions apply to the sample network illustrated in Figure 5-13:
® The SDLC address of the 3174R is C1.
® The device called 3174L is a 3174 Token Ring that is channel attached to an IBM mainframe.

The 3174R must be defined in the configuration of the 3174L using the virtual Token Ring MAC
address. This address is created in the router configuration; it includes the SDLC address as the last
byte. This virtual MAC address is mapped to a host subchannel address. One host subchannel
address is assigned for each downstream physical unit at host system generation time. PU and LU
functions are defined to VTAM within the switched major node function. The following

configuration commands are required on Router 1:

® Thesdllc traddr interface configuration command with a virtual ring address for the 3174R.
Note that the last byte must be 00 and that you must specify the appropriate SDLC address (in
this case, C1) for the same last byte during the 3174L customization.
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® Thesdllc partner interface configuration command with the MAC address of the 3174L gateway
and the SDLC address of the 3174R.

® The following version of thedllc xid interface configuration command:

sdllc xid c1 00000000

Thesdllc xid interface configuration command is specified with all zeros in the IDBLK/IDNUM
field to establish the LLC session between Router 1 and the 3174L. All zeros in the node ID field
of the XID command indicate that there is no unique node identifier in this field.

Encapsulation Overhead

Cisco routers provide several types of encapsulation solutions. Because encapsulation always incurs
a certain amount of overhead, you need to assess the advantages and performance trade-offs of each
encapsulation solution within the constraints of your environment.

TCP/IP encapsulation is recommended most frequently because it is very robust, provides a high
quality of service, and is media independent. If SDLLC local acknowledgment is required, TCP/IP
encapsulation is required. If SDLLC local acknowledgment is not required, Fast-Sequenced
Transport (FST) encapsulation is highly recommended because it is less CPU intensive.

Direct High-Level Data Link Control (HDLC) encapsulation can be used only in point-to-point
environments. FST and direct HDLC encapsulation are comparable in performance, but FST has
more overhead, which may be an issue on low-speed serial links. TCP/IP encapsulation has the most
overhead in terms of processor utilization and the WAN connection. If TCP/IP encapsulation with
header compression is a requirement, use it only on link speeds of 64 Kbps or less.

Table 5-6 outlines encapsulation overhead for SDLLC and RSRB implementations.

Table 5-6 SDLLC and RSRB Encapsulation Overhead

TCP/IP with Header
TCP/IP FST Compression HDLC
CPU intensive Less CPU intensive Very CPU intensive Least CPU intensive
4 bytes for HDLC 4 bytes for HDLC 4 bytes for HDLC 4 bytes for HDLC
20 bytes for IP 20 bytes for IP 3-8 bytes for TCP/IP 16 bytes for virtual ring
20-24 bytes for TCP 16 bytes for virtual ring 16 bytes for virtual ring

16 bytes for virtual ring
Total: 60—64 bytes Total: 40 bytes Total: 23—-28 bytes Total: 20 bytes

SDLLC Guidelines and Recommendations
The following suggestions can help improve resource response time and network performance:

® Token Ring frame sizeAllow the Token Ring Interface Coupler (TIC) FEP to send the largest
possible frame, and let the router segment the frame into multiple SDLC Information frames.

® MAXOUT (window size}-Change the MAXOUT value in the VTAM-switched major node for
the 3174 PU. MAXOUT is IBM'’s terminology farindow sizelBM recommends setting
window sizes on LAN-attached devices to 1 because their tests found no performance benefit
with a larger window size. Theed bookswhich are published by the IBM International Systems
Center, show examples with MAXOUT=1. Because the remote device is an SDLC-attached
3x74, not a Token Ring-attached device, changing MAXOUT to 7 can improve performance
dramatically.
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® SDLC line speed-Increase the line speed of the 3x74 to 19.2 Kbps (older units) or 64 Kbps
(newer units) when the controller is directly attached (as opposed to being attached through a
modem) to the router. Modem and communication facilities are frequently the limiting factors in
determining the line speed in the prerouter configuration.

® SDLC frame size-Set the largest SDLC frame size to 521 on newer 3274 models (not 265, which
is required for older 3274 model$§ee the note that follows.

® Request To Send (RTS) contrdbet the 3174 for permanent RTS if the device is not connected
via a multidrop service through modem-sharing devices or line-sharing devices. Modem-sharing
and line-sharing connections require that RTS be toggled when the device is transmitting. Setting
permanent RTS cuts down online turnaround delays and can improve link utilization by 10
percent. (However, setting permanent RTS is unlikely to achieve any perceptible response time
improvements.)

Note Changing configurations of end devices, such as terminal controllers, is not recommended.
The high number of devices requiring changes and the cost and unavailability associated with these
changes can make these modifications onerous. Modify SDLC maximum frame size and RTS
control with discretion.

SDLLC Implementation Scenarios

5-20

The following case study shows how an internetwork can evolve from a SNA-specific SDLC
environment featuring 3x74 controllers and 3270 terminals to a network of PCs with client-server
applications. The most important requirement for this evolution is the protection of existing SNA
investment.

Assume that the original network consisted of hundreds of SDLC 3x74 controllers connected to a

number of 37x5 FEPs in the data center. A disaster recovery center maintains the “mirror-image” of

the data center. Many 3x74s are multidrop-connected to the host via 9.6- or 19.2-Kbps leased lines.
The challenges facing the corporate MIS organization for this internetwork include the following:

® Reliability—When an SDLC line goes down, all the downstream users are affected. There is no
network redundancy.

® |eased line chargesProviding lines to multiple remote SDLC devices results in excessive
service charges and must be minimized.

® FEP CPU use-CPU use is higher for SDLC-supported sessions than for LAN-supported
sessions.

® Maintaining VTAM and NCP-Every move and change requires system programmers to
regenerate VTAM/NCP, which increases the cost of maintaining a statistically defined network.

® Supporting LAN-based applicatichsThere is a growing need to support LAN-based
interconnection, both PC-to-host and PC-to-PC.

® Availability and up time-To maintain a competitive advantage, the organization needs to keep
SNA sessions alive even if the network fails.

A phased strategy aimed at addressing these challenges would consist of three phases. Each of these
phases is discussed in the following implementation examples.
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Phase 1: Redundant Backbone Using STUN and Virtual Multidrop

Build a redundant backbone network with routers and high-speed E1 or T1 links in each regional
office, as shown in Figure 5-14. Connect multiple SDLC devices to a router via SDLC transport with
virtual multidrop. The resulting network increases reliability and minimizes leased-line charges.

Figure 5-14 Connecting multiple SDLC devices via SDLC transport with virtual multidrop.
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Phase 2: Fault-Tolerant Host FEP Token Ring and SDLLC Implementation

Implement a fault-tolerant host FEP Token Ring, as shown in Figure 5-15. Connecting existing
SDLC devices to the host Token Ring via SDLLC improves response time. Because SDLC devices
appear as Token Ring-attached devices to the host, you do not need to regenerate NCP and reload
when you are adding or changing PUs and LUs. This can be done dynamically through
VTAM-switched major nodes. This implementation also reduces FEP CPU utilization.
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Figure 5-15 Fault-tolerant TICs and SDLLC implementation.
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Phase 3: Strategic LAN-to-WAN Implementation

Implement LAN (both Token Ring and Ethernet) internetworks in selected locations along with
alternative WAN technologies, such as Frame Relay, as shown in Figure 5-16. Connect LAN-based
and remote SDLC devices to host FEP Token Ring via SDLLC, RSRB, and translational bridging,
and to host FEP SDLC via reverse SDLLC (SDLC side primary). SNA session integrity is
maintained through local termination of both LLC2 and SDLC traffic. These solutions provide
needed support of LAN-based applications and improve availability and up time for SNA network
devices.

SDLLC Implementation Checklist

5-22

Before implementing an SDLLC-based internetwork, make sure you are familiar with the
information that deals with SDLC. Depending on your implementation, you might need to review
the “SDLLC Configuration” and “SDLLC Implementation Scenarios” sections earlier in this
chapter. In general, the following guidelines help you create a working, manageable network:

® Use a phased approach to implement your router network.
® Establish a test environment to initially bring up the routers.
® Plan a gradual cutover of end devices into the production environment.

® During the cutover period, observe the router’s behavior by ssiogy commands.
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Figure 5-16 Implementing alternative LAN-to-WAN technologies for an integrated
solution.
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Strive to create a network that has predictable behavior early in the development cycle. This strategy
can prevent problems as more devices are brought online. The following is a specific SDLLC
implementation checklist that you can use to identify technologies, implementations, and possible
solutions for your internetwork:

Step1  Evaluate the customer requirements for SDLLC support:

® |dentify all host-attached controllers. Examples include 37x5, 3172, and 3174
devices. The host sites might be referred to as local, core, backbone, or data center
sites.

® How are the host site controllers connected to the network?
® Is Token Ring already in place? Ethernet?
® What are the link speeds for remote end systems?

® What are the current line utilization measurements? Network Performance Monitor,
which makes historical data available, is typically installed in the larger SNA shops.

® What interface type is required (for example: V.24 (EIA/TIA-232, formerly RS-232),
V.35, or X.21)?

® What modems, data service units, channel service units, modem-sharing devices or
line-sharing devices will be used?
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® |s Link Problem Determination Aid (LPDA) support required? LPDA is a feature of
IBM modems and data service units that reports line quality and statistics to NetView.
LPDA Version 1 is not compatible with STUN and SDLLC; LAPD Version 2 may be
compatible with STUN.

® What remote end-system types are expected? Examples include 3174, 3274, and
AS/400.

® Will there be end-system emulation?
® What is the current transaction response time? Is subsecond response required?

® How many PUs are there? (This information will be important for router utilization
sizing.)

® How many LUs are there? (Many busy LUs attached to a PU increases link
utilization.)

Step 2 Determine current configuration. Important information includes the following:

® NCP system generation for 3745, 3725, and 3720 devices; in particular, note the
LINE, PU, and LU definition statements.

® Local controller current worksheets for 3174 and 3172 devices.
® Remote controller configuration worksheets for 3x74 and 5x94 devices.
® (0S/2 Communication Manager configuration files.
® Network topology diagram.
Step 3 Determine the SDLLC features that best suit your requirements.

Confirm that devices to be attached are SDLC PU type 2 devices. Select specific feature
requirements, such as local acknowledgment and virtual multidrop.

Step 4  Determine what host conversion changes are required:
® Switched major node definitions for VTAM.
® FEP/NCP changes for Token Ring addition and SDLC link reduction.

QLLC Conversion

QLLC is a data-link protocol defined by IBM that allows SNA data to be transported across X.25
networks. With QLLC, each SDLC physical link is replaced by a single virtual circuit. Figure 5-17
illustrates a typical QLLC topology. In this topology, both ends of the connection over the X.25
network must be configured for QLLC.

Figure 5-17 Typical QLLC topology.
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QLLC conversion is a feature of Cisco 10S Software Release 10.2 that causes the router to perform
all of the translation required to send SNA data over an X.25 network so that IBM devices that are
connected to a router ¢t have to be configured for QLLC.
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QLLC conversion allows a device (typically a FEP or an AS/400) that is attached either directly to
the router or through a Token Ring to communicate with a device (typically a 3174 terminal
controller) that is attached to an X.25 network, as shown in Figure 5-18. In this example, only the
terminal controller must be configured for QLLC and must have an X.25 interface.

Figure 5-18 Simple topology for QLLC conversion.
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In some topologies, one router interface uses SDLC to communicate with the terminal controller,
and another router interface uses X.25 to communicate with the remote device over the X.25
network. In Figure 5-19, the router, configured for QLLC conversion, handles SNA traffic between
the terminal controller and the FEP.
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Figure 5-19 Topology that uses SDLC and QLLC conversion.
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QLLC conversion also supports multiple SDLC connections coming through an MSD, as shown in
Figure 5-20.

Figure 5-20 QLLC conversion supports multidrop SDLC topology.
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The router that is configured for QLLC conversion does not need to be on the same Token Ring as
the FEP. In Figure 5-21, Router A is configured for QLLC and remote source-route bridging
(RSRB), and Router B is configured for RSRB only. RSRB allows the FEP to connect to Router A.

If a Token Ring connected to the X.25 network communicates with the Token Ring attached to the
FEP by a protocol other than SRB, RSRB can provide connectivity.
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Figure 5-21 Comples QLLC conversion topology.
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Figure 5-21 shows an example using local acknowledgment, which causes the LLC2 session from
the Token Ring-attached SNA device (the FEP) to be terminated at the adjacent router (Router B).
A TCP session transports the data from Router B to the router attached to the X.25 network
(Router A). Only Router A is configured for QLLC conversion. When enabled, local
acknowledgment applies to all QLLC connections. Stwierce-bridge glic-local-ackglobal

configuration command enables local acknowledgment and applies to all QLLC connections.

In pass-through mode, local acknowledgment is not used. Instead, the LLC2 session from the Token
Ring-attached SNA device (the FEP) is terminated at the router connected to the X.25 network
(Router A).

QLLC conversion also supports a configuration in which SNA end stations (3174 or equivalent)
that are connected to a Token Ring reach the FEP through an X.25 connection, as shown in
Figure 5-22. Irthis case, IBM Network Packet Switching Interface (NPSI) software is installed on
the FEP.

Figure 5-22 QLLC conversion supports SNA end-station connections over Token Ring
and X.25 networks.
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This chapter addresses some of the special requirements for implementing routing technology within
IBM System Network Architecture (SNA) environments. It describes the three techniques designed
to enable internetworking capabilities for SNA-based network architectures, as follows:

® SDLC via STUN
® SDLLC Implementation
® QLLC Conversion
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CHAPTER 6

Designing APPN Internetworks

Advanced peer-to-peer networking (APPN) is a second generation of the Systems Network
Architecture (SNA) from IBM. It moves SNA from a hierarchical, mainframe-centric environment
to a peer-to-peer environment. It provides capabilities similar to other LAN protocols, such as
dynamic resource definition and route discovery.

This chapter focuses on developing the network design and planning a successful migration to
APPN. It covers the following topics:

® Evolution of SNA

® When to Use APPN as Part of a Network Design

® When to Use APPN Versus Alternative Methods of SNA Transport
® Overview of APPN

® Scalability Issues

® Backup Techniques in an APPN Network

¢ APPN in a Multiprotocol Environment

® Network Management

® Configuration Examples

Note Although this chapter does discuss using APPN with DLSw+, for detailed information on
using DLSw+, refer to Chapter 7, “Designing DLSw+ Internetworks.”

Evolution of SNA

Introduced in 1974, subarea SNA made the mainframe computer running Advanced
Communications Function/Virtual Telecommunication Access Method (ACF/VTAM) the hub of the
network. The mainframe was responsible for establishing all sessions (a connection between two
resources over which data can be sent), activating resources, and deactivating resources. The design
point of subarea SNA was reliable delivery of information across low-speed analog lines. Resources
were explicitly predefined. This eliminated the need for broadcast traffic and minimized header
overhead.

Many enterprises today maintain two networks: a traditional, hierarchical SNA subarea network and

an interconnected LAN network that is based on connectionless, dynamic protocols. The advantage
of the subarea SNA network is that it is manageable and provides predictable response time. The

disadvantages are that it requires extensive system definition and does not take advantage of the

capabilities of intelligent devices (for example, the PCs and workstations).
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Role of APPN

With APPN, you can consolidate the two networks (an SNA subarea network and an interconnected
LAN network) because APPN has many of the characteristics of the LAN networks and still offers
the advantages of an SNA network. The major benefits of using APPN include the following:

® Connections are peer-to-peer, allowing any end user to initiate a connection with any other end
user without the mainframe (VTAM) involvement.

® APPN supports subarea applications as well as newer peer-to-peer applications over a single
network.

® APPN provides an effective routing protocol to allow SNA traffic to flow natively and
concurrently with other protocols in a single network.

® Traditional SNA class of service (COS)/transmission priority can be maintained.

As SNA has evolved, one feature has remained critical to many users: COS. This feature provides
traffic prioritization on an SNA session basis on the backbone. This, in turn, allows a single user to
have sessions with multiple applications, each with a different COS. In APPN, this feature offers
more granularity and extends this capability all the way to the end node rather than just between
communication controllers.

Types of APPN Nodes

An APPN network has three types of nodes: LEN nodes, end nodes (EN), and network nodes (NN),
as shown in Figure 6-1.

Figure 6-1 Different types of APPN nodes.
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Note Throughout the rest of this chapter, the abbreviations EN and NN are used in the illustrations.
The full terms (end node and network node) are used within the text for clarity.

Table 6-1 describes these different types of APPN nodes. The control point (CP), which is
responsible for managing a node’s resources and adjacent node communication in APPN, is key to
an APPN node. The APPN Control Point is the APPN equivalent of the SSCP.
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Table 6-1 Different Types of APPN Nodes

Type of APPN Node Description

Local Entry Networking LEN nodes are pre-APPN, peer-to-peer nodes. They can participate in an APPN network

(LEN) nodes by using the services provided by an adjacent network node. The CP of the LEN node
manages the local resources but does not establish a CP-CP session with the adjacent
network node. Session partners must be predefined to the LEN node, and the LEN node
must be predefined to the adjacent network node. LEN nodes are also referred to as SNA
node type 2.1, physical unit (PU) type 2.1, or PU2.1.

End nodes End nodes contain a subset of full APPN functionality. They access the network through
an adjacent network node and use the adjacent network node’s routing services. An end
node establishes a CP-CP session with an adjacent network node, and then uses that
session to register resources, request directory services, and request routing information.

Network nodes Network nodes contain full APPN functionality. The CP in a network node is responsible
for managing the resources of the network node along with the attached end nodes and
LEN nodes. The CP establishes CP-CP sessions with adjacent end nodes and network
nodes. It also maintains network topology and directory databases, which are created and
updated by dynamically gathering information from adjacent network nodes and end
nodes over CP-CP sessions. In an APPN environment, network nodes are connected by
transmission groups (TGs), which in the current APPN architecture refers to a single link.
Consequently, the network topology is a combination of network nodes and transmission
groups.

For more background information on APPN, refer to the section “Overview of APPN” later in this
chapter.

When to Use APPN as Part of a Network Design

APPN has two key advantages over other protocols:
® Native SNA routing
® COS for guaranteed service delivery

APPN, like Transmission Control Protocol/Internet Protocol (TCP/IP), is a routable protocol in
which routing decisions are made at the network nodes. Although only the network node adjacent to
the originator of the session selects the session path, every network node contributes to the process
by keeping every other network node informed about the network topology. The network node
adjacent to the destination also participates by providing detailed information about the destination.
Only routers that are running as APPN network nodes can make routing decisions.

You need APPN in your network when a routing decision (for example, which data center or path)
must be made. Figure 6-2 helps to illustrate the criteria you use to determine where APPN should be
used in a network.
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Figure 6-2 Determining where to use APPN in a network.
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In Figure 6-2, a single link connects the branch office to the backbone. Therefore, a routing decision
does not need to be made at the branch office. Consequently, an APPN network node might not be
necessary at those sites.

Because there are two data centers, however, the routing decision about which data center to send
the message to must be made. This routing decision can be made either at the data center or at the
backbone routers. If you want this routing decision made at the data center, all messages are sent to
a single data center using DLSw+, for example, and then routed to the correct data center using
APPN only in the routers in the data center. If you want the routing decision to be made at the
backbone routers, place the APPN network node in the backbone routers, where alternative paths are
available for routing decisions outside of the data center. In this example, this latter approach is
preferred because it isolates the function at the data centers routers to channel attachment, reduces
the number of hops to the second data center, and provides a path to a backup data center if
something catastrophic occurs.

Because APPN requires more memory and additional software, it is generally a more expensive
solution. The advantages of direct APPN routing and COS, however, often offset the added expense.
In this case, the added expense to add APPN to the backbone and data center routers might be
justifiable, whereas added expense at the branch might not be justifiable.

APPN at Every Branch

There are two cases for which adding an APPN network node at every branch can be cost justified:
® When COS Is Required
® When Branch-to-Branch Routing Is Required
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When COS Is Required

COS implies that the user accesses multiple applications and must be able to prioritize traffic at
an application level. Although other priority schemes, such as custom queuing, might be able to
prioritize by end user, they cannot prioritize between applications for an individual user. If this
capability is critical, APPN network nodes must be placed in the individual branches to consolidate
the traffic between multiple users using COS. For instance, COS can ensure that credit card
verification always gets priority over batch receipts to a retail company’s central site.

It is important to understand where COS is used in the network today. If the network is a subarea
SNA network, COS is used only between front-end processors (FEPs) and ACF/VTAM on the
mainframe. Unless there is already an FEP at the branch office, they do not have traffic prioritization
from the branch, although traffic can be prioritized from the FEP out. In this case, adding an APPN
network node at the branch office would prioritize the traffic destined for the data center sooner
rather than waiting until it reaches the FEP—adding function over what is available today.

When Branch-to-Branch Routing Is Required

If branch-to-branch traffic is required, you can send all traffic to the central site and let those APPN
network nodes route to the appropriate branch office. This is the obvious solution when both data
center and branch-to-branch traffic are required and the branch is connected to the backbone over a
single link. However, if a separate direct link to another branch is cost-justifiable, routing all traffic

to the data center is unacceptable. In this case, making the routing decision at the branch is necessary.
Using an APPN network node at the branch, data center traffic is sent over the data center link and
branch-to-branch traffic is sent over the direct link.

In the example in Figure 6-3, each branch has two links to alternative routers at the data center. This
is a case where APPN network nodes might be required at the branches so that the appropriate link
can be selected. This can also be the design for branch-to-branch routing, adding a single hop rather
than creating a full mesh of lines. This provides more direct routing than sending everything through
the data center.
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Figure 6-3 Sample network for which branch-to-branch routing is required.
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As you also learn in this chapter, scalability issues make it advantageous to keep the number of
network nodes as small as possible. Understanding where native routing and COS is needed is key
in minimizing the number of network nodes.

In summary, choosing where to implement APPN must be decided based on cost, scalability, and
where native routing and COS are needed. Implementing APPN everywhere in your network might
seem to be an obvious solution, even when not necessary. It must be understood, however, that if you
were to deploy APPN everywhere in your network it probably would be a more costly solution than
necessary and may potentially lead to scalability problems. Consequently, the best solution is to
deploy APPN only where it is truly needed in your network.

When to Use APPN Versus Alternative Methods of SNA Transport

6-6

APPN and boundary network node (BNN)/boundary access node (BAN) over Frame Relay using
RFC 1490 are the two methods of native SNA transport, where SNA is not encapsulated in another
protocol. BAN and BNN allow direct connection to an FEP, using the Frame Relay network to switch
messages, rather than providing direct SNA routing.

Althoughnativemight seem to be the appropriate strategy, APPN comes at the price of cost and
network scalability, as indicated in the preceding section. With BNN/BAN additional cost is required
to provide multiprotocol networking because the FEP does not handle multiple protocols. This
implies that additional routers are required in the data center for other protocols and separate virtual
circuits are required to guarantee service delivery for the SNA or APPN traffic.

DLSw+ provides encapsulation of SNA, where the entire APPN message is carried as data inside a
TCP/IP message. There is often concern about the extra 40 bytes of header associated with TCP/IP.
However, because Cisco offers alternatives such as Data Link Switching Lite, Fast Sequenced
Transport (FST), and Direct Transport, which have shorter headers, header length is deemed
noncritical to this discussion.

Cisco CCIE Fundamentals: Network Design



Overview of APPN

DLSw+ is attractive for those networks in which the end stations and data center will remain
SNA-centric, but the backbone will be TCP/IP. This allows a single protocol across the backbone,
while maintaining access to all SNA applications. DLSw+ does not provide native APPN routing,
nor does it provide native COS. Consequently, DLSw+ is preferable for networks, in which cost is
a key criterion, that have the following characteristics:

® A single data center or mainframe
® Single links from the branches

In general, DLSw+ is a lower-cost solution that requires less memory and software. In the vast
majority of networks, DLSw+ will be combined with APPN—using APPN only where routing
decisions are critical. With TCP/IP encapsulation, the TCP layer provides the same reliable delivery
as SNA/APPN, but does not provide the native routing and COS.

TN3270 transports 3270 data stream inside a TCP/IP packet without SNA headers. Therefore, this
solution assumes that the end station has only a TCP/IP protocol stack and no SNA. Therefore,
TN3270 is not an alternative to APPN because APPN assumes the end station has an SNA protocol
stack. APPN, like DLSw+, may still be required in the network to route between TN3270 servers
and multiple mainframes or data centers.

In summary, APPN will frequently be used with DLSw+ in networks when a single backbone
protocol is desired. BAN/BNN provides direct connectivity to the FEP but lacks the multiprotocol
capabilities of other solutions. TN3270 is used only for TCP/IP end stations.

Overview of APPN

This section provides an overview of APPN and covers the following topics:
® Defining Nodes

® Establishing APPN Sessions

® Understanding Intermediate Session Routing

® Using Dependent Logical Unit Requester/Server

Defining Nodes
Nodes, such as ACF/VTAM, OS/400 and Communications Server/2 (CS/2), can be defined as either
network nodes or end nodes.When you have a choice, consider the following issues:

® Network size-How large is the network? Building large APPN networks can introduce
scalability issues. Reducing the number of network nodes is one solution for avoiding scalability
problems. For more information on reducing the number of network nodes, see the section
“Reducing the Number of Network Nodes” later in this chapter.

® Role of the node-ls it preferable to have this node performing routing functions as well as
application processing? A separate network node can reduce processing cycles and memory
requirements in an application processor.

Generally, you should define a network node whenever a routing decision needs to be made.
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APPN Node Identifiers

An APPN node is identified by its network-qualified CP name, which has the format netid.name. The
network identifier (netid) is an eight-character name that identifies the network or subnetwork in
which the resource is located. The network identifier and name must be a combination of uppercase
letters (A through Z), digits (0 through 9), and special characters ($,#,0r @) but cannot have a digit
as the first character.

Establishing APPN Sessions

In order for an APPN session to be established, the following must occur:

1 The end user requests a session with an application, which causes the end node to begin the
process of session establishment by sending a LOCATE message to its network node server. For
session initiation, the network node server provides the path to the destination end node, which
allows the originating end node to send messages directly to the destination.

2 The network node uses directory services to locate the destination by first checking its internal
directories. If the destination is not included in the internal directory, the network node sends a
LOCATE request to the central directory server if one is available. If a central directory server is
not available, the network node sends a LOCATE broadcast to the adjacent network nodes that
in turn propagate the LOCATE throughout the network. The network node server of the
destination returns a reply that indicates the location of the destination.

3 Based on the location of the destination, the COS requested by the originator of the session, the
topology database, and the COS tables, the network node server of the originator selects the least
expensive path that provides the appropriate level of service.

4 The originating network node server sends a LOCATE reply to the originating end node. The
LOCATE reply provides the path to the destination.

5 The originating end node is then responsible for initiating the session. A BIND is sent from the
originating end node to the destination end node, requesting a session. After the destination
replies to the BIND, session traffic can flow.

Understanding Intermediate Session Routing

6-8

Session connectors are used in place of routing tables in APPN. The unique session identifier and
port from one side of the node are mapped to the unique session identifier and port on the other side.
As data traffic passes through the node, the unique session identifier in the header is swapped for the
outgoing identifier and sent out on the appropriate port, as shown in Figure 6-4.

Figure 6-4 Intermediate session routing label swap.
Session Session
connector connector
SID | SID SID | SID
245 | 321 321 | 548
@ NN 1 NN 4 @
SID 245 ‘ SID 321 SID 548
Session Stage 1~ Session Stage 2 Session Stage 3
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This routing algorithm is calleititermediate session routigSR). It supports dynamic route
definition and incorporates the following legacy features:

® Node-to-node error and flow control processighis reflects the 1970s method of packet
switching in which many line errors dictated error and flow control at each node. Given the
current high-quality digital facilities in many locations, this redundant processing is unnecessary
and significantly reduces end-to-end throughput. End-to-end processing provides better
performance and still delivers the necessary reliability.

® Disruptive session switching around network failurd&’henever a network outage occurs, all
sessions using the path fail and have to be restarted to use an alternative path.

Because these features are undesirable in most high-speed networks today, a newer routing
algorithm—High Performance Routing (HPR)—has been added to APPN that supports
nondisruptive rerouting around failures and end-to-end error control, flow control, and
segmentation. Cisco routers support both ISR and HPR.

Using Dependent Logical Unit Requester/Server

Dependent Logical Unit Requester/Server (DLUR/DLUS) is an APPN feature that allows legacy
traffic to flow on an APPN network. Prior to the introduction of this feature, the APPN architecture
assumed that all nodes in a network could initiate peer-to-peer traffic (for example, sending the
BIND to start the session). Many legacy terminals that are referred to as Dependent Logical Units
(DLUSs) cannot do this and require VTAM to notify the application, which then sends the BIND.

Getting the legacy sessions initiated requires a client-server relationship between ACF/VTAM
(Dependent LU server—DLUS) and the Cisco router (Dependent LU Requester—DLUR). A pair of
logical unit (LU) type 6.2 sessions are established between the DLUR and DLUS—one session is
established by each end point. These sessions are used to transport the legacy control messages that
must flow to activate the legacy resources and initiate their logical unit to logical unit (LU-LU)
sessions. An LU-LU session is the connection that is formed when the five steps described earlier in
the section “Establishing APPN Sessions” are completed.

For example, an activate logical unit (ACTLU) message must be sent to the LU to activate a legacy
LU. Because this message is not recognized in an APPN environment, it is carried as encapsulated
data on the LU 6.2 session. DLUR then deencapsulates it, and passes it to the legacy LU. Likewise,
the DLU session request is passed to the ACF/VTAM DLUS, where itis processed as legacy traffic.
DLUS then sends a message to the application host, which is responsible for sending the BIND.
After the legacy LU-LU session is established, the legacy data flows natively with the APPN traffic,
as shown in Figure 6-5.

Designing APPN Internetworks 6-9



Cisco Implementation of APPN

Figure 6-5 DLU session processing.
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This section provides an overview of Cisco’s implementation of APPN and discusses where APPN
resides in the Cisco I0S software. Cisco licensed the APPN source code from IBM and then ported
it to the Cisco 10S software using network services from the data-link controls (DLCs).

Applications use APPN to provide network transport. APPN runs on top of the Cisco 10S software.
APPN is a higher-layer protocol stack that requires network services from DLC. Cisco’s APPN
implementation is compliant with the APPN Architecture of record. When used with other features
in the Cisco I0S software, APPN provides the following unique features:

® APPN can use DLSw+ or RSRB as a network transport, thereby supporting APPN over a native
TCP/IP network.

® APPN can be used with downstream physical unit concentration (DSPU) to reduce the number
of downstream PUs visible to VTAM. This reduces VTAM definition and network restart times.

® |n addition to COS, priority queuing, custom queuing, and weighted fair queuing can be used
with COS to ensure traffic prioritization and/or bandwidth reservation between protocols.

® Network management options are supported that include native SNA management services using
Native Service Point (NSP) in the Cisco router, and Simple Network Management Protocol
(SNMP) management using CiscoWorks Blue applications.

® Using Channel Interface Processor (CIP) or Channel Port Adapter (CPA), the Cisco APPN
network node can interface directly with ACF/VTAM across the channel. VTAM can be defined
either as an end node or network node.
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Scalability Issues

As a single-network link state architecture, the network topology is updated as changes occur. This
results in significant network traffic if instability occurs, and significant memory and processing to
maintain the large topology databases and COS tables. Similarly, in large networks, dynamic
discovery of resources can consume significant bandwidth and processing. For these reasons,
scalability becomes a concern as network size increases. The number of nodes that are too large
depends on the following:

®  Amount of traffic
® Network stability

® The number of the techniques, which are described in this section, that are being used to control
traffic and processing

Essentially, to allow growth of APPN networks, the network design must focus on reducing the
number of topology database updates (TDUs) and LOCATE search requests.

Topology Database Update Reduction

APPN is a link-state protocol. Like other link-state-based algorithms, it maintains a database of the
entire topology information of the network. Every APPN network node in the network sends out
TDU packets that describe the current state of all its links to its adjacent network nodes. The TDU
contains information that identifies the following:

® The characteristics of the sending node
® The node and link characteristics of the various resources in the network
® The sequence number of the most recent update for each described resource

A network node that receives a TDU packet propagates this information to its adjacent network
nodes using a flow reduction technique. Each APPN network node maintains full knowledge of the
network and how the network is interconnected. Once a network node detects a change to the
network (either a change to the link, or the node), it floods TDUs throughout the network to ensure
rapid convergence. If there is an unstable link in the network, it can potentially cause many TDU
flows in a network.

As the number of network nodes and links increases, so does the number of TDU flows in your
network. This type of distributing topology can consume significant CPU cycles, memory, and
bandwidth. Maintaining routes and a large, complete topology subnet can require a significant
amount of dynamic memory.

You can use the following techniques to reduce the amount of TDU flows in the network:
® Reduce the number of links
® Reduce the number of CP-CP sessions

® Reduce the number of network nodes in the network

Reducing the Number of Links

The first technique for reducing the amount of TDU flows in the network is to reduce the number of
links in your network. In some configurations, it might be possible to use the concemtieéction
networkto reduce the number of predefined links in your network. Because network nodes exchange
information about their links, the fewer links you define, the fewer TDU flows can occur.
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Figure 6-6 shows the physical view of an APPN network. In this network NN1, NN2, and NN3 are
routers attached to an FDDI LAN.

Figure 6-6 Physical view of an APPN network.

NNS

The network-node server (NNS), EN1, and EN2 hosts are attached to the same FDDI LAN viaa CIP
router or a cluster controller. These nodes on the FDDI LAN have any-to-any connectivity. To reflect
any-to-any connectivity in APPN, NN1 needs to define a link to NN2, NN3, NNS (VTAM host),
EN1 (VTAM data host), and EN2 (EN data host). The transmission groups connecting network
nodes are contained in the network topology database. For every link that is defined to the network
node, TDUs are broadcast.

Note Throughout the rest of this chapter, the abbreviation NNS is used in the illustrations. When
the text refers to an NNS icon in an illustration, the abbreviation is also used; otherwise, the full term
(network-node server) is used within the text for clarity.

Figure 6-7 shows the logical view of the APPN network, shown earlier in Figure 6-6. When NN1
first joins the network, NN1 activates the links to NN2, NN3, NNS, EN1, and EN2. CP-CP sessions
are established with the adjacent network nodes. Each adjacent network node sends a copy of the
current topology database to NN1. Similarly, NN1 creates a TDU about itself and its links to other
network nodes and sends this information over the CP-CP sessions to NN2, NN3 and NNS. When
NN2 receives the TDU from NN1, it forwards the TDU to its adjacent network nodes, which are
NN3 and NNS. Similarly, NN3 and NNS receive the TDU from NN1 and broadcast this TDU to their
adjacent network nodes. The result is that multiple copies of the TDU are received by every network
node.
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Figure 6-7 Logical view of an APPN network without connection network deployed.
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The transmission groups that connect the end nodes are not contained in the network topology
database. Consequently, no TDUs are broadcast for the two links to EN1 and ENZ2. If the number of
transmission groups connecting network nodes can be reduced, the number of TDU flows can also
be reduced.

By using the concept of connection networks, you can eliminate the transmission group definitions,
and therefore reduce TDU flows. A connection network is a single virtual routing node (VRN),
which provides any-to-any connectivity for any of its attached nodes. The VRN is not a physical
node, it is a logical entity that indicates that nodes are using a connection network and a direct
routing path can be selected.

Figure 6-8 shows the APPN network shown in Figure 6-6 with connection network deployed.

Figure 6-8 Logical view of an APPN network with connection network deployed.
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NN1, NN2, and NN3 define a link to the network-node server (NNS) and a link to the VRN. When
the link between NN1 and NNS is activated, NNS sends a copy of the current network topology
database to NN1. NN1 creates a TDU about itself, its link to NNS, and its link to the VRN. It then
sends this information to NNS. NN1 does not have a link defined to NN2 and NN3, therefore, there
are no TDUs sentto NN2 and NN3 from NN1. When NNS receives the TDU information from NN1,
NNS forwards it to NN2 and NN3. Neither NN2 nor NN3 forwards the TDU information because
they only have a connection to NNS. This significantly reduces the number of TDU flows in the
network.

When a session is activated between resources on the connection network, the network-node server
recognizes that this is a connection network and selects a direct route rather than routing through its
own network nodes. Cisco recommends that you apply the concept of connection networks
whenever possible. Not only does it reduce the number of TDU flows in the network, it also greatly
reduces system definitions.

As shown in the example, a LAN (Ethernet, Token Ring, or FDDI) can be defined as a connection
network. With ATM LAN Emulation (LANE) services, you can interconnect ATM networks with
traditional LANs. From APPN's perspective, because an ATM-emulated LAN is just another LAN,
connection network can be applied. In addition to LANs, the concept of connection networks can
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apply to X.25, Frame Relay, and ATM networks. It should also be noted that technologies such as
RSRB and DLSw appear as LANs to APPN. You can also use connection network in these
environments. APPN, in conjunction with DLSw+ or RSRB, provides a synergy between routing
and bridging for SNA traffic.

Reducing the Number of CP-CP Sessions

The second technigue for reducing the amount of TDU flows in the network is to reduce the number
of CP-CP sessions in your network. Network nodes exchange topology updates over CP-CP
sessions. The number of CP-CP sessions has a direct impact on the number of TDU flows in the
network.

For example, in Figure 6-9, NN2, NN3, NN4, and NN5 are in a fully meshed network. Every
network node establishes CP-CP sessions with its adjacent network nodes. This means that NN2
establishes CP-CP sessions with NN3, NN4, and NN5. NN3 establishes CP-CP sessions with NN2,
NN4, NN5, and so forth.

Figure 6-9 Fully meshed CP-CP sessions.

e
CP-CP sessions

If the link fails between NN1 and NN2, TDU updates are broadcast from NN2 to NN3, NN4, and
NN5. When NN3 receives the TDU update, it resends this information to NN4 and NN5. Similarly,
when NN5 receives the TDU update, it resends this information to NN3 and NN4. This means that
NN4 receives the same information three times. It is recommended that the number of CP-CP
sessions are kept to a minimum so that duplicate TDU information will not be received.

In Figure 6-10, CP-CP sessions exist only between NN2 and NN3, NN2 and NN4, and NN2 and
NN5; no other CP-CP sessions exist. When the link fails between NN1 and NN2, NN2 broadcasts
transmission group updates to NN3, NN4, and NN5. None of the three NNs forwards this
information to the rest of the network because CP-CP sessions do not exist. Although this minimizes
the TDU flows, if the link between NN2 and NN3 fails, this becomes a disjointed APPN network
and NN3 is isolated.

6-14 Cisco CCIE Fundamentals: Network Design



Topology Database Update Reduction

Figure 6-10 Single pair of CP-CP sessions.
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Figure 6-11 shows a more efficient design that also provides redundancy. Every network node has
CP-CP sessions with two adjacent network nodes. NN2 has CP-CP sessions with NN3 and NN5. If
the link between NN2 and NN3 fails, TDU updates will be sent via NN5 and NN4.

For redundancy purposes, it is recommended that each network node has CP-CP sessions to two
other network nodes if possible.

Reducing the Number of Network Nodes

The third technique for reducing the amount of TDU flows in the network is to reduce the number
of network nodes by defining APPN nodes only at the edges of the network. Minimizing the number
of network nodes also reduces the size of the network topology. The following are some technologies
for reducing the number of network nodes:

¢ APPN over DLSw+
® APPN over Frame Relay Access Server (FRAS)/BNN or BAN
® APPN over RSRB

Figure 6-11 Dual pair of CP-CP sessions.
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APPN over DLSw+

Data link switching is one way to reduce the number of network nodes in the network. DLSw+ is a
means of transporting APPN traffic across a WAN, where APPN network nodes and/or end nodes
are defined only at the edges of the network. Intermediate routing is through DLSw+ and not via
native SNA.

DLSw+ defines a standard to integrate SNA/APPN and LAN internetworks by encapsulating these
protocols within IP. Cisco’s implementation of DLSw, known as DLSw+, is a superset of the current
DLSw architecture. DLSw+ has many value-added features that are not available in other vendors’
DLSw implementations. APPN, when used with DLSw, can benefit from the many scalability
enhancements that are implemented in DLSw+, such as border peer, on-demand peers, caching
algorithms, and explorer firewalls.

In Figure 6-12, sessions between end-node workstations and the host are transported over the
DLSw+ network.

Figure 6-12 APPN with DLSw+.

VTAM acts as the network-node server for remote end-node workstations. Optionally, if multiple
VTAMSs or data centers exist, APPN on the channel-attached router(s) or on other routers in the data
center can offload VTAM by providing the SNA routing capability, as shown in Figure 6-13.

Figure 6-13 APPN with DLSw+ using a channel-attached router.
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DLSw+ also brings nondisruptive rerouting in the event of a WAN failure. Using DLSw+ as a
transport reduces the number of network nodes in the network. A disadvantage is that remote
end-node workstations require WAN connections for NNS services. Another disadvantage is that
without APPN in the routers, APPN transmission priority is lost when traffic enters the DLSw+
network.

For detailed information on DLSw and DLSw+, refer to Chapter 7, “Designing DLSw+
Internetworks.”

APPN over FRAS BNN/BAN

If the APPN network is based on a Frame Relay network, one option is to use the FRAS/BNN or the
Frame Relay BAN function for host access. Both BNN and BAN allow a Cisco router to attach
directly to an FEP. When you use FRAS/BNN, you are assuming that the Frame Relay network is
performing the switching and that native routing is not used within the Frame Relay network. For an
example of how APPN with FRAS BNN/BAN can be used in your network design, see the section
“Example of APPN with FRAS BNN?” later in this chapter.

APPN over RSRB

Using RSRB, the SNA traffic can be bridged from a remote site to a data center. The use of RSRB
significantly reduces the total number of network nodes in the network, thus reducing the number of
TDU flows in the network. Another advantage of using RSRB is that it provides nondisruptive
routing in the event of a link failure. For more information on using RSRB, refer to Chapter 4,
“Designing SRB Internetworks.”

LOCATE Search Reduction

This section describes the broadcast traffic in an APPN network and how LOCATE searches can
become a scalability issue in an APPN network. The impact of LOCATE searches in an APPN
network varies from one network to the other. This section first identifies some of the causes of an
excessive number of LOCATE searches, and then discusses the following four techniques you can
use to minimize them:

® Safe-Store of Directory Cache

® Partial Directory Entries

® Central Directory Server (CDS)/Client
® Central Resource Registration

An APPN network node provides dynamic location of network resources. Every network node
maintains dynamic knowledge of the resources in its own directory database. The distributed
directory database contains a list of all the resources in the network. The LOCATE search request
allows one network node to search the directory database of all other network nodes in the network.

When an end-node resource requests a session with a target resource that it has no knowledge of, it
uses the distributed search capabilities of its network-node server to locate the target resource. If the
network node does not have any knowledge of the target resource, the network node forwards the
locate search request to all its adjacent network nodes requesting these nodes to assist the
network-node server to locate the resource. These adjacent network nodes propagate these locate
search requests to their adjacent network nodes. This search process is kibowadaast search
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Although several mechanisms are put into place to reduce the LOCATE broadcast searches (for
example, resource registration, and resource caching), there might still be an excessive amount of
LOCATE flows in a network for such reasons as the network resources no longer exist, there is a
mixture of subarea networks and APPN networks, or the resources are temporarily unavailable.

Safe-Store of Directory Cache

The first technique that you can use to minimize the LOCATE flows in your APPN network is the
Safe-Store of Directory Cache, which is supported by the Cisco network-node implementation.
Cache entries in a network node’s directory database can be periodically written to a permanent
storage medium: a tftp host. This speeds recovery after a network-node outage or initial power loss.
Resources do not have to be relearned through a LOCATE broadcast search after a router failure.
This reduces spikes of broadcasts that might otherwise occur when the APPN network is restarted.

Partial Directory Entries

The second technique that you can use to minimize the LOCATE flows in your APPN network is to
define the resources in the local directory database by identifying the end node or network node
where the particular resource is located.

The following is a sample configuration:

appn partner-lu-location CISCO.LU21
owning-cp CISCO.CP2
complete

The preceding example defines the location of an LU named CISCO.LU21 that is located with end
node or network node CISCO.CP2. This command improves network performance by allowing
directed Locate, instead of a broadcast. The disadvantage is that definitions must be created. To
alleviate this definition problem, it may be possible to use partially specified names to define
multiple resources.

The following is a sample configuration:

Sample configuration:
appn partner-lu-location CISCO.LU
owning-cp CISCO.CP2
wildcard
complete
The preceding example defines the location of all the LUs prefixed with the characters LU.

Obviously, a naming convention is essential to the success of this type of node definition.

Central Directory Server (CDS)/Client

The third technique that you can use to minimize the LOCATE flows in your APPN network is to
use the CDS/client function. The APPN architecture specifies a CDS that allows a designated
network node to act as a focal point for locating network resources. In current APPN networks, every
network node can potentially perform a broadcast search for a resource. This is because the directory
services database is not replicated on every network node.

The CDS function allows a network node, with central directory client support, to send a directed
LOCATE search to a CDS. If the CDS has no knowledge of the resource, it performs one broadcast
search to find the resource. After the resource is found, the CDS caches the results in its directory.
Subsequently, the CDS can provide the location of the resource to other network nodes without
performing another broadcast search. The Cisco network-node implementation supports the central
directory client function. VTAM is the only product that currently implements the CDS function.
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Using the CDS means that there is a maximum of one broadcast search per resource in the network.
This significantly reduces the amount of network traffic used for resource broadcast searching. You
can define multiple CDSs in an APPN network. A network node learns the existence of a CDS via
TDU exchange. If more than one CDS exists, the nearest one is used based on the number of hop
counts. If a CDS fails, the route to the nearest alternative CDS is calculated automatically.

Central Resource Registration

The fourth technique that you can use to minimize the LOCATE flows in your APPN network is to
use the central resource registration function. An end node registers its local resources at its
network-node server. If every resource is registered, all network nodes can query the CDS, which
eliminates the need for broadcast searches.

Backup Techniques in an APPN Network

Link Backup

This section provides an overview of the various backup techniques in APPN network. The backup
and recovery scenarios are representative of common environments and requirements. The following
three backup scenarios are discussed:

® A secondary WAN link as a backup to a primary WAN link
® Dual WAN links and dual routers providing full redundancy

® APPN DLUR backup support using a Cisco CIP router

The first backup technique that you can use in your APPN network is to use a secondary WAN link
as a backup to your primary WAN link. By using the concept of auto-activation on demand, you can
back up a primary WAN link with a secondary WAN link by using any supported protocols (for
example, Point-to-Point [PPP], Switched Multimegabit Data Service [SMDS], and X.25), as shown
in Figure 6-14.

Figure 6-14 Link backup.
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In Figure 6-14, the Frame Relay link is the primary link and the ISDN dial link is the backup link.
The requirement is that the ISDN link provides instantaneous backup for the primary link and it

remains inactive until the primary link goes down. No manual intervention is needed. To support
this, NNA needs to define two parallel transmission groups to NNB.
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The primary link is defined using the following configuration command:

appn link-station PRIMARY

port FRAME_RELAY

fr-dest-address 35

retry-limit infinite

complete
The secondary link is defined as supporting auto-activation using the following configuration
command:

appn link-station SECONDARY
port PPP

no connect-at-startup
adjacent-cp-name NETA.NNB
activate-on-demand

complete

By specifyingno connect-at-startup the secondary link is not activated upon APPN node startup.
To indicate auto-activation support, spedafjjacent-cp-nameandactivate-on-demand

When the primary link fails, APPN detects the link failure and CP-CP sessions failure, which is
disruptive to any existing LU-LU sessions. Because there are multiple links from NNA to NNB,
NNA attempts to re-establish the CP-CP sessions over the secondary link. The CP-CP sessions
request will activate the secondary dial link automatically.

To ensure that the Frame Relay link is used as primary and the dial PPP link is used as the backup,
define the transmission group characteristics to reflect that. For example, use the
cost-per-connect-timeparameter to define the relative cost of using the dial PPP/ISDN link.

cost-per-connect-time 5
This will make the primary Frame Relay link a lower cost route. Therefore, it is a more desirable
route than the secondary dial link because the default cost-per-connect-time is zero. When the
primary link becomes active, there is no mechanism in place to automatically switch the sessions
back to the primary link. Manual intervention is required.

Full Redundancy
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The second backup technique that you can use in your APPN network is dual WAN links and dual
routers for full redundancy. In some cases, for example, complete fault tolerance is required for
mission-critical applications across the network. You can have dual routers and dual links installed
to provide protection against any kind of communications failure.

Figure 6-15 shows how you can use duplicate virtual MAC addresses via RSRB to provide full
redundancy and load sharing.

Cisco CCIE Fundamentals: Network Design



Full Redundancy

Figure 6-15 Full redundancy.
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The router configuration for NNC is as follows:

source-bridge ring-group 200
|

interface TokenRing0
ring-speed 16
source 100 1 200

|

appn control-point NETA.NNC

complete
|

appn port RSRB rsrb
rsrb-virtual-station 4000.1000.2000 50 2 200
complete
The router configuration for NND is as follows:

source-bridge ring-group 300
!

interface TokenRing0
ring-speed 16
source 100 5 300

|

appn control-point NETA.NND

complete
|

appn port RSRB rsrb

rsrb-virtual-station 4000.1000.2000 60 3 300

complete
Both NNC and NND define an RSRB port with the same virtual MAC address. Every workstation
will define the RSRB virtual MAC address as its destination MAC address of its network-node
server. Essentially, a workstation can use either NNC or NND as its network-node server, depending
on which node answers the test explorer frame first. The route to NNC consists of the following
routing information:

Ring 100 -> Bridge 1 -> Ring 200 -> Bridge 2 -> Ring 50
Route to NND will consist of the following routing information:

Ring 100 -> Bridge 5 -> Ring 300 -> Bridge 3 -> Ring 60
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When NND fails, sessions on NND can be re-established over NNC instantaneously. This is
analogous to the duplicate Token Ring interface coupler (TIC) support on the FEP except that no
hardware is required. In Cisco’s RSRB implementation, as shown in Figure 6-15, Segment 20 and
Bridge 1, and Segment 30 and Bridge 2 are virtual. Duplicate MAC address can be supported
without the hardware in place.

SSCP Takeover

The third backup technique is to use APPN DLUR with a Cisco CIP router to support transfer of
resource ownership from one System Services Control Point (SSCP) (VTAM) to another when a
failure occurs. This includes maintaining existing sessions over the failure. DLUS/DLUR can
provide the capability to transfer SSCP ownership from the primary SSCP to the backup SSCP. It
then examines how DLUR can provide the capability to obtain SSCP services from the backup SSCP
without terminating LU-LU sessions that are in progress.

Figure 6-16 illustrates how the FEP can be replaced with a CIP router running CIP SNA (CSNA).

Figure 6-16 SSCP takeover with APPN and CIP.
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In this example, VTAMA is the primary DLUS, VTAMB is the backup DLUS, and CIP router is
configured as the DLUR. Assume that LUA requests to log on to an application that is residing on
VTAMB. When VTAMA and the DLUS to DLUR connections fail, the DLUR node attempts to
establish a session with VTAMB, which is configured as backup DLUS. When the control sessions
to the DLUS are active, the DLUR node notifies VTAMB about all the active downstream physical
and logical units. VTAMB sends active physical unit (ACTPU) and active logical unit (ACTLU)
commands to these downstream devices. This transfers the resource ownership from VTAMA to
VTAMB.

After the SSCP-PU and SSCP-LU sessions are re-established with VTAMB, new LU-LU sessions
are possible. In addition, the DLUR node notifies VTAMB about all the dependent logical units that
have active sessions.

The LU-LU path between VTAMB and LUA would be VTAMB -> NNB -> NNA -> LUA. When
VTAMA fails, LU-LU sessions are not disrupted because VTAMA is not part of the LU-LU session
path. In fact, LUA has no knowledge that the owning SSCP (VTAMA) failed and a new SSCP
became the new owner. This process is transparent to LUA.

APPN in a Multiprotocol Environment

The trend in internetworking is to provide network designers with greater flexibility in building
multiprotocol networks. Cisco provides the following two mechanisms to transport SNA traffic over
an internetwork:
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® Encapsulation
® Natively via APPN

The key to building multiprotocol internetworks is to implement some kind of traffic priority or
bandwidth reservation to ensure acceptable response time for mission-critical traffic while
maintaining some internetworking resource for less delay-sensitive traffic.

Bandwidth Management and Queuing

The following are some Cisco bandwidth management and queuing features that can enhance the
overall performance of your network:

® Priority queuing

® Custom queuing

® Weighted fair queuing

¢ APPN buffer and memory management

For many years, the mainframe has been the dominant environment for processing business-critical
applications. Increasingly powerful intelligent workstations, the creation of client-server computing
environments, and higher bandwidth applications are changing network topologies. With the
proliferation of LAN-based client-server applications, many corporate networks are migrating from
purely hierarchical SNA-based networks to all-purpose multiprotocol internetworks that can
accommodate the rapidly changing network requirements. This is not an easy transition. Network
designers must understand how well the different protocols use shared network resources without
causing excessive contentions among them.

Cisco has for many years provided technologies that encapsulate SNA traffic and allow
consolidation of SNA with multiprotocol networks. APPN on the Cisco router provides an additional
option in multiprotocol internetworks where SNA traffic can now flow natively and concurrently
with other protocols. Regardless of the technology used in a multiprotocol environment, network
performance is the key consideration.

Some of the major factors affecting network performance in a multiprotocol environment are as
follows:

® Media access speedrhe time it takes for a frame to be sent over a link. The capacity
requirement of the network must be understood. Insufficient network capacity is the primary
contributor to poor performance. Whether you have a single protocol network or a multiprotocol
network, sufficient bandwidth is required.

® Congestion contrel-The router must have sufficient buffering capacity to handle instantaneous
bursts of data. In order to support a multiprotocol environment, buffer management plays an
important role to ensure that one protocol does not monopolize the buffer memory.

® Latency in the intermediate routefsThis includes packet processing time while traversing a
router and queuing delay. The former constitutes a minor part of the total delay. The latter is the
major factor because client-server traffic is bursty.

Typically, subarea SNA traffic is highly predictable and has low bandwidth requirements. Compared
to SNA traffic, client-server traffic tends to be bursty in nature and has high bandwidth requirements.
Unless there is a mechanism in place to protect mission-critical SNA traffic, network performance
could be impacted.
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Cisco provides many internetworking solutions to enterprise networks by allowing the two types of
traffic with different characteristics to coexist and share bandwidth; at the same time providing
protection for mission-critical SNA data against less delay-sensitive client-server data. This is
achieved through the use of several priority queuing and/or bandwidth reservation mechanisms.

For example, interface priority output queuing provides a way to prioritize packets transmitted on a
per interface basis. The four possible queues associated with priority queuing—high, medium,
normal and low—are shown in Figure 6-17. Priorities can be established based upon the protocol
type, particular interface, SDLC address, and so forth.

Figure 6-17 Four queues of priority queuing.
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In Figure 6-18, SNA, TCP/IP, NetBIOS and other miscellaneous traffic are sharing the media. The
SNA traffic is prioritized ahead of all other traffic, followed by TCP/IP, and then NetBIOS, and
finally other miscellaneous traffic. There is no aging algorithm associated with this type of queuing.
Packets that are queued to the high priority queue are always serviced prior to the medium queue,
the medium queue is always serviced before the normal queue, and so forth.

Priority queuing, however, introduces a fairness problem in that packets classified to lower priority
queues might not get serviced in a timely manner, or at all. Custom queuing is designed to address
this problem. Custom queuing allows more granularity than priority queuing. In fact, this feature is
commonly used in the internetworking environment in which multiple higher-layer protocols are
supported. Custom queuing reserves bandwidth for a specific protocol, thus allowing mission-critical
traffic to receive a guaranteed minimum amount of bandwidth at any time.

The intent is to reserve bandwidth for a particular type of traffic. For example, in Figure 6-18, SNA
has 40 percent of the bandwidth reserved using custom queuing, TCP/IP 20 percent, NetBIOS
20 percent, and the remaining protocols 20 percent. The APPN protocol itself has the concept of
COS that determines the transmission priority for every message. APPN prioritizes the traffic before
sending it to the DLC transmission queue.
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Figure 6-18 Example of custom queuing.
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Custom queuing prioritizes multiprotocol traffic. A maximum of 16 queues can be built with custom
queuing. Each queue is serviced sequentially until the number of bytes sent exceeds the configurable
byte count or the queue is empty. One important function of custom queuing is that if SNA traffic
uses only 20 percent of the link, the remaining 20 percent allocated to SNA can be shared by the
other traffic.

Custom queuing is designed for environments that want to ensure a minimum level of service for all
protocols. In today’s multiprotocol internetwork environment, this important feature allows
protocols of different characteristics to share the media. For an overview of how to use the other
types of queuing to allow multiple protocols to coexist within a router, review Chapter 2,
“Internetworking Design Basics.”

Other Considerations with a Multiprotocol Environment

The memory requirement to support APPN is considerably higher than other protocols because of
its large COS tables, network topology databases, and directory databases. To ensure that APPN will
coexist with other network protocols when operating in a multiprotocol environment, users can
define the maximum amount of memory available to APPN. The following is the sample
configuration command.

appn control-point CISCONET.EARTH
maximum-memory 16
complete
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The preceding command specifies that APPN will not use more than 16 megabytes (MB) of memory.
The memory is then managed locally by APPN. You can also specify the amount of memory
reserved for APPN by using the following command:

appn control-point CISCONET.EARTH
mimimum-memory 32
complete

Note Memory that is dedicated to APPN is not available for other processing. Use this command
with caution.

Although memory determines factors such as the number of sessions that APPN can support, buffer
memory is required to regulate traffic sent to and from the router. To ensure that APPN has adequate
buffers to support the traffic flows, you can define the percentage of buffer memory that is reserved
for use by APPN. This prevents APPN from monopolizing the buffer memory available in the router.

The following is the sample configuration command.

appn control-point CISCONET.EARTH
buffer-percent 60
complete
APPN uses a statistical buffering algorithm to manage the buffer usage. When buffer memory is
constrained, APPN uses various flow control mechanisms to protect itself from severe congestion or
deadlock conditions as a result of buffer shortage.

Network Management

As networks grow in size and complexity, there are many ways to provide network management for
an enterprise. Table 6-2 summarizes Cisco’s management products.

Table 6-2 Network Management Tools Available for APPN Networks
Application Description
Show commands A common challenge in APPN networks is to understand the topology and status of the

resources in the network. Show commands take advantage of the fact that all network
nodes in a network (or subnetwork) have a fully replicated network topology database.
Only a single network node is required to get a view of the APPN subnet, and it should
not matter which network node is chosen. In order to obtain more detailed information,
such as attached end nodes and LEN nodes, and local ports and link stations, additional
network nodes should be checked.

The Cisco router supports the RFC1593, APPN MIB, which is used by the IBM 6611
router, so it can be an agent for SNMP APPN applications. Most APPN nodes can show
much of this information in tabular form. In the Cisco routersti@v appn topo

command displays the topology database in tabular formsAtwe appn?command

lists all of the options available.

CiscoWorks Blue Maps A CiscoWorks application that shows logical maps of APPN, RSRB, and DLSw+
networks. It runs on the HP/UX, SunOS, and AIX operating systems. The APPN map is
a manager for APPN SNMP agents, and displays the APPN network. The application
can handle only a single network topology agent. If there are multiple subnets, the
application can be started multiple times.
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Native Service Point (NSP) In SNA, a session between an SSCP and a PU is referred to as an SSCP-PU session.
SSCPs use SSCP-PU sessions to send requests and receive status information from
individual nodes. This information is then used to control the network configuration.

NSP in the router can be used to send alerts and respond to requests from NetView on
the mainframe computer. A service point allows NetView to establish a session to the
router with the help of Cisco’s applications that run on NetView. These applications
cause commands to be sent to the router, and the router returns the reply. Currently, this
is supported only over the SSCP-PU session, but DLUR can be used to accomplish this
over an APPN network.

Alerts and Traps NetView is the primary destination of alerts. It supports receiving alerts from both
APPN and on the SSCP-PU session used by NSP. The Cisco router can send alerts on
each session. At this time, two sessions are required: one for APPN-unique alerts and
one for all other alerts. The new APPN MIB allows for APPN alerts to be sent as traps
as well, with the Alert ID and affected resource included in the trap.

To send alerts to NetView, the following command must be entered at NetView:
FOCALPT CHANGE, FPCAT=ALERT, TARGET=NETA.ROUTER

Configuration Examples

This section provides the following APPN network configuration examples:

¢ Simple APPN network

® APPN network with end stations

¢® APPN over DLSw+

It also provides the following examples of using APPN when designing your network:
® Subarea to APPN migration

® APPPN/CIP in a Sysplex environment

¢ APPN with FRAS BNN

As the following examples show, the minimal configuration for an APPN node includes an APPN
control-point statement for the node and a port statement for each interface.

Simple APPN Network Configuration

Figure 6-19 shows an example of a simple APPN network that consists of four network nodes:
Routers A, B, C, and D. Router A is responsible for initiating the connections to Routers B, C, and
D. Consequently, it needs to define APPN logical links specifying the FDDI address of Router C,
the ATM address of Router D, and so forth. For Routers B, C, and D, they can dynamically create
the link-station definitions when Router A connects.

Designing APPN Internetworks 6-27



Configuration Examples

Figure 6-19 Example of a simple APPN network configuration.
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Sample Configurations

This section provides sample configurations for each of these four network nodes (Routers A, B, C,
and D) shown in Figure 6-19.
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Router A Configuration

The following is a sample configuration for Router A shown in Figure 6-19. Note that all link
stations are defined in Router A and dynamically discovered by the other routers. A link station
connects two resources and must be defined with the destination address in one of the resources:

!

hostname routera

!

interface Serial0

ip address 10.11.1.1 255.255.255.0
encapsulation ppp

no keepalive

no fair-queue

clockrate 4000000

!

interface FddiO

no ip address

no keepalive

!

interface ATMO

no ip address

atm clock INTERNAL

atm pvc 1 1 32 aal5nlpid

!

appn control-point CISCONET.ROUTERA
complete

!

appn port PPP Serial0
complete

!

appn port FDDI Fddi0
desired-max-send-btu-size 3849
max-rcv-btu-size 3849
complete

!

appn port ATM ATMO
complete

!

appn link-station LINKTOB
port PPP
complete

!

appn link-station LINKTOC
port FDDI
lan-dest-address 0000.6f85.a8a5
no connect-at-startup
retry-limit infinite 5
complete

!

appn link-station LINKTOD
port ATM
atm-dest-address 1
no connect-at-startup
retry-limit infinite 5
complete
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Router B Configuration
The following is a sample configuration for Router B shown in Figure 6-19:
!
hostname routerb
!
interface Seriall
ip address 10.11.1.2 255.255.255.0
encapsulation ppp
no keepalive

no fair-queue
|

appn control-point CISCONET.ROUTERB

complete
|

appn port PPP Seriall
complete

!

appn routing

!

end

Router C Configuration
The following is a sample configuration for Router C shown in Figure 6-19:

!
hostname routerc
!
interface FddiO
no ip address
no keepalive
!
appn control-point CISCONET.ROUTERC
complete
!
appn port FDDI Fddi0o
desired-max-send-btu-size 3849
max-rcv-btu-size 3849
complete
!
appn routing
!

end
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Router D Configuration
The following is a sample configuration for Router D shown in Figure 6-19:

|
hostname routerd
|

interface ATMO
ip address 100.39.15.3 255.255.255.0

atm pvc 1 1 32 aal5nlpid
|

appn control-point CISCONET.ROUTERD

complete
|

appn port ATM ATMO
complete

!

appn routing

!

end

APPN Network Configuration with End Stations

Figure 6-20 shows an example of an APPN network with end stations. At the remote location,
Router B initiates the APPN connection to Router A at the data center.
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Figure 6-20 Example of an APPN network with end stations.
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Sample Configurations
This section provides sample configurations for Routers A, B, and C shown in Figure 6-20.

6-32 Cisco CCIE Fundamentals: Network Design



APPN Network Configuration with End Stations

Sample Configuration for Router A

The following is a sample configuration for Router A in Figure 6-20, which is responsible for
initiating the APPN connection to the VTAM host:

hostname routera

!

interface TokenRing0

no ip address

mac-address 4000.1000.1000
ring-speed 16

!

interface Serial0

mtu 4096

encapsulation frame-relay IETF
keepalive 12

frame-relay Imi-type ansi
frame-relay map lic2 35

!

appn control-point CISCONET.ROUTERA
complete

!

appn port FRO Serial0
complete

!

appn port TRO TokenRing0
complete

!

appn link-station TOVTAM
port TRO
lan-dest-address 4000.3745.0000
complete

!

end
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Sample Configuration for Router B

The following is a sample configuration for Router B shown in Figure 6-20. At the remote location,
Router B initiates the APPN connection to Router A at the data center and EN AS/400. Because a
link station is not defined in Router B for CISCONET.ENCM2B, a link station must be defined in
ENCM2B for Router B:

lhostname routerb

!

interface TokenRing0
mac-address 4000.1000.2000
no ip address

ring-speed 16

!

interface SerialO

mtu 4096

encapsulation frame-relay IETF
keepalive 12

frame-relay Imi-type ansi
frame-relay map lic2 35

!

interface Serial2/7

no ip address
encapsulation sdlc

no keepalive

clockrate 19200

sdlc role prim-xid-poll

sdlc address 01

!

appn control-point CISCONET.ROUTERB
complete

!

appn port FRO Serial0
complete

!

appn port SDLC Seriall
sdlc-sec-addr 1
complete

!

appn port TRO TokenRing0
complete

!

appn link-station AS400
port SDLC
role primary
sdlc-dest-address 1
complete

!

appn link-station ROUTERA
port FRO
fr-dest-address 35
complete

!

end
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Sample Configuration for Router C

The following is a sample configuration for Router C shown in Figure 6-20. Router C initiates an
APPN connection to Router A. Because there is not a link station for CISCONET.ENCMC2C, one
must be defined in the configuration for ENCM2C:

hostname routerc

!

interface TokenRing0
mac-address 4000.1000.3000
no ip address

ring-speed 16

|

interface Serial0

mtu 4096

encapsulation frame-relay IETF
keepalive 12

frame-relay Imi-type ansi

frame-relay map lic2 36
!

appn control-point CISCONET.ROUTERC

complete
!

appn port FRO Serial0

complete
!

appn port TRO TokenRing0

complete
!

appn link-station TORTRA
port FRO
fr-dest-address 36

complete
|

end

APPN over DLSw+ Configuration Example

Figure 6-21 shows an example of APPN with DLSw+. ROUTER A is a DLSw+ router with no
APPN functions and ROUTERB is running DLSw+ and APPN.

Figure 6-21 Example of APPN with DLSw+.
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Sample Configurations of DLSw+ Router A

The following section provides sample configurations for ROUTERA and ROUTERB and the two
workstations shown in Figure 6-21.

Sample Configuration of DLSw+ ROUTERA
The following is a sample configuration for the DLSw+ ROUTERA shown in Figure 6-21:

hostname routera

|

source-bridge ring-group 100

disw local-peer peer-id 10.4.21.3
disw remote-peer 0 tcp 10.4.21.1

|

interface Serial0

mtu 4096

ip address 10.4.21.3 255.255.255.0
encapsulation frame-relay IETF
keepalive 12

no fair-queue

frame-relay Imi-type ansi
frame-relay map lic2 56

|

interface TokenRing0

ip address 10.4.22.2 255.255.255.0
ring-speed 16

multiring all

source-bridge 5 1 100
!

Sample Configuration for Workstation Attached to ROUTERA

The following is a sample CS/2 configuration for the OS/2 workstation named
CISCONET.ENCM2A shown in Figure 6-21. This workstation is attached to the DLSw+ router
named ROUTERA. The workstation is configured as an end node and it uses ROUTERB as the
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network-node server. The destination MAC address configured on this workstation is the virtual
MAC address configured in ROUTERB on #ygpn port statement. A sample of the DLSw+
ROUTERB configuration is provided in the next section.

DEFINE_LOCAL_CP FQ_CP_NAME(CISCONET.ENCM2A)
CP_ALIAS(ENCM2C)
NAU_ADDRESS(INDEPENDENT_LU)

NODE_TYPE(EN)
NODE_ID(X'05D00000")
NW_FP_SUPPORT(NONE)
HOST_FP_SUPPORT(YES)
MAX_COMP_LEVEL(NONE)
MAX_COMP_TOKENS(0);

DEFINE_LOGICAL_LINK LINK_NAME(TORTRB)
ADJACENT_NODE_TYPE(LEARN)
PREFERRED_NN_SERVER(YES)
DLC_NAME(IBMTRNET)

ADAPTER_NUMBER(0)
DESTINATION_ADDRESS(X'400010001112")
ETHERNET_FORMAT(NO)
CP_CP_SESSION_SUPPORT(YES)
SOLICIT_SSCP_SESSION(YES)

NODE_ID(X’05D00000)

ACTIVATE_AT_STARTUP(YES)
USE_PUNAME_AS_CPNAME(NO)
LIMITED_RESOURCE(NO)
LINK_STATION_ROLE(USE_ADAPTER_DEFINITION)
MAX_ACTIVATION_ATTEMPTS(USE_ADAPTER_DEFINITION)
EFFECTIVE_CAPACITY(USE_ADAPTER_DEFINITION)
COST_PER_CONNECT_TIME(USE_ADAPTER_DEFINITION)
COST_PER_BYTE(USE_ADAPTER_DEFINITION)
SECURITY(USE_ADAPTER_DEFINITION)
PROPAGATION_DELAY(USE_ADAPTER_DEFINITION)
USER_DEFINED_1(USE_ADAPTER_DEFINITION)
USER_DEFINED_2(USE_ADAPTER_DEFINITION)
USER_DEFINED_3(USE_ADAPTER_DEFINITION);

DEFINE_DEFAULTS IMPLICIT_INBOUND_PLU_SUPPORT(YES)
DEFAULT_MODE_NAME(BLANK)
MAX_MC_LL_SEND_SIZE(32767)
DIRECTORY_FOR_INBOUND_ATTACHES(*)
DEFAULT_TP_OPERATION(NONQUEUED_AM_STARTED)
DEFAULT_TP_PROGRAM_TYPE(BACKGROUND)
DEFAULT_TP_CONV_SECURITY_RQD(NO)
MAX_HELD_ALERTS(10);

START_ATTACH_MANAGER;
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Sample Configuration for DLSw+ ROUTERB

ROUTERB, shown in Figure 6-21, is an APPN router that uses the APPN over DLSw+ feature. The
VDLC operand on the port statement indicates that APPN is carried over DLSw+. The following is
a sample configuration for this router:

hostname routerb
!
source-bridge ring-group 100
disw local-peer peer-id 10.4.21.1
disw remote-peer 0 tcp 10.4.21.3
!
interface Serial2/0
mtu 4096
ip address 10.4.21.1 255.255.255.0
encapsulation frame-relay IETF
keepalive 12
no fair-queue
frame-relay map lic2 35
!
interface TokenRing0
no ip address
ring-speed 16
mac-address 4000.5000.6000
!
appn control-point CISCONET.ROUTERB
complete
!
appn port VDLC vdlc
vdic 100 vmac 4000.1000.1112

complete
!
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Sample Configuration for Workstation Attached to ROUTERB

The following is a sample CS/2 configuration for the OS/2 workstation named
CISCONET.ENCM2B shown in Figure 6-21. This workstation is attached to the DLSw+ router
named ROUTERB:

DEFINE_LOCAL_CP FQ_CP_NAME(CISCONET.ENCM2B)
CP_ALIAS(ENCM2C)
NAU_ADDRESS(INDEPENDENT_LU)

NODE_TYPE(EN)
NODE_ID(X’05D00000)
NW_FP_SUPPORT(NONE)
HOST_FP_SUPPORT(YES)
MAX_COMP_LEVEL(NONE)
MAX_COMP_TOKENS(0);

DEFINE_LOGICAL_LINK LINK_NAME(TORTRB)
ADJACENT_NODE_TYPE(LEARN)
PREFERRED_NN_SERVER(YES)
DLC_NAME(IBMTRNET)

ADAPTER_NUMBER(0)
DESTINATION_ADDRES