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Preface 

Emerging technologies such as WiFi and WiMAX are profoundly changing the 
landscape of wireless broadband. As we evolve into future generation wireless 
networks, a primary challenge is the support of high data rate, integrated multi- 
media type traffic over a unified platform. Due to its inherent advantages in 
high-speed communication, orthogonal frequency division multiplexing (OFDM) 
has become the modem of choice for a number of high profile wireless systems 
(e.g., DVB-T, WiFi, WiMAX, Ultra-wideband). 

The book aims at providing wireless professionals and graduate students an 
up-to-date treatment of the subject area and, more importantly, the technical 
concepts which are at the core of broadband air-interface design and imple- 
mentation. Our goal was to produce a textbook which would provide enough 
background material and discuss advanced principles that could enable signifi- 
cant improvements in network characteristics not realizable with current wireless 
infrastructure . 

For readers interested in the WiFi and WiMAX standards, an appendix 
describing the latest innovations and applications specifically related to these 
standards is provided. On the other hand, the technical discussion in this book 
is not narrowly focused on any specific standard. Instead, each chapter contains 
a clear exposition of the fundamental aspects of the topic. An important thread 
in this book emphasizes design concepts and algorithms for the air-interface of 
OFDM-based broadband wireless access networks. We are interested in pro- 
tocols that can capture the full potential of OFDM by jointly optimizing the 
link-level and the system-level performance metrics. The technical audience will 
be exposed to modern principles and methodologies beyond the current wireless 
design paradigm. The coverage includes established techniques as well as an 
ensemble of research results and articles by the authors that deal with OFDM 
modem and OFDMA-based multiple-access schemes. This mix should be ben- 
eficial not only to entry level students needing a comprehensive understanding 
of OFDM, but also to senior graduate students and practicing engineers seeking 
wireless system design and optimization guidelines. 

Chapters 1 and 2 take a comprehensive look at OFDM, its history, principles 
and applications. Design challenges arising from broadband fading channels and 
multimedia traffic are discussed. These chapters should have appeal to a broad 
audience in understanding the latest trends in broadband wireless technologies. 

Chapters 3 and 4 are tailored for physical layer researchers and modem de- 

xi 
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sign engineers. Chapter 3 in particular covers the various types of enabling 
techniques for OFDM modem, while Chapter 4 provides an extensive treat- 
ment on MIMO and smart antennas and their integration with OFDM. Design 
methodologies that are in use or being proposed for future generation systems 
(e.g., WiMAX and WiFi) are described. 

Chapters 5, 6 and 7 deal with the MAC functionalities and present some sys- 
tem considerations for OFDMA-based cellular networks. These chapters cover 
the important problem of radio resource management through multiple access 
control, cross-layer optimization and frequency planning. Issues relevant to  
“multiuser diversity” are treated both from information theoretical and system 
protocol standpoints. 

Appendices which cover IEEE 802.11a/g and IEEE 802.16e provide details 
for those interested in the latest development in WiFi and WiMAX standards. 

Readers are also referred to ftp://ftp.wiley.com/public/sci-tech-med/ofdm 
for future updates regarding this book. 

We would like to acknowledge all those who have contributed to  the prepa- 
ration of this book. Many colleagues and students, past and present, have 
contributed their ideas. The contributions of Dr. Guanbin Xin, Dr. Manyuan 
Shen, and Prof. Uf Tureli, are particularly noteworthy. The performance anal- 
ysis on WiMAX system by Wolf Mack at Adaptix Inc. and the detailed review 
by Anatoliy Ioffe have been highly useful for improving this book. It is also a 
pleasure to acknowledge those who attended the “Mobile Broadband Network” 
course at the University of Washington for their helpful suggestions and cor- 
rections. Finally, we would like to thank our home institute, the University 
of Washington, and NSF and ONR for supporting our research activities in 
wireless OFDM network over the past years. 



Chapter 1 

Introduction 

The wireless industry is undergoing a major evolution from narrow-band, circuit- 
switched legacy systems to broadband, IP-centric platforms. A common theme 
in this broadband evolution is the use of OFDM modem and open network ar- 
chitectures. This chapter discusses the modern view of packet-based broadband 
wireless communications and their associated challenges. We will cover some of 
the latest technological advances in digital broadcasting, wireless local area net- 
work (LAN), and beyond 3rd generation mobile networks. The roles of OFDM 
modem and MAC protocols in an air interface are described. These modules 
must be synergistically integrated in order for the network to (1) achieve high 
spectral efficiency per unit area (bit/s/Hz/square-meter), and ( 2 )  to meet the 
anticipated peak throughput requirements for multimedia traffic. 

1.1 OFDM-based wireless network overview 

OFDM has become one of the most exciting developments in the area of modern 
broadband wireless networks. Although the notion of multicarrier transmission 
or multiplexing (e.g., frequency-division multiplexing - FDM) can be dated back 
to 1950s, high spectral efficiency and low cost implementation of FDM became 
possible in the 1970s and 1980s with advances in Digital Fourier Transform 
(DFT). It is not until the 1990s that we witnessed the first commercial OFDM- 
based wireless system - the digital audio broadcasting (DAB) standard. A few 
historical notes are listed below 

0 1958: Kineplex, a military multi-carrier high-frequency communication 
system [I]; 

0 1966: R. W. Chang at  Bell labs describes the concept of using parallel 
data transmission and FDM [ 2 ] ;  

1 



2 CHAPTER 1. INTRODUCTION 

0 1970: First patent issued on OFDM [3]; 

0 1971: Weinstein & Ebert, and later Hirosaki in 1981, proposed DFT im- 
plementation of FDM [4]; 

0 1995: ANSI standard T1.413: discrete multitone modulation part of the 
ADSL standard [6]; 

0 1995 ETSI DAB standard: first OFDM-based wireless standard for digital 
audio broadcasting [7]; 

0 1997: DVB-T: terrestrial digital video broadcasting standard [ 5 ] ;  

0 1999: IEEE 802.11a and HIPERLAN/2 standard for wireless LAN; 

0 2004: IEEE 802.16a/d standard for fixed broadband wireless MAN [6]; 

0 2005: OFDM-based mobile cellular networks being developed under IEEE 
802.16e and IEEE 802.20. 

The most prominent feature of OFDM-based systems is the high data rate. 
Below we give an overview of three systems that are either widely deployed or 
beginning to  change the landscape of wireless communications. 

1.1.1 Digital broadcasting and DVB-T 

When first introduced, television programs were analog signals distributed wire- 
lessly through broadcasting. DVB (Digital Video Broadcasting) is a consortium 
of around 300 companies from more than 35 countries, in the fields of broad- 
casting, manufacturing, network operation and regulatory matters that have 
come together to establish common international standards for the move from 
analog to digital broadcasting - see URL: Http : //www. dvb . org. DVB-T in 
particular, provides terrestrial digital video broadcasting services in the VHF 
(130-260 MHz) and the UHF (480 - 862 MHz) bands. In May 1998, a consor- 
tium of 17 broadcasters, network operators, manufacturers of professional and 
domestic equipment, and research centers launched the MOTIVATE project. 
MOTIVATE has investigated the practical and theoretical performance limits 
of DVB-T for mobile reception. 

DVB-T makes efficient use of frequency and could carry data, speech and 
Internet pages as well as TV in the MPEG-2 transport stream. Table 1.1 lists 
the data rates of different audio and video streams. The basic requirements of 
a DVB-T service include 

0 large capacity, high data rate (SDTV, EDTV, and HDTV) 

0 single-frequency terrestrial networks 
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DVD i 3.5 - 6 MbDs I 

Table 1.1: Data rate of multimedia services 

optimum coverage for stationary reception with a rooftop antenna; sup- 
port portable, but not mobile reception 

0 simultaneous broadcasting of low rate (robust) steams and high rate (frag- 
ile) streams 

DVB-T addresses the above needs with an OFDM modem and a number 
of technological innovations. In particular, DVB-T employs two variants of the 
coded OFDM (COFDM) technique with either a size 2K-FFT or a size 8K- 
FFT. When combined with QPSK, 16-QAMl and 64-QAM1 DVB-T is capable 
of delivering a peak rate of 31.67 Mbits/s, although the most common opera- 
tion mode (QPSK + 1/2 coding) offers around 5Mbit/s throughput. The key 
enabling technologies in DVB-T are: 

coded OFDM modem 

0 hierarchical modulation 

continuous and distributed pilots 

The significance of these techniques will be explained in Chapters 2 and 
3 in which we provide an in-depth treatment on COFDM and pilot designs. 
Since 2000, DVB-T has been modified to provide other wireless broadcasting 
applications such as the DVB-H (for handheld terminals). Continuous evolution 
in technology and services is anticipated in DVB-T. There is even a possibility 
of converging DVB-T with telecommunication networks such as the 3G and 
WiMAX. 

1.1.2 Wireless LAN and IEEE 802.11 

As of today, the wireless LAN is arguably the most popular broadband wire- 
less network in the world. Standard LAN protocols, such as the Ethernet, that 
operate at fairly high speeds with inexpensive connection hardware can bring 
digital networking to almost any computer. The IEEE standard for wireless 
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5.15 Ghz 5.25 Ghz 5.725 Ghz 

Figure 1.1: Maximum emission in the UNII band 

LANs (IEEE 802.11) introduces mobi l i ty  and flexibil i ty to a LAN environ- 
ment by allowing computers and other devices to communicate with one an- 
other wirelessly (URL: Ht tp :  //grouper. ieee. org/groups/802/11/). This 
technology is beneficial for improved access to fixed LAN and inter-network in- 
frastructure (including access to other wireless LANs) via a network of access 
points, as well as creation of higher performance ad hoc networks. 

The two wireless LAN solutions that utilize OFDM are the 802.11g and 
the 802.11a. The IEEE’s 802.11g standard is designed as a higher-bandwidth 
(54 Mbps) successor to the popular 802.11b, or the Wi-Fi standard (11 Mbps). 
While 802.11g is backwards compatible with 802.11b at  the 2.4GHz ISM (in- 
dustrial, scientific & medical) band, the 802.11a operates in the newly allocated 
UNII band (Unlicensed National Information Infrastructure). Figure 1.1 shows 
the channel plan and the associated maximum emission of the UNII band. Be- 
cause of the power limitation, most applications of wireless LAN are limited 
to homes and office buildings. 

The basic requirements of wireless LAN include 

0 single MAC to support multiple PHYs 

0 overlap of multiple networks 

0 robustness to interference 

0 mechanisms to deal with ”hidden nodes” 

0 provisions for time-bounded services 

To meet these requirements, a number of challenges must be addressed. The 
802.11a/g utilizes an OFDM modem to deliver a range of data rates from 6 up to 
54 Mbps. Even higher speed versions (802.1111) are being ratified to  blast data 
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, 

5 

Coding rate 
Number of subcarriers 

Number of Dilots 

I 1  

1.2,' 213, "314 
52 
4 

3 12.5kHz 

Table 1.2: The 802.11a/g modem parameters 

rate beyond 100 Mbps. The parameters of its OFDM modem are summarized 
in Table 1.2. 

At the current stage, the major limitations of the wireless LAN are its cov- 
erage (several hundred feet) and quality of service (QoS) support. While the 
coverage issue is more regulatory than technical, the lack of QoS is inherent due 
to 802.11's contention based MAC. Enhancements to the current 802.11 MAC 
are ongoing to expand support for LAN applications with Quality of Service re- 
quirements. The 802.11e is a work group to provide improvements in security 
and protocol capabilities and efficiency. These enhancements, in combination 
with recent improvements in PHY capabilities from 802.11a and 802.11b1 will in- 
crease overall system performance and expand the application space for 802.11. 
Example applications include transport of voice, audio and video over 802.11 
wireless networks, video conferencing, media stream distribution, enhanced se- 
curity applications, and mobile and nomadic access applications. More discus- 
sions on 802.11 can be found in the appendix chapter of this text. 

1.1.3 WiMAX and IEEE 802.16 

Another OFDM-based broadband wireless data solution that has gained broader 
industry acceptance is the IEEE 802.16. This emerging standard complements 
802.11 as a truly metropolitan area network (MAN). With both licensed and 
license-exempt options, the typical applications of 802.16 include mesh networks, 
backhaul, wireless DSL to  residential and small-office-and-home-office (SoHo) , 
and broadband mobile networks. The peak data rate of 802.16 can achieve 
70Mbps, with coverage up to 35 Km in a line-of-sight, fixed environment. 

The IEEE 802.16 standard defines a medium access control (MAC) network- 
ing layer that supports a number of physical layer specifications. The initial 
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802.16 standard was followed by several working groups, some of whom have 
released their amendments to the standard. The most prominent amendments 
are the 802.16a, which extends the standard into the spectrum between 2 and 
11 GHz; the 802.16d, which defines the system profiles for 802.16a implementa- 
tion; and the 802.16e, which is in development to add mobility to stations that 
primarily support fixed wireless networking in the 2 to 6 GHz bands. Dubbed 
as mobile WiMAX, the 802.16e can potentially rival the code division multiple 
access (CDMA)-based 3G paths in large-scale deployment. 

Other than the coverage and mobility, a key difference between the 802.11 
and the 802.16 is the MAC. Unlike the 802.11, which supports 10’s of users, the 
802.16 MAC is designed to support thousands of users using a grant-request 
mechanism. The QoS support for voice and video is designed from ground up, 
and differentiated service levels are also introduced. The security features of 
802.16 are also much more advanced. Technologically, the 802.16 encompasses 
some of the most cutting-edge wireless innovations including 

0 scalable OFDMA 

0 variable channel configurations for multiuser diversity exploitation 

0 multiple-input multiple-output (MIMO) and advanced antenna systems 

0 advanced channel coding and hybrid-ARQ 

0 QoS and service classes. 

More discussions on 802.16e can be found in the Appendix chapter of this 
text. 

1.2 The need for “cross-layer” design 

Broadly speaking, the design of a wireless system involves link-level issues and 
system-level issues. The wireless link-level primarily addresses two challenges 
that arise from the physical medium - namely, the channel fading (potentially 
both time and frequency selective) and the multiple-access interference. Ad- 
vances in link design for wireless channels have led to modulation schemes and 
channel coding schemes that provide increased robustness to MA1 and multi- 
path and thereby, enhance link level or radio capacity. OFDM, in particular, 
is arguably the most significant one in the current broadband evolution given 
its dominant position in almost all broadband systems. Its form of modulation 
that transmits high-speed data via multiple parallel low-rate streams presents 
excellent performance over frequency selective and interfered channels. 

While OFDM provides a powerful physical layer engine for broadband com- 
munications, applying it without thorough system considerations may lead to 
disappointing results or even negatively impact the overall performance. For 
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Figure 1.2: A channel- and application-aware MAC for dynamic radio resource 
allocation 

example, if one simply combines OFDM with TDMA (time-division multiple- 
access) to provide broadband services in a cellular type of environment, the 
system will run into the coverage problem due to the link budget bottleneck’. 
In addition, the coarse granularity of OFDM/TDMA will severely hinder the 
QoS offerings to a large number of subscribers, which inevitably reduces the 
radio resource efficiency. We will show in Chapter 4 that a judiciously designed 
multiple-access scheme not only can retain all the benefits of OFDM, but also 
capture additional gains unavailable to traditional CDMA systems. The basic 
idea is illustrated in Figure 1.2 where the radio allocation module is designed to 
be both channel-aware and application-aware through cross-layer interactions. 

In the Appendix, the application scenarios of broadband wireless networks 
such as WiFi and WiMAX will be described. A common design objective of 
these types of broadband systems is to support heterogeneous traffic with dif- 
ferent QoS requirements on unified network architecture. For example, voice is 
significantly lower rate than video and has low delay tolerance; video/data are 
higher rate and can withstand greater delay and delay variability. In order to 
deliver the many types of services, at least the following has to be taken into 
account in the design and evaluation of the air interfaces: 

Data rate per user/link: The peak data rate per user supported by the 

’In TDMA, each subscriber must burst over the entire channel in its given time slots, 
resulting in very high peak rate. 
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system has to be high enough to support high-speed applications (e.g., the 
HDTV with data rate on the order of 10 Mb/s to 100 Mb/s). 

Gmnularity: The rich-media services of the future will have rate require- 
ments of large variance from individual subscribers (e.g., from lOkbps voice 
to  1.5Mbps MPEG video). In order to prevent unnecessary overhead] it 
is essential that the air interfaces possess the finest granularity. 

QoS and service classes: the system must be able to  efficiently support a 
wide range of applications with diverse QoS parameters. In addition] the 
wireless network should be able to accommodate different service classes 
(each of which identifies a specific set of QoS parameters) by configuring 
its service flows. 

System capacity: The capacity and number of users per cell are of impor- 
tance for the system design and strongly depend on the chosen multiple 
access schemes and the frequency re-use factor. The trade-off between 
maximizing capacity and coverage will be a complex design topic. 

Simplicity and scalability: Ideally, the interfaces between different network 
components should be open (e.g., IP-based), allowing standard modules 
to interact without jeopardizing the integrity of the entire systems. In 
addition] the network should be easily scalable based on a future-proof 
architecture. 

Figure 1.3: The basic layers of a broadband network 

These requirements inevitably lead to  a long list of design criteria. The list 
of competing techniques for addressing them is much longer. It is therefore 
important to  prioritize the complex design criteria. The most intriguing part 
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of engineering design is to  understand the impact and tradeoffs of individual 
techniques from a system viewpoint [lo]. By synergistically integrating them, 
impact of individual techniques on overall network performance may be am- 
plified without undue complexity. Figure 1.3 illustrates a layered model of a 
wireless air-interface and their essential functions. Entering the wireless side, 
the external network data (e.g., IP packets) are first handled by radio link pro- 
tocol (RLP) layer which packs (and unpacks) them into wireless protocol data 
units. The medium access-control (MAC) layer provides core functionality of 
system access and resource allocation, while the physical (PHY) layer handles 
the payload over the wireless medium. The MAC also performs connection 
establishment and connection maintenance etc. Traditionally, the air-interface 
protocols have managed network access and congestion via appropriate multiple 
access and routing protocols. Much of the effort in designing the MAC/RLP 
layer on top of the PHY seems to have followed (with only some notable recent 
exceptions) the mode of ‘adapting’ ideas from protocols designed primarily for 
wired networks. Clearly, these are inadequate (or a t  best seriously sub-optimal) 
approaches for broadband that puts a premium on achieving QoS specifications 
in increasingly demanding scenarios. Meeting these challenges will require tech- 
nical innovation at both the networking and the physical layers. 

Design optimization of OFDM for cellular applications has been identified 
by many research organizations as the key tasks of future broadband networks. 
The proper utilization of OFDM to optimize the network properties for beyond 
3rd generation (B3G) and 4th generation (4G) has just started. In light of the 
complexity and robustness issues of such protocols, our attempt in the ensuing 
chapters is to  develop suitable models and methodologies for the rigorous design 
of high performance air-interface taking into account the network dynamics. 
The objective of this book is not to produce an actual system. Instead, the 
approach is to first provide the readers with detailed knowledge of the essential 
blocks of OFDM. Following that, important insights regarding how to apply 
these techniques in a top-down system design are presented. With an established 
system approach, it will become more convenient to produce the specifications 
of wireless broadband protocols much beyond the scope of current platforms. 

1.3 Organization of this text 

This book consists of 8 chapters that provide a comprehensive coverage on 
the PHY and MAC layers of OFDM-based broadband wireless air interface. 
Chapters 1 and 2 describe the general framework of OFDM, Chapters 3 and 4 
discuss enabling techniques pertaining to the physical layer, and Chapters 5 to 
7 offer the design guidelines from a system/network prospective. Specifically, 

0 Chapter 1 overviews OFDM applications in broadband wireless networks. 
Design criteria for modern broadband multimedia systems are established, 
leading to the notion of cross-layer optimization. 
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0 Chapter 2 characterizes broadband fading channels and describes the ba- 
sic principles of OFDM modem. By showing how multipath fading can be 
effectively mitigated with parallel narrowband channels, the chapter es- 
tablishes OFDM as the canonical form for broadband modem. Transceiver 
diagrams of OFDM are presented, as well as design considerations on prac- 
tical OFDM systems. 

0 Chapter 3 deals with the signal processing aspects of OFDM communi- 
cations. To cope with impairments from fading channels and hardware 
imperfections, a set of tasks such as frequency synchronization, chan- 
nel estimation, and phase noise compensation, must be performed before 
OFDM demodulation. This chapter describes a number of highly effective 
algorithms that can significantly improve the performance of an OFDM 
system. It contains contributions from Dr. Guanbin Xin on phase noise 
estimation and I/Q imbalance compensation. 

0 Chapter 4 discusses spatial processing in OFDM applications. By first 
laying the groundwork on antenna array operations, the chapter quanti- 
fies the potential of space-time processing with the information theoretic 
capacity of a multiple-input multiple output (MIMO) system. Examples 
of space-time codes are presented, together with schemes suitable for prac- 
tical OFDM systems. Part of the chapter is based on the contributions of 
Dr. Manyuan Shen on outdoor space-time beamforming for OFDM. 

0 Chapter 5 considers the MAC layer of an OFDM-based network and, in 
particular, the orthogonal frequency-division multiple-access (OFDMA) 
scheme. The topic of focus is multiuser diversity and, specifically, how 
it can be exploited within OFDMA through dynamic resource allocation. 
The chapter answers a fundamental question regarding the optimality of 
OFDMA in both SISO and MIMO configurations. In addition, the air 
interface protocol needed to capture the multiuser diversity gain is de- 
scribed. 

0 Chapter 6 discusses the design considerations in practical OFDMA sys- 
tems. In particular, a cross-layer design issue pertaining to  the OFDMA 
traffic channel configuration is addressed. The optimal configuration for 
fixed/portable and mobile users are derived, respectively. This chapter 
also describes the scalable OFDMA design in IEEE 802.16e. The results 
provide some important guidelines for OFDMA system engineers. 

0 Chapter 7 addresses radio resource allocation in a multicell OFDMA net- 
work. Built upon the concept of dynamic channel allocation (DCA) in nar- 
rowband networks, the chapter presents centralized and distributed DCA 
approaches for broadband systems. The results reveal essential tradeoffs 
regarding the network spectral efficiency as a function of the cell/sector 
configuration. 
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0 Chapter 8 is a tutorial on the IEEE 802.11a/g standard and the IEEE 
802.16d/e standard. Commonly known as the WiFi and the WiMAX, 
these two OFDM-based broadband wireless systems have gained increased 
popularity in the past years. The chapter summarizes the most important 
features in both standards while presenting insights regarding their imple- 
mentation and applications. References to advanced techniques described 
throughout this book are provided, along with discussions on how they 
can benefit the performance of the WiFi and WiMAX networks. 
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Chapter 2 

OFDM Fundamentals 

Despite being a nearly 50-year-old concept, it is only in the last decade that 
OFDM becomes the modem of choice in wireless applications. One of the biggest 
advantages of an OFDM modem is the ability to convert dispersive broadband 
channels into parallel narrowband subchannels, thus significantly simplifying 
equalization at  the receiver end. Another intrinsic feature of OFDM is its flex- 
ibility in allocating power and rate optimally among narrowband sub-carriers. 
This ability is particularly important for broadband wireless where multipath 
channels are “frequency-selective” (due to cancellation of primary and echoed 
signals). From a theoretical standpoint, OFDM was known to  closely approxi- 
mate the “water-filling” solutions of information theory that are capacity achiev- 
ing. Some early work of Weinstein and Ebert [7] and Hirosaki [8] based on an 
FFT implementation of OFDM achieved both complexity and decoded bit count 
that was comparable to single-carrier counterparts. OFDM potential came to 
fruition in the designs of discrete multi-tone systems (DMT) for xDSL/ADSL 
applications, IEEE 802.11 .a wireless LAN, digital broadcasting systems DAB- 
T/DVB-T, the recent 802.16 broadband wireless access. A highlight of the 
wireless OFDM landscape is depicted in Figure 2.1. 

This chapter describes the underlying principles of OFDM modem. To bet- 
ter appreciate the capability of OFDM in combating channel impairments, we 
will first devote the space to characterize the wireless fading phenomenon. By 
identifying the types of signal distortions a channel may cause, the choice of 
OFDM as a broadband modem solution will become evident. 

2.1 Broadband radio channel characteristics 

Two difficulties arise when a signal is transmitted over the wireless medium. The 
first is envelope fading, which attenuates the signal strength in an unpredictable 
way. The other is dispersion, which alters the original signal waveforms in both 
time and frequency domains. 

13 
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Figure 2.1: OFDM in broadband wireless networks 

2.1.1 Envelope fading 
The envelope fading manifests itself in the form of fluctuations in amplitude 
of received signals. The main causes are multipath reflections. Consider a 
scenario where the transmitted signal arrives at the receiver through two paths 
with negligible delay between them. The random scattering gives rise to  different 
path attenuations in a1, a2. 

In this case, the channel response can be modelled as a single delta function 
with a random envelope. Assuming a1 , 0 2  are equal strength complex Gaussian, 
then the envelope of their sum, T = 1 a1 + a ~ l ,  obeys a Rayleigh distribution: 

with the mean value and variance 

In the case when the multipath components are not of the same strength 
(e.g., dominant line-of-sight scenarios), the envelope can be more accurately 
described by the Rice distribution [2]. 

In addition to the signal strength, the wireless medium may also affect the 
original signal through dispersion, which includes time dispersion (frequency 
selective) and frequency dispersion (time selective) fading. 
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Figure 2.2: A time dispersive (frequency-selective) channel and its effect on 
narrow- and broad-band signals 

2.1.2 Time dispersive channel 

The arrival time of scattered multipath signals are inevitably distinct. Whether 
these delays smear the transmitted signal depends on the product of the signal 
bandwidth and the maximum differential delay spread. A pictorial view of the 
time dispersive channel is depicted in Figure 2.2. 

The multipath channel can be represented as a linear transfer function h(t). 
Because of the different propagation delays, the channel impulse response is 
superposition of delayed delta functions: 

M-1 

h(t)  = c cui6(t - 
m=O 

In the case of Figure 2.2, M = 2. 

Since the multipath delays, { T ~ } ,  are distinct, the frequency response of 
H ( f )  = .?{h(t)} will exhibit amplitude fluctuation. Such fluctuation in the 
frequency domain will distort the waveform of a broadband signal. More specif- 
ically in digital communication, a channel is considered frequency-selective if 
the multipath delays are distinguishable relative to the symbol period T s y m b o l :  

rmin) x (BW of signal) = 1 

On the other hand, if the signal bandwidth is sufficiently narrow, the chan- 
nel frequency response within the signal bandwidth can be approximated as 
constant. A wireless channel is considered flat if the multipath delays are in- 
distinguishable relative to the symbol period: 

s ( T ~ ~ ~ - T ~ ~ ~ )  x (BW of signal) << 1 
1 

BW of signal 
Tmax-Tmin << T s y m b o l  = 
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Figure 2.3: A frequency dispersive (time-selective) channel and its effect on 
short and long symbols 

The often used parameters in characterizing a time dispersive channel include 

121 : 

mean excess delay 

0 root-mean squared (rms) delay spread: T , ~ ~  

0 excess delay spread 

0 coherence bandwidth: Bc. 

2.1.3 Frequency dispersive channel 

The short-term fluctuation of the received signal in time domain can be best ex- 
plained by the Doppler effects due to  movement of the transmitter, the receiver, 
or the environment. The Doppler effect is multiplicative in time, rendering the 
channel impulse response linear, but time variant. 

Consider Figure 2.3 which depicts the Doppler shifts associated with two 
multipaths in the frequency domain. For simplicity, let us assume the delay 
spread between the two multipath signals is negligible. At the baseband, the 
received signal is given by 

The Dopplers introduce two types of distortion effects to the received signals: 
(i) signal variation over time, and (ii) broadened signal spectrum. Define channel 
coherence time as 
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Figure 2.4: A time and frequency dispersive channel profile 

where Afmax is the maximum Doppler frequency. When the Doppler shift is 
comparable to the signal bandwidth (i.e., coherence time T, N the symbol pe- 
riod), the channel is termed time selective (fast fading) or frequency dispersive. 
On the other hand, if the Doppler shift is insignificant relative to the symbol 
rate (channel coherence time >> symbol period), the channel is termed time 
nonselective (slow fading). 

2.1.4 Statistical characteristics of broadband channels 

In reality, a wireless channel may be both time dispersive and frequency disper- 
sive at  the same time. Given its random nature, a system design must. be based 
upon the statistical characteristics of wireless channels. 

Mathematically, the time and frequency dispersive channel can be modeled 
as a linear time-variant (LTV) transfer function. A commonly used model for 
a broadband channel in Rayleigh fading assumes 

0 M significant solvable uncorrelated paths with normalized delays (by sym- 

0 the M path gains are complex Gaussian random variables {(YO, (YZ, ..., ( Y M - ~ } ,  

having independent real and imaginary parts with zero mean and variance 

bol duration T s y m b o l ) :  T O ,  7 1 ,  ..., T M - ~  (TO = 0). 

.,"/a. 

A profile of the LTV channel is depicted in Figure 2.4. 
Assuming fc is the carrier frequency, the time-variant channel impulse re- 

sponse is given by 

M-1 

h(T, t )  = (Yie-'2"fcT"'(t)6(T - T,(t)) 

m=O 
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Clearly, h(7, t )  is a complex-valued Gaussian random process in the t vari- 
able. Its envelope at any instant t is therefore Rayleigh-distributed. The time- 
varying r ,  ( t )  in e-j2Tfc7m(t) captures the spectrum-smearing Doppler effect. 

Applying the Fourier transform with respect to  the delay variable r, we 
obtain the time-frequency channel response of the time-variant channel: 

M-1 

(2 .1 )  h( f ,  t )  = ~ie- j (e , , ,+2nFDt-21rfTm) 

m=O 

Here, we re-express 2 ~ f , r , ( t )  as (2TFDt  + 6,) where FD is the Doppler 
frequency and 8, is a random phase attribute to the mth multipath. 

In most analysis, the wide-sense stationary uncorrelated scattering (WSSUS) 
channel model is used [l]. The statistical characteristics are then described by 
its covariance matrix 

Rh(Af,At) = E { h ( f ; t ) h * ( f  - A f ; t  - A t ) }  (2 .2)  

Several important profiles can be derived from the autocorrelation functions: 

T h e  frequency correlation func t ion :  ph  ( A  f )  = Rh( A f ,  0), quantifies the 
channel correlation in frequency domain. The nominal width of p h ( A f ) ,  
termed coherence bandwidth Bc,  is a statistical measure of the range of 
frequencies over which the channel can be considered flat. 

T h e  delay power profile: p h ( r )  = F 1 { p h ( A f ) } ,  quantifies the time dis- 
persive properties of the channel. The nominal width of ph(r) is known as 
the multipath delay spread r,,,. The rms delay spread r,,, is defined as 
the square root of the second central moment of the delay power profile. 
In practice, we often use the following approximation 

T h e  t i m e  correlation func t ion :  p h ( A t )  = R h ( 0 ,  At) quantifies the time 
varying nature of the channel. Its Fourier transform is the Doppler power 
spectrum @~(zI )  = F { p h ( A t ) } .  The nominal width of @ h ( U ) ,  termed the 
Doppler spread BD,  is defined as the range of frequencies over which the 
Doppler spectrum is essentially non-zero. The inverse of the Doppler 
spread, 

Tc = 1 / B o  (2.4) 

is defined as the channel coherence t ime ,  which is a statistical measure of 
the time interval over which the channel response is essentially invariant. 
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To obtain Rayleigh fading with the Jakes' spectrum and an exponentially 
decaying power delay profile with RMS-value r,,, , the following probability 
density functions are chosen for Eq (2.1): 

In summary, 

0 Envelope fading affects the signal strength and therefore fading margin in 
link budget calculation of the wireless system. Power control and spatial 
diversity techniques are among the most effective means to cope with 
envelope fading; 

0 F'requency-selective fading alters the signal waveform and therefore the 
detection performance. Traditionally, channel equalization is utilized to 
compensate the effect. Alternatively, one can overcome the frequency 
selectivity by transferring a broadband signal into parallel narrowband 
streams as shown in ensuing discussion; 

0 Time-selective fading smears the signal spectrum and introduces variation 
too fast for power control. Time interleaving and diversity techniques are 
most effective means of coping with time-selective fading. 

2.2 Canonical form of broadband transmission 

OFDM is a form of multicarrier modulation that transmits broadband data over 
parallel narrowband streams. The superiority of OFDM over single-carrier based 
modems can be better understood by answers to the following three fundamental 
questions: 

1. Q1: What kind of signal waveforms are immune to multipath eflects? 

2. Q2: How tight can we pack signals an a given bandwidth? 

3. Q3: Does fast implementation exist for broadband modem? 

Ql :  What kind of signal waveforms are immune to multipath? 



20 

guard observation 
period - window - 

\ 

previous symbol t-- current symbol - W,’ 

CHAPTER 2. OFDM FUNDAMENTALS 

guard 
period - 

b 

next symbol 

Figure 2.5: Zero-padding guard interval 

Multipath induced intersymbol interference is traditionally handled with 
equalizers at the receiver side. On the other hand, if the signal waveform is 
designed to  be immune (i.e., to a scalar ambiguity) to multipath distortions, 
the receipt can be dramatically simplified. Since the multipath channel can be 
perfectly modeled as a linear system, the right signal waveforms can be derived 
by examining the input-output relation of a linear operation: 

03 

y(t) = h(t)  * z ( t )  = h(r)z(t  - r )dT L 
It is well known that with a complex exponential input, z ( t )  = s . w(t) = 

sejwt, the output signal of the linear channel is identical to  the input (within a 
multiplicative constant): 

J--03 

The above observation suggests that complex exponential signals can be 
used as waveforms for multipath channels. On the other hand, it is important 
to realize that the above relation is only valid for an infinitely long complex 
exponential. For practical digital communication, the signal waveforms must 
be confined to a symbol period. 

Fortunately, if the channel response is FIR, i.e., h( t )  = 0, t $ [ 0 T,,, 1, the 
same input-output property holds within a finite observation window duration 
T.  The idea is illustrated in Figures 2.5 and 2.6. In Figure 2.5, a zero-padded 
guard period is inserted between neighboring symbols to prevent intersymbol 
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Figure 2.7: FDM scheme for high-speed transmission 

interference (ISI). However the integrity of the waveform is not preserved1. In- 
stead of using a silent period to guard against the ISI, a cyclic-perjix (CP) of 
duration a t  least T,,, can be employed at the transmitter. As shown in Figure 
2.6, any multipath components with delays less or equal to T,,, will maintain 
their complex exponential waveforms within the observation window, leading to 
an intact signal waveform (within a scalar ambiguity) at  the receiver side. 

To carry more information in a given time window, the old-fashioned frequency- 
division multiplexing (FDM) can be utilized as shown in Figure 2.7. In partic- 
ular, K information-bearing symbols, S O , .  . . , S K - ~ ,  can be modulated onto K 
different subchannels using different complex exponential w k  ( t )  = ej2.rrkt/Nas 
follows. 

z ( t )  = C:=;' skwk( t ) ,  t E [ -Trnax, T 1 . 

'If the starting point of the observation windown is perfectly known, it is possible to restore 
the waveform by patching the distorted portion with samples within the guard period of the 
next symbol. 
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Figure 2.8: The input-output relation of FDM signals 

With the CP, the output is only subject to a scalar multiplication on each 
of the information symbols within the observation window. 

K-1 

Graphically, the effect of the channel is a mere ‘(scaling” on each subchannel 
as shown in Figure 2.8. Since the scalar ambiguity can be removed with channel 
estimation, it can be argued that the FDM is “immune” to the time-dispersion 
effect and thus has an advantage over single-carrier modulation with a linear 
equalizer. 

Note however, such immunity is achieved at the expense of an unused CP 
(at the receiver). The ratio of r,,,/T determines the signal overhead of the 
system. Since r,, is often fixed in a given application, there is an incentive 
to increase T in order to increase the system efficiency. The tradeoff though, is 
increased sensitivity to frequency offset - see Chapter 3. 

Q2: How tight can we pack the signals in a given bandwidth? 

While the C P  in FDM reduces the multipath channel effect to a scalar on 
each subchannel, it is unclear whether the signals across different subchannels 
will interfere to each other. For two waveforms to be orthogonal within [0, TI, 
they must fulfill the orthogonality constraint: 

1’ w1 ( t )wz f ( t )d t  = 0 
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Figure 2.9: The spectra of OFDM signal 

The minimum tone separation is thus 1/27 hertz. Therefore, as long as wk(t) 
is placed 1/27 hertz apart, there will be no inter-subchannel interference in FDM. 
The FDM that satisfies such frequency spacing requirement is therefore referred 
to as OFDM - orthogonal frequency division multiplexing. Each tone in OFDM 
is referred to as a subcarrier. The typical spectrum of OFDM signals is depicted 
in Figure 2.9. The overlapping sinc shaped spectra assure zero inter-subchannel 
interference at  the right frequency sampling points. 

Q3: Does fast implementation exist for  broadband modem? 

We now consider the digital implementation and the complexity issue of the 
OFDM modem. 

Assume there are K (usually power of 2) subcarriers in the system, and the 
time-domain sampling rate is NIT = l/Ts, N = K hertz. Further assume that 
the channel delay spread is L (LT, = T,,~) samples. Let x,, h, and yn be 
the sampled input, channel, and output, respectively; it is clear that  they are 
related by a linear convolution: 

Yn = xn * hn 

Now let Y ( k ) ,  X(lc),and H(lc) be the K-point Discrete Fourier transforms 
(DFTs) of the output, input, and channel, respectively, within the observation 
window. In ordinary cases, 

Y ( k )  # X ( k ) H ( k ) ,  k = 0, ..', K - 1 

since the y, is related to x ,  and h, by a linear convolution not a circular 
convolution. However by appending an L point CP, XN-L ,XN-L+I ,  ..., X N - I ,  
to x,, the circular convolutional effect is created within the N point time window 
(please prove this as an exercise). 
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Figure 2.10: OFDM transceiver block diagram 

In other words, in discrete frequency domain the channel effect is also a 
multiplicative constant: 

Y ( k )  = X ( k ) H ( k ) ,  k = 0, ..., K - 1 ( 2 . 5 )  

As a result, the OFDM modem can be elegently implemented in discrete- 
time using fast algorithms such as the Fast Fourier transform (FFT). Signals 
modulated on different subcarriers can be perfectly separated after the FFT 
operation at the receiver. 

2.3 OFDM realization 

Figure 2.10 depicts a typical transmitter and receiver chain of an OFDM modem. 
Unlike signal-carrier modulation, the OFDM modem is performed on a block- 
by-block basis. At the transmitter, a block of information-bearing symbols are 
first serial-to-parallel converted onto K subcarriers. The orthogonal waveform 
modulation is carried out using an inverse FFT and a parallel-tc+serial converter. 
Following the converter, the last L points are appended to the beginning of 
the sequence as the cyclic prefix. The resulting samples are then shaped and 
transmitted. Each transmmited block is referred to as an OFDM symbol. 

The receiver reverses the process using an FFT operation. In particular, the 
sampled signals are first processed to determine the starting point of a block and 
the proper demodulation window. By removing the CP (which now contains 
ISI), an N ( N  = K )  point sequence is serial-to-parallel converted and fed to the 
FFT. The output of the FFT are the symbols modulated on the K subcarriers, 
each multiplied by a complex channel gain. Depending the availability of the 
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Figure 2.11: OFDM representation in time and frequency domains 

channel information, different demodulation/decoding schemes are then used to 
recover the information bits. 

Considering an OFDM system with N subcarriers and a time-domain sam- 
pling rate l/Ts, a time and frequency representation of an OFDM symbol is 
depicted in Figure 2.11. 

Now let us examine the modem operations mathematically. Denote 

as the nth block of data to be transmitted. The number of subcarriers used, P, 
may be less or equal to the number of total available subcarriers, K :  P <_ K .  
The OFDM modulation is implemented by applying an IDFT operator to the 
data stream s(n).  Using matrix representation, the resulting N-point time 
domain signal is given by 

where Wp is an N x P submatrix of the IDFT matrix W. The columns of Wp 
correspond to the subcarriers that are modulated with data. 

For DFT-based OFDM, a cyclic prefix is added to the multiplexed output of 
the IDFT to form an OFDM symbol, before it is transmitted through a fading 
channel. Because of (2.5), the receiver output for the nth block within the 
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demodulation window is given by 

y(n) = IYo(n) Yl(n) -Yiv-l(n)lT (2.6) 

= W p H s ( n )  (2.7) 

(2.8) 

0 H ( 1 )  

- - W P  [ ...  H ( P )  ].in), 

where H ( i ) ,  i = 1 . . . , N is DFT of the channel response. In other words, each 
subchannel, with a scalar ambiguity, can be recovered by applying a DFT to 
Y(k): 

In practice, several additional operations are often needed at the transmitter 
and the receivers: 

Cyclic prefix and postfix: the cyclic prefix provides a guard interval for all 
multipath following the first arrival signal. As a result the timing require- 
ment of the observation window is quite relaxed (up to r,,, ambiguity). 
On the other hand, timing estimation often hinges on the multipath signal 
with the highest strength, which in some cases may not be the first arrival 
signal. To increase the robustness of the receiver, the guard interval is of- 
ten split into cyclic pre-fix and post-fix as in Figure 2.12 to guard against 
early and late (relative to the strongest path) multipath signals. 

Pulse shaping: since the time-limited signal waveforms have strong raised- 
cosine sidelobes in the frequency-domain, OFDM has been shown to be 
sensitive to frequency offset which leads to inter-carrier interference. The 
rectangular time window also leads to high out-of-band emission (Fig- 
ure 2.9) which is undesirable in radio communications. An effective way 
to reduce the ICI sensitivity is to pulse shape (time domain multiplica- 
tion) the OFDM symbol with a pulse-shaping window. The tradeoff is 
a reduced guard-inteval and increased complexity. Alternatively, one can 
apply filters to limit the spectrum of the OFDM signals. Notice that fil- 
tering introduces the same convolutional effects as the multipath channel, 
therefore reduces system tolerance to delay spread given a CP. 

Virtual carriers: In order to guard against neightboring band interference 
and the out-of-band emission, a portion of the subcarriers at the two edges 
of the band may not be modulated. These unused subcarriers are termed 
as the virtual carriers. The concept is illustrated in Figure 2.13. As a 
result, the number of subchannels that carry the information is generally 
smaller than the size of the DFT block, i.e., P < N = K .  The virtual 
carriers provide a guard band for neighboring channels. In the absence of 
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Figure 2.13: OFDM with virtual carriers 

adjacent-channel-interference (ACI), the outputs from these virtual carri- 
ers are zero. For simplicity, we shall use the logic indices 1 to P to denote 
data subcarriers and P + 1 to N to denote virtual carriers. 

Example 1 OFDM parameter selection in IEEE 802.lla: RF measurements 
have shown that an a typical LAN environment, the rms delay spread at 5GHz 
is on the order of 50ns, with maximum delay up to 500ns. 

The cyclic guard interval in 802.1la is conservatively set at 800 ns (out of 
each 4ps OFDM symbol interval). From (2.3), the coherence bandwith is on 
the order of 4MHz. The subcarrier spacing in 802.1la is chosen to be 0.3125 
Mhz, which is far less than the coherence bandwidth. This setting guarantees 
flat fading on individual subcarriers. 

Out of a size 64-FFT, 12 are virtual carriers while the rest 52 subcarriers 
are dedicated to data (48) and pilots (4). 
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Example 2 The DVB-T parameters: Depending on  the region, the D V B - T  
bandwidth can be 6, 7, or 8Mhz. The length of the cyclic guard interval mus t  be 
selected to  accommodate "single-frequency-network" (SFN), where neighboring 
TV towers deliver the same OFDM modulated signals. The  5°F creates artifi- 
cial multipath with delay spread dictated by the maximum permissible distance 
between neighboring transmitters (e.g., 60 km).  Accordingly, the D V B - T  sup- 
ports two modes of operations: the 2K-FFT and the 8K-FFT,  with six possible 
values for  guard interval f rom 224 us to  7 us. 5°F with spacing up to  67 km 
can be realized with the longest CP (224 us ~ 3 0 0 , 0 0 0  km/s  FZ 67 km) .  

and a significantly 
longer symbol duration (e.g., 1 ms )  than that in the 2K-FFT mode. I n  general, 
the 8K-FFT mode can only support fixed applications whereas the 2K-FFT mode 
is more suitable fo r  portable and possibly mobile services. 

The 8K-FFT mode has subcarrier spacing 1.25 KHz, 

2.4 Summary 

The salient features of OFDM are highlighted as follows: 

0 Advantages 

- High spectral efficiency: OFDM is a highly efficienct modulation 
scheme which has been shown to approach the information threotical 
capacity with water-filling across its subcarriers. Although subcarrier- 
based power loading is less feasible in practice, adaptive coded modu- 
lation on OFDM subchannels (each subchannel comprises of a group 
of subcarriers) has already been adopted into IEEE standards. 

- Simple implementation: the use of FFT and IFFT in OFDM reduces 
the modem complexity, especially at  the receiver. With the FFT, 
the number of operations in each OFDM symbol is on the order of 
N log N.  The implementation complexity of single carrier system with 
an equalizer is a t  least NL,, where L, is the number of taps in the 
equalizer. 

- Resistance to fading and interference: OFDM is robust against fre- 
quency selective fading and interference. With channel state informa- 
tion, maximum likelyhood detection can be effectively implemented 
for any given channel profile or interference pattern. 

0 Disadvantages: 

- Sensitivity to frequency offset: OFDM has strong tolerance against 
timing offset because of the cyclic guard interval. On the other hand, 
its tightly packed subcarriers give rise to increased sensitivity with 
respect to carrier frequency errors (oscillator impairments etc.) and 
interchannel interference (ICI). The extend of performance degrada- 
tion due to carrier frequency offset is a function of the subcarrier 
spacing, the size of the FFT, and the modulation schemes used. 
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- High peak-to-average power ratio: since the OFDM signal is the su- 
perposition of low rate streams modulated at different frequencies, its 
time-domain dynamic range increases with the number of subcarri- 
ers. The high peak-to-average power ratio (PAPR) imposes stringent 
requirements on the A/Ds and D/As, and more importantly, on the 
linearity of the power amplifier (PA). 

In this chapter, we describe the challenges in broadband communications 
by characterizing the wireless fading channels. The statistical model of time- 
and frequency selective fading channels is presented. Based on a multi-carrier 
communication framework, we introduce the concept of OFDM and explain how 
channel fading can be mitigated with OFDM modulation. The canonical block 
diagram of an OFDM modem is described, along with implementation details, 
such as cyclic pre- and postfix, virtual carriers, and pulse shaping essential to a 
practical OFDM realization. 
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Chapter 3 

PHY Layer Issues - 
System Imperfections 

In this chapter, we investigate signal processing solutions for a few performance- 
limiting system imperfections in OFDM communications. We first identify a 
set of key problems whose solutions will enable OFDM radio networks to  deliver 
on its potential; the rest thus balances fundamental investigations with system 
design and implementation aspects. 

To effectively modulate and demodulate OFDM signals, a number of pre- 
and post-modem tasks must be performed. Signal processing plays an essential 
role in these tasks. The most important ones among others include 

frequency synchronization 

channel estimation 

phase noise compensation 

peak-to-average power radio (PAPR) reduction 

I/Q imbalance compensation 

3.1 Frequency synchronization 

The inherent immunity of OFDM to multipath comes at the price of increased 
sensitivity to inaccurate frequency reference [4] - contrasting to its single-carrier 
counterparts which are robust to frequency offset but critical to timing inac- 
curacy. A carrier offset at the OFDM receiver can cause losses in subcarrier 
orthogonality, and thus introduces interchannel interference (ICI) and severely 
degrades the system performance [4]. High accuracy carrier offset estimation 
and compensation is of paramount importance in OFDM communications. 

31 
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Similar to other communication systems, carrier synchronization in OFDM 
is usually carried out in two phases, namely, acquisition and tracking. While 
the acquisition range is the focus during the initial phase, accuracy and stability 
is the more important design criterion during the tracking stage. In addition, 
the computational requirements from these two modes are also different. While 
high cost algorithms are affordable during acquisition, more computationally 
efficient methods are necessary for the tracking mode. 

In many traditional communication systems, a time-domain pilot sequence, 
p(l), p(2), . . . , p ( N ) ,  is inserted periodically and the received signal in the pres- 
ence of a carrier offset will be 

p(l)ej@,p(2)ej@+A~, . . . , p ( ~ ) e j @ + A ~ ( N - l )  (3.1) 

The estimation of Aw is a classic harmonic estimate problem [28] and there- 
fore will not be discussed here. The remainder of this section discusses carrier 
offset estimation methodologies that exploit the OFDM-specific structural in- 
formation. 

In general, there are two types of OFDM carrier compensation approaches at 
the baseband, namely, pilot-based and non-pilot based. To ensure an adequate 
acquisition range, many practical OFDM systems empoly concentrated pilot 
OFDM symbols (e.g., pilots in IEEE 802.11a and preambles in IEEE 802.16) for 
initial acquisition. In addition, continuous pilot subcarriers are also available for 
frequency tracking purposes. The obvious advantage of pilot-based approaches 
is its reliability and accuracy. The non-pilot (or blind) methods estimate the 
carrier offset by exploiting some known structural information of an OFDM 
sequence, therefore eliminating the pilot overhead of the systems. Various blind 
techniques have been proposed to date [7]. 

In the following we first present the data model of OFDM signals in the 
presence of carrier offsets. The formulation provides important insight to the 
impact of imperfect carrier recovery on the demodulation performance. Based 
on the model established, we present two simple and yet powerful carrier recov- 
ery approaches suitable for real world applications. 

3.1.1 OFDM carrier offset data model 

In the presence of a carrier offset, the time samples of an OFDM signal are 
modulated by a residual frequency ei@n. From (2.6), the output vector within 
the nth demodulation window becomes 

where L is the length of the cyclic prefix and 
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In the absence of a carrier offset, applying FFT to the received vector sep- 
arates signals modulated on different subcarriers as seen in Equation (2.9). On 
the other hand, since 

w,Hy(n) = W , H E W ~ H  s(n)ej@(N+L)(n-l) - 
#I 

the carrier offset E matrix destroys the orthogonality among the subchannels. 
The output on each subcarrier is contaminated by interchannel interference 
(ICI) from neighboring subcarriers. To recover { ~ ( n ) } ,  the carrier offset, 4, 
needs to be estimated and compensated before performing the DFT. 

3.1.2 Pilot-based estimation 

The initial carrier acquisition in OFDM often relies on largely concentrated pi- 
lots that are periodically inserted. The simplest scenario involves one or more 
pilot OFDM symbol(s) with the signal vector s (modulated on all subcarriers) 
known to the receiver. In IEEE 802.11a/g and IEEE 802.16d/e for example, 
dedicated pilots and preambles are available for timing and frequency synchro- 
nization. 

Assume one pilot OFDM symbol is available. From (3.2), the receiver signal 
vector is given by 

y = E(d)WpHs+n 
= E(4)WpSh+n 

= U(4)h+n 

Here we introduce 

S = diag(s1, s2,. . . , sp) 

U(4) = E(4)WPS 

to facilitate the discussion. S is known to the receiver whereas h is the unknown 
channel vector. 

The Maximum Likelihood (ML) estimator for 4 and h is 

(3, = arg@,,min I IY - U(4)hl l 2  

4= a r g p i n  IIY - U(4)U+(4)Y1I2 

Given that h is linear with respect to the above minimization, we can express 
h = Ut(4)y and plug it back into the ML estimator as 

A 
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The above is a one-dimensional minimization which could be carried out by 
numerical search. 

For tracking purposes, pilots are often only available on a subset of subcar- 
riers locations. In this case, the estimator has to cape with both the unknown 
channel and the unknown ICI from neighboring subcarriers that carry data in- 
formation. Joint estimation of all these unknowns is challenging. Fortunately 
the residual carrier offset during tracking is usually small. Therefore, the ICI 
can be regarded as additional Gaussian noise. 

Under this assumption, (3.2) can be approximated as 

y(n) = WpH ~ ( n ) e j @ ( ~ + ~ ) ( ~ - ’ )  + G ( n )  

where G(n) accounts for both the noise and contributions from the ICI. The 
first term includes pilot signals that are not affected by the ICI. 

Let P denote the subcarrier indices corresponding to  the pilot locations. 
Clearly, at the location of the pilot subcarriers 

wjHy(n) = H(j)s j (n)ej@(N+L)(n-l) ,  j E P. 

Therefore, one can time differentiate consecutive pilots of the subcarriers in P 
to obtain 

The residual carrier offset can be readily estimated. 
In order to reduce the noise amplification effect due to deep fading channels, 

the carrier offset estimation must be weighted across all pilot subcarriers based 
on the channel conditions H ( j ) ,  j E P. In addition, smoothing across time n may 
be unnecessary to avoid instability - see adaptive filtering for more information 

[111. 

3.1.3 Non-pilot based estimation 

Non-pilot based approaches can achieve carrier offset estimation without using 
reference symbols. Instead of using pilot symbols, the frequency offset can also 
be estimated blindly by exploiting some structural and statistical information 
of the received signals. For example, Schmidl and Cox proposed a frequency 
synchronization scheme using OFDM symbols with identical halves [2]. J. van 
de Beek et a1 developed an ML estimator by exploiting the redundancy in the 
cyclic prefix [3]. 

The technique described here provides a high accuracy carrier estimate by 
taking advantage of the inherent orthogonality among OFDM subchannels [ 5 ] .  
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Indeed, even when the OFDM signal is distorted by an unknown carrier offset, 
the received signal possesses an algebraic structure which is a direct function 
of the carrier offset. In particular it is pointed out in Section 2.3 that virtual 
carriers are often used in OFDM modems to provide guard intervals against 
neighboring bands. In IEEE 802.11/a/g for example, only 52 out of the 64 
subcarriers are used for data modulation. The rest 12 are virtual carriers. In 
IEEE 802.16e, the number of virtual carriers exceeds 12% of the total number of 
subcarriers. We show in the following that this property permits the formulation 
of a cost function which yields a closed-form estimate of the carrier offset. 

Recall from (2.9) that W p  consists of columns of the IDFT matrix corre- 
sponding to the used subcarriers. Its orthogonal complement, 

W P l  = [ w P + l . . . w N ] ,  

contains columns of the IDFT matrix corresponding to the virtual carriers. 
Hence, in the absence of the carrier offset, i .e. ,  q5 = 0, 

wpH+~(n) = w , H + i W p H  s(.) = 0, i = l , . . .  , N - P. 

Such is not true when q5 # 0. However, if we let 

it can be easily shown that when Z = E, 

~ $ ! + ~ Z - ' y ( n )  = w ~ H + ~ Z - ' E W ~ H  s(n) = 0 i = 1,. . . , N - P. 

This observation suggests that we form a cost function given a finite number 
of data vectors as follows: 

K - P  Nv 

i=l n=l 

K - P  Nv 

(3.4) 

In a system with many virtual carriers, we may choose a portion of the N - P 
virtual carriers to reduce computational complexity without loss of performance. 
Clearly, P ( z )  is zero when z = ej4. Therefore one can find the carrier offset by 
evaluating P(q5) along the unit circle, as in the well-known MUSIC algorithm 
in array signal processing [6] .  On the other hand, it is noted that P ( z )  forms a 
polynomial of z with order 2(N - 1). This allows a closed-form estimate of q5 
through polynomial rooting. In particular, ej4 can be identified as the root of 
P ( z )  on the unit circle. 

The algorithm is summarized as follows: 
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t h " a l " e  1 

Figure 3.1: The null spectrum of carrier offset estimator 

1. Form the polynomial cost function as in (3.3) using the receiver outputs, 

{Y(n)). 

2. Estimate the carrier offset as the null of P ( z )  or the phase of the root 
of P ( z )  on the unit circle. In the presence of noise, the carrier offset is 
estimated as the minima of P(4)  or the phase of the root of P ( z )  closest 
to the unit circle. 

The above algorithm takes advantage of the known structure of the subspace 
of OFDM signals and thus offers performance comparable to  the subspace-based 
algorithms with minimum cost. It has been shown that the method is indeed 
the maximum likelihood (ML) estimate of the carrier frequency offset with a 
virtual carrier present signal model [8]. More recently, nonlinear least-squares 
estimators that are robust to correlated noise have been proposed [lo]. 

Example 3 An example OFDM system with N = 32 carriers and P = 20 
data streams is considered. The carrier offset is estimated using virtual carrier 
based algorithm described in the previous section. The true frequency offset 
4 = 3.67Aw, where Aw = is the channel spacing. The estimation results 
using 4 symbol blocks of noise-free data are shown in Fig. 3.1 and Fig. 3.2 
In  particular Fig. 3.1 shows the null spectrum and Fig. 3.2 displays the root 
distribution of P ( z ) .  

The minimization of P(4)  in (3.3) for carrier offset estimation can be im- 
plemented adaptively, which readily leads to a carrier tracking algorithm for 
time-varying environments. Note that no matrix inversion is involved in the 
cost function, thus excellent transient behaviors of recusive least-squares (RLS) 
type of adaptive algorithms can be expected with low complexity. 
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Figure 3.2: The root distribution of polynomial carrier offset estimator 

Figure 3.3: Performance of virtual carrier based carrier offset estimator 
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Example 4 Figure 3.3 shows the performance of the virtual carrier based f ie- 
quency estimator. The algorithm uses 1 block of data of size N = 128, P = 68 
and L = 5. The true frequency offset q5 = Aw equals the channel spacing. 
The mean-squared error (MSE) of the carrier offset estimate was obtained by 
running 200 independent realizations. As seen, the algorithm provides, under 
reasonable SNR values, very good performance. 

3.2 Channel estimation 

To coherently demodulate OFDM signals, channel state information (CSI) must 
be available at the receiver side. For mobile applications where the radio chan- 
nel is both time- and frequency-selective (see Section 2.1.4), dynamic channel 
estimation is necessary. The literature on OFDM channel estimation is abun- 
dant, most of which addresses channel estimation based on pilot tones inserted 
in the OFDM symbol stream. In [12] for example, the optimum pilot tone 
spacing is investigated assuming a first order Markov channel. Least-squares 
(LS) or minimum mean-square error (MMSE) based estimators and their low 
cost implementation are studied in [13],[14],[17]. Space-time channel estimation 
suitable for space-time fading channels is investigated in [15]. Parametric-based 
approaches, which further exploit the channel structure information for better 
estimation performance, can be found in [16] and reference therein. 

In this section, we discuss the basics of statistical OFDM channel estimation 
and its implementation. Starting with the time-varying OFDM channel model, 
we first establish the minimum set of conditions for scattered pilots with which 
channel estimation can be performed. The optimum MMSE channel estimation 
is then described [13] [14], followed by reduced complexity channel estimators 
that are more suitable for practical implementation. 

3.2.1 Pilots for 2D OFDM channel estimation 

In reference to Figure 2.11, each OFDM symbol has duration 

Tsymbol = ( N  + L)Ts seconds 

and the subcarrier spacing 

To facilitate channel estimation, scattered pilots are inserted in the time- 
frequency grid at pre-determined intervals. An example pilot pattern is illus- 
trated in Figure 3.4. The time (in terms of OFDM symbols) and frequency (in 
terms of subcarrier spacing) intervals are largely determined by the characteris- 
tics of the channels, and in particular its maximum Doppler frequency and the 
multipath delay spread. 
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Figure 3.4: An example OFDM pilot structure 

Let us assume that 

1. The maximum frequency shift is F D  Hz, half of the Doppler bandwidth 
BD; 

2. The maximum delay spread T,,, = LT, seconds; 

3. Discrete pilot symbols are placed N f  subcarriers apart in frequency and 
Nt OFDM symbols apart in time. 

To fulfill the sampling theorem in both the time and frequency domains, the 
pilot spacing ( N f  , Nt) must satisfy 

(3.5) 
1 

frequency spacing: N f  x fsubcarrier < - * N f <  
Tmax rmax x fsubcarrier 

Example 5 The IEEE 802.16e is intended to provide fixed, portable, and mo- 
bile broadband wireless services in a wide-area environment with delay spread u p  
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to rmax = 20 ps .  The maximum mobility speed anticipated is v = 125kmlhr .  In  
the orthogonal frequency division multiple-access (OFDMA) mode, the subcar- 
rier spacing is designed to be fszlbcarTier = 11.16 K H z  while the OFDM symbol 
duration is 100 p s [ l .  

The maximum frequency domain spacing for the pilots is 

= 5 [subcarriers] 
1 

rmaX fSzLbCaTTieT 
Nf < 

The Doppler shijt at 3.5 GHz carrier frequency is 

v 3 5 m l s  
X 0.086m 

FD=-=--- = 408Hz. 

Therefore, the maximum time domain spacing for the pilots is 

= 5 [OFDM symbols] 
1 

2 T s y r n b o l  x F D  
Nt < 

3.2.2 2D MMSE channel estimation 
Assuming sufficient pilot symbols are inserted to satisfy the sampling theorem, 
the next step is to derive a statistical channel estimator for channel responses 
at all locations. In particular, we are interested in the linear minimum mean- 
squared error (LMMSE) channel estimator to best fit the channel statistics 
(known). Recall from (2.2) that the time-frequency channel response of the 
time-variant channel h( f ,  t )  can be modeled as random processes with covariance 
matrix: 

Rh(Af, At) = E{ h( f ;  t)h* (f - A f ;  t - A t ) }  (3.7) 

The channel statistics can be obtained offline from channel modeling or 
online from data observations. 

In discrete time and frequency, let k and 1 denote the subcarrier and OFDM 
symbol indices, respectively. The time-frequency input-output relation in an 
OFDM system is given by 

where z ( k ,  I ) ,  y ( k ,  1) and n ( k ,  1 )  are the transmitted signal, the received signal, 
and the noise. 

Denote the location set of the pilots as P with corresponding frequency 
(subcarrier) index rn and time (OFDM symbol) index n : (rn,n) E P. In 
most cases, P is a small subset of all possible { ( k ,  1)). The amount of the pilots 
presents a tradeoff between channel estimation accuracy and the bandwidth 
overhead. 



3.2. CHANNEL ESTIMATION 41 

Let r (m,n)  = y(m,n) /x (m,n)  be the normalized received signals at the 
pilot locations: 

r(m, n )  = h(m, n) + v(m, n); (m, n) E P (3.9) 

The goal of channel estimation is to determine the entire channel response 
h(k, I )  based on a linear combination (using 2-D filtering) of the observed pilots: 

A 

h ( k ,  1 )  = c w(k, 1, m, n)r(m, n) 
( m , n W  

Here, { w ( k ,  1, m, n)}  represent time-frequency variant 2-dimentional filter coef- 
ficients. w ( k ,  I ,  m,n) can be determined using the minimum mean-squared error 
(Wiener filter) criteria: 

w ( k ,  I ,  m,n) = argw minE Jh(k,  1 )  - x ( k ,  1 ) 1 2 ]  [ 
Theorem 1 The orthogonality principle: The optimum linear mean-squares 
estimate Ax + B of random variable y is such that the estimation error y - 
(Ax + B )  is orthogonal to  the observation x : 

E{[y - (AX + B ) ] x }  = 0. 

For OFDM channel estimation, the optimal filter coefficients that minimize 
the MSE are obtained when 

E [(h(k,  1 )  - x ( k ,  l))r*(m, n)]  = 0 

Taking expectations: 

E[h(k,  l)r*(rn, n)] = w(k, 1, k’, l’) E[r(k’, l’)r*(m, n)] 
P 

auto - k’,l‘EP cross 

Both the cross-covariance and the auto-covariance matrices are known a 
priori from Equations (2.2) and (3.9). The coefficients {w(k, l ,m,n)} can thus 
be obtained by solving the above linear equation set. 

A few observations regarding the 2 dimensional (2D) channel estimator are 
listed below 

0 High performance: The above 2D channel estimator is optimum in terms 
of the MSE given the channel statistics. While further improvements are 
possible (e.g., parametric based channel estimation where certain channel 
parameters are assumed to be known [IS]), the tradeoff between perfor- 
mance and robustness needs to be carefully evaluated [17]. 
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0 High complexity: Note that the computation of the channel response 
h(k,Z) at each location involves 2D filtering of all pilot signals. In ad- 
dition] the filter coefficients are time- and frequency-dependent as well. 
Although these coefficients may be calculated ofline, the amount of stor- 
age and computations required may be prohibitive in practice. 

3.2.3 Reduced complexity channel estimation 

To alleviate the computational problem, one can either employ a low-rank 2-D 
estimator or use separable filters that are both l-dimensional. 

The low-rank 2D estimator essentially reduces the 2D filtering to the vicinity 
of the channel response [13]. More specifically, 

w(k,l,m,n) = 0; if Ilc - ml > Am or II - n1 > An 

Am and An are selected based on the channel coherence time and coherence 
bandwidth, as well as the computation complexity the channel estimator can 
afford. 

Alternatively, the channel estimation complexity can be reduced by parti- 
tioning the 2D filtering into separate time-domain filtering and frequency dG 
main filtering. The order with which the two l-D filtering operations are per- 
formed depends on the actual pilot pattern. 

Assuming that time-domain filtering is to be carried out first. Dropping the 
frequency index ( k  and m) in (3.9) yields 

n(n)  = ht(n) + vt(n); n E Pt 

where Pt is the time-domain pilot location set. Define 

(3.10) 

ht = [ h(1) h(2) . . .  h ( N )  I T  
rpt = [ r(1) 4 2 )  . . .  .(lPtl) I T  

= hP, +VP, 

as channel responses at all locations and at noisy observations at pilot locations 
Pt (Pt << N )  respectively. The time domain MMSE channel estimation (Wiener 
filtering) is given by 

A 

h t , M M S E  = Rhthp, (Rhp, + A)-' rp, = Ftrp, (3.11) 

where Rhthp, and Rh?, are the cross and auto channel correlation matrices 
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Rhthp, and RhPtare determined by the channel Doppler spectrum and are 
assumed known to the receiver. Otherwise, the “robust” channel correlation 
should be used as suggested in [17] if no prior channel knowledge is available). 

After time-domain channel estimation, the resulting estimates h t , M M S E  can 
be used as part of the pilot observations for frequency-domain channel estima- 
tion. The effective size of the frequency domain pilot set, K = IPfl, is therefore 
increased. In many cases, K is power-of-2 with a comb-type pilot pattern. 

h 

Following a similar derivation, we obtain the MMSE estimate of the fre- 
quency domain channel response vector as 

(3.12) 
I -I A 

h f , M M S E  = Rhfhp, (Rhpf + -) S N R  rpf = Ffr,,. 

The computation of the above estimate may be prohibitive in practice if the 
number of subcarriers, N ,  is large. To reduce the computations, rearrange the 
frequency channel response vector into 

where h p f  corresponds at the pilot locations and $, is the response vector at 
other locations. Clearly, 

h A 

RhT, hp, R;:, hT’,,MMSE - 
interpolation filter 

(3.13) 

In other words, the frequency channel responses at the pilot locations can 
be estimated first, whereas the rest can be obtained by interpolation based on 
these estimates. 

Since hp, is the Fourier transform of the finite duration channel impulse 
response (with most of its energy limited to the maximum delay spread), RhPf 
is rank deficient in general. Performing an EVD on Rhpt yields 

= UAUH 

where U is a unitary matrix and A is a diagonal matrix containing q < K 
non-zero eigen values {Xi} .  If we further assume that all multipath signals are 
independent, U reduces to a K-point FFT matrix WK. As a result, 
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Essentially the MMSE estimation is carried out in three steps 

1. Step 1: converting the frequency domain observations to the time domain 
with IFFT: Wzrpf; 

on the multipath delay profile; 

frequency domain with FFT WK. 

2 .  Step 2:  weighting and truncating the time-domain channel response based 

3. Step 3: converting the resulting time-domain channel response back to 

h 

Once hp,,MMSE becomes available, several different approaches can be em- - 
ployed to obtain hFf through interpolation: 

MMSE based: (3.13) provides the MMSE based interpolation that is com- 

0 FFT based: The (PfI-point channel impulse response in Step 2 can be 
zero-padded into an N-point vector. The upsampled frequency channel 
response is calculated by applying FFT to the N-point time response 
vector. 

Filtp- based: linear low-pass interpolation filters can be applied directly 
to hp,,MMSE. Essentially the interpolation is performed by inserting 
N-IPfl zeros into hp,,MMSE and then applying a low pass FIR filter. The 
bandwidth of the filter should be selected based on the coherent bandwidth 
of the channel. 

putationally expensive. 

h 

Figure 3.5 shows the block diagram. 

Example 6 I n  this example a wireless channel with Doppler shift FD= 2OOHz 

(l2Okm/s @ 1.8G) and delay spread T s  = 73 us (Fo*Ts = 0.015) is considered. 
An OFDM system with 256 subcarriers is used. The MSE performance of the 
channel estimation using three different channel estimation schemes is compared 
in Figure 3.6. As  seen, the 20  algorithm utilizing prior knowledge of the channel 
yields the best performance. Its performance degrades below that of the 1D 
approach when no knowledge of the channel is available. 
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Figure 3.5: A block diagram of FFT-based channel estimation 

Figure 3.6: Channel estimation performance comparison 
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Figure 3.7: A direct-conversion receiver architecture 

3.3 I/Q imbalance compensation 

To maximize the spectrum efficiency, high-order modulation schemes (e.g., 64- 
QAM) are used in broadband wireless systems. The combination of OFDM and 
high order modulation imposes stringent requirements on RF devices [23]. This 
is particularly true for low-cost direct-conversion RF  receivers that suffer from a 
higher degree of RF imperfections such as the DC-offset and the I/Q imbalance. 
Sophisticated signal processing algorithms are needed to  cope with these RF 
imperfections in OFDM/high-order QAM. 

This section addresses the I/Q imbalance problem in presence of frequency 
offset. The I/Q imbalance is commonly seen in any RF front-end that exploits 
analog quadrature down-mixing. This imbalance mainly attributes to the mis- 
matched components in the I and the Q branches. Examples include, but are not 
limited to, an imperfectly balanced local oscillator (LO) and/or baseband low 
pass filters (LPF) with mismatched frequency responses. In contrast to an ideal 
down-converter that performs simple frequency shifting, a down-converter with 
I/Q imbalance not only down-converts the desired signal, but also introduces its 
image interference [19] [24]. Such image interference, if left uncorrected, presents 
an error floor which limits the demodulation performance. Moreover, although 
the I/Q imbalance introduced by the LO may be assumed constant over the sig- 
nal bandwidth, the mismatches in the subsequent baseband I/Q amplifiers and 
filters tend to vary with frequencies. Such frequency dependent I/Q imbalance 
is particularly severe in a wideband direct-conversion receiver and the corre- 
sponding estimation and compensation process becomes more challenging [20]. 
While abundant literature exists on I/Q imbalance compensation (see [19]-[25] 
and references therein), only a few of them consider the frequency dependent 
I/Q imbalance [24] [20] [22] [21], let alone the frequency dependent I/Q imbalance 
in the presence of a frequency carrier offset. 

In the following, we first establish a data model for frequency dependent 
I/Q imbalance and frequency offset. The discussion leads naturally to a receiver 



3.3. I/& IMBALANCE COMPENSATION 47 
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Figure 3.8: An receiver with I/Q imbalance 

structure that can compensate both imperfections. To determine the compen- 
sation parameters, we introduce a pilot-based scheme for both frequency offset 
and I/Q imbalance estimation. 

3.3.1 I/& imbalance model 

Figure 3.7 shows the general architecture of a direct-conversion receiver. Its 
mathematical model is given in Figure 3.8. We categorize the I/Q imbalance 
into a frequency independent part and a frequency dependent part. First, the 
imbalance caused by the LO can be characterized by an amplitude mismatch 
a and a phase error q5 [19]. Since the LO generates a single tone, it is rea- 
sonable to model a and q5 as frequency independent [24][22]. Following the 
LO are mixers, amplifiers, LPFs and A/D converters, which in general cause 
the frequency dependent I/Q imbalance. We represent the I/Q baseband sig- 
nal paths by two mismatched LPFs (with frequency responses of Hl(f) and 
H Q ( ~ )  respectively) [24]. Using the I channel frequency response as reference, 
the frequency dependent I/Q imbalance can be modeled by a difference term 
Hd(f) = HQ(f)/Hl(f). Since the amplitude mismatch a can be treated as 
part of the LPF difference H d ( f ) ,  we will ignore the effect of a in the ensuing 
discussion and only consider the frequency independent phase error q5 and the 
frequency dependent imbalance Hd( f ) . 

To understand the impact of I/Q imbalance on signal reception, we define 
the received signal as 

~ ( t )  = Re{r(t) x e j (w~+Aw)t  1 
r ( t )  = rr ( t )  + j x T & ( t )  = s ( t )  * c(t) 

(3.14) 
(3.15) 

where r ( t ) ,  s ( t )  and c( t )  are the baseband representations of the received signal, 
the transmitted signal, and the channel response, respectively. F(t) is the re- 
ceived R F  signal modulated at  center frequency w, with a frequency offset Aw. 
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Following the derivation in (241 and taking into account the initial frequency 
offset, the down-converted baseband signal x ( t )  can be represented as 

x ( t )  = Cp.F{i.(t)e-jwct} (3.16) 
= 

- - ejAwts(t)  * d ( t )  + e-jAwts*(t) * v(t)  (3.17) 

r(t)ejAwt * h I ( t )  B g+(t)  + r*(t)e-jAwt * hI( t )  g g - ( t )  

where 

g+(t) = F-'{G+(.f)} = F'{[l + e-jb ' Hd(f)]/4} 
g- ( t )  = F-'{G-.(.f)} = F-'{[l - e j s .  Hd(.f)]/4} 

hI( t )  = F-'{HI( . f )} ,  hQ( t )  = F-'{ffQ(.f)} 
d ( t )  = * hI( t )  * g+(t)  
v(t) = c*(t) * hl(t)  * g- ( t ) .  (3.18) 

Notice that different from the output of an ideal down-conversion, the desired 
signal is contaminated by its image interference as seen in Figure 3.9. d( t )  is 
the composite channel for the signal of interest and v(t)  quantifies the severity 
of I/Q imbalance. The signal to image interference ratio is given by 

,d( t ) , 'dt /J+D3 Iv(t)l2dt . (3.19) 

In practice, the typical image rejection is only around 30dB even with careful 
design. 

After the down-converted signal is digitized a t  a rate that satisfies the 
Nyquist sampling theorem, the resulting discrete-time representation of (3.16) 
is given by 

.(.) = ej*wTans(n) * d ( n )  + e - j A w T ~ ~  * (n) * v(n)  (3.20) 

+m L --03 

SIR  = 

with T, being the sampling period. 

3.3.2 Digital compensation receiver 

The above model suggests a compensation receiver depicted in Figure 3.10 where 
the frequency independent imbalance, the frequency dependent imbalance, and 
the carrier offset are compensated individually. 

Since the frequency dependent imbalance is attributed to the different LPF 
responses of analog I/Q branches, it can be balanced out with an L-order FIR 
filter W ( f ) .  After the frequency dependent imbalance has been removed, the 
remaining frequency independent I/Q imbalance and the carrier offset effect can 
be characterized by a matrix @ as follow: 

1 cosAwT,n sinAwT,n ] [ r ~ ( n )  ] [ 22;) ] = [ -sin# -sinAwT,n cosAwT,n r ~ ( n )  

= @ [  :::)I (3.21) 
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Figure 3.9: Interference caused by I/Q imbalance 

where [rI(n) T Q ( ~ ) ] *  and [zl(n) z ~ ( n ) ] *  are the baseband representations of 
the mixer input and output, respectively. The compensation is thus simply left- 
multiplying the received vector [.I(.) x ~ ( n ) ] *  by +-', which can be factored 
into 

cosAwTsn -sinAwTsn ] [ cosd -s in4 ] [ l / c o s d  tan d 
sin AwT,n cos AwT,n sin q5 cos q5 0 

" 'P 
frequency compensation phase rotation 

9 - 1  = 

(3.22) 
Therefore, the compensation is composed of three terms: the left term cor- 
responds to the frequency offset compensation; the middle term is just a phase 
rotation and will be absorbed in the channel equalization later on; and the right 
term suggests a compensation structure that corrects the frequency independent 
I/Q imbalance with only two multiplication and one addition. We denote this 
term of the I/Q Compensation asymmetric phase compensator - similar to the 
asymmetric form in [25]. It should also be noted that the factorization in (3.22) 
indicates that the I/Q imbalance be compensated before the frequency offset 
compensation. 

In Figure 3.10, the FIR filter w ( n )  in the I branch is intended for compensat- 
ing the frequency dependent imbalance. The b(n - L / 2 )  block in the Q branch 
is simply a delay unit for matching the delay introduced by w(n). Between the 
dashed lines is the asymmetric phase compensator, where the gain factors a and 
b correspond to 1/ cos 4 and tan 4 respectively as suggested in (3.22). To further 
simplify the compensation structure, the gain factor a in the I branch can be 
merged into w(n) as an additional scaling factor. It is also worth pointing out 
that without the frequency dependent I/Q imbalance, w(n) reduces to a scalar 
and the corresponding I/Q compensation structure reduces to the asymmetric 
compensator as described in [25]. 
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Figure 3.10: Receiver structure for I/Q and carrier offset compensation 

3.3.3 Frequency offset estimation with I/Q imbalance 

Due to the tangled effect of I/Q imbalance and the frequency offset, determining 
the parameters for the compensation receiver is nontrivial even with known 
training symbols. For frequency estimation, the synchronization pilot usually 
contains several identical symbols. Numerous estimators have been proposed 
accordingly, e.g., [5] and [26]. Despite their good performance, the accuracy of 
these estimators degrades in the presence of I/$ imbalance as will be shown 
later in this section. In the following, we introduce a pilot structure similar 
to the short SYNCS of IEEE 802.11a and reformulate the problem to take into 
account the I /Q imbalance. The reformulation leads to a nonlinear least-squares 
(NLS) based method that can provide accurate estimation even with severe I/Q 
imbalance. 

Figure 3.11 shows the pilot structure for frequency offset and I/Q imbalance 
compensation. In particular, the pilot contains M identical symbols (each con- 
taining N samples, denoted as p ( n ) )  with all the even symbols rotated by 7r/4. 
Since the successive pilot symbols are no longer strictly identical (due to the 
7r/4 rotation), a guard interval (GI) or cyclic prefix (CP) of length P longer 
than the channel delay spread is introduced to avoid inter-symbol interference 
(ISI). 

To appreciate this pilot pattern, we first examine M identical pilot symbols 
The reason for the without the ~ / 4  phase rotation between pilot symbols. 

additional rotation will become obvious later. 

After the GI/CP removal, we stack the received pilot samples in a matrix 
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Figure 3.11: Pilot pattern for I/Q imbalance and frequency offset estimation 

as follows: 
z ( 1 , l )  z(1,2) . ' .  z ( 1 , N )  

x=[ S(2, l )  2(2,2) . . . X(2 ,N)  

z ( M , l )  z(M,2)  ..: z(M,N) 

(3.23) 

where z(m, n) = z((m - 1)(N + P )  + n) stands for the nth sample of the mth 
received pilot symbol. Since the pilot contains M identical symbols, i.e. 

s(m,n) =p(n) ,  m= 1 , 2 , . . .  ,MI n =  1 , 2 , . . .  , N  (3.24) 

where s(m,n) denotes the nth sample of the mth transmitted pilot symbol, 
(3.20) can be represented as 

z(m, n) = e~~~ . a(.) + e-jmn . ~ ( n )  (3.25) 

where 

P ( n )  * 4 n )  a(n) = , jAwTsn 

P ( ~ )  = ,-jAwT,n * P (n) * 4.1 
R = AwT=Aw(N+P)T,  (3.26) 

and T is the pilot symbol period. Therefore, each column of X in (3.23), denoted 
as x(n), can be expressed as a superposition of two tones as follows: 

The formulation above leads to a classic multi-line spectral estimation problem. 
R is the parameter of interest, while a(.) and P(n) are treated as nuisance 
unknowns. The NLS method described in [28] (maximum likelihood estimator 
under white Gaussian noise) becomes directly applicable. Particularly in our 
case, the two frequencies in x(n) actually contain only one variable with a 
different sign. As a result, a low cost one-dimension search is sufficient. The 
frequency estimation can thus be obtained by searching the maxima of the 
following: 

(3.28) 
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where t r ( . )  denotes the trace of a matrix and R is the sample covariance matrix 

R = XXH. (3.29) 

Note that the algorithm proposed in [26] can be considered as a special case of 
(3.28) in the absence of I/Q imbalance: when P(n) = 0, (3.28) can be simplified 
as 

fi=uargmax 0 ~ f l  (3.30) 
R [ " ^  1 

with fl ef [ejn ej2n . . . e j M R ]  T ,  

Special attention should be given to fl. In our application, fl becomes ill- 
conditioned when the initial offset is close to  zero, which leads to  poor estimation 
accuracy around zero frequency. To maintain a proper condition number regard- 
less of the initial offset, an additional 7r/4 rotation can be introduced to all the 
even pilot symbols. The resulting fl thus becomes always well-conditioned 

,-jn 

(3.31) 
,j2R . ,j7r/4 ,-j2R , ,-j7r/4 

, jMR , , j ~ / 4  ,-jMR , ,-ja/4 

Once the compensation structure is set, the remaining task is to  determine 
the optimum filter coefficients w(n)  and the phase compensator b that best 
remove the I/Q imbalance. 

Notice from (3.25) that without I/Q imbalance (P(n) = 0 ), the two adjacent 
received symbols should only differ by a phase rotation, ejn . e+x/4, determined 
by the carrier offset and the pre-injected rotation. This phase rotation is known 
to the receiver after the frequency offset has been estimated. However, the 
presence of I/Q imbalance (p(n) # 0 ) alters this relationship between the 
received pilot symbols. This observation suggests a procedure to determine 
w(n)  and b based on such phase rotations. In other words, the optimum w(n) 
and b can be estimated by minimizing the following: 

where d ( m ,  n)  = z>(m, n) + j . z/,(m, n) denotes the I/Q compensated signal 
and Cm represents the phase rotation between adjacent symbols 

(3.33) 

Note that R, or Cm is considered known by simply substituting R with its 
estimate fi already obtained in Section 3.3.3. 
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According to  the compensation structure in Figure 3.10, z$(m, n) and zb(m, n) 
are constructed as follows: 

Define the following matrix representations: 

(3.35) 

(N+L- 1) x L 

x$(m) = [5$(m, 1) 4 ( m , 2 ) .  . . x$(m,  N + L - 1)]* (3.36) 

and use similar notations for the Q channel signal (with subscript Q). The I/Q 
compensation in (3.34) and (3.35) can be rewritten in matrix forms as follows: 

&(m) = [XI(m) x Q ( m ) l L l  [ ] 
&(m) = XQ(m)lL (3.37) 

where 

w = [ W ( l )  4 2 ) .  ' .  w(L)]T  

1 L  = [ O . . . O  1 O...O] T .  (3.38) v v  
I.-1 L - l  

2 2 

Therefore, the two adjacent pilot symbols after compensation are related by 

which can be further expressed as 

(3.40) 

where 

(3.41) 
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and N(m) stands for the residual error. Stacking A(m) and B(m) for all the 
pilot symbols, the cost function in (3.32) can be minimized by solving the linear 
least squares equation as follows: 

A B 

The solution of optimum w ( n )  and b is given by 

(3.42) 

where (.)t denotes the matrix pseudo-inverse. 

Since the compensation coefficients are determined by restoring the known 
phase rotation between adjacent pilot symbols, it is also crucial that such ro- 
tation structure is robust with respect to  the initial frequency offset. This 
reinforces the necessity of adding a 7r/4 rotation to all the even symbols, as 
mentioned in Section 3.3.3. 

It should also be pointed out that for compensating the I/Q imbalance, 
w ( n )  can be put in either the I or the Q branch. Similarly, the structure of the 
asymmetric phase compensator can also be flipped around, i.e., we can instead 
apply gain a on the Q branch and then a cross path from the I branch to the 
Q branch with gain b. The purpose of its current arrangement is to avoid the 
multiplication of w ( n )  and b. Therefore, the cost function in (3.32) is quadratic, 
leading to  a numerically friendly close-form solution. 

Example 7 In this example, the eficacy of the algorithm is illustrated with 
hardware test results. The test receiver board consists of all the key components 
of a direct-conversion receiver as depicted in Figure 3.7. The baseband OFDM 
waveform is generated b y  a PC and downloaded to a signal generator with an 
arbitrary waveform generation function. The signal generator modulates the 
baseband OFDM waveform to a certain R F  frequency and plays it repeatedly 
with adjustable output power level. The OFDM modulated RF signal is then fed 
to the test receiver board, where it is down-converted to baseband and digitally 
sampled. A logic analyzer collects the resulting baseband digital signals and 
passes them to the PC. 

The OFDM system tested consists of 512 subcarriers with 64QAM coherent 
demodulation. The frame structure used in the test contains 10 pilot symbols 
with 16 samples each, followed by the OFDMpayload symbols. The signal band- 
width is 4MHz and the R F  carrier frequency is set at 1.8GHz an the experiment. 
Fig. S.lS(a) and Fig. S.lS(b) show the constellation of demodulated signals at 
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Figure 3.12: Test bench for I/Q imbalance compensation 

the  input  power level of -60dBm. T h e  performance improvement  due t o  the 
proposed I/Q compensation can be clearly seen, as  the original smeared con- 
stellation becomes m u c h  more distinguishable after the compensation. Fig. 3.14 
plots the average SNR of demodulated signals us. t he  signal i npu t  power. It can 
be observed that  by employing a 5th-order F I R  filter, the proposed compensation 
scheme provides about 4 d B  SNR improvement  a t  high inpu t  signal level. How- 
ever, i f  only  the frequency independent imbalance is compensated (i.e., reduce 
the FIR tap t o  one),  the performance gain reduces t o  2dB.  

3.4 Phase noise compensation 

In general, the downconverter induced I/Q imbalance can be calibrated and 
compensated periodically with large intervals. The phase noise on the other 
hand, introduces much more rapid distortions to the signals and thus must be 
coped with in real time. 

It is well understood that the phase noise effect on OFDM signal reception 
consists of two components: an inter-carrier interference (ICI) term that can be 
modeled as additional Gaussian noise, and a common phase error (CPE) that 
rotates all the subcarriers equally. While the ICI is difficult to remove due to its 
noise-like characteristics, the CPE can be easily corrected by estimating such 
rotation through continuous pilot tones embedded in OFDM symbols [30] [31]. 
However, existing CPE compensation schemes assume known  channel states or 
at least static channels, allowing the CPE to be separated from actual channel 
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Figure 3.13: OFDM 64-QAM constellation (a) before and (b) after I /Q imbal- 
ance compensation 

Figure 3.14: Receiver performance with I/Q compensator 
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Figure 3.15: Multiplicative phase noise effect 

effects. Such an assumption does not hold true for time-varying channels. Re- 
versely, the Wiener filtering channel estimation approaches introduced in Section 
3.2 may not be directly applicable in the presence of severe phase noise. Only 
joint consideration of CPE and channel estimation can address these problems, 
although in practice the two effects are often dealt with separately. 

In this section, the effect of phase noise on channel estimation is first an- 
alyzed, based on which the existing time domain MMSE channel estimator is 
modified to  accommodate the CPE. A new CPE estimator suitable for fast fad- 
ing channels that requires no explicit CSI is then developed based on continuous 
pilot tones. The estimated CPE, together with the modified MMSE channel es- 
timator, equalizes the composite channel, leading to reception performance close 
to the CPE-free case. 

3.4.1 Mathematical models for phase noise 

The phase noise is a multiplicative effect due to the phase variation of the 
oscillator. To focus on the phase noise only, we assume a simple model in Figure 
3.15 where there is no center frequency variation or amplitude fluctuation in 
the receiver's local oscillator. Therefore, the complex representation of phase 
noise is given by 

y ( t )  = eWt) N 1 + k ' qqt) 

The approximation above holds when the phase variation d ( t )  is small, which 
is the case in most practical applications. 4(t)  is usually modeled as a Gaussian 
noise with power spectrum density (PSD) L4(f). There are a number of phase 
noise PSD models in literature [30][33]. Here we choose the one (used in the 
European dTTb project) that specifies the key parameters of a PLL tracked 
oscillator [30]. 
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Figure 3.16: Phase noise power spectrum density 

As depicted in Figure 3.16, the parameter c determines the PLL noise level, 
a and fi specify the PLL's loop characteristics, while b and fi describe how 
fast the PSD rolls off from the center frequency and where the PSD hits the 
noise floor, respectively. When an OFDM signal is down-converted by a non- 
ideal local oscillator with phase noise, the resulting frequency domain signal 
representation is given by [31] 

where k and m are the subcarrier index and the symbol index and , respectively. 
s ( k ,  m), y ( k ,  m) and h(k ,  m) denote the transmitted signal, the received signal, 
and the channel response, respectively. v ( k ,  m) is the additive white Gaussian 
noise. Im( l )  represents the phase noise effect on the OFDM signal reception: 

As shown in [301[33], the phase noise effect is composed of two parts: (i) a 
common phase error (CPE) ej$,n, that rotates all the subcarriers equally (the 
amplitude variation can be ignored when ej@m is small); and (ii) an inter-carrier 
interference (ICI) term, V I C I ,  that is usually modeled as additional Gaussian 
noise, provided that N is sufficiently large and s(k,m) are mutually indepen- 
dent. Both the CPE and the ICI are shown to  be Gaussian variables with 
variance given as follows (301 [33]: 
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where B is the signal bandwidth and Tsymbol denotes the OFDM symbol period. 
Notice from the above expressions that given a certain phase noise spectrum 
L+( f), there is a trade-off between the CPE and the ICI (by adjusting subcarrier 
spacing +). Since the ICI is more difficult to compensate, OFDM system 
parameters are usually designed in such a way that phase-noise-induced ICI is 
several dB lower than the operational noise level [29]. For this reason, we will 
ignore the effect of ICI and only focus on the CPE in the ensuing discussion. 

symbol  

3.4.2 
Let us first examine how the phase-noise-induced CPE affects channel estimation 
in both frequency and time domain filtering. 

CPE estimation with channel state information 

0 In the frequency domain, the CPE adds a phase rotation common to all the 
subcarriers. Such a rotation presents a constant ambiguity on the actual 
channel and therefore has no impact on the frequency domain channel 
estimation/filtering . 

0 In the time domain, the CPE varies from symbol to symbol with a weak 
correlation between symbols [30]. As a result, the composite channel 
h’(k, m) = h(k ,  m) . ej*m loses its original low-pass characteristics (de- 
termined by the channel Doppler spectrum), which prohibits direct appli- 
cation of the existing time-domain channel estimation/filtering. 

As mentioned in earlier sections, pilot OFDM symbols are usually available 
in practical systems for channel estimation purposes. The samples in the time- 
frequency grid (various pilot patterns have been considered [34]) allow channel 
estimation using 2-D or 1+1 D Wiener filtering processes. The same pilots 
can be utilized for phase noise compensation. In particular, we consider the 
scenarios with uniformly scattered pilots and continuous pilot tones (over time) 
exemplified in Figure 3.17. Similar pilot patterns are employed in the DVB-T, 
IEEE 802.1la/g and IEEE802.16 standards. 

After removing the known modulation x ( k , m )  at pilot locations in (3.43), 
OFDM channel response in the presence of phase noise can be formulated similar 
to (3.9) as follows: 

r ( k ,  m) = h ( k ,  m) . ej*ln + w(k, m) (3.45) 
= h’(k, m) + v(k, m) 
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Frequency 

0 Data locations 
Scattered pilots: channel estimation 
Continuous pilot tones: time and freq sync 

Figure 3.17: Continous and scattered pilots for CPE estimation 

where ( k ,  m) E P and P represents the set of pilot locations. h ( k ,  m), h’(k, m) 
and ~ ( k ,  m) are the actual channel response, the composite channel response 
(with CPE), and the channel observation, respectively. w(k, rn) now represents 
white Gaussian noise that incorporates both thermal noise and the phase-noise- 
induced ICI. 

From Section 3.2, channel estimation is essentially an interpolation or filter- 
ing of channel responses based on the noisy observations ~ ( k ,  m) at ( k ,  m) E P. 
Unlike the phase-noise free case, we are now dealing with the composite channel 
h’(k, m) = h(k ,  m) . ejGnL. Therefore, the CPE effect needs to be taken into 
account for coherent demodulation. 

CPE estimation methods based on continuous pilot tones and known channel 
state information have been proposed in [30][31]. In particular, the CPE is 
estimated as 

1 5, = L c T ( k ,  m)h*(k,  rn) LCC (3.46) 

where C is the set of subcarrier indices of continuous pilot tones. In a time 
varying channel where the exact channel information is not available, the per- 
formance of CPE estimation in (3.46) degrades dramatically. This indicates 
that for rapid dispersive fading channels the CPE effect and the time domuin 
channel response must be estimated jointly. 
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3.4.3 Time domain channel estimation in the presence of 
CPE 

Since the frequency domain 1-D channel estimation/filtering is not affected by 
the presence of CPE, one can deal with such tangled effects in two steps. First, 
we modify the time domain MMSE channel estimator described in Section 3.2.3 
to accommodate the CPE effect for composite channel estimation. Then, we 
develop a CPE estimator that requires no explicit CSI by exploiting continuous 
pilot tones. 

Since CPE only affects time domain filtering, in the ensuing discussion we 
consider channel estimation at  a given subcarrier and drop the frequency index 
Ic in (3.45) unless explicitly indicated otherwise. 

From Section 3.2.3 on 1-D time domain filtering, we introduce the new 
channel matrices to take into account the CPE effect as follows, 

where 

Q = diag ej@(1) ej@(2), . . . ej@(N) { ’  
QPt = diag {ej@(pI),ej@(p*), . . . ej@P(IPt)l 

Replacing the correlation matrices in (3.11) with the covariance matrices of 
the composite channel vectors, the MMSE estimate of the composite channel in 
the presence of CPE needs to be modified to 

h 

hA4MSE = QFtQgtrpt 

where Ft is defined in (3.11) 

(3.47) 

The above estimator makes intuitive sense, since it actually suggests that 
the CPE be first removed from observations at  pilot locations before Wiener 
filtering is applied to smooth out noise. The CPE is then compensated on all 
the data symbols to obtain the composite channel estimation. 

3.4.4 CPE estimation without explicit CSI 

Now the problem reduces to determining the CPE without explicit knowledge 
of the channel information. 
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Parameters 
Sampling Frequency ( F s )  

FFT size 
Cyclic prefix 

Scattered pilot spacing (frequency) 
Scattered pilot spacing (time) 
# of continuous Dilot tones 

Specifications 
4MHz 

512 
64 
3 
3 
16 

Time domain MMSE block size 

Due to its weak time correlation, the CPE must be estimated symbol-by- 
symbol based on the continuous pilot tones (available in all OFDM symbols). 
Unlike the approach in (3.46) [30][31], the method described here does not re- 
quire explicit channel state information. In [35], it is shown that CP can be 
estimated by minimizing the following: 

20 

Q~ = arg rng E { I + . W C P ~ R ~  - RCI} (3.48) 

where 

r ( C 1 ~ 1 )  r(C2,1) .. . r(lCI, 1)  
% = [  r(c1,2) r ( c 2 > 2 )  " '  

r (C1 ,N)  r (C2 ,N)  ... , N )  

contains observations at the continuous pilot location C over N OFDM symbol 
periods; 

w = Rhh (Rhh + ')--I S N R  

is a function of the time channel vector covariance matrix R h h  

Example 8 I n  this example, the joint CPE and channel estimator is applied to 
an OFDM system with parameters listed in Table 3.1. The pilot pattern shown 
in Figure 3.1 7 is assumed. The UMTS channel (COST2OTTU) with different 
Doppler frequencies is used. The Doppler frequency is fixed at FdT, = 0.05. We 
choose the phase noise parameters as suggested an [30] : a = 6 , c  = 10.5, f1 = 
l k H z ,  and f 2 = 1 0 k ~ ~ .  The MSE of composite channel estimates is used as the 
performance measure for comparing the following 3 different schemes in rapid 
dispersive fading channels with phase noise: 
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Figure 3.18: Performance of joint phase noise and channel estimation 

Scheme A: channel estimation with time-domain Wiener filtering as in 
(3.12) without considering the phase noise effect 

Scheme B: channel estimation with time-domain Wiener filtering as in 
(3.11)) followed by the existing CPE estimation as in (3.46) 

0 Joint Scheme: CPE estimation using (3.48), followed by the modified time- 
domain Wiener filtering as in (3.47) 

From Figure 3.18, it is clear that the presence of CPE causes a n  irreducible 
error poor in Schemes A and B. The C P E  compensation approach in B does 
alleviate the CPE effect, however the error floor is only reduced but not  elimi- 
nated. In contrast, Scheme C Unth joint CPE and channel estimation performs 
almost as well as that without CPE. 

3.5 Summary 

In this chapter, we address OFDM pre- and post- demodulation issues emerging 
from system imperfections and channel dispersion. Problems related to  carrier 
frequency offset, time- and frequency-selective channels, I/Q imbalance, and 
phase noise, are formulated. For each problem, we present solutions and algo- 
rithms that are practical and efficient. Simulations and application examples are 
included to show how these techniques can be employed in real OFDM systems. 
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Chapter 4 

PHY Layer Issues - Spatial 
Processing 

A wireless modem equipped with multiple antennas is capable of exploiting the 
spatial diversity of wireless channels. The space d o m a i n  enabled by the antenna 
array introduces an additional dimension to the time-frequency radio resource. 
Through space-time processing, an antenna array can improve key operational 
parameters such as the SINR, the data rate, and the outage probability over 
a single antenna wireless system. Other major benefits of spatial processing 
include 

0 better interference/jammer rejection 

0 higher power efficiency 

0 lower cost, distributed hardware 

Antenna array technology encompasses a wide variety of techniques that 
can be used at  both the base-station and in the user terminal. There are two 
main classes of spatial processing techniques, namely, beamforming and space- 
t i m e  coding. Early beamforming techniques are SINR-oriented,  involving linear 
combining of transmit and received signals from multiple antennas. The main 
objective is to maximize the instantaneous signal-to-interfernece-and-noise ratio 
(SINR). More recent techniques, such as space-time coding, are mostly diuersity- 
and-ef ic iency-oriented,  focusing on lowering the BER of a high-speed link over 
fading channels. As will be shown in the ensuing discussion, these two types of 
techniques can be synergistically combined for broadband OFDM systems. 

4.1 Antenna array fundamentals 

To better understand the principles of array processing, consider the scenario 
depicted in Figure 4.1 where a narrowband signal s(t)ejwot impinges on an array 

67 
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\ 

/ 

Figure 4.1: A 2-element array and its response to narrowband signal 

of two elements from angle 6. The carrier frequency of the narrow band signal 
is W O ,  and the spacing between the two antenna elements is A. 

From the figure, it can be seen that the propagation delay between the first 
and second antenna elements is 

A cos 0 r=- 
C 

where c is the speed of light. wo = 27rc/X. Consequently, the carrier phase shift 
between the two antenna element is given by 

A cos e 
q5 = wor = Wo- 

2 7 r ~  cos e - - 
A .  C 

Putting the two baseband array outputs in vector form, we have 

Y(t)  = [ lll(t) yz(t) I' = [ s ( t )  s(t  - 7) I' (4.1) 

- - ,-jzTncose ] 's( t )  = a(e)s(t). 

An important assumption we invoked here is that the signal is narrow-band 
and therefore the propagation delay between antennas, r, is insignificant relative 
to the coherence time of the signal. In other words, s ( t )  can be regarded as a 
constant over the period r. (4.1) can be easily extended to cases with M ( M  > 2) 
receiving antennas: 

y(t) = [ 1 e - j m  . . .  ,-j 2rA(M-l)  cos 0 
x x 

= a(Q)s(t). 

The above a(B) is termed as the steering vector - it is a function of the angle- 
of-arrival (AOA) and the array configuration. With only one path between the 
source (e.g., the user) and the array ( e g ,  the base-station), the array response 
vector is identical to the steering vector up to a complex scalar. 
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In most practical situations with multipath reflections, the antenna output 
vector is the superposition of these multipath signals: 

1=1 

where L denotes the total number of coherent paths, and u1 represents the 
complex gain from direction 81. The composite channel response, a ,  termed as 
the spatial signature (SS), characterizes the spatial propagation channel between 
the transmitter and the receiver antenna array. 

For a multiuser system with additional noise, the array output can be written 
as 

where P is the number of users, n(t)  is the noise vector, and A is defined as the 
array manifold whose columns are the spatial signatures. 

For broadband signals where the delays between multipaths are not negligi- 
ble, the memoryless spatial signature vector {ai} must be replaced with vector 
FIR filters {hi(t)}, yielding the following input-output relation: 

To utilize conventional spatial processing techniques developed for narrow- 
band applications, one can apply OFDM to convert the broadband channel into 
N parallel narrowband subchannels: 

P 

y ( k , t )  = x a k , i s i ( k , t )  + n ( k , t ) ,  k = 1, ..., N (4.6) 
i=l 

where k is the subcarrier index, and a k , i  is the spatial signature of the i th  user 
at subcarrier frequency k. As a result, parallel implementation of narrowband 
spatial processing algorithms becomes readily applicable on individual subcar- 
riers. 
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Figure 4.2: Antenna array and beamforming 

4.2 Beamforming 

Antenna array beamforming has been an active topic for wireless communica- 
tions for the last 30 years. Beamforming is a linear space-time process that 
enhances the signal-of-interest through weight-and-sum operations. Beamform- 
ing can be performed both in transmission (TX) and reception (RX). 

Consider the RX array output expressed in Equation (4.4). The signal-of- 
interest, say, si ( t ) ,  is subject to  both interference and noise. A beamformer can 
extract si ( t )  from y ( t )  by properly combining the M antenna outputs with a 
set of weights wi = [ w i , ~  , w ~ ,  . . . , w i , ~ ] ~  : 

m=l 

P 

A few representative beamformers are described here based on the way a 
weight vector is constructed. 

4.2.1 Coherent combining 

The coherent combiner is essentially a “single-user” beamformer in the sense 
that it performs beamforming solely based on ai without regard to the interfer- 
ence or noise characteristics. 
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wi = ai 
K 

Zi(t) = Ilail12si(t) + C afaksk(t) + afn(t). 
k=l,k#i 

While enhancing the SINR of the signal-of-interest, the coherent combiner 
also suppresses interference since the spatial signatures are independent in gen- 
eral. The scheme is effective in the presence of a large number of interfering 
signals. 

4.2.2 Zero- forcing 

In the presence of a limited number of dominant interfering signals, a more 
effective scheme is the zero-forcing beamformer. Instead of suppressing the 
interference, a zero-forcing beamformer cancels out interference by putting a 
null in the direction defined by its spatial signature. 

wi 1 wHa. -6. . 
a 3 - a,3 

h si ( t )  = si ( t )  + wyn(t) 

Given an array with M elements, the maximum number of interfers that can 
be eliminated is M - 1. 

4.2.3 MMSE reception (optimum linear receiver) 

The zero-forcing beamformer, while eliminating the interference, may at the 
same time amplify the noise due to its sidelobes. The “optimum” beamformer 
is defined as the one that minimizes the mean-squared error (MMSE) between 
the transmitted signal and the beamformer output: 

Wi,mmse = argwi min E{Zi(t) - ~ i ( t ) }  

Using the orthogonality principle [2], one can easily obtain the MMSE beam- 
former as follows: 

where Ry = E (yy”} is the covariance matrix of the array output. 

The most obvious benefit of beamforming is the SINR gain, as shown in the 
following propositions. Another key benefit is the increase in diversity order, 
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which is critical in fading channels. More discussion will be provided in later 
Sections. 

Proposition 1 For R X  beamforming, the average S N R  increases linearly with 
respect to the number of receivers. 

Proof. In RX beamforming, 

y = a s + n  

where 

n --N(o, U ~ I ) ;  war(s) = a: 

Applying the matched filter theorem, the optimum beamformer is given by 

w =  aa 
A 

s = WHY 

Assuming that the channel elements {a,} are i.i.d. with variance a:, and 
the resulting SNR is thus 

It  is important to realize that (i) the linear increase in SNR does not nec- 
essarily transfer into a linear data rate increase due to the diminishing return 
in achiveable data rate; and (ii) RX beamforming also provides an increase in 
diversity order to M which is important in fading channels, 

Transmit beamforming can be carried out in a similar fashion. Consider the 
case with M transmitters and 1 receiver, the TX beamformer weights the signal 
s ( t )  with an M x l  vector before delivering them over the M transmitters: 

x(t)= ws(t)  

The receiver output is the superposition of the M copies of the original 
signal, attenuated by the channel coefficients: 

The duality between receive beamforming (4.8) and transmit beamforming 
(4.9) is obvious. 

Proposition 2 For T X  beamforming, the average SNR increases linearly with 
respect to the number of transmitters. 
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Proof. In TX beamforming, the transmitted signal is 

x = w s  

whereas the received signal is a scalar 

y = aHwS + n  (4.10) 

The optimum TX beamformer, subject to the total power constraint llwll = 
1, is 

w = a! llall 1 

and the resulting SNR is given by 

(4.11) 

In many practical situations, the increase of transmit antennas also means 
a linear increase in total powers. In this case, the average SNR will increase 
quadratically with respect to the number of transmitters. 

4.2.4 SDMA 

Space-division multiple-access augments regular multiple-access schemes such 
as TDMA and CDMA by accommodating multiple users (signals) in one radio 
resource unit (time or frequency, or code). The idea is to multiplex signals spa- 
tially using beamforming or other more aggressive multiuser detection methods. 
Conceptually, SDMA can multiply the network capacity without additional ra- 
dio resources. In reality however, the ability to separate co-channel signals 
depends critically on the spatial characteristics of the multiple users. 

In RX SDMA, a commonly used multiuser detector is the beamformer. Using 
the result in (4.7), signal separation can be accomplished by 

The beamforming matrix W can be constructed based on any of the afore- 
mentioned principles. Otherwise nonlinear detection, e.g., the maximum likeli- 
hood detection can be employed to recover the multiple symbol streams: 

P 
A 

s(t) = [ ] = a%s,(t)Es min IlY(t) - zaksk(t)l12 
k=l 

where S is the finite set of all possible symbol waveforms. 
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Figure 4.3: Broadband beamforming with OFDM 

4.2.5 Broadband beamforming 

If the signals are broadband as modeled in (4.5), the conventional narrowband 
beamforming techniques are not directly applicable. 

Fortunately with OFDM, the broadband channel can be converted into paral- 
lel narrowband subchannels as in (4.6). Accordingly, narrowband beamforming 
can be implemented on individual subchannels. Figure 4.3 depicts the general 
block diagram of OFDM TX beamforming. The OFDM RX beamformers can be 
similarly constructed on subcarriers. Notice that since the broadband channels 
are frequency selective, the spatial channel characteristics vary from subcarrier 
to subcarrier. By default, different beamforming vectors will be needed on differ- 
ent subchannels. In practical situations, further channel structure information 
can be exploited to simplify the spatial operations - see ensuring sections for 
more discussions. 

As a final note on beamforming, it must be pointed out that in practice the 
TX beamforming is significantly more challenging than RX beamforming for 
the following reasons: 

0 Dificulty i n  obtaining the TX spatial signature: the RX spatial signature 
in (4.3) and the TX spatial signature (4.10) are both time and frequency 
dependent, and therefore different in general. While the RX spatial signa- 
ture, aR, can be estimated along with the received signals, the TX spatial 
signature, aT, can only be obtained indirectly. In a TDD (time-division 
multiplexing) system for example, one can estimate aT as aT = aR. How- 
ever such an assumption is only valid if the TDD time frames are short 



4.3. MIMO CHANNELS AND CAPACITY 75 

Y 

Y 

Y 
Y 

i 

Y 

Figure 4.4: MIMO channel illustration 

relative to the coherent time of the channels. This approach may be prob- 
lematic in asymmetric data system where the availability of RX signals is 
not guaranteed. 

Hardware induced phase ambiguity: Both (4.3) and (4.10) ignore the fact 
that practical transceiver hardware is not perfectly balanced or aligned. 
In reality the composite RX and T X  spatial signatures are given by 

g R  @ aR = [ gR( l )aR(1 )  gR(2)aR(2)  ' ' ' g R ( M ) a R ( M )  1' 
g T o a T  = [ gT(1)aTO)  gT(2)aT(2)  ... S T ( M b T ( M )  1' 

respectively, where g R  is the complex gain vector of the receiver hard- 
ware chains and gT is the complex gain vector of the transmit hardware 
chains. In most RX processing, only the composite spatial signature is 
needed. Such is not the case in TX beamforming where g R ,  or at least 
{ g T ( m ) / g R ( m ) }  , must be calibrated and compensated. 

Broadband channels: the calibration problem is further complicated by the 
fact that both [aR, a ~ ]  and [gR,  g ~ ]  are frequency dependent in broadband 
systems. 

4.3 MIMO channels and capacity 

Traditional beamforming assumes multiple antennas at either the transmitter 
or the receiver side. When antenna arrays are available at both the transmitter 
and the receiver as shown in Figure 4.4, they create a channel function that has 
multiple-input and multiple-output (MIMO) . The MIMO architecture has in- 
spired much breakthrough research since 1996 [3]. In the following, we examine 
the potential of MIMO channels by evaluating its capacity. 

From (4 .3) ,  a MIMO channel with Nt transmitters and N ,  receivers can be 
written as follows, if the channel is flat: 
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Using a more compact matrix representation, 

In the above we replace s with the transmitted signal vector x as the space- 

For broadband scenarios that involve L distinct multipath clusters, 
time coded version of the symbol sequence. 

L 

Y (t)= c HlX(t - 71) (4.13) 
1=1 

where each Hi is an N ,  x Nt matrix. 

As will become clear in the following discussion, the capacity of the MIMO 
channel depends on the characteristics of the channel, both statistically and 
algebraically. While a common assumption of the channel is that H is element- 
wise independent complex Gaussian random variables with zero mean, most 
practical channels do not fall under this category. 

0 Indoor micro MIMO: the ideal situation of MIMO involves rich scatter- 
ing at both the transmitter side and the receiver side. In this case, it is 
reasonable to assume that each transmitter-receiver pair experiences in- 

dependent fading and H is complex Gaussian with RH = E { HHH} = I. 

0 Outdoor macro MIMO: Figure 4.5 illustrates an outdoor scenario where 
there are L multipaths from the base antenna array having distinct angles. 
Here the base-station is placed high above ground and is not surrounded by 
local scatters. In contrast, the user station is assumed to  have uncorrelated 
fading at  the antennas due to the fact that usually a large number of local 
scatters exists around the mobile antenna.Hence the outdoor downlink 
channel matrix has uncorrelated rows and correlated columns, whereas the 
uplink channel matrix has uncorrelated columns and correlated rows. 

0 Distributed MIMO: a few other systems can be modeled as MIMO chan- 
nels. One example is the relay network where a source signal is delivered 
to destination(s) through multiple relay nodes [8]. Other examples in- 
clude distributed sensor networks 191 and single-frequency broadcasting 
networks. 
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Figure 4.5: An outdoor wide-area MIMO scenario 

A fundamental question in MIMO systems is its "capacity" with respect to 
the number of multiple transmitter antennas and receiver antennas. The answer 
can be found from an information theoretical viewpoint. 

Given a MIMO channel, the mutual information between x and y is: 

1% I = log- 
0 2  

where a21~,. = E{nnN}, and Ry = E { y y H }  = HR,HH + u~IN, .  

As a result, the MIMO capacity is given by 

c = log (11 + H::H I) (4.14) 

If the channel characteristics H are known to the transmitter (i.e., informed), 
it is possible to manipulate the transmit signal variance R, t o  maximize the 
channel capacity. On the other hand, if the channel information is not available 
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at the transmitter (Le., un in formed) ,  we let R, =  IN^, i.e., equal power 
allocation over Nt transmitters with j k e d  total transmit power P . Then 

P H H ~  c = 1% (/In + 

Denote p = 5 as the transmit signal to noise power ratio, then the capacity 
with parameter N, and Nt per unit bandwidth is 

(4.15) 

SISO: H =h. With one transmit antenna and one receiver antenna, the 
channel capacity reduces to the classic result: 

C(1,l) = log(1 + plhI2) 

Observation: the capacity increases logarithmically with the SNR. Each 
extra bps/Hz requires roughly a doubling of the TX power. For example, 
to go from lbps/Hz to llbps/Hz, the TX power must be increased by 
roughly 1000 times! 

0 MISO: H = [hl,  h2, ..., h ~ , ] .  This scenario is typically seen in cellular 
downlink with an antenna array at the base-station and a single antenna 
at the user terminal. 

Observation: with the total transmission power fixed, the capacity actu- 
ally does not increase with additional transmission antennas (unless H 
is known at the transmitter, in which case transmit beamforming can be 
utilized to increase the SINR - see page 2). On the other hand, the out- 
age capacity over a fading channel does improve due to the increased 
diversity. 

T 
0 SIMO: H = [hl , h2, ... h ~ , ]  . This scenario is typically seen in cellular up- 

link with an antenna array at the base-station and a single antenna at the 
user terminal. 

c = log ((I + ~ H H H I )  
Since (IN, + ~ H H ~ /  = l l N t  + ~ H H H ~  , we get 
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Figure 4.6: An equivalent parallel SISO representation of the MIMO channel. 

Observation: the capacity increases logarithmically with respect to  the num- 
ber of antennas a t  the receiver side. 

0 MIMO: To gain insight to the MIMO scenario, let us perform an eigenvalue 
decomposition on the channel matrix as following 

H H ~  = E A E ~  

We obtain from (4.15) 

K 

c = c log (1 1 + 
k=l 

where {A,} are the K non-zero eigenvalues of the channel covariance. I t  is 
seen that the MIMO channel can be decomposed into K multiple parallel SISO 
channels that can be used to deliver information simultaneously, indicating the 
potentially linear increase in capacity with respect to K 5 min(N,.,Nt). An 
equivalent representation of the MIMO channel is given in Figure 4.6. 

Note that the distribution of {A,} is determined by the condition of the 
channel matrix. It can be shown that the maximum capacity is achieved when 

= = . . . = &, in which case 

c = K l o g ( l l + ~ I )  P 

0 Broadband MIMO: from (4.13), the channel response in frequency domain 
is given by. 

L 

1=1 

The total capacity is obtained by replacing H in (4.14) with H(w),  and 
integrating over the frequency band [7]. 
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4.4 Space-time coding 

To capture the potential of MIMO channels promised by (4.14) and (4.15), 
multiple-antenna transmission schemes as well as sophisticated MIMO receiver 
techniques need to be developed. In this section, we discuss the basic principles 
of space-time coding and lay some groundwork for Section 4.5. 

In the most generic form, a space-time encoder provides a mapping between 
the information-bearing symbols {s} to an Nt -dimensional stream c (x = c if 
no additional operation is involved) 

Each element of x is transmitted simultaneously from a different transmit 
antenna as specified in (4.12). We define the space-time coding rate RST as 

RST = the number of symbols/transmission 

The actual data rate (bit/second) depends on how many bits each symbol 
carries. 

4.4.1 Spatial multiplexing 

The spatial multiplexing scheme sends independent data streams over the indi- 
vidual TX channels. The best known example is the Bell Labs Layered Space- 
time Architecture (BLAST) which has the following mapping [3]: 

c ( k )  = x(k )=  [ :;:y 1 
S ( N k  + N )  

As a result, spatial multiplexing offers the maximum rate of RST = Nt. If 
N,. 2 Nt, the symbol streams can be recovered by inverting the MIMO channel: 

h 

s = Hty 

Spatial multiplexing is rather simple and has good behavior in environment 
with high scattering. The data rate can be extremely high in favorable channel 
conditions (high SNR and high scattering). On the other hand, its performance 
decreases with increasing spatial correlation in the channel. In addition, on the 
receiver side we need at least as many antennas as on the transmitter side 
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4.4.2 Orthogonal space-time block coding 

Alamouti [4] discovered a remarkable space-time block coding scheme that 
achieves both SINR gain and diversity gain with two transmit antennas. The 
scheme was later generalized into a class of orthogonal space-tame block codes 
(OSTBC) that promises full transmit diversity and simple reception [ll]. 

The Alamouti code is a rate-l(&T = 1) orthogonal space-time block code 
with the following mapping 

s = [ ;; ] --r. x =  [ x(1) x(2) ] = [ ;; ;q; ] 
The two symbols are transmitted over two time units from the two antennas. 

At  the receiver side, the received signal over two consecutive symbols are 

By stacking the two consecutive received signals as 

we have 

where n = [ n1 n2 1'. 
The maximum likelihood decoder is given by 

h 

s = argminllr - G?i/I2 
2€C 

Notice that the G matrix is orthogonal, i.e., GHG =PI, where p = lh1I2 + 
lh2I2. We may modify the signal vector and reduce the ML decoding to: 

h 

r = GHr=ps+fi 
h 

s = argminI(?-p~11~ 
S E S  

Surprisingly, the decoding rule in the above ML formulation reduces to two 
independent, much simpler decoding rules for s1 and s2. Because the symbols 
are transmitted from two antennas, it is easy to verify that an order-2 transmit 
diversity is achievable. On the other hand, since no channel information is 
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Figure 4.7: An MIMO system block diagram 

utilized at the transmit, the SINR gain of Alamouti code should not be as 
significant as downlink beamforming (4.11). Such is indeed the case as the SNR 
of the decoder output is given by 

(4.16) 

A factor of 2 is introduced in the SNR calculation to normalize the total 
transmitted power to 03. Compared to (4.11), it is obvious that the Alamouti 
scheme is at a 3dB SNR disadvantage to the beamforming scheme. 

Orthogonal space-time block codes for Nt > 2 are available, but only for RST 
< 1 symbols/transmission [Ill. In addition, the OSTC does not introduce any 
coding gain. Non-orthogonal space-time block codes based on linear complex 
field enable full diversity without any rate loss (1 symbol/transmission) 

4.4.3 Concatenated ST transmitter 

For actual systems, STC is used in combination with an outer channel encoder 
as depicted in Figure 4.7. Essentially, it forms a serial concatenation of turbo 
encoder where an iterative detection and decoding strategy can be employed at 
the receiver side [6].  

0 The channel encoder, e.g., the LDPC or convolutional encoders, provides 
an outer code that can be decoded by a soft-input soft-output decoder. 

0 The interleaver interleaves the coded bit stream on a block-by-block basis. 
The output stream is mapped onto QAM or M-ary PSK symbols. 

0 A linear space-time encoder provides the tradeoff between the data rate 
and diversity order, with extreme cases being the BLAST (highest rate) 
and the OSTBC (full diversity). 
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Space-time Coding 

Figure 4.8: Beamforming with ST coding 

A wide variety of decoding schemes can be used, offering tradeoffs between 
performance and complexity [6]. The overall rate of the transmitter is deter- 
mined by 

Determining the optimum combination for a given channel involves a t  least 
three parameters: the outer channel coding rate, the modulation scheme, and 
the STC rate. The tradeoffs between the three sub-modules in a space-time 
transmitter remain to be fully investigated. 

4.4.4 Beamforming with ST coding 

In some applications where MIMO channel information is known at  the trans- 
mission side (even partially), transmit beamforming in addition to the space- 
time coding can be employed to further improve the system performance. A 
block diagram of the combination of space-time coding with transmit beam- 
forming is illustrated in Figure 4.8. Transmit beamforming utilizes certain 
knowledge of the channel to achieve transmit antenna array gains. The op- 
timal transmitter design has previously been investigated in [12][13] based on a 
capacity criterion. To understand the potential, let us investigate the change of 
capacity if the transmitter is informed. 

From (4.14), we can see that by letting 

{ s }  ----r. {c} ===+ x = w c  

where c is the space-time coded vector which is assumed to be i.i.d. statistically. 
One can change the covariance matrix of x by adjusting the beamforming matrix 
W. If the channel matrix H is fully known at  the transmitter, the optimum 
beamformer that maximizes the channel capacity is then found to be 
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Wept = argw max IIR + H W T ~ H ~ ~  I 
subject to t r [ w w H ]  = 1 

In many applications, full knowledge of the channel is often not available. 
Rather, the statistical information of the channel may be estimated. For exam- 
ple] we can assume that the channel can be expressed as 

H = H,R$~ (4.17) 

where H, is i.i.d complex Gaussian] and RH is the transmit antenna correlation 
matrix. In this case, statistical beamforming in conjunction with space-time 
coding can be applied. Sampath and Paulraj [5] and Zhou and Giannakis 
introduced the notion of eigen-beamforming using orthogonal space-time block 
codes and vector channel covariance matrices [14]. Focusing on symbol-by- 
symbol detection, the optimal beamforming was designed in [16] to minimize 
symbol error rate (SER). 

Consider a size L x K space-time block code 

c =  [ c(1) c(2) c(K) 3 .  
Instead of transmitting C directly through Nt antennas, an Nt X L  beam- 

forming transmit beamforming matrix W is applied, given the following trans- 
mitted signal 

x = w c  

Then the received signal becomes 

Y = H X  = HWC 

The optimum statistical beamformer is the one that optimizes the error per- 
formance. Based on pairwise error probability of the receiver with ML detection 
established in [lo], it is straightforward to show that the probability of the de- 
coder deciding in favor of code word C", when in fact the code matrix C was 
transmitted] is upper bounded as 

Pe 5 P(C -+ C") 5 exp (-IIHW(C - Ce)11$/4No) (4.18) 

Averaging across all possible channel realizations, the average PEP is shown 
a3 

from which the optimum beamformer Wopt can be derived. 
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Figure 4.9: STC with beamforming in OFDM 

4.4.5 ST beamforming in OFDM 

The ST beamforming principles can be applied to broadband system using 
OFDM modem. By transforming the broadband channels into a set of par- 
allel narrowband subchannels, the space-time coding beamforming can take the 
canonical form depicted in Figure 4.9. 

4.5 Wide-area MIMO beamforming 

Much of the work to date on STC-OFDM assumes a multipath channel in which 
fading from each transmit antenna to any receive antenna is independent. Such 
is valid only in a rich scattering environment. In many wide-area applications, 
the base station (BTS) is usually placed high above the ground and is not 
surrounded by scatters. The multipaths at  the basestation antenna array will 
have distinct angles with each multipath corresponding to a distant scatter. As 
a result, the fadings in the MIMO channel are correlated with each other. Since 
the BTS-to-user transmission is more important in asymmetric applications, 
there is a strong need for an optimized space-time downlink modem for such 
channel conditions. In this section, we present a downlink MIMO beamforming 
scheme suitable for outdoor applications. 

4.5.1 Data model 

Negi et  al. introduced a downlink beamforming STC scheme specifically for out- 
door channels [15]. Here, we describe a low-complexity transmission scheme for 
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broadband OFDM operations. The approach offers the benefits of both trans- 
mit beamforming and space-time coding to an OFDM system without minimum 
increase in complexity. In the outdoor channel model, the optimum beamformer 
is shown to be identical for all subcarriers in the OFDM system, allowing simple 
time domain implementation of the transmit beamformer and a simpler receiver. 

Referring to Figure 4.5 which depicts the downlink scenario under consid- 
eration, the N,. x 1 received signal at the mobile station can be expressed as 

~ 5 1  

L 

where k denotes the discrete time index and T L  is the discrete delay for path I ;  
hi = [hll . . . h l ~ , ] ~  is the N,. x 1 vector of fading channel gains associated with 
the lth multipath; a(&) is the Nt x 1 vector representing the array response for 
the lth path at angle 81; x(k)= [ ~ l ( k ) . . . ~ ~ ~ ( k ) ] ~  is the Nt x 1 vector of the 
transmitted signal, and v(k) is the N,. x 1 noise vector a t  the receive antennas. 

In the above model, the fading gain vectors {hl} for the L distinct paths 
are assumed to be uncorrelated. Also, their elements are assumed to have 
independent and identically distributed Rayleigh fading due to the abundant 
local scatters around the mobile. Each hlaH(81) forms an N,. x Nt MIMO 
matrix HI whose columns are correlated. We further assume that 

0 the BTS has knowledge of the multipath angles {el}  which are slow chang- 
ing in an outdoor environment; 

0 the BTS does not know the fading gains hl since they may be fast varying 
due to  the motion of the terminal and environment variations; 

0 the mobile has full knowledge of channel state information (CSI) through 
channel estimation. 

With an N-subcarrier OFDM, the input-output relation for the i th subcar- 
rier in this system can be expressed as 

L 

y(i, k )  = C[hlaH(81)e-j~r,i]x(i, k )  + ~ ( i ,  k ) , i  = 1,. . . , N 
1=1 

Written in matrix form, we have 

~ ( i ,  k )  = H D ~ A ~ x ( ~ ,  IC) + v(i, k )  

where H = [hl . . . h ~ ] ,  A =[a(&) . . . a(QL), and 
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For conventional STC-OFDM transmission over uncorrelated broadband 
MIMO channels, a size Nt space-time code is needed on each subcarrier to 
achieve the full spatial diversity. However in our channel model there are only 
L independent paths, the total order of diversity available from the channel is 
NTL instead of N,NtL, suggesting a STC of size L is sufficient [15]. Without 
utilizing the channel structure or the angle information, the conventional STC 
scheme is sub-optimum in terms of both performance (i.e., no beamforming 
gain) and complexity (oversized STCs and FFT operations). In the following, 
we will develop a scheme to achieve better performance at lower complexity. 

4.5.2 Uncoded OFDM design criterion 

Since the maximum diversity in the system is NTL, we start with a size L space 
time code which is able to capture L-order diversity in uncorrelated MIMO 
channels. Now for each subcarrier, we employ a size L x K space-time code 
cz = [ ci(1) ci(2) . . .  ci(K) 1.  Combined with a transmit beamforming 
matrix Wi, the transmitted signal on the i th subcarrier is 

xi= wici 

where Xi is the transmitted symbol on the i th  subcarrier over K OFDM sym- 
bols. Then the received signal at  subcarrier i is 

yi = H D ~ A ~ W ~ C ~ S V ~  

where Yi = [ yi(1) yi(2) ... yi(K) 3 .  To find the best transmission 
scheme in terms of error performance, let us first derive the performance criteria 
of the above STC coded system. From (4.18), the probability of the decoder 
deciding in favor of code word Cz, when in fact the code matrix Ci was trans- 
mitted, is upper bounded as 

P, 5 P(C --$ C") 5 exp (-(HDiAHWi(C - Ce)1;/4No) (4.19) 

Averaging across all possible channel realizations, the average PEP is shown in 
Appendix I as 

Now we optimize Wi for each subcarrier to minimize error probability. Since 
our objective is to design the optimum beamforming matrix for any pre-chosen 
space time codes C, we can assume I(C - C")(C - Ce)HI to be a constant which 
does not affect the optimization result. With this assumption, the optimization 
problem reduces to 

min I D ~ A H W ~ W H A D ~ ~  
subject to tr[WiWF] = L 
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The constraint arises due to the total transmitted power over Nt antennas. 
Under unit transmit power assumption, a size L space-time code allocates an 
average power of 1/L to each of its L output symbols, i.e., 

E { ~ ( k ) c ~ ( k ) }  = I / L  

The optimum solution is given by the following proposition. 

Proposition 3 The optimum beamforming matrix Wopt f o r  each subcarrier is 
identical, and is composed of the first L right singular vectors of matrix A H .  

Proof. Notice that matrix Di is orthogonal; the maximization criterion can 
be simplified as 

min I D ~ A H W ~ W ~ A D ~  = min AHW~WHADHD~ = min A H W ~ W H A ~  I /  I 1  
It is obvious that the optimum solution is only decided by the matrix A 

and is independent of subcarrier index i. Following the similar derivation as 
in [15], we can show the optimum solution is to choose W = &+a, where 9 
is an arbitrary orthogonal matrix, and &+ is comprised of the first L right 
eigenvectors of matrix A H .  A natural choice is to let 9 be an identity matrix, 

Due to the fact that beamforming vectors are identical for all subcarriers, 
the computation complexity for finding the beamforming matrix is dramatically 
reduced. In fact, beamforming can be performed in the time domain in an 
OFDM system, which can further reduce the transmitter complexity. 

Proposition 4 The outdoor STC-beamforming scheme can be realized with L 
IFFT operations, following by a size L x Nt beamformer as shown in Figure 

which leads to W = &+. 

4.10. 

Fig. 4.10 illustrates the TX structure of a STC-beamforming OFDM system. 
Note when the number of antennas Nt is greater than the number of path L, 
this transmission scheme can reduce the transmitter complexity, requiring only 
L FFT computations instead of Nt FFTs as in the conventional STC-OFDM 
system. 

With the optimum beamforming transmission scheme, the effective channel 
at the receiver for the i th  subcarrier in an OFDM system becomes the standard 
uncorrelated MIMO channel, 

(4.21) 

(4.22) 

where 0 1  are the L singular values of the matrix A H ,  and [glhi . . . c ~ ~ h i ]  = 
HDiU, where U is the left singular vectors of A H .  Since both Di and U 
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Figure 4.10: A simplified STC with beamforming architecture 

are orthogonal matrices and H has i.i.d complex Gaussian elements, {hi} are 
uncorrelated Rayleigh fading random vectors. Therefore, it is straightforward 
to show that with an L-diversity space-time code, a diversity order of N,L is 
achieved. 

To perform coherent detection, the receiver needs to estimate each subcar- 
rier's effective channel Hi,,ff. With estimated channel coefficients, standard 
ML decoding can be employed to detect Ci from Yi optimally, 

Note the complexity of ML decoding is exponentially proportional to the size 
of the STC, which is the number of available paths L.  When L is less than the 
available antennas Nt at the basestation, a reduction in decoding complexity 
compared to the conventional STC-OFDM of the order of Nt - L is achieved. 

In addition to lower encoder and decoder complexity as explained above, 
the outdoor STC-beamforming scheme also has better error performance than 
the conventional STC-only scheme. Since the two schemes use different size 
space-time codes, it is difficult to compare the performance in terms of pair- 
wise error probability in (4.20), which depends on the specific space-time code 
design. Instead, we use the average receiving SNR as a metric to compare 
the two schemes. The following proposition states that the STC-beamforming 
scheme enjoys an SNR gain of lolog (9) dB. 
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Proposition 5 For a sy s t em with Nt transmit  antennas and L distinct paths 
(Nt  > L ) ,  the proposed STC-beamforming scheme has a receiving SNR gain of 
10 log (9) d B  compared with the standard STC only scheme. 

Proof. See Appendix 11. 

4.5.3 Coded OFDM design criterion 

In the previous section, we have demonstrated that combining beamforming 
with space-time codes can provide full diversity, achieve an SNR increase, and 
at  the same time reduce the transmitter and receiver complexity. As mentioned 
in Section 4.4.3, an outer channel code is often employed in practical systems to 
combat frequency selectivity. A natural question here is how the outer channel 
encoder affects the ST-beamforming design in the outdoor ST-beamforming 
scheme. 

Figure 4.11 shows the coded OFDM system under consideration. The in- 
formation bits are first encoded with an outer channel code. We assume that 
the coding block spans more than one OFDM symbol and that the coded bits 
are fully interleaved before they are mapped to constellation points. A size L 
space time code is employed on each subcarrier followed by standard OFDM 
modulation. As shown previously, beamforming can be pzrformed in the time 
domain, which reduces th_e number of FFT operations to L. In this section, we 
investigate the choice of L and the beamformer W in the presence of an outer 
channel encoder. 

h 

Paths with distinct delay 

We first consider the case when all multipaths have distinct delays. The fol- 
lowing proposition states that with a strong outer channel coding, all available 
diversity can be captured without a space-time code. 

Proposition 6 In a coded OFDM system,  full diversity can be achieved by 
coding across subcarriers when all multapaths have distinct delays. Consequently 
n o  space-time code is  needed and the beamforming vector should be chosen as 
the f irst  right singular vector of the ma t r i x  A H .  

Proof. See Appendix 111. 
Intuitively, the above result can be understood from the fact that the com- 

posite channels across subcarriers contain different linear combinations of un- 
correlated paths. Consequently, the outer channel code can capture all angle 
diversity in the frequency domain. At the same time, by transmitting all energy 
along the first right singular vector, the highest SNR gain is attained. 
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Paths with same delay 

Proposition 6 shows that when all paths in the outdoor model have different 
arrival time, full diversity can be captured by using an outer code across s u b  
carriers. In other words, the angle diversity is readily transferred into the fre- 
quency diversity in the OFDM systems. Combined with a proper beamformer, 
the transmission scheme can achieve both diversity and SNR gain as well. How- 
ever, such a scheme can not fully exploit the available diversity in the channel 
when several paths have the same delay. This loss of diversity can be shown by 
observing (4.21). Notice that when two paths, say hl and h2, have the same 
delay 7 1  and 7 2 ,  these two coherent paths will always be combined in the same 
way on all subcarriers. Therefore, the available diversity in the effective channel 
seen by the channel coding is reduced. To capture this otherwise lost diversity, 
a space-time code is needed. The size of the STC needed is dependent on the 
number of paths having the same delay, as shown in the following proposition. 

Proposition 7 I n  a coded OFDMsys tem,  a size 2 STC is needed to  capture 
the L order spatial diversity when L paths have same delays. Combined with 
outer channel coding across subcarriers and beamforming with the first 2 right 
singular vectors, the transmission scheme i s  able to  achieve full diversity and 
the largest SNR gain. 

Proof. Suppose 2 paths have the same delay 71. Substituting the Nt x 
beamformer matrix W into the channel model, we have the effective Nt x L 
channel matrix for the ith subcarrier as 

It is easy to show that the 2 columns of the effective channel matrix Hi,,ff 

are uncorrelated by verifying that E hi,jlg$2 = 0, for j1 # j 2 .  Therefore 

a diversity order of 2 is obtained with a conventional size 2 space-time code 
[lo]. The remaining diversity from paths with distinct delays can be obtained 
by outer channel coding across subcarriers, as demonstrated in Proposition 6. 

{- } 

rn 

Example 9 Consider a 256-point OFDhl system with a uniform linear array 
with Nt = 4 antennas at the transmitter. Figure 4.12 compares the performance 
of the STC-beamforming scheme, the conventional STC (STC-only), and the 
beamforming-only scheme. The number of paths L = 2.  The angles of departure 
(AOD) and the delays of these two paths are {10",30"} and (1, lo} (samples), 
respectively. The space-time code employed is the orthogonal space-time block 
code. For the STC-beamforming scheme, a size-2 orthogonal STBC, i.e., Alam- 
outi code, is combined with beamforming as described. For the beamforming only 



92 C H A P T E R  4. P H Y  LAYER ISSUES - SPATIAL  PROCESSING 

7- --1 + SIP 

Figure 4.11: Concatinated coding in OFDM with beamforming 

scheme, the beamformer vector i s  chosen as the first right singular vector, i.e. 
the dominant eigen-mode transmission. For the Conventional STC transmission, 
a size-4 orthogonal STBC [ll] with a rate of 1/2 is combined with 16QAM mod- 
ulation to  provide a spectral eficiency of 2 bits/symbol. The  other two schemes 
use QPSK. This figure clearly shows that the STC-beamforming scheme has the 
best performance among all three. I t  has the same diversity order as the conven- 
tional STC scheme, while enjoying a S N R  gain of about 5 dB.  The larger S N R  
gain is partly due to  the higher order modulation scheme used an the STC only 
scheme. Compared with the beamforming only scheme, the STC-beamforming 
scheme achieves a higher order of diversity as indicated by a steeper BER curve. 
I t  is also interesting to  notice that BER curves fo r  the conventional STC scheme 
and the beamforming only scheme cross ouer at SNR = 19dB. This  i s  under- 
standable since in the low S N R  range, the beamforming-only scheme has better 
B E R  performance due to  its S N R  gain; while in the high S N R  range, diversity 
becomes more important to  performance. Although the size-4 STTC has a larger 
coding gain and a much higher decoding complexity, it is still outperformed b y  
the 2 -STTC combined with beamforming scheme. The S N R  gain obtained by the 
STC-beamforming scheme is about 3dB, which i s  consistent with Proposition 5. 

Example 10 Performance of STC-beamforming transmission in coded OFDM 
systems are evaluated in Fig. 4.13(a) and (b). A 112 rate 64-state convolutional 
code is used to  encode information bits across 256 subcarriers. Fig. 4.13(a) 
compares the performance of the STC-beamforming and the beamforming-only 
schemes for  the case where the two paths in the channel have distinct delays 7 1  = 
1 and 7 1  = 10. The space-time code used is the Alamouti code. As expected, the 
two schemes have the same diversity order while the STC-beamforming scheme 
slightly outperforms the other scheme b y  about 1dB. The reason f o r  this gain is 
that the space-time code produces a flatter channel across all subcarriers, which 
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Figure 4.12: Performance of STC with beamforming vs. STC only schemes. 

is more beneficial t o  the outer channel coding. Also plotted in the figure are the 
BER curves of the  two  schemes when there are L = 4 paths. B o t h  schemes are 
able t o  pick u p  the higher order of diversity in this setup and provide similar 
performance. W h e n  several paths in the channel have same  delays, the space- 
t i m e  code is needed t o  obtain all the diversity inherent t o  the channel. T h i s  
effect is clearly demonstrated in the Fig. 4.13(b), where two channel setups are 
considered. For the first setup, there are 2 paths with the same propagation 
delay 71 = 1. T h e  number of antennas a t  the basestation i s  set t o  be 4. It is 
obvious that the beamforming only scheme can n o t  achieve the  diversity order 
of 2, even with the help of the F E C .  Hence, it suffers a large performance loss 
in the high-SNR region. For the second channel setup, the number of distinct 
paths in the ph,ysical channel i s  assumed to  be 4. T h e  delays f o r  these 4 paths 
are {1,1,10, lo} respectively. Once again, it i s  seen that t he  A lamou t i  code 
combined with beamforming obtains the full diversity, whale the beamforming- 
only scheme can only provide diversity of order 2. This  is because the outer  
channel code across subcarriers can only exploit the diversity associated with 
paths having distinct delays, which in this case is 2. 

4.6 Summary 

Space-time processing adds a new dimension to OFDM that can dramatically 
enhance some key operational parameters in a wireless network. In this c h a p  
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Figure 4.13: Beamforming with outer channel coding 

ter, we discuss the basics of beamforming, space-time coding, the capacity of 
a MIMO system, and the use of STC/beamforming in OFDM systems. The 
activities in this area have led to many exciting breakthroughs, some of which 
have already been adopted into new wireless standards such as the WiFi and 
the WiMAX. 

Appendix I: derivation of 15, 
Let C =AHW(C - C") ,  d2 = IIHCll:, (4.19) then can be rewritten as 

P, 5 exp ( -d2 /4N0)  

Note d2 can be expressed as 

where hi is the i th  column of H. Substitute CCH with its eigenvalue decompo- 
sition UAUH, we have 

Since U is an orthogonal matrix and hH is a vector with i.i.d complex Gaus- 
sian elements, g? = hFU also has i.i.d complex Gaussian elements. Therefore, 
@ is the sum of N,. x L independent x2 random variables each with 2 degrees 
of freedom. and has the characteristic function as follows: 
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Hence the average PEP is 

-N,L 

= (&) IAHW(C - Ce)(C - Ce)HWHAI-Nr 

Appendix 11: proof of proposition 5 

For the STC only scheme, each codeword matrix has dimension Nt x Nt.  The 
average receiving SNR on the i th  subcarrier is 

where the factor & is due to the fact that each codeword spans Nt time slots, 
and - is the total noise power on NT receive antennas. With the assumption 

NT No 

(4.23) 

where in the second step, we substitute AH with its SVD, AH= UIX+IO]VH; 
and in the third and the last steps, we use the facts that [hi . . . hi] = HDiU 
has i.i.d complex Gaussian elements and E tr[hiHhi]} = N T .  
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For the STC-Beamforming scheme, the average receiving SNR is 

with a similar derivation as for the STC only scheme, it can be shown that 

(4.24) 

Comparing (4.23) with (4.24), we have 

Appendix 111: proof of proposition 6 

Transmitting along the first right singular vector of the matrix AH, i.e., the 
dominant eigenmode transmission, is optimum in terms of receiving SNR. This 
is because all transmit energy is concentrated along the direction corresponding 
to the largest singular value (hence the largest gain). All we need to  show is that 
with this beamformer, the outer channel coding across subcarriers can catch all 
the available diversity. 

To show this, consider the composite channel seen by the outer channel 
coding. Substituting the beamformer matrix w = [wl] into the channel model, 
we have the composite channel for the i th subcarrier as 

where u1 and u1 are the first left singular vector and the largest singular value 
of matrix A H ,  respectively. Thus, the composite channel for the i th  subcarrier 
is the sum of L uncorrelated Rayleigh fadings with different phase rotations. 
With the assumption that all L paths have different 71, these phase rotations 
are different across subcarriers. 

Denote dmin the minimum Hamming distance of the outer FEC code. We 
further assume that dmin differences in coded bits result in dmin different symbols 
after modulation mapping, which is almost the case when a bit interleaver exists 
between the encoder and the modulator. Following the similar PEP derivation 
as in Appendix I, the average PEP for the coded system can be shown as 
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where XI,&, . . .  ,A, are the T nonzero eigenvalues of the correlation matrix 

R;, = E h,cH , and h, is the composite channel vector a t  subcarriers 

s = (s1, sz,. . . , Sdmi,}, where two FEC codewords differ. Clearly, the rank of 
the correlation matrix Rxs, T ,  determines the diversity order that the scheme 
can achieve. 

A 

{- 4 

The rank T can be determined by plugging (4.21) into the correlation matrix, 

where 

Note that the second matrix in the above equation is nothing but a subma- 
trix of an N x N DFT matrix. When the delay spread is uniform, it can be 
easily shown that the matrix is rank L,  as any of its L columns form a Vander- 
monde matrix. In other cases, any L columns are shown to be almost always 
linearly independent. Hence the matrix is also rank L. Therefore, matrix B, 
and consequently the correlation matrix Rza is rank L as long as &in is larger 
than the number of the available paths L. This can be easily accomplished with 
an adequate FEC code. 
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Chapter 5 

Multiple Access Control 
Protocols 

5.1 Introduction 

The previous chapters primarily address the link-level issues between a trans- 
mitter and a receiver. In a multiuser environment, the radio resource must be 
shared among multiple users. In addition, to support bandwidth-demanding 
multimedia traffics, a wireless network must be able to serve a diverse set of 
users in highly dynamic, resource constrained and data intensive environments. 

This chapter discusses the multiple access control/medium access control 
(MAC) related issues in OFDM-based broadband wireless networks. In a large 
scale wireless system, users’ channel characteristics, mutual interference pat- 
terns, as well as traffic requirements are largely diverse. Therefore, each radio 
resource unit in the time-frequency-space dimension is likely to bear high util- 
ity value to certain users. Consequently, the total channel capacity or spectral 
efficiency of the network can be significantly increased through judicious re- 
source allocation in MAC layer. This motivates the design of highly adaptive 
MAC layer protocols and algorithms that can cope with the channel and traffic 
dynamics. 

5.2 Basic MAC protocols 

There are two basic types of MAC protocols that are commonly used in modern 
wireless communication systems: contention based and non-contention based 
MAC protocols. 

5.2.1 Contention based protocols 

In a contention based MAC protocol, each terminal transmits in a decentralized 
way. There is no central controller, e.g., a base station, in the system that reg- 

100 
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ulates when and on which channel the terminal should transmit. As a result, 
more than one terminals may transmit simultaneously, leading to signal colli- 
sions. Once collision occurs, the involved terminals back-off their transmissions, 
i.e., wait for a randomly selected time and retransmit. The two commonly used 
contention based protocols in wireless communications are ALOHA and carrier- 
sensing multiple access (CSMA). The difference between the two resides mostly 
in whether the protocol checks the availability of the wireless medium before 
the terminal starts transmission. In ALOHA, each terminal starts transmitting 
regardless of whether other terminals are using the same channel. While in 
CSMA, the terminal first senses the channel before transmission. If the channel 
is free, i.e., no presence of other terminals’ signals, then it starts to transmit; 
otherwise, it will hold its transmission until the medium is free. Different vari- 
ations of the two protocols exists. For example, the slotted ALOHA protocol 
allows the terminal to start transmission only at  the beginning of the divided 
time slots. The CSMA/CA protocol exchanges short messages between the 
transmitter and the intended receiver before data communications. It also indi- 
cates the medium reservation period during the data transmission. These short 
messages and reservation broadcasting allow all the neighboring terminals (in- 
cluding the so-called “hidden nodes”, please see the book Appendix on IEEE 
802.11 for more details) to realize the busy medium and hold their transmissions 
until the existing communication finishes. 

Both ALOHA and CSMA protocols have been adopted in many wireless 
systems. For example, GSM [l] uses the slotted ALOHA in the terminal’s 
initial access process. When a terminal tries to  establish a call or a connection 
with the base station, it first uses ALOHA protocol to send the access request to 
the base station. CSMA/CA is the key MAC scheme in wireless LAN networks 
[2]. In a wireless LAN network, all terminals sense the channels and exchange 
short messages before data transmissions. 

Example 11 IEEE 802.11 uses C S M A / C A  based contention access scheme. 
T h e  C S M A / C A  i s  realized by a distributed coordination func t ion  (DCF). In 
Figure 5.1, i f  s tation A has a contention window of 15, and it randomly selects 
a value between 0 and 15, e.g., 4,  t hen  the station m u s t  wait  f o r  additional 4 
t i m e  slots before it m a y  transmit.  During this period, the station keeps sensing 
the med ium.  Meanwhile, station B selects a shorter backoff value, e.g., 2 t i m e  
slots, and starts transmission before A .  T h e n  A shall hold its data and update 
the  m e d i u m  status afler it detects frames o n  the medium.  Once B completes i ts  
transmission, A resumes its count down procedure and starts transmission when  
the remaining 2 t ime  slots elapse. Interested readers are referred t o  the book 
Appendix  o n  I E E E  802.11 or  the I E E E  web site f o r  more details (21. 

Note that although the terminals using ALOHA or CSMA randomly pick 
their back-off time or sense the channel before transmissions, collisions may still 
occur. For instance, the collision of CSMA may happen when terminal A senses 
the medium as free while terminal B is transmitting. This may be caused by the 
propagation delay from terminal B to terminal A-A does not detect B’s signal 
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Figure 5.1: Medium contention of two users in a 802.11 network 

because it has not yet reached terminal A. Generally speaking, the probability 
that multiple terminals having data to  send at the same time increases as the 
terminal number increases, leading to  a high collision probability. This has 
motivated the deployment of non-contention based MAC protocols in wireless 
systems. 

5.2.2 Non-contention based MAC protocols 

In non-contention based MAC protocols, a logic controller is needed to coordi- 
nate the transmissions of all the terminals. The controller informs each device 
when and on which channel it can transmit so that collisions can be avoided 
entirely. Non-contention based protocols can be further classified into two cat- 
egories depending on whether the terminals are transmitting simultaneously 
using different channels (channelization) or they are transmitting sequentially 
using the same channel (non-channelization). 

Non-channelization protocols 

The commonly used non-channelization protocol in wireless system is polling 
protocol. Multiple access is coordinated by a master terminal which serves as 
the controller. The master terminal polls each terminal one by one to  allow their 
data to transmit alternately. The role of the master terminal may be served in 
a round robin fashion by all the devices in the formed network. 

Example 12 IEEE 802.11 standard also has a polling based m e d i u m  access 
method in addition to  contention based method. T h e  polling method is operated 
by a point coordination funct ion (PCF). The access point  polls each station 
and allows t h e m  t o  transmit  alternately. T h e  contention period and contention 
free period (polling period) operate alternately and the  length ratio of these two  
periods can be preset by the network administrator.  

Example 13 IEEE 802.15, also referred t o  as  wireless personal area network 
(WPAN), employs a polling based m e d i u m  access method. A device tha t  coor- 
dinates the  network (so-called piconet) is referred t o  as  “master node”, while 
others are called “slave nodes”. T h e  mas te r  node polls slave nodes alternatively 
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Figure 5.2:  TDMA channelization 

t o  allow t h e m  t o  transmit  as permitted. All devices are synchronized with the 
mas te r  node’s frequency hopping channels, using the clock of the mas te r  node in 
the  piconet. A WPAN network addresses the short range communicat ion rang- 
ing f r o m  1 t o  1 0 m  over a set  of devices. Interested readers are referred t o  the 
standard body f o r  more details [3]. 

Channelization protocols 

Channelization protocols are the most commonly used protocols in cellular sys- 
tems. The terminals transmit on the designated channels assigned to them. 
The channel is defined by how the frequency and time domains are divided 
and shared by the terminals. The channelization scheme determines the MAC 
scheme type. So far, three types of MAC schemes have been commercially 
used in the cellular world: time division multiple access (TDMA), code division 
multiple access (CDMA) and frequency division multiple access (FDMA). Fig- 
ure 5.2 (TDMA), Figure 5 .3  (CDMA) and Figure 5.4 (FDMA) illustrate these 
schemes. In the figures, different colors represent the occupancy of the resources 
by different users. 

0 TDMA 

In Figure 5.2,  the time axis is divided into frames and further into slots. 
Each slot is assigned exclusively to one terminal/user and the terminals 
occupy the same frequency band in the same cell. A channel in a TDMA 
system is then referred to as the slot position in frames. 

Example 14 GSM uses a TDMA type of access method. O n e  f rame  i s  
approximately 4.16 (126/20) m s  and contains 8 t ime  slot; E a c h  t i m e  slot 
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lasts 0.577 ms and i s  called a burst in a T D M A  frame.  A channel is 
then  defined as the slot/burst posit ion in frames.  A l l  G S M  signals are 
transmitted using a 200 K H z  frequency band. However, a user  m a y  j u m p  
f r o m  one carrier t o  another o n  a large t ime  scale using a frequency hopping 
fashion. 

CDMA 

In Figure 5.3,  different terminals are transmitting using different spreading 
codes. More than one terminal may share the same frequency and time 
domains all the time. A channel in a CDMA system is then defined by the 
spreading code. Ideally, the codes among terminals should be orthogonal 
so that the receiver can detect the signal addressed to  it in the presence of 
the interference from other users. However, in practice, this is very difficult 
to realize. The non-orthogonality of codes gives rise to the multiple access 
interference (MAI) at the receiver side. Sophisticated receiver structures, 
e.g., multiuser detection (MUD), are needed to eliminate such interference 

user luser 2 user 3 user 4 

J 

t i n e  + 

code 

Figure 5.3: CDMA channelization 

Example 15 T h e  IS-95 standard employs C D M A  type of access method. 
In downlink, channels are identified by the orthogonal Wal sh  code of 64- 
chip length. Among  the 64 channels, one is used as  a pilot  channel, seven 
are used a s  paging channels and 55 are used as  t r a f i c  channels. T h e  signal 
is  further  spread by a 32768-chip m-sequence t o  distinguish the  BSs that 
are using the same frequency (51. 

FDMA 

In Figure 5.4, the whole frequency spectrum is divided into several fre- 
quency bands, and each terminal is transmitting on a separate band. A 
channel in an FDMA system is then defined by the frequency band. 
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Example 16 The first generation of wireless communication system, Ana- 
log American Mobile Phone System (AMPS), uses FDMA as the access 
method. The allocated frequency band is divided into 30 KHz channels and 
a call utilizes one 30 KHz channel. 

I I I I 

Figure 5.4: FDMA channelization 

0 OFDMA 

Before the digital implementation of OFDM, FDMA can only be realized 
using multiple analog R F  modules if one terminal is occupying multi- 
ple frequency bands. FDMA therefore was deemed unsuitable for broad- 
band communications. However, the rise of OFDM, and in particular, its 
IFFT/FFT implementation, give FDMA a new life as a broadband mul- 
tiple access scheme. The use of IFFT/FFT allows terminals to arbitrarily 
combine multiple frequencies (subcarriers) at the baseband, leading to or- 
thogonal frequency division multiple access (OFDMA) scheme as shown 
in Figure 5 .5 .  

Definition 1 An OFDMA system is defined as one in which each termi- 
nal occupies a subset of subcarriers (termed an OFDMA trafic channel), 
and each traffic channel is assigned exclusively to one user at any time 
PI. 
In OFDMA, users are not overlapped in frequency domain at any given 
time. However, the frequency bands assigned to a particular user may 
change over the time as shown in Figure 5.5. 

Example 17 The IEEE 802.16a-e has an OFDMA mode with bandwidth 
options of either 1.25, 5, 10 or 20 MHz. Depending on the bandwidth, the 
entire spectrum is divided into 128, 512, 1024 or 2048 subcarriers. For 
example, a 20 MHz band with a 2048-FFT yields a subcarrier spacing of 
9.8 KHz [Y]. I n  time domain, the resource is further devided into frames 
and subframes that can be allocated to diflerent users. 
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Figure 5.5: OFDMA in frequency and time domain 

Up till now, we have introduced two categories of multiple access protocols in 
wireless systems: contention and non-contention based protocols. It should be 
pointed out that, in practice, different multiple access protocols may coexist in 
the same system. For example, a terminal in IS-95 network utilizes ALOHA to 
initiate the random access process on a random access channel, which is shared 
by all the terminals. Once its requesting signal is received correctly by the BS, 
the BS shall assign a dedicated channel to the terminal. Since IS-95 is a CDMA 
system, the channel will indicate the code that the terminal should use. The 
data is then exchanged using the allocated channel. 

Example 18 Figure 5.6 illustrates the combination of the t w o  types of protocols 
in 15-95 networks. Before the terminal  establishes a call, it f irst  goes through 
the random access procedure to  request a dedicated channel using ALOHA pro- 
tocol. Once i ts  request is correctly received by the BS, the BS assigns a dedicated 
channel to  the terminal.  T h e  assigned channels are sent  t o  the  terminal in a 
paging channel. 

5.3 OFDMA advantages 

Applying the three types of channelization schemes to OFDM network, we ar- 
rive at  three types of systems: OFDM-TDMA, OFDM-CDMA (MC-CDMA or 
Multicarrier DS-CDMA) and OFDMA. The flexibility of OFDM-TDMA and 
OFDM-CDMA lies in the fact that the number of slots or the number of codes 
assigned to  each user is adjustable, leading to different data rates. On the 
other hand, OFDMA is fundamentally advantageous over OFDM-TDMA and 
OFDM-CDMA when it comes down to real system operations. 

0 Granularity: Early broadband access systems utilize OFDM-TDMA to 
offer a straightforward way of multiple-accessing: each user uses a small 
number of OFDM symbols in a time slot and, multiple users share the 
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Figure 5.6: The coexistence of contention based and non-contention based MAC 
schemes in IS-95 system 

radio channel through TDMA. The method has two obvious shortcomings. 
First, every time a user utilizes the channel, it has to burst its data over 
the entire bandwidth, leading to a high peak power and therefore low 
RF efficiency. Second, when the number of sharing users is large, the 
TDMA access delay can be excessive. OFDMA is a much more flexible and 
powerful way to achieve multiple-access with OFDM modem. In OFDMA, 
the multiple-access is not only supported in the time domain, but also in 
the frequency domain, just like traditional FDMA minus the guard-band 
overhead. As a result, an OFDMA system can support more users with 
much less delay. The finer data rate granularity in OFDMA, as illustrated 
in Figure 5.7, is paramount to rich media applications with diverse QoS 
requirements. 

0 Link budget: Since each TDMA user must burst its data over the entire 
bandwidth during the allocated time slots, the instantaneous transmission 
power (dictated by the peak rate) is the same for all users, regardless of 
their actual data rates. This inevitably creates a link budget deficit that 
handicaps the low rate users. Unlike TDMA, an OFDMA system can 
accommodate a low-rate user by allocating only a small portion of its 
band (proportional to the requested rate). For example, by reducing the 
effective transmit bandwidth to 1/64 of the system bandwidth, OFDMA 
can provide an about 18 dB uplink budget advantage over OFDM-TDMA. 

0 Receiver simplicity: OFDMA has the merit of easy decoding at the re- 
ceiver side, as it eliminates the intra-cell interference avoiding CDMA 
type of multi-user detection. This is not the case in MC-CDMA, even if 
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Figure 5.7: Resource partitioning in OFDMA 

the codes are designed to be orthogonal. Users’ signals can only be de- 
tected jointly since the code orthogonality is destroyed by the frequency 
selective fading. The fact that users’ channel characteristics must be esti- 
mated also favors OFDMA. In MC-CDMA, users’ channel responses must 
be estimated using complex jointly estimation algorithms. Furthermore, 
OFDMA is the least sensitive multiple access scheme to system imper- 
fections [9]. Due to these intrinsic features, OFDMA has been adopted 
in several modern wireless systems, e.g., IEEE 802.16a-e [7], and IEEE 
802.20. 

0 Multiuser diversity: As stated in Chapter 2, broadband signals experience 
frequency selective fadings. The frequency response of the channel varies 
over the whole frequency spectrum. The fact that each user has to trans- 
mit its signal over the entire spectrum in OFDM-TDMA/CDMA leads to 
an averaged-down effect in the presence of deep fading and narrowband in- 
terference. On the other hand, OFDMA allows different users to transmit 
over different portions of the broadband spectrum (traffic channel). Since 
different users perceive different channel qualities, a deep faded channel 
for one user may still be favorable to others. Therefore, through judicious 
channel allocation, the system can potentially outperform interference- 
averaging techniques by a factor of 2 to 3 in spectrum efficiency [8]. 

Clearly, resource allocation plays an important role in OFDMA systems. In 
the ensuing sections, we discuss MAC layer issues in OFDMA systems related 
to resource allocation. We first study a key factor, multiuser diversity, in a 
multiuser wireless communication environment. Next we establish the OFDMA 
optimality using optimal resource allocation. Finally, we discuss a cross layer 
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design concept in modern OFDMA systems, 

5.4 Multiuser diversity 

Multiuser diversity is a recently identified diversity in multiuser wireless com- 
munication systems. In general, multiuser diversity gain arises from the fact 
that in a wireless system with many users, the utility value (e.g., achievable 
data rate) of a given resource unit varies from one user to another. Such fluc- 
tuations allow the overall system performance to be maximized by allocating 
each radio resource unit to the user that can best exploit it. To illustrate the 
multiuser diversity gain, let us study a simple example as follows. 

user 1 user 2 

Figure 5.8: A two-user wireless communication system 

Example 19 Figure 5.8 shows a single cell OFDMA system with one base sta- 
tion serving two users. I n  this example, we have the following assumptions: 

1. The two users are independent, i.e., their channel responses are indepen- 
dent. 

2. The users have perfect knowledge of the channel state information. 

3. There is a perfect feedback channel f rom each user to  the BS which is error 
free and of no delay; I n  cases when the uplink and downlink channels are 
symmetric, e.g., time-division-duplex (TDD)  systems, the feedback chan- 
nel can be omitted since the measurements of the uplink channels by the 
BS can be used as the estimates of the downlink channels. 

4 .  The BS gathers the channel measurements from the two users and allocates 
channels (i.e., subcarriers) based on these measurement reports. 

Since the SINRs  across subcarriers characterise the channel response, we 
shall use the system average S INR to illustrate the multiuser diversity. Figure 
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Frequency 

(a) channel frequency response of user 1 

SIN 

Frequency 

(b) channel frequency response of user 2 

Figure 5.9: Channel frequency responses of the two users 

(a) and (b) in Figure 5.9 show the frequency selective channel responses of two 
users respectively. Due to interference and noise, some of the subcarriers are 
in deep fading. However since the two users are independent, a deep-faded 
subcarrier for one user may be an excellent one for the other user. If we use 
TDMA, then the SINR value on each subcarrier is the average of the two users, 
which is indicated in Figure 5.10 (a). On the other hand, i f  we use OFDMA 
with intelligent resource allocation, then each subcarrier can be utilized more 
eficiently by  allocating it to the user that has the highest channel frequency 
response, which is indicated in Figure 5.10 (b). I n  Figure 5.10 (a) and Figure 
5.10 (b), the bold curves in the figures represent the achieved SINR values on 
su bcarriers . 

To analyze the multiuser diversity gain numerically] we extend the above 
example to a K-user case and calculate the achievable transmission rate on a 
randomly selected subcarrier n with and without resource allocation. Assume 
unit noise plus interference variance, then S I N R i  denotes the channel frequency 
response of user i on this subcarrier. Assume that all users have the same 
distribution of S I N R i  and denote the CDF and pdf of S I N R ;  as F ( x )  and 
f (x)] respectively. We derive the achievable rate with and without intelligent 
resource allocation as follows. 

Achievable transmission rate with intelligent resource allocation 

With intelligent resource allocation, each subcarrier is assigned to the user 
that has the highest S I N R  value (denote it as SINR,,,) and the user is de- 
noted as 
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Figure 5.10: Achieved SNR levels in (a) TDMA and (b) OFDMA with resource 
allocation 

kn = arg max(SINRi). 
i=l:K 

The CDF of SINR,,, is then expressed as 

FSINR,,, (z) = Pr(SINRrnax < z) 
= Pr(SINR1 < x) Pr(SINR2 < x).. Pr(SINRK < z) 

= (F(x) IK 
- < F ( z )  . 

The last inequality comes from the fact that 0 5 F ( z )  5 1. The equality holds 
if and only if K = 1. The pdf of SINR,,, is then calculated as 

f s r N R , , , , ( ~ )  = K (F(.))K-' fb). 
Assume that the system employs an adaptive coding and modulation scheme 

whose rate-SINR function can be expressed as 

r = g(SINR) ,  

where g(.) is a continuous non-decreasing function, i.e., the increase of the SINR 
always leads to equal or higher transmission rate. An upper bound of g(.) is 
given by the channel capacity expression with complex channel gain [S]: 

g( . )  = log,(l + .). 
Then the maximum achievable transmission rate out of the K users, denoted as 
T,,,, on this subcarrier is (K) 

p) = g(SINRrnax). 

The expected achievable rate is then 
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where G is the maximum achievable rate that the system allows, e.g., the max- 
imum ACM order supported. 

Achievable transmission rate without resource allocation 

On the other hand, without resource allocation, the subcarrier is assigned 
to a randomly selected user, then the achievable rate on this subcarrier is 

Ti-and = g(  SINRi) .  

The expected rate is calculated as 

E{Trand} = E{g(S IN&)}  

W 

= g ( x ) F ( z ) l r  - T F ( z ) d z  

= G - 1  00 %F(z)dz .  
(5.3) 

The gap between (5.2) and ( 5 . 3 )  is then expressed as 

= / O0 7 44x1 ( F ( x )  - ( F  (z)).) d s .  
0 

K Since g( . )  is non-decreasing, 
therefore we conclude that 

2 0. Also notice that F ( z )  - ( F ( x ) )  2 0, 

E{Ti?,K,?} 2 E{Trand}. (5.4) 

(5.5) 

The equality holds if and only if K = 1. It is also obvious that 

E{Tit,K,?} > E { T ~ ~ ~ l ) } . . .  > E { T ~ ~ , }  = E{T,,,d} 
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Figure 5.11: Adaptive coding and modulation for BER P, = 1 x 

Thus Ar is a monotonically increasing function with respect to K. 

improvement, and the improvement increases with the number of users. 
(5.4) and (5.5) imply that intelligent resource allocation renders performance 

Definition 2 The system performance improvement (in the above case, the per- 
formance is evaluated as the expected transmission rate per subcarrier) due to 
the increase in the number of users is referred to as LLmultiuser diversity gain”. 

The multiuser diversity gain is attributed to users’ randomness and indepen- 
dence. With intelligent resource allocation, the resource unit can be assigned 
to the certain user that bears a high utility value. Increasing the number of 
users results in a higher probability of finding such a user, leading to the per- 
formance improvement. To appreciate the multiuser diversity gain numerically, 
let us study a concrete example. 

Example 20 Let S I N R i  be i.i.d complex Gaussian random variable with zero 
mean and unit variance. Let the ACM be characterized b y  the rate-SNR/SINR 
function shown in Figure 5.1 1 and the rate-SINR/SNR function be approximated 

as r = g ( S I N R i )  = (w) . The S I N R  values with respect to  the number 
of users are plotted fo r  cases with resource allocation (SINR,,,) and random 
assignment ( S I N R ; )  in Figure 5.12. The corresponding achievable transmission 
rates, using (5.2) and (5.3)) are plotted in Figure 5.13. The results indicate that 
as the number of users increases, the gap between the two rates (with and without 

I f 3  
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SINR vs. number of usen 

number of users 

Figure 5.12: SINR vs. K for intelligent resource allocation and random assign- 
ment 

resource allocation) widens. The gap then quantifies the multiuser diversity gain 
obtained f rom the intelligent resource allocation, and the gain increases with the 
number of users. 

Multiuser diversity arises naturally from the multiuser communication en- 
vironment. In the above example, the diversity enriched in users' independent 
channel characteristics is exploited by the resource allocations. Similarly, the 
diversity embedded in users' independent traffic variations can be utilized as 
well. For example, with bursty traffic, some users may have no packets to send 
for a period of time while others may be heavily loaded. A good resource al- 
location scheme should assign the channel to the user that has traffic to send 
as well as has good channel condition. As the number of users increases, the 
probability of finding such a user increases too [ll]. 

The multiuser diversity gain is also available in wireless relay networks. 
Grossglauser and Tse investigated the mobility-enabled multiuser diversity in 
relay networks [12]. The basic idea is that if the number of nodes in the relay 
network is very large and the nodes have independent mobility, the probability 
that at  least one node can relay the information from the source node to the 
destination node successfully is significant. 

Another example of multiuser diversity gain is given in [13] where the space- 
enabled multiuser diversity is exploited in a space-division multiple access (SDMA) 
system. A five-user case is illustrated in Figure 5.14. 

Example 21 The left figure in Figure 5.14 shows the spatial signatures of five 
users. User 1 and user 3 have near-orthogonal spatial signatures. User 2 and 
user 4 have near-orthogonal spatial signatures. The orthogonality between the 
spatial signatures implies that the mutual interference f rom the other terminal 
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Figure 5.13: Transmission rate vs. K for intelligent resource allocation and 
random assignment 

in each pair is negligible if assigned t o  the same channel. Using random assign- 
m e n t ,  as  shown in the upper right assignment in Figure 5.14, user  1 and user2 
are assigned t o  the  same channel. Since the two users’ signatures have high 
correlation, t hey  cause strong interference t o  each other, leading t o  degraded 
performance. On the other hand, with judicious channel-aware assignment,  as  
indicated in the bottom right assignment in Figure 5.14, the users with orthogo- 
nal  spatial signatures are assigned t o  the same channel, el iminating interference 
f r o m  each other,  It i s  obvious that  the channel-aware assignment yields better 
performance as  less interference is introduced. 

I t  has been proved that a n  SDMA sys t em approaches i ts  capacity using in- 
telligent resource allocation strategies with a large number of users  (15’1. T h i s  i s  
achieved by packing as  m a n y  users as possible o n  the same channel as  long a s  
they  have orthogonal spatial signatures. It is obvious that,  i f  users  are indepen- 
dent, their spatial signatures shall be randomly located in the spatial signature 
plane. As  a consequence, wi th  the increase of users,  the number of user  tuples 
that have orthogonal spatial signatures increases too. B y  intelligent resource al- 
location, the sy s t em throughput can be improved by assigning these user  tuples 
t o  the  same channel. 

Multiuser diversity has attracted increasing attention in MAC layer design 
of modern wireless networks especially in the OFDMA system due to the en- 
riched multiuser frequency selectivity. In the rest of this chapter, we discuss 
some MAC layer related design issues for OFDMA systems including multiuser 
diversity exploitation. In particular, we establish the optimality of OFDMA 
in multiuser multicarrier SISO and MIMO systems. This is accomplished by 
solving the optimal power/subcarrier allocation problems in the generic mul- 
tiuser multicarrier SISO and MIMO system models. In addition, we propose 
two simplified resource allocation schemes for OFDMA/MIMO systems which 



116 CHAPTER 5. MULTIPLE ACCESS CONTROL PROTOCOLS 

1 user 3 

space 

time 

SDMA random assignment 

! 

0 1  space 
User 5 

I 

Spatial signatures 
time 

SDMA: channel-aware assignment 

Figure 5.14: Spatial multiuser diversity. 

approach the optimal solution in low and high SNR regions, respectively, 

5.5 OFDMA optimality 

Recently] many broadband wireless networks have included the MIMO option 
in their protocols. Compared to the SISO system, MIMO offers better resis- 
tance against fading. In addition] the higher diversity can potentially lead to 
a multiplicative increase in capacity. Please refer to [14]-[23] and therein for 
more references on MIMO. In principle, OFDMA and MIMO can be syner- 
gistically integrated to offer the benefits of both system simplicity and high 
performance. In fact, such has been adopted in the IEEE 802.16 standard. 
Despite these promises] a few fundamental questions remain as whether or not 
OFDMA/MIMO is the right choice for multiuser MIMO systems. Even the 
OFDMA optimality in multiuser multicarrier SISO systems has not been fully 
established. [24] proves the optimality of OFDMA in a downlink multiuser 
multicarrier SISO system with adaptive QAM modulation and independent de- 
coding. However, the proof cannot be generalized to other modulation schemes. 

In this section, we answer the following questions: 

1. Is OFDMA the optimal choice for multiuser multicarrier SISO systems? 

2. Is OFDMA the optimal choice for multiuser multicarrier MIMO systems? 

We first provide a proof of the OFDMA/SISO optimality from the informa- 
tion theory point of view for the downlink multiuser multicarrier system with 
independent decoding. Furthermore] we show that the optimality of OFDMA 
holds for any adaptive modulation scheme whose transmission rate can be ap- 
proximated as a convex function in terms of SNR/SINR. Next, we extend the 
OFDMA optimality to a generic multiuser multicarrier MIMO system model. 
We show that OFDMA/MIMO is the optimal downlink scheme under the in- 
dependent decoding constraint. We also derive a set of joint conditions under 
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Figure 5.15: The multiuser multicarrier SISO downlink system model 

which the optimal subcarrier and the optimal power allocation should be per- 
formed. However, unlike OFDMA/SISO where the optimal solution can be 
found with linear complexity (with respect to the number of users and the 
number of the subcarriers), the OFDMA/MIMO problem has no explicit solu- 
tion due to  the tangled effects of subcarrier allocation and power loading. To 
make the problem tractable, we propose two suboptimal subcarrier allocation 
criteria. The two criteria approach the optimal solution in low SNR and high 
SNR regions, respectively. Besides, the two criteria result in linear complexity 
with respect t o  the number of users and the number of subcarriers in resource 
allocations. 

5.5.1 Multiuser multicarrier SISO systems 

System model 

We consider the downlink multiuser multicarrier SISO system model as shown 
in Figure 5.15. We invoke the following assumptions: 

0 The transmitted signals experience slow Rayleigh fading channels between 
the transmitter and the receiver. As a result, the channel coefficients can 
be regarded as constants in resource allocation; 

0 The transmitter has perfect knowledge of the channel state information. 

Let the number of users be K ,  the number of subcarriers be N and the 
channel gain associated with subcarrier n and user k be h k n .  For a generic mul- 
ticarrier system, we assume that all the users can transmit on all the subcarriers 
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and the total power is constrained to Q : 

N K  

n=l k=l 

where 6 is the transmission power scalar of user k on subcarrier n. We will 
show shortly that the optimal power allocation scheme allows only one user to 
have nonzero transmission power on each subcarrier. 

The transmitted signal on subcarrier n is C xin&, and the received signal 
K 

i=1 
by user Ic on subcarrier n is expressed as: 

where xin is the transmitted signal from the base station to  user i on subcarrier n 
and vkn is the AWGN noise with variance No. With independent decoding, the 
signal to noise and interference ratio (SINR) perceived by user k on subcarrier n 

is expressed as (assuming E llxin(l ) = 1 and xin, xjn are identical independent 

complex Gaussian random variables with zero means): 

2 

( 

i=l 
i f k  

The capacity achieved by user k on subcarrier n without the knowledge of other 
users’ information is given by [8] 

The total capacity over all subcarriers and all users is then 
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In order to maximize the total capacity, the transmission power needs to 
be distributed optimally under the total power constraint. We formulate the 
following optimization problem to determine the optimal power allocation. It 
turns out that under the optimal power allocation, only one user is transmitting 
on each subcarrier, i.e., OFDMA. 

N K  

n=l k=l 

N K  

Note that if the optimal solution to (5.8) suggests pkn = 0, then subcarrier n 
should not be assigned to user k .  Therefore there is also an embedded subcarrier 
allocation in this problem. 

The optimality of SISO/OFDMA 

The following theorem states that the optimal solution to (5.8) is OFDMA. 

Theorem 2 C is  maximized i f  the following conditions are satisfied: 

1. Each subcarrier i s  assigned to  only one user, i.e., OFDMA; 

2. The assigned user on  subcarrier n has the highest channel gain over K 
users. 

3. The power over subcarriers is allocated using a water-filling solution with 
respect t o  channel gains (hmax,l, hmax,2, , ..., hmax,N), where h,,,,, i s  the 
maximum channel gain on  subcarrier n over K users. 

The proof of Theorem 2 uses the following definitions and Lemma: 

Definition 3 The domain of a function f(x): R" + R, d o m  f ,  is defined as 

{xlf (XI < 

Definition 4 A function f :  Rn --+ R is convex i f  the domain of f (dom f )  is 
a convex set and i f  for  x, y E d o m  f ,  and 0 E [0 ,1] ,  we have 

f (Qx + (1 - 0)Y)  L Q f  (4 + ( 1  - 4.f (Y). 
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Figure 5.16: An example of a convex function with two variables. 

Lemma 1 (25, Corollary 32.3.41 Let f be a convex function, and let S be a 
non-empty polyhedral convex set contained in d o m  f .  If S contains no lines 
(infinite), and f is bounded above on  S ,  then the supremum (maximum) o f f  
relative to  S is attained at one of the finitely many  extreme points of S (i.e., 
vertices of S). 

Example 22 A two dimensional example explaining Lemma 1 is shown in Fig- 
ure 5.16. Here f ( x ,  y )  = x2 + y2 - 122 + 3 and s={ (z, y ) l x ,  y € [0, lo]}. S is a 
polyhedral convex set (compact and bounded) and f ( x ,  y )  is easily proved to  be 
convex on  S .  Then  the maximum o f f  ( x ,  y) with respect to  S i s  attained at one 
of S’s vertices. The vertices of S are: (O,O), (0,10), (10,O) and (10,lO). I t  is 
then obvious to  see that the maximum o f f  (x, y )  is achieved at (0,lO). 

We now prove the first two claims in Theorem 2 using Lemma 1. 
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Proof. Assume that qn amount of power has been assigned to subcarrier n 
N 

(of course, C qn = Q ) ,  then (5.8) can be re-formulated as follows 
n=l 

K 

n=l 
qn 2 0, n = 1, ‘”, N .  (5.10) 

(5.9) can be further decoupled into parallel optimization problems for different 
subcarriers. On subcarrier n, the optimization problem is expressed as: 

k=l 

pkn 2 0, k = 1, ... K. 
N 

n=l 
It  is clear that if Cn is maximized for all n, then C = C Cn is maximized in 

(5.9). So let us focus on the optimization problem of a specific subcarrier n. 
We now drop some of the subscript n for simplicity, then the sub-problem can 
be re-written as: 

(5.13) 

(5.14) 
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The feasible region of (5.12) is 

This is a bounded polyhedral (i.e., a polytope) defined by linear equality (5.13) 
and linear inequalities (5.14). It has K vertices with the kth vertex being {p 
E RKIpk = qn and pi  = 0 for i # k } .  It can be easily proved that Cn(p) is 
a convex function. (Please see Appendix I for the proof.) Then according to  
Lemma 1, the maximum point of C, is achieved at one of S's vertices. In this 
case, the maximum point is achieved when only one element of p is nonzero. It is 
then trivial to  verify that the only nonzero position of p corresponds to the user 
that has the highest channel gain, i.e., argrnax(p1,  . . . p ~ }  = a r g m a x ( h 1 ,  ... h ~ } .  
As a result, we have proved that on a specific subcarrier, the optimal power 
allocation allows only one user to transmit with all the power assigned to this 
subcarrier and the user has the highest channel gain on that subcarrier. Note 
that with the optimal power allocation on subcarrier n, 

(5.15) 

where 
2 2 

lIhmax,nIl = max(llh1n11 , " ' 1  IIhKnI12). 

This finishes the proof of the first two claims in Theorem 2. w 

Remark 3 Note that  the proof of the  O F D M A  optimality in Theorem 2 can 
be generalized to  a n y  convex ra te -SNR/S INR func t ion  besides the  information 
capacity expression. For example, the func t ion  used in [24] i s  C = log2(1 + v), where r i s  a n  implementat ion factor  corresponding t o  QAM. It can 
be easily verified that  this is a convex funct ion.  Therefore with L e m m a  1, the 
O F D M A  optimality can be easily established f o r  the sy s t em model used in 1241. 

The proof of the third claim in Theorem 2 uses the following Lemma. 

Lemma 2 Karush-Kuhn- Tucker (KKT) conditions (First-Order Necessary Con- 
dit ions) [26, Theorem 12. I] 

For a general optimization problem 

min f ( x )  
X E R "  

(5.16) 

s.t. g i ( x )  = 0 ,  i E & 
g i ( x )  2 0,  a E z 

where f ( x )  and g i ( x )  are all smooth,  real-valued funct ions o n  a subset of R". Z 
and & are two  finite sets of indices. T h e  Lagrangian of (5.16) is  defined as  

L(x ,  PI = f ( X I  - c P i d X ) .  
i E E  UZ 
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If x* is a local solution of (5.16) and the linear independence constraint qual- 
ification (LICQ) holds at x*, then there is a Lagrangian multiplier vector p* 
with components pf , i E & UZ, such that the following conditions are satisfied at 

vxL(x*,p*)  = 0 (5.17) 

g i ( x * )  = 0, 2 € & (5.18) 

Si(X*) 2 0, i €1 (5.19) 

p* 2 0,  i € Z  (5.20) 
pfg; (x*)  = 0, i E & uz (5.21) 

Furthermore, if (5.16) is a convex optimization problem (the objective function 
f ( x )  is convex and the feasible region is also convex), then conditions from 
(5.17) to (5.21) are also suficient conditions to determine the global optimal 
solution x* [27]. 

(x*,  P*):  

We now prove the third claim in Theorem 2. 
Proof of the third claim of Theorem 2. Referring to (5.15), (5.11) 

now can be re-written as: 

min 

N 

s.t. C q n  = Q 
n=l 
qn 2 0 , n  = 1 , 2  ,...., N. 

It can be easily proved to be a convex optimization problem and that the 
LICQ condition holds. Therefore we can use the KKT conditions in Lemma 
2 to determine the optimal solution. In order to do so, we first construct the 
Lagrangian of (5.22) as 

/ N  \ N  

Using the KKT condition, the optimal solution q* = (97, ...,qg) satisfies the 

v q L ( q * , ~ * , P ; , . . . , P * N )  = 0 (5.23) 

following conditions: 

N 

Cq;-Q = 0. 
n=l 

9; 2 0 
PL 2 0 ,  n= 1, ..., N 

P:q; = O , n = l ,  ..., N .  (5.24) 



124 CHAPTER 5. MULTIPLE ACCESS CONTROL PROTOCOLS 

With (5.23) we have 

Using (5.24), if qc > 0, then /3: = 0. Following (5.25), if q: > 0 then it satisfies 
the following condition: 

+a*=o,  n = 1 , 2  ,“‘N. (5.26) 
1 

q;+* 

As a result, the optimal power distribution across subcarriers is 

(5.27) 

N 

n=1 
where (.)+ = maz(0, .) and cy satisfies C qn = Q. -; is then called the “water- 

level” of the solution to (5.22). This is well known as the “water-filling” solution 
in [28] for parallel channels. 

5.5.2 Multiuser multicarrier MIMO systems 

In this section, we extend our study on the OFDMA optimality to MIMO sys- 
tems. We show that OFDMA/MIMO is the optimal downlink scheme under 
the independent decoding constraint. We also derive a set of joint conditions 
under which the optimal subcarrier and the optimal power allocation should 
be performed. To reduce the loading complexity, we propose two suboptimal 
subcarrier allocation criteria. The two low-complexity loading criteria approach 
the optimal solution in low SNR and high SNR region, respectively. 

System model 

We consider a generic downlink multiuser multicarrier MIMO system model 
as shown in Figure 5.17. Let the number of transmitter antennas be Nt and 
the number of receive antennas be N,. Denote the transmitted signal vector 
intended for user k on subcarrier n as 

where x k n ( t )  represents the transmitted signal for user k from the tth antenna 
on subcarrier n. Please see Figure 5.17 for illustrations. The transmitted vector 
signal on subcarrier n is then expressed as: 
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Figure 5 . 1 7 :  The multiuser multicarrier MIMO downlink system model 

Now we define the received signal by user lc on subcarrier n as 

T 
Y k n  ( Y k n ( l ) ,  . . . , Y k n ( N T ) )  . 

Further denote the channel gain matrix on subcarrier n for user k as H k n  (N, x 
Nt)  and denote V k n  as the AWGN noise vector. The input-output relationship 
between X k n  and Y k n  is thus 

Y k n  = H k n  ( Z X i n G )  f V k n .  

Assume that 

E { x k n x f n }  = I, 
E { x i n x $ }  = 0, if i # j ,  

E { v k n v f n }  = NoI. 

K 

i=l 
Again assume qn is the amount of power assigned to subcarrier n (Le., C p i n  = 

qn) . Consequently, 

R y , , ,  = E { Y k n Y F n }  = H k n H f n q n  + NO. 
With independent decoding, the maximum achievable rate of user k on subcar- 
rier n is given by [29] 
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In order to maximize the total capacity, the transmission power must be 
distributed optimally under the total power constraint. Similar to the optimal 
power allocation problem for SISO system, we formulate the following optimiza- 
tion problem for MIMO system: 

It turns out, same as the conclusion for SISO system, that the optimal power 
loading scheme allows only one user on each subcarrier. 

The optimality of MIMO/OFDMA 

In this section, we will prove the following theorem which asserts the optimality 
of OFDMA/MIMO. 

Theorem 4 Referring to (5.28), the total capacity C is  maximized when the 
following conditions are satisfied: 

1. Each subcarrier is assigned to only one user, i e . ,  OFDMA. 

2. The user assigned to subcarrier n has the highest value of % ( 1  + %) X(")q:, 

i=l 



5.5. OFDMA OPTIMALITY 127 

over all 6 ,  i.e., 

where h f k n  is the rank Of H k , ,  {At;} 
and q: is the optimal power assigned to subcarrier n which satisfies the 
next condition. 

are the eagenvahes of H k , H f ,  
i = l : M k ,  

3. The power distribution over subcarriers is q: = max (0, qn) where qn is 
the root of the following equations, 

Mknn (a )  

+ a = 0 ,  n = 1,2, ... N ,  (5.30) ' k T L n  c ( 9  +No 
k l  ' k n n q n  

N where k,  is the allocated user index on subcam'er n and cy satisfies 
Q. I n  case of Nt = N ,  = 1, the optimal power distribution across subcar- 
riers reduces to the standard water-filling solution: 

q: = 

where (.)+ = max(0,  .) and a satisfies 

Proof. Similar to the proof of the SISO problem, the optimization problem 
in (5.28) can be decoupled for different subcarriers, allowing us to focus on 
a specific subcarrier n. As a consequence, solving (5.28) needs to solve the 
following sub-problem (we drop some of the subcarrier index n for simplicity). 
The problem is formulated as how to distribute q, optimally over all users 
assuming that the total assigned power on subcarrier n is q,. 

K det (I + H k E f q n )  
max C, p l ,  . . . ,pK = C l o g  (5.31) (7) k=1 &(I+-) 

(5.32) 

(5.33) 

Let 
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U is a unitary matrix and h/r, = rank(&) ,  then cn can be expressed as: 

k=l 

The feasible region of (5.31), S, is the same as (5.12). Also, it can be proved 
that Cn ( p l ,  . . . p ~ )  is a convex function over S. (Please see Appendix I1 for the 
proof.) Therefore, following the similar argument, the maximum point of C,, is 
achieved at one of S’s vertices and there should be only one nonzero element in 
p. In this case, the only nonzero element position of p corresponds to  the user 
that has the highest ck(q,) ,  i.e., 

As a result, we have proved that, for MIMO systems, on each specific subcarrier, 
the optimal solution allows only one user to transmit with all the power assigned 
on that subcarrier. Note that with the optimal power load on subcarrier n, 

We conclude that the optimal power loading or equivalently, the optimal 
subcarrier allocation criterion for subcarrier n is 

k ,  = argmax pk 
k 

(5.36) 

This finishes the first two claims of Theorem 4. 
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To prove the third claim, note that (5.28) now reduces to determining the 
optimal power loading over all the subcarriers, or equivalently: 

N 

s.t. C q n  = Q 
n=l 
qn 2 0,n = 1,2  ,..., N. 

It can be easily proved to be a convex optimization problem and that the LICQ 
condition holds, therefore we can apply Lemma 2 to (5.37). We first construct 
the Lagrangian of (5.37) as 

Using the KKT condition, the optimal solution q* = (q:, ..., q;Y) satisfies the 
following conditions: 

(5.39) 

With (5.38) we have 

(5.40) 

Using (5.39), if q; > 0, then Pl", = 0. Following (5.40), if qz > 0 then it satisfies 
the following condition: 

M k n n  

+a*=O, n = 1 , 2  ,... N .  (5.41) 

As a result, the optimal power distribution across subcarriers is 

q; = max(0, qn) 1 (5.42) 
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where qn satisfies (5.41) and a* satisfies CE=,q: = Q. Note that this is a 
“multi-dimensional” water-filling solution,’ and there is no closed form for q:, 
a* and p:. Only numerical results can be evaluated. This finishes the third 
claim of Theorem 4. 

Remark 5 A special case of the optimal power loading is when Nt = N,. = 1. 
I n  this case, hfkn = 1 fo r  all k and all n. The optimal power distribution reduces 
to  the SISO solution in (5.27) which is the power “water-filling” solution (281: 

where (.)+ = maz(0, .) and Q satisfies 

N + x(-A-%) =&. 
n=l ’L 

Subcarrier allocation criteria 

While Theorem 4 establishes the optimality of OFDMA/MIMO, it does not 
explicitly reveal how to perform the optimal power and subcarrier allocation. 
This is because the optimal subcarrier allocation criterion in (5.29) and the 
optimal power loading criterion in (5.30) cannot be applied separately. To see 
this, notice that in order to determine the assigned user ( kn )  for a specific 
subcarrier n, the amount of power assigned to this subcarrier (4:) has to be 
known. On the other hand, to determine the optimal power distribution ( q t )  
across subcarriers, the assigned user ( k n )  has to  be known. As a result, in order 
to perform the optimal subcarrier allocation and the optimal power loading, 
an exhaustive search is needed. To quantify the complexity, note that for each 
subcarrier there are K possibilities of k,. Therefore there are K . K  ... .K  = K N  
possibilities of subcarrier allocation over all subcarriers. For each of the K N  
outcome of subcarrier allocation, a power loading based on (5.30) is needed to 
determine which one of these outcomes yields the highest capacity. The cost 
of the exhaustive search is thus exponential with respect to N and polynomial 
with respect to K .  

To simplify the subcarrier allocation and power loading, we propose two sub- 
carrier allocation criteria, namely, Product-criterion and Sum-criterion, which 
are independent of the power loading process: 

(5.43) 

(5.44) 
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The removal of the power term will allow straightforward subcarrier allocation. 
As a result, the computation complexity of performing subcarrier allocation and 
power loading is K N .  

To justify such simplifications, notice that in the large SNR region, i.e., 
% >> 1, we obtain the following approximations from (5.29) 

k i=l i=l 

i=l 

M 

= a r g m a x n X t )  when MI = ... = h/r, = M .  
k i=l 

Therefore the Product-criterion tends to be more accurate when the SNR is 
high. On the other hand, in the small SNR region, i.e., % << 1, using 
log( 1 + z) = z, we obtain the following approximations: 

k 

Therefore the Sum-criterion tends to be more accurate when the SNR is low. 
After the subcarrier allocation is determined, the optimal power loading 

can be deployed based on (5.30). With the proposed criteria, the computation 
complexity to perform subcarrier allocation and power loading is only K N .  

We now compare the two suboptimal criteria (5.43) and (5.44) against the 
optimal criterion using exhaustive search in the downlink of the multiuser mul- 
ticarrier MIMO system. 

Example 23 Figure 5.18 shows the capacity per subcarrier per unit power ver- 
sus S N R  with K = N = 8 and Nt = N,  = 2 in the low S N R  region. Figure 
5.19 shows the same scenario in the high S N R  region. As we have predicted, the 
Product-criterion yields higher capacity than the Sum-criterion in the high SNR 
region. As a matter of fact, its performance is very close to  that of the opti- 
mal subcarrier allocation scheme obtained through the exhaustive search. O n  the 
other hand, the Sum-criterion yields higher capacity than Product-criterion in 
the small S N R  region. However the capacities obtained using the three criteria 
are very close in  the low S N R  region. 



132 CHAPTER 5. MULTIPLE ACCESS CONTROL PROTOCOLS 
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Figure 5.18: Capacity per subcarrier per unit power vs. SNR. Nt = N ,  = 2; 
Q = N  

Figure 5.19: Capacity per subcarrier per unit power vs. SNR. Nt = N ,  = 2; 
Q = N  
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Figure 5.20: Capacity per subcarrier per unit power vs. the number of users. 
Nt = N,. = 4; N = 8 and S N R  = 20dB 

Example 24 Figure 5.20 gives the capacity per subcarrier per unit power versus 
the number of users when N = 8, S N R  = 20dB and Nt = N,. = 4. It as 
observed that the total capacity increases with the number of users. The capacity 
increase can be explained by  the multiuser diversity gain - as the number of users 
increases, the probability of a high quality user on a given subcarrier increases 
too, resulting in more eficient power usage and a larger capacity. 

5.6 Summary 

In this chapter, we first overview the two mostly used wireless multiple ac- 
cess control protocols, namely, contention- and non-contention-based protocols. 
Each protocol is briefly described with examples in practical systems. The em- 
phasis of this chapter is on multiuser diversity in OFDMA networks. We define 
the multiuser diversity gain as the system performance improvement due to di- 
verse utility values perceived by different users on each radio resource. We prove 
the optimality of OFDMA in generic downlink multiuser SISO/MIMO models. 
For practical application, such as the WiMAX OFDMA mode, we present two 
OFDMA subcarrier and power allocation criteria/algorithms suitable for real- 
time implementation. 

Appendix  I: Cn(p)  is a convex function 

We prove the statement with the following Lemma [27]: 
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Lemma 3 f ( x )  is (strictly) convex if the Hessian of f is positive (definite) 
semi-definite. 

We now show that the Hessian of C n ( p l ,  ..., p ~ )  is positive definite. Recall 
that 

Pk 

qn - P k  f NO/ Ilhk1I2 
Cn(pl , . . . ,PK)  = 

k=l 

Therefore, 

a2 C, 1 

It is obvious that the Hessian of C n ( p l ,  ..., p ~ )  is strictly 
Lemma 3, we state that C,(p1, . . . ,p K )  is strictly convex. 

> 0, 

positive definite. With 

Appendix 11: C(p) is a convex function 

We prove the statement with the following Lemma: 

Lemma 4 If f l ( z )  and f2(x)  are both convex functions, then  f l ( x )  + f2 (x)  is 
also a convex function with the domain of dom fi n dom f2  [27]. 

We now show that the Hessian of C n ( p l ,  . . . ,pK) is positive definite. Recall 
that 

Therefore, 

= O , i # j j .  
a2?k 

apiapj 

It is obvious that the Hessian of ?k(pl, . . . , p ~ )  is strictly positive definite. There- 
fore with Lemma 3, we state that ?k(pl, . . . , p ~ )  is strictly convex. With Lemma 

4, we then conclude that c n ( p l ,  . . . , p ~ )  = ?k(pl, ...,p K) is also 

a convex function. 

K K 

ck(gk)  = 
k=l k=l 
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Chapter 6 

OFDMA Design 
Considerat ions 

While Chapter 5 establishes the OFDMA optimality in theory, many practical 
issues must be addressed before OFDMA can be utilized in real applications. 
In this chapter, we discuss some PHY and MAC design aspects of practical 
OFDMA systems. In particular, we introduce a cross-layer concept that benefits 
the OFDMA system performance by taking terminal mobility into account in 
OFDMA traffic channel design. The idea of dynamically reconfigurable traffic 
channel has been an active topic in IEEE 802.16e standardization activities. 

6.1 Cross-layer design introduction 

Cross-layer design is the concept of joint optimization over multiple layers in 
system design. In traditional systems, multiple layers are decoupled and layers 
do not operate interactively. As a result, each layer is designed to cope with 
the worst case condition, leading to inefficient usage of spectrum and energy. 
The separation of multiple layers are problematic in practice when handling the 
integration of mixed services in modern wireless networks. In high-speed data 
networks, traffic is highly diverse with distinct QoS parameters; channel and 
environmental conditions may vary dramatically on a short time scale; even 
the user pattern presents high dynamics - some users are highly mobile, while 
others may be semi-stationary. These added dynamics require a set of adaptive 
protocols to cope with these variations. However, the traditional decoupled 
layer design cannot meet such requirements. For instance, if the MAC layer 
does not interact with upper layers, it cannot obtain information regarding the 
type of service and the associated QoS parameters. As a consequence, MAC 
has no ability to adjust itself to the dynamic traffics. 

A simple cross-layer design requires the adaptability in MAC and PHY layer 
in response to application services. For example, in order to support integrated 
voice and data services, the MAC layer has to distinguish the type of service and 
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its associated QoS parameters, and map the data service to a set of appropriate 
physical layer configurations. Delay sensitive services such as teleconferencing 
can be supported with less robust PHY parameters to yield less delay; while the 
error-sensitive services should be configured with stronger codes and more strin- 
gent PHY parameters to protect the data. Such a process needs the interaction 
of PHY, MAC and upper layers. 

A commonly used cross-layer approach is the Hybrid ARQ (H-ARQ), also 
called incremental redundancy ARQ. H-ARQ involves the interaction of MAC 
and PHY layers. In general, the MAC layer transmits several subpackets belong- 
ing to one encoded block in the stopand-wait fashion, based on ACK/NAK fed 
back from the receiver. H-ARQ has the advantage of coping with the dynamic 
channels and interference conditions adaptively. H-ARQ brings performance 
improvement due to the improved SNR gain, time diversity and incremental re- 
dundancy by combining the previously received subpacket and the retransmitted 
packet. 

Example 25 H - A R Q  is  optional in IEEE 802.16e [l] and m a y  be activated o n  
a per-terminal basis. Each  H - A R Q  packet is encoded with corresponding P H Y  
specifications and is divided in to  f o u r  subpackets. In downlink communications,  
the BS transmits  one subpacket at  a t ime  and waits f o r  t he  ACK/NAK f r o m  
the terminal.  Due t o  the redundancy embedded in the packet, the  terminal  m a y  
decode the information correctly without having t o  receive all f o u r  subpackets. I n  
this  case, the terminal  indicates t o  the BS with a n  ACK, otherwise a NAK is sen t  
t o  the BS t o  trigger the next  subpacket transmission. I n  order t o  facilitate the 
fa s t  feedback of ACK/NAK responses, IEEE 802.16 specifies a dedicated PHY 
layer ACK/NAK channel in uplink and a n  H - A R Q  ACK message in downlink. 

Efficiently delivering TCP data over wireless links also requires cross-layer 
design approach. Conventional TCP regards packet loss as an indication of net- 
work congestion and, thus, decreases the transmission rate accordingly. How- 
ever, delivering TCP packets over wireless links has different characteristics from 
the wired link. Packet loss due to bad channel conditions needs to be addressed 
differently from network congestion - the channel-quality-related packet loss 
should not incur the decrease of TCP transmission rate. One approach is to 
deploy ARQ and coding at a faster time scale than the TCP control loop [2]. 
Such a scheme hides TCP from the wireless links and the channel perceived by 
TCP layer is almost invariant. However, this approach loses capacity due to the 
extra effort put on the lower layers. 

Example 26 A cross-layer approach of handling the TCP over wireless problem 
i s  t o  distinguish the packet loss caused by wireless l inks and network congestion, 
t h e n  indicate it t o  the upper layers using a n  ECN mark bit [3]. It i s  shown that  
by explicit loss notification, a n  improved TCP performance i s  achieved 121. 
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6.2 Mobility-dependent traffic channels 
As stated in Chapter 5 ,  an OFDMA system possesses rich multiuser diversity 
that can be exploited through intelligent resource allocation. Towards this end, 
the MAC layer must distinguish the user pattern/service model and adapts MAC 
and PHY to the appropriate configurations. In the ensuing sections, we discuss 
a new cross-layer design approach, namely, mobility-dependent traffic channel 
configuration and allocation, to allow MAC and PHY layers to  adapt to  the user 
pattern and service models. The results presented here allow OFDMA system 
designers to quantify the trade-offs and arrive at  the optimum configuration 
based on the types of services supported. 

More specifically, in this cross-layer design concept, we define two types 
of services: fixed/portable application and mobile application. The main dif- 
ference between them resides in whether intelligent resource allocation will be 
implemented in the MAC layer. 

0 Fixed/portable application 

Fixed/portable applications are services that are operated in very slow 
fading environments. In this case, the channel is varying very slowly and 
the channel estimation is relatively accurate. The channel measurement 
report/feedback and the channel re-allocation do not need to update very 
often, thus the incurred signaling overhead is acceptedly low. As a con- 
sequence, the MAC layer is equipped with the real-time channel state 
information without too much overhead. Therefore, it is very reasonable 
to expliot the OFDMA multiuser diversity through intelligent resource 
allocation in MAC layer. 

Mobile application 

Mobile applications are services operated in very fast fading environments 
such as mobile wireless Metropolitan Area Network (MAN). In a fast 
fading environment, the measurements must be performed and fed back 
very often in order to track the rapidly varying channels accurately. The 
channel re-allocation, if present, also needs to be updated quickly to syn- 
chronize with the fast fading channels. Thus, resource allocation consumes 
an intensive signaling overhead. As a result, exploiting multiuser diver- 
sity with resource allocation is infeasible in fast fading environments. In 
this case, the PHY layer must cope the fast fading channels with proper 
interleaving and spreading to yield sufficient time and frequency diversity. 

The cross-layer design concept described below distinguishes the two types of 
applications and adapts PHY layer with the appropriate channel configurations. 

6.2.1 OFDMA traffic channel 

Definition 5 OFDMA t ra f i c  channel configuration i s  defined as  the grouping 
and configuring of OFDM subcarriers i n to  basic resource units - traffic channels 
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Theoretically, each OFDM subcarrier can be assigned to a different user. In 
practice, however, a single-subcarrier based traffic channel is hard to implement 
and may be too small to provide the basic services. 

Example 27 The system profile OFDMA-ProfP1 in IEEE 802.16e has a chan- 
nel bandwidth of 1.25 MHz. Using a 2048-point FFT and the lowest modulation 
and parameters allowed (QPSK and 1/2 code rate), each subcarrier can maxi- 
mally support % x 2 x $ = 0.61 Kbps service. The maximum supportable rate 
of each subcarraer in the example is too small to provide the basic service even 
for voice services. 

Traffic channel configuration is an important design factor in OFDMA sys- 
tems. Intuitively speaking, for fixed/mobile applications where the MAC layer 
can exploit the multiuser diversity, one should increase the multiuser diversity 
by grouping consecutive subcarriers to enable maximum gain variation over 
traffic channels. In other words, the traffic channels should be configured so 
that users’ achievable rates have the highest variance (i.e., highest multiuser 
diversities). A “tight” traffic channel comprising consecutive (near coherent) 
subcarriers is thus more desirable for fixed applications. On the other hand, for 
mobile applications in fast fading scenarios where dynamic channel allocation 
is prohibitive, “spread” traffic channels with low variance in achievable rate are 
preferred. 

6.2.2 System model 

Consider an OFDMA system with a total number of N subcarriers and K users. 
We divide the N subcarriers into L traffic channels, each with M subcarriers: 
N = L x M .  In downlink transmission, information bits from the base station 
are first encoded by the channel encoder, interleaved and then mapped to mod- 
ulation symbols. The modulated symbols are loaded onto the traffic channel 
allocated to the particular user. Depending on the channel conditions, a proper 
modulation scheme (e.g., QPSK, 64QAM) and the code rate are selected. In 
some cases, a symbol may be transmitted over multiple subcarriers for frequency 
diversity. 

Generally speaking, the mapping from subcarriers into traffic channels can 
be arbitrary. In practice, however, regular mapping is often utilized for easy 
implementations. In regular mapping, the M subcarriers in each traffic channel 
are further divided into M/Mc clusters, with each cluster having Mc consecutive 
subcarriers. The distance between clusters within the same traffic channel is 
fixed for all traffic channels and the spacing between two clusters is Md = 
N / ( M / M c )  - please see Figure 6.1 for illustrations. Under these definitions, a 
regular traffic channel configuration can be uniquely defined by { ( M ,  Mc)} .  

Example 28 I n  Figure 6.1, the 32 subcarriers are divided into four traffic chan- 
nels and each trafic channel has 8 subcarriers. The 8 subcarriers in the same 
traffic channel are further divided into two clusters with each cluster having 4 
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c 

Figure 6.1: Illustration of the traffic channel configuration: C={ (8,4)} 

consecutive subcarriers. Hence, this configuration is denoted as {(8,4)} and the 
cluster spacing is 16. 

Clearly, an { ( M ,  M ) }  configuration has the tightest traffic channel. Its cor- 
responding achievable rate has the highest variance among users. On the other 
hand, an { ( M ,  1)) configuration has the most spread subcarriers with the high- 
est frequency diversity. In this section, we study how different choices of cluster 
size Mc and traffic channel size M affect the overall system performance. As 
will be shown, different choices of Mc and M provide various trade-offs in fixed 
and mobile applications. 

Different traffic channel configurations lead to different correlations among 
subcarriers in the same traffic channel, consequently, different levels of fre- 
quency diversity. In order to study the correlation among suhcarriers, we model 
a broadband channel in a Rayleigh fading environment as T sufficiently re- 
solvable uncorrelated paths with normalized (by symbol duration T,) delays: 
T O , T ~ ,  ..., P - 1  ( T O  = 0). We further assume that the T path gains are indepen- 
dent complex Gaussian random variables: 

T a = [Qio, Qi2, " ' 1  QiT-11 , 

where {ai} have independent real and imaginary parts with zero mean and 
variance u; /2, i = 0,1, ... r - 1. 

We define the channel (frequency) response vector as 

where 
zar TL 

r--1 
h, = crie-j*,n = 0,  1, ..., N - 1. 

i=O 
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Denoting WN = e - j % ,  the channel vector can be re-written as: 

h= W a ,  

where 

W N x y  = [(2UN)"'~ : n = 0,1, .", N - 1; i = 0,1, ..')I- - 11 

It can be easily verified that h,, n = 0,1, ..., N are identically distributed but 

correlated zero mean complex Gaussian variables with equal variance C 3 on 

real and imaginary parts. 
Let x, and y, be the transmitted and received symbol on the nth subcarrier, 

respectively. Assuming that the length of the cyclic prefix is greater than the 
length of the channel response, we have [4]: 

r -1  

i=O 

y, = h,x, + un, n = 0,1, ..., N - 1, (6.1) 

where the AWGN noise u, has variance NO. Accordingly, we arrange the trans- 
mitted signals, the received signals, the channel responses, and the noise into 
the vector forms: 

T 

T Y = [YO,Yl r  ..., YN-11 > 
T 

x = [xo,x1, ...,x N-11 , 

h = [ho,hi, ...,h N-11 , 
v = [ ~ O , ~ l , . . . , V N - l ]  , T 

Thus the input-output relation can be modeled as parallel but correlated Gaus- 
sian channels: 

y = h @ x + V, ( 6 . 2 )  

where 0 denotes element-by-element multiplication. 
For the OFDMA system under consideration, let 021 = (l1, ..., 1111) be the con- 

figured subcarrier indices of traffic channel 1.  We define hl = [hl,, hlz, ..., hl,lT 
as the channel vector corresponding to the lth traffic channel. If needed a su- 
perscript k will be added (i.e., hf) to denote the kth user's channel response on 
the lth traffic channel. 

applications and mobile applications, respectively. 
In the following, we derive the optimal channel configuration for fixedlportable 

6.2.3 Channel configuration for fixed applications 

For fixed or portable services with static or quasi-static channels, h can be 
treated as a constant in a resource allocation period. In this case, centralized 
traffic channel allocation is assumed to capture the multiuser diversity gain. 
Users' channel state information is periodically sent back to the BS. The BS then 
makes the resource allocation decision for users and selects the corresponding 
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adaptive coding and modulation on each traffic channel The resource allocation 
decision and the ACM scheme are sent back to the users, who decode their 
information on the allocated channels according to the selected ACM. This is 
feasible since both the transmitter and the receiver can have accurate channel 
state information with relatively low signaling overhead. Intuitively, the more 
diverse the users' channel responses are, the more likely that the BS finds a user 
with high channel quality on a given traffic channel. 

In the following, we shall use the averaged aggregated rate to analyze differ- 
ent configurations. The averaging over all channel realizations will be used as 
a performance measure. To this end, we derive the statistical characteristics of 
hl, based on which we calculate the downlink aggregated rate. 

Aggregated rate with channel allocation 

In practice, the actual mapping between the vector channel and the achievable 
rate depends on the available ACM schemes and the BER target. For simplicity, 
we assume that the average SNR of the subcarriers in a traffic channel is used 
in ACM selection. As a result, the achievable data rate of the kth user on the 
lth traffic channel, rf", can be expressed as 

.I" = dhf"), 

where g ( . )  represents the rate-SNR function of the ACM scheme. The average 
SNR experienced by the kth user on the l th traffic channel, s f ,  is given as 

where No is the noise variance and Sf" is the channel gain on the lth traffic 
channel calculated as 

Sf = Ilhf112. (6.3) 
Using ACM, the achievable data rate is thcn cxprcssed as: 

r f  = M .g (s : )  

To focus on the effect of channel configuration, we normalize the downlink chan- 
nel to unit power to remove the propagation loss factor, i.e., E{llh,112} = 1. 

Clearly, the downlink aggregated rate is maximized when each traffic channel 
is allocated to the user with the maximum achievable rate on that particular 
channel. Then the channel allocation criterion is 

1 2  K kl = argmax{rl , r l ,  ... r l  }, 

and the maximum rate on the l th traffic channel is given by 
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Note that the rate-SNR function g( . )  is non-decreasing with respect to SNR, 
hence a traffic channel will always be assigned to the user with the highest SNR, 
or equivalently, the user with the highest channel gain Sf. Then (6.5) can be 
re-written as 

where 
~ 1 , ~ ~ ~  = max{S;,6;, ... 6,"). 

The system aggregated rate is then given by 

and the normalized averaged aggregated rate (bits/s/Hz) is 

Fsys = rsys/N. (6.7) 

With the aim of designing traffic channels to achieve the highest system 
aggregated rate, we now attempt to quantify the multiuser diversity gain of a 
broadband OFDMA channel. In this section, we derive the expected value of 
(6.7) under different traffic channel configurations by deriving 

0 the statistics of the channel gain Sf" under different traffic channel config- 
urations; 

0 the statistics of Gl,maa: and, consequently, the expected value of the nor- 
malized aggregated rate. 

Before proceeding, let us assume that all h, have the same statistics with 
normalized mean value (E{llh,I) } = 1). Thus the covariance matrix Rh,"h: is 

the same for all k and all 1. As a consequence, all 6; have the same probability 
pdf f & ( x )  and they are expressed in the following Proposition. (We drop some 
of the superscripts and subscripts for convenience.) 

Proposition 8 Sf is a random variable with characteristic function + & ( j W ) ,  pd f  
f&(X) and CDF F & ( X )  expressed as follows, assuming that all the eigenvalues of 
Rh,h, are distinct, 

2 
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where 

MI is the rank of Rh,h,, , ..., x~~ are the 

Rh,h, = E { hh?} . 

1 

X l  

non-zero distinct eigenvalues 

of Rh,h, and 

In the case of M I  = 1, 

fa (2 )  = --e-"/X'. 

Proof. It is easy to see that Rh,hl is a Hermitian matrix which is unitarily 
diagonalizable and its eigenvalues are real [5, Theorem 2.5.61. Therefore the 
correlation matrix Rh,h, can be represented as 

Rh,h, = UHAU, 

where U is an orthonormal matrix and A = diag(X1, ..., XMl,O, ..., 0) with X i  

being the zth eigenvalue of Rhrhl. When Rh,h, is full rank, = bf. Denote 

6 -An-1/2u 
1 - MI Mihli 

where 
AM1 = diag{Xy 1 /2 , ..., 

and U M ~  contains the first MI columns of U. It is easy to  show that c, are 
independent by verifying - -H 

E{hih, } = I. 

Therefore, (6.3) can be re-written as 

Thus 61 is the sum of M I  statistically independent random variables each of 
which satisfies chi-square distribution with two degrees of freedom. Hence the 
characteristic function of 61 is 

and the pdf is obtained from it: 
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where 

4 MI 

i=l,i#j 
h=  II m. 

Next, we derive the pdf of b~,,,, in order to calculate the expectation of (6.7). 
Since channels from different users are independent, it can be shown through 
straightforward manipulations that the pdf and CDF of S L , ~ ~ ~  are, respectively, 

Clearly, all Gl,,,,, 1 = 1, ..., L,  have the same pdf, so we drop the subscript 1 to 
simplify the notation. 

From (6.9) to (6.12), we arrive at the pdf of S,,, 

With the pdf of S,,, at hand and noting that NLIM = 1, the average 
normalized aggregated rate is obtained from (6.6) and (6.7) as 

(6.14) 

Example 29 Figure 6.2 gives an example of the CDF of S,,, under five differ- 
ent trafic channel configurations. It is seen that the traffic channel configuration 
C5, which corresponds to the one with the tightest cluster has the highest S,,, 
while Ci, which corresponds to the one with the highest frequency diversity, has 
the lowest ti,,,. S,,, decreases significantly with the increase of frequency di- 
versity, indicating a critical trade-off in OFDMA trafic channel design. Such 
results are explained by  the enriched multiuser diversity due to higher variations 
in achievable rate in C 5  and less multiuser diversity associated with CI. In  fixed 
applications, since we can utilize multiuser diversity with intelligent channel 
allocation, multiuser diversity has more impact on system performance. 

Aggregated rate upper bound 

The aggregated rate derived in (6.14) assumes equal power allocation across all 
subcarriers. By allowing (i) transmitter power loading and (ii) each subcarrier 
to be assigned to a different user (i.e., no traffic channel configuration), one can 
expect an additional increase in the aggregated rate, which in turn provides an 
upper bound for OFDMA. We summarize the upper bound statement as follows. 
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Figure 6.2: CDF of p,,,. K = 64. Traffic channel configurations are: Ci={(16, 
I)}, c~={(16, 2)}, c3={(16, 4)}, c4={(16, 8 ) } ,  c5={(16, 16)) 

Proposition 9 The aggregated rate given in (6.14) is upper bounded b y  the 
optimal solution to the following problem: 

. N  

(6.15) 

N 

s.t. XP? = Q ,  
n=l 

where Q is the total power across all subcarriers. p = ( p l , p z ,  . . . , p ~ )  are the 
powers allocated to the subcarriers and SNR,,,,, is the highest SNR of subcar- 
rier n over all users. 

Notice that we have solved this problem in Theorem 2, assuming g(.) = 
log(1 + .), and the solution to (6.15) is 

where a satisfies + 1 ) = Q ,  
n=l 

(6.16) 

(6.17) 

and (.)+ represents maz(. ,O).  Here we set Q = N in order to make a fair 
comparison between the solution of (6.15) and the result of (6.14). In (6.14), 
unit power is allocated to each subcarrier. 
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The water-filling solution expressed in (6.16) indicates that in order to max- 
imize the system aggregated rate, more power should be allocated to  the sub- 
carrier that has better channel quality, i.e., high SNR,,,, leads to high p ,  and 
low SNR,,,,, leads to low p,. -% is regarded as the “water level” since the 
sum of positive p ,  and SNR,,,,, is a fixed value. Interestingly, we will show 
that transmitter power control only provides a marginal gain over the result 
obtained with equal-powered traffic channels configured with the highest mul- 
tiuser diversity. The advantage of OFDMA channel allocation without power 
control is evident in terms of its optimality and simplicity. 

Aggregated rate lower bound 

So far, our design objective has been maximizing the system aggregated rate 
in (6.14). Under this criterion, users with good channel qualities are likely to 
get more channels than users in deep fading. In this subsection, we study a 
progressive channel allocation (PCA) scheme which accounts for the fairness 
among users. It also serves as a rate lower bound for the centralized channel 
allocation scheme in (6.4). 

We assume that there are as many users as traffic channels. A user requesting 
multiple traffic channels will be treated as multiple users with identical channel 
profiles. The PCA scheme introduced here guarantees the channel level fairness 
with the following simple rules: 

0 The scheme performs progressively, i.e., one by one, traffic channel allo- 
cation; 

0 Once a user receives one traffic channel, it cannot be assigned any addi- 
tional channels; 

0 Each traffic channel is assigned to the best remaining user. 

The aggregated rate reached by the PCA channel allocation scheme is ob- 
viously lower than the aggregated rate derived in (6.14). In other words, it 
serves as a lower bound to (6.14), which will be verified shortly. Without loss 
of generality, let us further assume that channels are assigned in the reversed 
order of their indices, i.e., channel L is assigned to the best user out the L users; 
channel L - 1 is assigned to the best user out of the remaining L - 1 users, so 
on and so forth. 

Denote S1lmax as the highest channel gain out of the available users when 
assigning traffic channel I ,  it is easy to see that 

(6.18) 

(6.19) 
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and 
f6l ,max (x) = 1F6 ( 2 ) l - l  f6  ( x )  , 

where 6; is the channel gain of the ith available user when assigning traffic 
channel 1. f&(Z) /F&(X)  stands for the pdf/CDF of 6; for all 1 and i which are 
expressed in (6.9) and (6.10). 

= M . g ( m ) ,  indicating the aggregated rate on traffic channel 
I using PCA scheme, the normalized data rate is then: 

6',""" 
Let 

and 

(6.21) 

(6.22) 

The following proposition shows that the aggregated rate reached by the 
PCA channel allocation scheme serves as a lower bound to  (6.14). 

Proposition 10 T h e  PCA scheme provides a lower bound to  (6.14), i.e., 

Vsys} 5 E{Fsps}. (6.23) 

Proof. Since 1 5 K = L (in PCA, the number of users is the same as the 
number of traffic channels) and F6(x) 5 1, we obtain 

F6[*m= 2 F6,,,,,. (6.24) 

Since 

(6.26) 

where G = g(m) represents the system capacity or the highest ACM scheme 
allowed. The inequality (6.26) follows from (6.24) and the assumption that 
g ( z )  is a non-decreasing continuous function. From equations (6.14), (6.22) and 
(6.26), we conclude that E{Fsys} 5 E{Fsps}. 
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(6.23) asserts that the PCA scheme serves as a lower bound to (6.14). The 
gap of the aggregated rate of PCA compared to (6.14) is due to the loss of mul- 
tiuser diversity since fewer users are available for each assigning traffic channel 
in PCA. At the same time, the PCA scheme does provide a simple approach for 
practical systems to account for user fairness. 

Performance analysis for fixed/portable applications 

We now examine the impact of channel configuration for fixedlportable services. 
The ACM used in the simulations is shown in Figure 6.3. It is obtained by using 
the 64-state convolution code of various rates (112, 213, 415, and 817) combined 
with different modulation schemes (QPSK, 16QAM, and 64QAM) [6]. A BER 
of 2 x lop4 is assumed. Typical Urban (TU, non-hilly) power delay profile, 
defined in COST207 [7], is used in the simulations. 

Figure 6.3: Adaptive coding/modulation scheme used in the simulation 

Example 30 Figure 6.4 compares the averaged aggregated rate under  different 
t r a f i c  channel configurations with the upper bound using (6.14) and (6.15). T h e  
O F D M A  sys t em has a bandwidth of 8 MHz, N = 1024 subcarriers, and M = 16 
subcarriers in each t ra f i c  channel. 

A s  expected, C5  has the highest s y s t em aggregated rate among all channel 
configurations. At E,/No = lOdB, the aggregated rate of C5 is about 25% higher 
than  tha t  of Ci ( m a x i m u m  frequency diversity, least multiuser diversity). T h e  3- 
4 d B  performance gap between Ci and C5 essentially quantifies the optimization 
gain of O F D M A  t r a f i c  channel design. 

Comparing with the upper bound, the aggregated rate corresponding t o  config- 
urat ion C 5  (Mc = M ,  i.e., consecutive subcarriers with the maximum multiuser 
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5 . 5 ,  , I----- , 

Figure 6.4: Averaged aggregated rate vs. SNR. K=64, T U  channel and the 
traffic channel configurations are: C1={(16, l)}, Cz={(l6, 2)}, C3={(16, 4)}, 
c4={(16, 8)}, c5={(16, 16)} 

diversity) i s  only less t han  1 d B  below. T h e  small  gap indicates a n  insignificant 
gain f r o m  transmitter side power allocation. In light of  t he  trivial difference and 
complicated implementation, transmitter side power loading does n o t  seem t o  be 
a n  attractive choice in practice. 

Note  that the data rate curves f l a t  out  a t  high E,/No range due t o  the l imit  
of the A C M  scheme. T h e  highest A C M  scheme used here is 5.25 bits/symbol 
corresponding t o  64QAM with 7/8 coding. 

Example 31 Figure 6.5 compares the aggregated rates of C5 and Ci with their 
corresponding lower bounds using the PCA channel allocation scheme.  B y  match- 
i n g  C5 with the PCA scheme, the aggregated rate still outperforms tha t  of Ci with 
optimal channel allocation. T h e  degradation due t o  the  use of PCA is roughly 
1-2 dB .  However, if the t r a f i c  channel size ( M )  is  smaller,  and,  therefore, the 
number of t r a f i c  channels (L) is  larger, the degradation due t o  the use of PCA 
is  n o t  significant as  shown in Figure 6.6. T h e  degradation due t o  PCA i s  m u c h  
smaller in configuration { (4, 4 ) )  than  that  of { (32, 32)). 

Based on the above observations, we conclude the following for fixedlportable 
applications: 

0 Clusters should be grouped as tight as possible to enable higher multiuser 
diversity, leading to higher aggregated rate; 

Small traffic channel sizes are preferred - the multiuser diversity gain can 
be readily captured with the simple PCA scheme. 
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Figure 6.5: Normalized system capacity vs. SNR. K=64, TU channel and traffic 
channel coinfigurations are: ci={(16, l)}, C5={ (16, 16)) 

Figure 6.6: Normalized system capacity vs. SNR under different traffic sizes, 
K=64, T U  channel 
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6.2.4 Channel configuration for mobile applications 

While the results for fixed application favor the traffic channel configured with 
higher multiuser diversity, the situation is intuitively opposite for mobile ap- 
plications. For mobile applications, we assume that the channel is varying in 
such a way that it is impractical for the base station/access point to  perform 
meaningful channel allocation. The rapidly varying channel also makes ACM 
less feasible due to the intensive overhead. The design focus reduces to the 
achievable rate of a randomly selected user. Here, we study the capacity for two 
types of services: delay-nonsensitive services and delay-constrained services, re- 
spectively. Given that the channel gain is a random process, we resort to the 
ergodic capacity and the outage capacity [8] [9] to analyze the configuration 
impact on the system performance. For convenience, we also assume unit power 
on each subcarrier. 

Ergodic case 

The basic assumption here is that the fading process is ergodic, i.e., coding 
and interleaving are performed across OFDM symbols and that the number of 
OFDM blocks spanned by a code word approaches infinity [lo]. In such cases, 
the ergodic capacity is given as [8] 

c = - x E  1 N- l  h ,{In)  = 1 N-l  { log2 (1 + g)} , (6.27) 
n=O n=O 

N 

where I ,  is the mutual information on subcarrier n. The ergodic capacity is 
usually used to determine the maximum achievable long-term rate averaged 
over all fading realizations. In practice, it is most suitably used to study delay- 
nonsensitive services such as electronic mails. 

Arranging the subcarrier indices in (6.27) according to  traffic channels, we 
obtain 

L 
1 
L 

c = - E C l ,  
1=1 

where Cl is the capacity of traffic channel 1 and is expressed as: 

where 1, represents the mth subcarrier in the lth traffic channel. 
Clearly I ,  depends only on the distribution of h,. Since {h,} have the same 

distribution, the frequency correlation among h, has no effect on either the 
system capacity C or the capacity of an individual traffic channel CL. Thus, we 
have the following proposition: 

Proposition 11 T r a f i c  channel Configuration has n o  effect o n  the  ergodic ca- 
pacity. 
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This result can be explained as follows. When the coding and interleaving 
length approaches infinity, the received de-interleaved bits are uncorrelated re- 
gardless of the correlation in individual OFDM blocks. Therefore, the capacity 
is the same as that of uncorrelated channels. Consequently, the traffic channel 
configuration (or correlation among subcarriers) has no effect on the ergodic 
capacity. 

Although traffic channel configuration is not a factor for ergodic capacity, it 
does contribute to outage capacity in the non-ergodic case, which pertains to 
most practical scenarios. 

Non-ergodic case 

Since ergodic capacity only relates to the long-term average rate, it is not a suit- 
able performance measure for delay-constrained services such as voice transmis- 
sion. In such cases, coding only spans a finite number of OFDM blocks. Shannon 
capacity does not exist since the mutual information is a random variable de- 
pendent on h. The concept of outage capacity is invoked [9]. It is also referred 
to as &-capacity in [8], which is the capacity guaranteed for (loo-&)% of channel 
realizations. Please refer to [11]-[13] and related references for more details on 
outage capacity. We will use the following definitions: 

Definition 6 Outage probability for  a given rate r, Pout(r), is defined as the 
probability that the mutual information I falls below r :  Pout(r) = P ( I  < r ) .  

Definition 7 Outage capacity, T ( E ) ,  is the largest r such that the outage prob- 
ability f o r  this r is less than a given probability e ,  i.e., r ( & )  = sup r. 

{.: P O U t ( . ) < E )  

The definition of Pout(,) and r ( & )  can be explained using the distribution of 
I .  Denote FI as the CDF of the mutual information I ,  then Pout(,) = F I ( ~ ) ,  
and r(&) = sup r. 

{ r :  4 ( r ) < c }  

For simplicity, we assume that independent coding/decoding is performed 
on each traffic channel. In this case, traffic channel configuration only affects 
the correlation among the subcarriers within traffic channels. The following 
proposition states that under the regular configuration, all traffic channels have 
the same performance. 

Proposition 12 Let I L  = -& C log ( 1 + u) No be the maximum mutual in- 

formation of t ra f ic  channel I ,  then {I l  : 1 = 1 ,2 ,  ..., L}  have the same distribu- 
tion for  all 1 .  

m = l  

Proof. Denote 1(l)  and 1 ( 2 )  as the index of two traffic channels, respectively. 
Further denote lit) and lit) as the index of the nih and nih subcarriers in traffic 
channel 1 ( l ) ,  respectively. Denote li2J and 1;;) as the index of the nih and nkh 
subcarriers in traffic channel 1 ( 2 ) ,  respectively. It is easy to see that the distances 
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between the nih and nkh subcarrier in traffic channel l ( l )  and 1 ( 2 )  are the same, 
i.e., 

I ( ' )  711 - I ( ' )  n z  = p )  nl - p) .  nz (6.29) 

For the claim, it suffices to prove that the covariance matrices of traffic 
channel and l @ )  are the same, i.e., 

E[h,(l)h:i)] = E[h,(z)h;z)]. 

It is seen that 

rn 
The above proposition allows us to reduce our study to  the configuration of 

a single traffic channel. Let us pick traffic channel 1 and re-label its subcarrier 
indices from 1 to M : 

M 
I ,  = - 1 C l o g ,  (1+ $) llhmll 

m = l  
A4 

M 

m=l 

(6.30) 

(6.31) 

When the SNR is small, we can approximate 1, as 

= --log2 1 (1+y), 
(6.33) 

where hi = (h l ,  h2, ... h ~ ) ~  are complex Gaussian random variables with co- 
variance matrix Rhrhl. With the aid of (6.3) and (6.10), the CDF of 11 can be 

calculated through the CDF of /IhllI2as: 
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pout(r) = Fp(No (2MT - 1) (6.34) 

- - 5 pm (1 - 2- N o ( e M ~ - l ) / X , ,  (6.35) 
m=l  

In an extreme case when the elements of hl are mutually independent, i.e., 
A1 = ... = AM = A ,  IIhlJI2 is a chi-square distribution with 2M degree of 
freedoms and mean MA. The outage probability can be calculated as 

1 No(eMr -1) M-1 

pout(,) = 1 - e-x/2X m=O Ez( 2x 

When the SNR is large, the following approximation can be used: 

In this case, the distribution of Il is difficult to obtain. In order to make the 
problem tractable, we approximate l o g z ( z )  as a z  + b, and the values of a and b 
depend on the region of SNR. As a result, 

m=l NO 

Using the similar argument for the small SNR region, we obtain the outage 
probability for the large SNR case as follows: 

(6.36) 

Performance analysis for mobile applications 

We now examine the effect of traffic channel configuration in fast fading channels 
by studying simulation results. Same simulation parameters are used as that of 
the fixed applications. 

Example 32 Figure 6.7 gives the CDF of Il at  diflerent SNR levels. It is 
seen that  f o r  the outage probability range of practical interest (e.g., f r o m  0 t o  
0.4), the outage capacity i s  t he  highest f o r  configuration Ci with the  largest 
frequency diversity, and is the  lowest f o r  configuration C 5  with the  least frequency 
diversity. However, i f  very high outage can be tolerated, the si tuation i s  the 
reverse: Cs yields the best performance and C i  is the worst. T h e  observation 
indicates that  in delay sensitive applications, su f i c i en t  frequency diversity i s  
the key  t o  sy s t em capacity, unless the outage probability permitted by certain 
applications i s  extremely high. 
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CDF of outage capacity at SNRrOd0 CDF of outage capaclly a1 SNR=5dB 

0 2 4 6  0 2 4 6  
I (bilAlHz) I (blllslHz) 

Figure 6.7: CDF of 4. Three configurations are compared: ci={(16, l)}, 
CZ={ (16, 8)}, c3={ (16, 16)) 

Example 33 Figure 6.8 shows outage capacity versus SNR at different out- 
age requirements. Figure 6.9 shows outage capacity versus different outage re- 
quirements a t  SNR=lOdB.  T h e  two  figures only show the  s i tuat ion when  outage 
probability is reasonable (<O.4). As  outage probability increases, t he  differences 
in sys t em performance corresponding t o  different configurations diminish.  Th i s  
result indicates that  a t  a modest outage probability, t he  t r a f i c  channel configu- 
ration plays a n  insignificant role in the  sy s t em performance. 

SNR (dB) 

Figure 6.8: Outage capacity vs. SNR. Traffic channel configurations 
are: C1={(16, l)}, Cz={(16, 2)}, C3={(16, 4)}, C4={(16, 8)}, C5={(16, 16)) 

Example 34 Figure 6.10 shows the effect of t r a f i c  channel size wi th  configu- 
rat ion {(MI l)}. Larger t r a f i c  channels with more subcarriers yield better per- 
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fonnance. This as due to the fact that the increase of traf ic  channel size brings 
more frequency diversity under configuration { ( M ,  1)). 

outage probability E outage probability F 

outage probability E outage probability L 

Figure 6.9: Outage capacity vs. outage probability. Traffic channel configura- 
tions are: Ci={(16, l)}, Cz={(16, 2)}, C3={(16, 4)}, C4={(16, 8)}, C5={(16, 
16) 1 

Based on the above observations, we conclude the follows for mobile appli- 
cations: 

0 Larger traffic channels are preferred to provide better frequency diversity 
and, thus, higher outage capacity; 

0 For applications with small outage probability requirements, the clusters 
should be distributed to enable higher frequency diversity; the opposite is 
true for applications that can tolerate high outage probabilities. 

6.3 IEEE 802.16e traffic channels 

For systems with mixed applications, the ideal platform would be the one that 
supports both “small and tight” traffic channels with maximum multiuser diver- 
sity and “large and loose” traffic channels with maximum frequency diversity. 
The partition can be optimized based the ratio of low mobility and high mo- 
bility users. On the other hand, multiple traffic channel configurations in one 
system may complicate the overall system architecture and resource manage- 
ment. In this case, the optimum trade-off can be calculated based on the results 
derived in this chapter. Depending on the design objectives (e.g., overall capac- 
ity, peak performance etc.), other factors that need to be considered include the 
ratio between high mobility and low mobility users, ACM schemes and spatial 
diversity techniques that can enhance the frequency diversity in a fast fading 
environment. 
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Figure 6.10: Outage capacity vs. outage probability with different traffic sizes. 
Four configurations are compared: Ci={(16, l)}, Cz={ (16, 2)}, C3={ (16, 4)}, 
c4={(16, 8)}, c5={(16, 16)) 

The IEEE 802.16e has an OFDMA mode with many advanced PHY and 
MAC features such as traffic channel configuration (termed subchannel) dis- 
cussed previously, zone switching between diversity and adaptive modulation 
and coding mode, MIMO and advanced antenna system (AAS). The IEEE 
802.16e supports variable bandwidth sizes ranging from 1.25 MHz to 20 MHz. 
The notion of scalable OFDMA was introduced in 802.16e to adjust the system 
parameters to the bandwidth sizes. Specifically, FFT size scales with different 
bandwidth sizes to fix the subcarriers spacing. The subcarrier spacing design is 
based on Doppler spread, inter-channel interference (ICI), delay spread and co- 
herence bandwidth etc. [14]. This scalable design has the following advantages: 

Easy implementation and low cost as the subcarrier spacing is a fixed 
system parameter; 

0 Maintaining a flat fading on each subcarrier regardless of bandwidth sizes. 
Such achieves a better performance compared to a fixed FFT size but 
variable bandwidth OFDMA [17]; 

0 Supporting variable frame sizes ranging from 2ms/19 OFDM symbols to 
20ms/198 OFDM symbols. The supportable frame sizes are shown in 
Table 6.1. Variable frame sizes are flexible to address different types of 
application and traffic requirement. In addition, variable frame sizes pose 
a lower bound on the number of OFDM symbols per frame. Such avoids 
the scenarios with very few OFDM symbols per frame which has a poor 
spectrum utilization due to high overhead. 

The key system parameters of IEEE 802.16e scalable OFDMA are summa- 
rized as follows: 
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Frame sizes (ms) 
2 

2.5 
4 

161 

Frame sizes (OFDMA symbols) 
19 
24 
39 

5 
8 
10 

12.5 

49 
79 
99 
124 

I 20 I 198 I 

Table 6.1: Scalable OFDMA frame sizes 

0 Subcarrier spacing is fixed to 11.16 KHz; 

0 OFDM symbol duration is fixed to 100.8 ps; 

0 FFT size scales with the bandwidth size; 

0 The number of traffic channel (termed subchannel) scales with bandwidth 
size. 

Interested readers are referred to the book Appendix for a detailed descrip- 
tion. 

Example 35 IEEE 802.16e defines three basic types of subchannel configura- 
tion, namely, f i l l y  Used Subchannelization (FUSC), Partially Used Subchannel- 
ization (PUSC) and Advanced Modulation and Coding Subchannel (AMC) con- 
figuration. FUSC/PUSC bears the same design principles described previously 
for mobile users, whereas A M C  is similar to the traffic channel for fixed/portable 
users. 

FUSC corresponds t o  the “loose” and distributed channel configuration that 
provides high frequency diversity and low multiuser diversity.Figure 6.1 1 illus- 
trates the 1024-FFT, 10 MHz bandwidth OFDMA FUSC subchannel configura- 
tion in 802.16e. Constructively, the bandwidth is divided into 48 groups with 
each group comprising 16 subcarriers. The system contains 16 subchannels with 
each subchannel comprising 48 subcarriers. The 48 subcarriers in the same 
subchannel are taken from the separate 48 groups. The exact configuration of 
allocating the subcarriers into subchannels is according to  a pre-defined DL per- 
mutation formula. 

A M C  subchannel configuration corresponds to the ‘tight” and adjacent chan- 
nel configuration discussed for fixed applications. A M C  configuration provides 
low frequency diversity and high multiuser diversity. In  AMC configuration, the 
subcarriers are partitioned into bands of consecutive subcarriers. Each band con- 
tains 4 bins, which is a collection of 8 data subcarriers plus one pilot subcarriers. 
The A M C  subchannels can be dynamically allocated for multiuser exploitation. 
Please see the book Appendix f o r  more details on subchannel configuration in 
IEEE 802.16e. 
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Figure 6.11: 802.16e FUSC channel configuration 
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Figure 6.12: Zone switching for multiple traffic channel configurations 
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Example 36 T h e  IEEE 802.16e OFDMA mode supports mixed t r a f i c  channel 
configurations with different zones in a frame.  As depicted in Figure 6.12? each 
t i m e  f rame  i s  partitioned in to  several subframes, with the first two  being the  
mandatory preamble and the DL- and UL-mapping subframes. T h e  following 
subframes can be dynamically configuredJ allowing zone switching between diver- 
s i ty  subchannels (e.g., PUSC, FUSC) and coherent subchannels (e.g., AMC). 
T h e  ratio between diversity subframes and coherent subframes is determined by 
the application, and primarily the distribution of users’ mobility. 

6.4 Summary 

In this chapter, we discuss some practical OFDMA system design issues. In 
particular] we investigate the problem of OFDMA traffic channel configuration, 
which involves both the PHY and MAC layers. The concept of cross-layer opti- 
mization allows MAC and PHY layers to interact based on users’ channel pattern 
and service models. The optimal traffic channel configurations for fixed and m e  
bile applications are derived with reference to the IEEE 802.16e standard. Also 
described is the scalable OFDMA mode in IEEE 802.16e1 where the FFT size 
scales with the bandwidth size. This scalability offers the advantages of easy 
implementation and high flexibility in handling user channel/traffic dynamics. 
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Chapter 7 

Mult i-Cell Frequency 
Planning 

7.1 Introduction 

The techniques described in previous chapters focus on a single-cell scenario with 
the assumption that the base station transmits/receives on one set of frequency 
bands. From a system level perspective, the same set of frequency bands can 
be reused by multiple base stations, as long as they are physically separated 
far enough to tolerate the mutual interference. The base stations that use the 
same frequency band give rise to co-channel interference. An important design 
factor for a cellular system is to coordinate the co-channel interference and 
make intelligent radio resource allocation over all base stations. The allocation 
of frequencies to the cellular system is termed frequency reuse or frequency 
planning which has a profound impact on system performance [l]. 

Generally speaking, existing frequency planning schemes can be classified 
into three categories: static/fixed frequency channel allocation (FCA), adap- 
tive/dynamic channel allocation (DCA) and hybrid channel allocation (HCA). 
The hybrid channel allocation can be regarded as the combination of FCA and 
DCA, where some of the channels are fixed for each cell and others are dynam- 
ically assigned to cells/users (21 [3]. 

This chapter first provides an overview of the frequency planning schemes for 
cellular networks. As will be explained shortly, challenges remain when applying 
the existing schemes to OFDM systems. A frequency planning scheme based on 
dynamic channel allocation is then presented for multi-cell OFDMA networks. 
The scheme takes advantage of mutual interference and channel/traffic diver- 
sity. The scheme is associated with a low overhead protocol and a set of low 
complexity algorithms. The protocol and algorithms are evaluated under dif- 
ferent sector configurations and various traffic models. The results reveal some 
important insights on the trade-off between sector interference suppression and 
algorithmic interference avoidance. 

166 
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7.1.1 Fixed channel allocation 
In FCA, the total number of channels in the system are divided into disjoint 
groups and are assigned to a set of cells, with each cell occupying a group of 
channels. The minimum set of neighboring cells that are assigned the entire set 
of channels is termed a cluster and the number of cells in each cluster is the 
cluster site. As a result, the number of channels each cell occupies is calculated 
as the total number of channels/cluster size. For a given cell radius, the cluster 
size determines the reuse distance, i.e., the minimum distance between two 
base stations that can transmit simultaneously without devastating the other’s 
transmission. The relation between the cluster size, reuse distance and cell 
radius for hexagonal cells can be approximated as [l] 

(7.1) 
reuse distance 

cell radius 
rd = = J3 x cluster size. 

where rd in (7.1) is called reuse distance ratio. 
In a given area and a fixed cell size, a smaller cluster size/smaller reuse 

distance leads to higher capacity (here the capacity is defined as the number of 
homogeneous users supported simultaneously). Because each cluster supports 
the same number of channels/users, more clusters lead to more users supported 
simultaneously. Therefore, in order to cover the same area, more clusters need to 
be packed into the system if cluster size is smaller, leading to higher capacity. On 
the other hand, larger cluster size/larger reuse distance lowers the co-channel 
interference and improves signal to interference ratio (SIR). In practice, the 
cluster size/reuse distance is determined in the system setup and installation 
stage and may be adjusted in the system maintenance process. 

Many factors have impact on the reuse distance planning. For example, a 
lower signal to interference requirement (SIR,,,) for the received signal results 
in a smaller cluster size and reuse distance. The following example shows how 
SIR,,, influences the reuse distance. 

Example 37 Two base stations/cells are in consideration as illustrated in Fag- 
ure 7.1,. Cell 1 is serving user 1 and cell 2 is serving user 2. If the two BSs 
transmit simultaneously on the same channel while satisfying the SIR,,, at the 
user side, then how far away should the base stations be separated? 

Assume that the received signal power is approximated as 

Pt 
P T  =Po-&, 

where pt is the transmitter power, d is the distance from the transmitter to the 
receiver, po is a constant depending on a reference distance and a is the path 
loss factor. lhrther assume that the transmission power of BS1 and BS2 are 
the same. Denote the distance from BSI to user 1 and from BS2 to user 1 as 
dll and d21, respectively, then the received signal to interference ratio (SIR) of 
user I is calculated as 
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Figure 7.1: Frequency reuse in a twecell scenario. 

I n  ('?'i?), it is assumed that the interference dominates the thermal noise at the 
receiver side. Therefore, there is no noise term in the denominator. In practical 
wireless systems, an  S IR requirement, SIR,,,, is put on  the received signal in 
order to  have a meaningful service. This leads to 

SIRpe 
W e  then conclude that 

d21 2 1 0 d d l l .  (7.3) 

(7.3) indicates that the reuse distance depends on  the cell radius, the path 
loss factor and the S I R  requirement. A higher SIR,,, requires a large reuse 
distance between the base stations while a lower SIRTeq leads to  a smaller reuse 
distance. For example, when CY = 2, lOdB S I R  requirement leads to  a reuse 
distance of dzl = 3.16d11, and a 15dB S I R  requirement results in d21 = 5.62d11. 

The above example indicates that if the receiver can function in a lower SIR 
range, then the reuse distance can be decreased, leading to smaller cluster size 
and higher capacity. Toward this end, tremendous efforts have been taken on 
interference cancellation/suppression schemes at the physical layer. 

Example 38 One of the interference suppression techniques deployed in GSM 
networks is single antenna interference cancellation (SAIC)  141. Handsets with 
SAIC  feature can tolerate higher co-channel interference than regular handsets 
while maintaining the same level of receiver performance. Wi th  S A I C  handsets 
deployed in GSM network, the base stations can transmit with lower power, 
leading to  less interference to  other co-channel users. Approximately, the S A I C  
feature provides 40% capacity increase to  the traditional GSM networks (51. 
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A good FCA plan also needs to take the traffic loads among cells into ac- 
count. Unevenly loaded traffic results in unbalanced performance over the cells, 
which leads to degraded overall system performance. The optimal FCA solution 
may be an irregular one with unevenly distributed channels over cells. Some 
variations of FCA accommodate this imbalance with “borrowing” schemes - a 
cell running out of channels may borrow channels frorn neighboring cells if it 
does not violate other cells’ transmission. 

Generally speaking, FCA puts most effort in the system setup and planning 
stage, while saving the ease in the system operation process. Therefore, it needs 
an accurate prediction on the propagation models, traffic loads, user model etc. 
However, in practice, users’ propagation and traffic environments vary in very 
unpredictable ways. Furthermore, modern wireless networks present a self orga- 
nized, irregular topology and diverse applications, making these variables even 
harder to predict. For instance, the SIR requirements may not be a constant 
in the system, e.g., the requirements for voice applications and multimedia a p  
plications are different. These posed challenges further complicate the FCA 
planning and setup. As a result, certain margins have to be considered in the 
planning stage. As a result, FCA usually conservatively targets at worst case 
scenarios, leading to performance loss. On the contrary, DCA handles these 
dynamic variations more flexibly, leading to more efficient spectrum utilization, 
especially with low to moderate traffic loads. 

7.1.2 Dynamic channel allocation 

Unlikc FCA, the channel distribution in DCA adapts over time. Instead of pre- 
dicting and averaging, DCA takes advantage of multiuser channel and traffic 
diversity to adjust the channel allocation over time. Although DCA requires 
higher computation complexity and signaling overhead during operation, its 
ability to utilize real-time system information leads to higher spectrum effi- 
ciency, especially with low to moderate traffic loads [6] [7]. 

Basically, DCA can be divided into two categories: centralized allocation 
and decentralized/distributed allocation. 

0 Centralized DCA 

In the centralized DCA scheme [8]-[lo], the channel allocation decision 
is made by a physical/logical central controller, e.g., mobile switch con- 
troller (MSC). Although users and BSs are not the decision makers, they 
do participate in the protocol implementation. The users and BSs are 
responsible for gathering traffic/channel information and feed back the 
information to the controller. Since the controller has the global informa- 
tion over the entire network, it yields excellent performance with the cost 
of intensive signaling overhead and computational complexity. 

0 Decentralized/distributed DCA 

In the decentralized/distributed DCA scheme [ll) [12], the channel allo- 
cation decision is made by users or BSs, independently or cooperatively. 
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The signaling overhead is greatly reduced, and the computation complex- 
ity is lowered by distributing the computation load onto different decision 
makers. 

Although DCA has been studied widely in the past decades, there are a 
few open issues in applying the existing DCA schemes to broadband wireless 
systems, e.g., OFDMA. The challenges arise from three aspects. First of all, tra- 
ditional DCA assumes a predetermined SINR threshold for the received signal, 
which is more suitable for homogeneous services, e.g., voice. Modern data net- 
works employ adaptive coding and modulation, which makes channel assignment 
decisions non-binary from the SINR standpoint. The transmitters/receivers 
map different modulation and coding schemes to different SINR values [13]; 
thus, different throughputs (or achievable rates) are obtained at different SINR 
levels. Secondly, unlike traditional DCA designed for the simple flat fading envi- 
ronments, modern broadband wireless networks have more variables to account 
for - users’ channels are frequency selective, and their data rate requirements are 
also different. The third challenge is the intensity of measurement reports, sig- 
naling overhead and computation complexity associated with broadband DCA. 
Since traditional DCA deals with flat fading channels, the overhead due to mea- 
surement and signaling is only associated with one frequency band. However 
broadband networks, e.g., OFDMA, need to exchange information on all of the 
subcarriers, generating hundreds, even thousands times the overhead of tradi- 
tional DCA. In addition, the computation complexity will be much higher than 
the traditional DCA as more channel/traffic variables arise. As a result, fully 
centralized schemes are often too heavy for implementation as all the interfer- 
ence information on all channels has to be gathered and calculated at  a central 
controller. On the other hand, fully distributed schemes have difficulties deal- 
ing with uneven loaded traffic, and hinge upon instantaneous traffic channel 
establishment [14]. These problems severely complicate the DCA problem for 
OFDMA systems. 

7.2 OFDMADCA 

In this section, we investigate an OFDMA DCA scheme where resource all@ 
cation is realized at both a central controller, termed radio network controller 
(RNC), and base stations (BSs). Our focus is on OFDMA downlink with no 
intra-cell interference, although the results presented can be extended to uplink 
applications with minor modifications. The new protocol attempts to capture 
three types of multiuser diversities, namely, mutual interference diversity, traffic 
diversity, and selective fading channel diversity. As a consequence, the proto- 
col utilizes three types of key information in a multicell environment: traffic, 
mutual interference and channel information. Three types of information are 
exploited by different decision makers- the RNC or BSs, and are utilized based 
on different time scales - super-frame level or frame level, depending on how 
fast these diversities can be grasped by the RNC and BSs. 
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Figure 7.2: OFDMA system in frequecy-time axis. In time domain, one frame 
is devided into t slots 

Specifically, the RNC controls a set of BSs and makes radio resource al- 
location decisions on a super-frame level to  maximize the system through- 
put and captures mutual interference diversity gain (or interference avoidance 
gain). This is feasible since mutual interference changes relatively slowly and 
the interference-floor is within full control of the RNC. The bursty traffic di- 
versity, along with the fading channel diversity is exploited at the BS within 
shorter frames based on users’ changing channel conditions and buffer occu- 
pancies. The protocol also accounts for unevenly loaded traffic among cells by 
satisfying a cell-level QoS constraint at the RNC. The cell-level QoS tries to 
guarantee that the number of channels to be loaded in different cells is propor- 
tional to a pre-set ratio. A set of computationally efficient allocation algorithms 
for the RNC and BSs are derived along with the protocol. The algorithms per- 
form the functions of both interference avoidance and traffic adaptation with 
linear-complexity with respect to the number of users and channels. As a result, 
the channel is always assigned to the user with the highest utility value, which 
is a function of interference, channel and traffic conditions. The protocol and 
algorithms are evaluated under different cell configurations with both real-time 
and non-real-time traffic. The results reveal some important insights on how 
to trade-off between sector interference suppression and dynamic interference 
avoidance. In particular, we show that using the proposed DCA scheme, the 
highest overall system spectrum efficiency can be achieved under four-sector 
cells with two alternating frequency bands. 

7.2.1 Protocol design 

Figure 7.2 depicts a typical OFDMA/TDM system, where the radio resource is 
partitioned in both frequency and time domains. In particular, the frequency 
resource is divided into L tra f ic  channels (each traffic channel is a group of 
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OFDM subcarriers as described in Chapter 6) whereas the time resource is 
divided into time slots. The smallest resource unit through which data can be 
transported is termed t ra f ic  bearer. Depending on the application, one or a 
collection of traffic bearers can be allocated to a user at  a time. A super-frame 
is constructed by a number of frames, and a frame is constructed by a number 
of slots. We invoke the following assumptions for the remainder of this chapter: 

0 Assumption 1: Each traffic bearer can only be assigned to one user within 
a given cell, i.e., there is no intra-cell interference. 

0 Assumption 2: Neighboring cells may reuse the same traffic bearer de- 
pending on the mutual interference information. 

Assumption 3: The transmission power on each traffic bearer is fixed, 
whereas the transmission rate is variable (using adaptive coding and mod- 
ulation). 

0 Assumption 4: Only the dominant ccxhannel signal from neighboring cells 
is regarded as interference. The rest is treated as background noise. 

0 Assumption 5:  Perfect channel state information at  both transmitter and 
receiver. 

Assumption 1 is a natural choice based on Theorem 2 in Chapter 5 ,  which 
proves that the highest capacity of OFDM system with independent decoding is 
achieved by assigning each channel only to  one user in each cell, i.e., OFDMA. It 
also shows that water-filling power allocation only brings marginal performance 
improvement over fixed power allocation with ACM if traffic channels are config- 
ured with the maximum multiuser diversity. The use of ACM has a similar effect 
of power water-filling - good channel quality leads to  a higher modulation order 
and, hence, more transmission power. Similar results have also been reported 
in [15], which shows that the channel capacity with channel state information 
at both the transmitter and receiver (i.e., water-filling power allocation) is just 
marginally larger than that with channel state information only at  the receiver 
(i.e., equal power allocation). Assumption 5 indicates a perfect feedback chan- 
nel between the transmitter and the receiver, i.e., the feedback channel is error 
free and has no delay. 

We consider an OFDMA system where radio resources are allocated to users 
based on their channel measurements and traffic requirements. Basically, the 
RNC coordinates a cluster of BSs. Each BS communicates with a set of users 
and gathers users’ channel state information (CSI) as well as traffic status (e.g., 
arrival rates, buffer occupancies). Specifically, CSI is defined as a pair of achiev- 
able rates which characterizes inter-cell interference and fading channels; please 
see Figure 7.3 for illustrations. CSI is calculated by users based on the broad- 
cast beacon signals from BSs, and is periodically feed back to BSs. The beacon 
signals from BSs are used by each user to determine the dominant interfering 
BS, and the achievable rates with and without the dominant interferer. For 
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Figure 7.3: SINR variation on a specific traffic channel of a specific user. Ac- 
cording to ACM, these two levels of SINR correspond to two transmission rates. 
As a result, CSI is defined by this pair of rates: CSI=[achievable rate with the 
dominant interference, achievable rate w/o the dominant interference] 

example, on a particular traffic channel, the S I N R  received by the user who is 
communicating with BSi can expressed as 

(7.4) 

where M is the number of BSs in the system and pihi represents the signal 
strength received by the user from BSi with pi and hi representing the trans- 
mitting power of BS; and channel gain from BS; to the user, respectively. Using 
beacon signals, the user can determine the strongest interfering base station, 
i.e., 

k = argmaxpj hj . 
j # i  

The user then calculates its SINR without this dominant interference as 

pi hi S I N R  = 
C j # i , j f k  Pjhj + No, 

(7.5) 

The users then map the SINR in (7.4) and (7.5) to the achievable rate with 
and without the dominant interference. This pair of rates defines the CSI. The 
actual mapping between the SINR values and the achievable rates is a function 
of fading profiles and the available ACM techniques; please refer to Chapter 
5 for examples of the rate-SINR functions. By defining such a CSI structure, 
the user’s feedback information to BS is reduced to a pair of rates rather than 
transmitting the signal strength and interference received from A4 BSs. 
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Example 39 I n  Figure 7.3, the mean SINR with dominant interference is 4dB. 
If,  according to ACM, it corresponds to QPSK modulation with convolutional 
code rate 1/2, then we obtain an achievable rate of 1 bit/symbol; The mean 
SINR without dominant interference is 20dB. If, according to ACM, it corre- 
sponds to 64QAM with code rate 7’8, then we obtain an achievable rate of 5.25 
bits/symbol. I n  this case, CSI=(l, 5.25) *traffic channel bandwidth. Here the 
rate is measured b y  bits/s/trafic channel. 

Such a CSI definition leads to signaling overhead reduction between users 
and BSs, which will be numerically verified in the ensuing sections. Note that 
the interference floor can be turned on and off by the RNC, who decides whether 
the BS is assigned the channel and, thus, becomes the dominant interferer to 
some user in another cell. 

The semi-distributed scheme described here reduces the signaling overhead 
and computational load by splitting the decisions between the RNC and BSs. 
Mechanically, the RNC updates all users’ CSI from all BSs every super-frame. 
Decisions made by the RNC include the specific set of traffic channels assigned 
to each BS for that super-frame and the recommended user assignment for the 
traffic channel set. Locally, the BS makes the actual pairing between the traffic 
bearers and the users. In a specific frame, if the recommended user by the RNC 
has traffic to send, the BS will adopt the RNC’s recommendation; otherwise, the 
BS makes its own decision based on users’ traffic conditions (buffer occupancies) 
and channel fading levels. The decision algorithm of the RNC performs inter- 
ference avoidance, and the decision algorithm of BSs performs channel/traffic 
adaptation. F‘unctionally, the RNC is dedicated to coordinate the mutual inter- 
ference between cells, reducing the information update rate between the RNC 
and BSs to a super-frame level. BSs exploit the multiuser traffic/channel di- 
versities, making real time decisions on channel assignment at  user packet level 
(frame level). As a result, both the mutual interference diversity and the fading 
channel/bursty traffic diversity can be efficiently exploited. 

7.2.2 Problem formulation for the RNC 

The goal of the RNC is to coordinate the mutual interference among BSs. To 
formulate the channel allocation problem for the RNC, consider an OFDMA 
system with L traffic channels and a network of A4 BSs (cells). Denote the 
number of users in the mth BS as K ,  . Thus the entire network has a total 

of Kt = K ,  users. Let .R, denote the user index set for BS,, e.g., .ffl = 

(1, ...) K177!R2 = { K I  + 1, ..., K1 + K2). Let us further define the following 
notations for the rest of the chapter. 

M 

Rate matrices A K ~ ~ L  = [ukl] and B K ~ ~ L  = [bkl]:  ukl  and bkl represent 
user k’s achievable rates (bits/s/traffic channel) on channel 1 with and 
without the dominant interference, respectively. In other words [akl, bkl]  

defines user k’s CSI on channel 1. In practice, bkl 2 a k l .  
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0 Interference index matrix J K ~ ~ L  = [ J k l ] :  Jkl represents the index of user 
k’s dominant interfering BS on channel 1. J k l  E {1,2, ..., M } .  

0 Assignment matrices X M ~ L  = [xml] and Y K ~  x~ = [ykl]: Y k l  = 1 indicates 
that channel 1 is assigned to user k and 0 otherwise; x,~ = 1 indicates 
that channel 1 is assigned to BS, and 0 otherwise. 

Define bkl = bkl - akl, then ykl . (bkl  - z ~ , ~ l b k l )  represents the kth user’s 
actual transmission rate on channel 1. Thus the total throughput on channel 1 
is: 

Kt 

THl (Z l ,  Yl) = C Y k l  . ( b k l  - X J k l l ~ k l ) ,  
k=l 

where q and yl are the l th column vectors of X and Y ,  respectively. The total 
throughput of the system (bits/s) is then given by: 

L 

1=1 

L K+ 

1=1 k=l 

Since each channel is assigned to only one user at  any time within BSs, we 
obtain the following relationship: 

As a result, X is uniquely determined by Y ,  and the total throughput can be 
re-expressed as a function of only Y 

L 

The throughput on a specific channel 1 is now expressed as: 

Each cell may serve different types of users. Therefore their throughput 
requirements and demands vary. To account for this matter, a cell-level QoS 
constraint is posed to require that the number of channels assigned to cells is 
proportional to a pre-set ratio. The RNC seeks to find the assignment matrix 
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Y so that the total throughput is maximized while satisfying the cell-level QoS 
requirement. Mathematically, the RNC problem is formulated as: 

L Kt 

M U X  T f f ( Y )  = 7 , X y k l  . ( bkl  - c y.6*I) (7.7) 
1=1 k = l  i € R J , i  

Y 

subject t o  1) c y k l  E (0, I}, m = 1 ,2 ,  ..., M ;  1 = 1 ,2 ,  ... L 
k E f f m  

2) p 1 1  : I@LI = 0 1  : ... : 0 L  

3 )  y k l  E (0, I}, k 1 ,2 ,  ..., Kt; 1 = 1 ,2 ,  ... L. 

The first constraint in (7.7) is to guarantee that at  most one user is using the 
channel within a BS on every channel. The second constraint is to satisfy the 
cell-level QoS requirement. @l denotes the channel set assigned to BSl and 
represents the cardinality of the set, i.e., the number of channels in @ l .  01 is the 
pre-set ratio for the number of channels to be assigned to cells. For example, 
for two cells with different number of users that have similar traffic models, the 
ratio can be set as the ratio of the number of users in the cells. The assignment 
for cells, X is then uniquely determined by the resulting Y .  In the protocol, X 
will be sent to BSs together with Y to indicate the channel assignment decisions 
for BSs and the recommended user on each assigned channel. 

7.2.3 
After the set of channels are allocated to a BS, the objective of the BS is to 
capture the traffic and fading channel diversity within the current super-frame. 
If the recommended user has traffic to send, then the BS will obey the RNC’s 
decision. However, for bursty traffic, the recommended user by the RNC may 
not have traffic to send in each frame. In this case, the BS will make its own 
decision to maximize the system throughput based on the users’ fading channel 
and traffic conditions. In this case, the traffic condition is represented by the 
buffer occupancies, i.e., the number of bits waiting in the user’s buffer to be 
transmitted. The buffer occupancy characterizes the user’s traffic intensity and 
requirement. 

Taking BS1 for an example, assume L1 channels are assigned to the BS, and 
it has K1 users. Since the interference level for its users is pre-determined 
during each super-frame (i.e., X is fixed for the current super-frame), the 
achievable rate of each user is uniquely given by U K ~ ~ L ,  = [ u k l ]  where u k l  = 

( b k l  - x J k l l b k l )  , indicating user k’s achievable rate on channel 1. 
Let Z K ,  x ~ l  = [zk l]  be the channel assignment matrix for BS1, with z k l  = 1 

indicating that channel 1 is assigned to  user k and 0 otherwise. Then the number 
of bits user Ic can transmit in one slot is given by 

Problem formulation for the BSs 

L1 

T k  t s  ~ ~ k l z k l ,  

1=1 



7.2. OFDMA DCA 177 

where t, is the duration of one slot and it is regarded as a constant in the system. 
Again, channel 1 is assigned to only one user at  any time, thus the following 
constraint must be satisfied: 

K1 

k = l  

In each slot, the BS has the knowledge of each user’s buffer occupancy which is 
expressed as 

c = (c1, c2, “’, CK1). 

Based on traffic condition c and channel condition U, the BS seeks to find a 
channel assignment matrix Z for each slot in the current frame so as to maximize 
the total throughput. Note that the number of bits user k can send in one slot 
is min{c,,rk}. Also note that rk is a function of Z, so the total throughput in 
each slot TH‘  becomes a function of Z: 

Kl 

k = l  

As a result, the BS problem is formulated as: 

KI 

subject to 1) C Zkl E (0, I}, 1 = 1 ,2 ,  ..., L1, (7.8) 
k = l  

2)Zkl E (0, l}, 1 = 1,2 ,  ..., L1, k = 1,2 ,  . . X I .  

The problems formulated for the RNC and BSs are both nonlinear integer 
optimization problems and are essentially very difficult to solve [16]. Cutting 
plane and branch-and-bound algorithms have been suggested to deal with cer- 
tain classes of nonlinear integer programming problems. However, there is no 
guarantee that these algorithms yield good performance over large scale prob- 
lems (e.g., problems with a few dozens of constraints and variables like the RNC 
and BS problems) [17]. For these reasons, we derive two suboptimal algorithms 
for the RNC and BS problems, respectively. The algorithms fall into the cate- 
gory of the “local search” method, which has been shown to be very effective in 
a variety of nonlinear integer optimization problems. 

7.2.4 
The RNC algorithm uses a greedy approach and attempts to assign a traf- 
fic channel to the BS that has the highest positive throughput marginal utility 
(TMU) value (denoted as Rk in the algorithm). TMU is defined as the system 

Fast algorithm for the RNC 



178 CHAPTER 7. MULTI-CELL FREQUENCY PLANNING 

throughput improvement by assigning the current channel to the user within 
the BS being evaluated. The channel assignment is progressively performed to  
provide the most improvement to the system throughput. If none of the users in 
the BS has a positive TMU value, then the channel is not assigned to this par- 
ticular BS. The algorithm performs channel allocation as summarized in Table 
7.1. 

The RNC algorithm 
Inputs: A, B, J 

Initialization: X=[ 1; Y=[ 1; 
For 1 = 1 : L do 

z M X l  = (O,O, ..., 
yKtx l  = ( O , O ,  ..., O ) T ;  

outputs: x, Y 

% start of channel loop 
% initialize the Z t h  column vector of X 
% initialize the l th  column vector of Y 

7r = sort( F); 
% sort BSs based on the pre-set ratio and the assigned channels. 

For j = 1 : M do % start of BS loop 

m = 7r(j) ;  
For k t K, do 

%start from the BS that is most under-assigned 
% start of user loop 

flk = T H l ( y +  e?) - T H l ( y ) ;  
% calculate the TMU value of each user in BS, using (7.6) 
End For 
k' + argmax flk; 

% end of user loop 
% find the user with the highest TMU 

k 
If Rk* > 0 
% if assigning channel 1 to BS, can improve the total throughput 

z = z + e z ;  

y = y + e 2  ; 
a, = a, U ( 1 )  

% assign the channel to BS, 
% indicated the recommended user 

% add channel 1 to channel set of BS, 
End If 

End For 

X = [ X  z]; 
Y = [Y y ] ;  

% end of BS loop 
% assign z to the l th  column of X 
% assign y to the lth column of Y 

End For % end of channel loop 

Table 7.1: RNC algorithm 

In the RNC algorithm, e? is a Kt-length vector with all elements being 0 
except the kth element being 1. a, is the set of channels assigned to BS,. 7r is 
the vector containing the order with which BSs are evaluated. 7r is determined 
based on the pre-set throughput ratios (0,) for BSs and the number of channels 
already assigned to BSs. 

Essentially, the algorithm assigns the channels one by one. For each channel 
it calculates fik, the TMU value, for each user. flk represents user k's contri- 
bution to system throughput improvement due to the higher utilization of the 
channel minus the effect of the throughput loss due to the increased mutual 
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interference introduced by this user/BS. The algorithm is carried out in three 
loops. For each channel loop, the evaluation is executed in BS loop and user 
loop. Clearly, the order with which BSs are evaluated has a profound impact 
on the final output. The first BS usually gets the “clear” channel whereas the 
rest can only use it if the TMU value is positive. It is possible for !& to be 
negative for all the remaining users. This means that due to the interference 
from previous assignments, no more BS can increase the total throughput by 
using this particular channel. In this case, the channel will not be assigned to 
any additional BS. To address the evaluating priorities of BSs, the order of BS 
loop is adjusted after each channel assignment. More specifically, the BS that 
is most under-assigned (argmin F) will be picked first and the BS that 

is most over-assigned (argrnax-) will be examined last in BS loop. 
m 

m 

7.2.5 Fast algorithm for BSs 

Once each BS receives its channel assignment from the RNC within a particular 
super-frame, it will then make instantaneous decisions on pairing the traffic 
bearers and users. Note that the recommended user by the RNC may not always 
have traffic to send in each frame. In this case, the BS seeks to solve (7.8) for 
each slot in current frame. Note that once the RNC has made decisions on which 
channel is used by which BS, the mutual interference from BSs to  users is pre- 
determined for that super-frame. Therefore, re-allocating the channel to a user 
who has traffic to send, instead of maintaining the RNC’s recommended user on 
that channel who has an empty queue, will always improve the throughput for 
the BS. In this case, the RNC algorithm does not remain optimal in this frame, 
since the BS does not pair channels and users according to the RNC’s decision. 
However, to avoid back-and-forth information and decision exchange between 
BSs and the RNC in each slot, we still allow BSs to  make their own decisions. 

The algorithm introduced in [18] is modified to solve (7.8). Note that if 
channel I is assigned to user k, the number of bits that can be transmitted using 
channel I in one slot is 

f k  = min(ck, t ,  . ‘ukl). 

f k  is defined as the data traf ic utility (DTU) value, and it represents how 
much throughput user k can obtain using the channel in one slot. f k  captures 
the traffic condition (ck) as well as the fading channel characteristic (ukl). The 
BS algorithm attempts to find the user that has the highest DTU value for each 
traffic bearer and makes the most use of each traffic channel. The algorithm is 
carried out for each slot in the frame and it is described in Table 7.2, taking 
BS1 as an example. 

As a result, the channel assigned to the user not only has good channel 
condition but is also guaranteed to be utilized indeed. 
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BS Algorithm 
Inputs: U and c 

For 1 = 1 : L1 do 
output: 2 

f k  = min(ck, t ,  . u k l ) ,  k = 1 ,2 ,  ..., K1; % calculate users’ DTU values 
k* +- argmax Fk 

zk*l = 1; 
ck* = ck* - t ,  . upl.  % re-calculate the user’s queue length for the next slot 

% find the user that can make the most use of channel 1 
k 

% assign channel 1 to the user 

End For 

Table 7.2: BS algorithm 

Proposition 13 The RNC algorithm has complexity of O ( L  x M x K t ) ,  and 
the BS algorithm has complexity of O(L1 x K1). 

Proof. Please see Appendix for the proof. 

7.3 Spectrum efficiency under different sector 
configurations 

We study the performance of the protocol and the allocation algorithms by 
simulating a multicell, frequency-division duplexing (5MHz + 5MHz ) OFDMA 
system. The 5MHz band is then divided into OFDMA traffic channels. The 
following algorithms are evaluated: 

1. RAND, which randomly allocates traffic channels to users and each traffic 
channel is reused in all BSs. 

2. RANDBS, which randomly allocates traffic channels to users and each 
traffic channel is reused in all BSs. However when an assigned user does 
not have data to send, the BS assigns the channel randomly to another 
user with traffic. 

3. RNC, which only performs the RNC’s interference avoidance algorithm. 
The BSs obeys the RNC’s decision all the time. 

4. RNCBS, which performs both the RNC and BS algorithms. 

The performance gains are quantified under two categories: interference 
avoidance gain (IA) and traffic diversity (TD) gain. The algorithm implemented 
by the RNC captures IA gain and partial fading diversity gain since no traf- 
fic feature is accounted. The IA and partial fading diversity gain exploited by 
the RNC can be quantified by the performance comparison between RNC and 
RAND. On the other hand, the algorithm implemented by BSs exploits both 
traffic diversity gain and some fading diversity gain. The TD gain and partial 
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Figure 7.4: Sectorization configuration 

fading diversity gain exploited by BSs can be quantified by the performance 
comparison between RNC and RNCBS, and between RAND and RANDBS 
under bursty traffic configurations. 

7.3.1 System configuration and signaling overhead 

We consider three types of sector configurations: no-sector (using omnidirec- 
tional antennas), three-sector (using 120" antennas) and four-sector (using 90" 
antennas). Users are uniformly distributed in each sector. Antenna gains are 
generated according to [19]. A total of 7 cells are simulated for no-sector and 
three-sector cases, while 9 cells are simulated in four-sector cases as shown in 
Figure 7.4. Each color represents a 5MHz band and is coordinated by the RNC. 
Note that in the four-sector configuration, a traffic channel is reused in two 
sectors within the same cell. 

Two types of data services, real-time and non-real-time traffic, are stud- 
ied in simulations. The real-time service is modeled as a constant rate data 
stream with 100% activity 1191. The non-real-time service is simulated using 
the packet train model [20]. Pareto distribution is used to generate individual 
traffic: Prob(ON/OFF period > t )  = where the mean ON/OFF du- 
ration is s t m i n .  In all simulations, we set ct = 1.7 and mean=7.2 s in ON 
period, and a = 1.2 and mean=10.5 s in OFF period. 

Path loss is calculated based on the model proposed by Vinko et a1 [all: 

where a, p, 6 and Y b  are type 2 model parameters (hilly/light tree density or 
flat/moderate-to-heavy tree density) and PLo is the reference path loss at do. 
In all simulations, do = 1Km. Shadow fading with a shadowing variance of 8 
dB is assumed: 

Sh-new = C(d)  * Sh-old + ~ ~ G a u s s i a n ( O , r r ) ,  

C(d)  = e-%ln2, 
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Figure 7.5: Adaptive coding/modulation scheme used in simulations 

where Sh-old represents the shadowing value of the last calculation. Sh-new 
is the current shadowing value. Gaussian(0, cr) stands for a Gaussian variable 
with mean 0 and variance g2 = 82 = 64 dB. C(d) determines the correlation of 
shadowing values between calculations. d, is a reference distance which is set 
to 5m and d is the difference of the user’s positions between adjacent calcula- 
tions. For simplicity, users’ positions are fixed while d is calculated according 
to the Doppler spread used in simulations (the default Doppler spread is 10Hz). 
Fast fading is modeled with the filtered-noise model and frequency selectivity is 
generated using COST207-TU model [7]. The rate-SINR function of the ACM 
scheme is shown in Figure 7.5. The achievable rates in CSI are obtained by 
multiplying the corresponding rate with the traffic channel bandwidth. 

The basic OFDMA setup is given in Table 7.3. The signaling overhead is 
calculated in the following example. 

Example 40 For each trafic channel and each user we use 6 bits to represent 
its CSI and 3 bits for the identification of the dominant interfering BS. The 
amount of information sent by  all the users is thus (6+3) bits/user/channelx32 
channelsxlO0 users=28.8 Kbits in uplink. Since the information is updated 
every super-frame, the uplink signaling rate is 28.8 Kbits/GOOrns=48 Kbps. I n  
downlink, we use 7 bits to represent the user index for  every trafic bearer. The 
signaling rate is thus 7 bits/clzannel/slotx32 channelsx 7 slots/lOms = 156.8 
Kbps. If we assume a modest 1 bit/s/Hz bandwidth eficiency on average, the real 
trafic throughput for uplink and downlink are (5.12 Mbps-48 Kbps)= 5.07 Mbps 
and (5.12 Mbps-156.8 Kbps)= 4.96 Mbps, respectively. The overall overhead is 
quite reasonable as summarized in Table 7.4. 
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subcarrier bandwidth 
sys. bandwidth 

number of traffic channels 

183 

10 KHz 
10K*512=5.12 MHz 

32 

I number of subcarriers I 512 1 

slots per frame 7 

number of active users I 100 users/sector 
suDer-frame length I 600 ms (default) 

Information 
Type 
uplink 
downlink 

I frame length I 10 ms I 

Traffic Through- Signaling Over- Overhead Per- 
Put head centage 
5.07 Mbps 48 Kbps 0.94% 
4.96 MbDs 156.8 KbDs 3.06% 

Table 7.4: Signaling overhead 

Interference avoidance gain (IA gain) 

We define the spectrum efficiency as 

L Kt  

Ykl . ( b k l  - x J ~ 1 6 k l )  
- I = l r n = l  

tot a1 bandwidth 9 -  

E, is the total 
by the system 

achievable rate (summed over all users on all channels) averaged 
bandwidth. The allocation matrix X and Y are obtained from 

the allocation algorithms. The re-use percentage is defined as the percentage of 
cells that can re-use the same channel simultaneously. The following example 
compares RAND (without IA gain) and RNC (with IA gain). 

Example 41 Table 7.5 summarizes the performance in different sector config- 
urations. The results are obtained b y  averaging over 5000 super-frames and all 
traffic channels and users. Using the RNC algorithm, the improvements due to 
IA gain (improvement in E,) are 70%, 27% and 37% for  no-sector, three-sector 
and four-sector configurations, respectively. As  expected, the RNC algorithm 
is most efficient in scenarios with heavy inter-cell interference (no-sector case). 
The gain decreases in the three-sector case where most interference is suppressed 
by sector antennas. 

With or without interference avoidance, sectorization improves the overall 
system spectrum efficiency E,. The highest E, is obtained in the four-sector 
setup since it has two sectors re-using the same frequency simultaneously. Also 
note that due to the RNC coordination, over 75% of the traffic channels are 
reused by all cells at  all times. 

Next, we define the system utilization as follows: 
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no-sector (w/o 3-sector (w/o IA 4-sector (w/o IA 
IA / IA) 11-4) 1 1-41 

Re-use Percent- 100% / 85% 100% / 93% 100% / 75% 
, age 
Es 2.06 / 3.50 3.09 / 3.95 3.3 14.5 

(bits/s/Hz) (bits/s/Hz) (bits/s/Hz) 

Table 7.5: Spectrum efficiency in difference sector cases 

Figure 7.6: System utlization vs. traffic load 

total throughput of all users and channels 
system bandwidth 

system utilization = 

Clearly the system utilization is a function of the traffic load: higher traffic load 
tends to yield higher throughput. However as traffic load increases, the system 
utilization converges to the system spectrum efficiency E,. 

Example 42 Figure 7.6 shows the system utilization vs. t ra f ic  load with dif- 
ferent sectorizations. Among all configurations, the four-sector setup has the 
highest system utilization b y  balancing sectorization gain and the interference 
avoidance gain. 

7.3.2 Channel loading gains 

Traffic diversity gain (TD gain) 

To measure the traffic diversity gain and the partial channel fading diversity 
gain exploited by BSs, we now consider non-real-time services, where traffic 
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Figure 7.7: Average throughput per user vs. dropping probability using different 
algorithms in nc-sector case 

arrives at  BSs in a bursty fashion. We define dropping probability as: 

dropped bits due to buffer overflow 
total number of bits for transmission 

dropping probability= 

In simulation, we set buffer size to 2K bits for each user. 

Example 43 Figure 7.7 gives average throughput per user us. dropping proba- 
bility. RNCBS gives the highest throughput under the same dropping probability 
while RAND being the worst. The better performance of RNCBS is due to the 
interference avoidance scheme used b y  the R N C  algorithm as well as the trafic 
diversity gain captured b y  the B S  algorithm. Note that the difference between 
RNCBS and R N C  is much greater than the difference between RANDBS and 
RAND. This is explained b y  the fact that the B S  in RNCBS performs the B S  al- 
gorithm and re-assigns channels based on users' trafic and channel conditions, 
while the B S  in RANDBS only re-assigns channels randomly. In  other words, 
the gap between RAND and RANDBS quantifies partial T D  gain, while the gap 
between RNCBS and R N C  quantifies TD gain as well as part of the fast fading 
diversity gain. 

Channel re-assignment impact 

One of the key issues in system design is the rate a t  which resource re-allocation 
should be performed. 
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Figure 7.8: Average throughput per user vs. channel re-assignment interval 
under three Doppler sprcads: lOHz, 50Hz and lOOHz 

Example 44 Figure 7.8 studies the sy s t em throughput under  different channel 
variation conditions and different R N C  re-allocation frequencies. T h e  super- 
f rame  length varies f r o m  10 ms to 1s and the channel fading i s  studied under  
three Doppler spreads: lOHz, 50Hz and 10OHz. 

As  expected, slower channel variation yields higher throughput, while more 
frequent re-allocation update brings higher throughput. Since the RNC algorithm 
captures IA gain and also partial fading diversity gain, slower varying channels 
(or faster  re-allocation) allows the RNC t o  capture more accurate information 
and make  better decisions. T h e  throughput drop due t o  longer superframes (or  
faster  varying channels) quantifies the fading diversity gain relative t o  the to- 
tal multiuser diversity gain. It i s  seen that  under  very fa s t  fading (e.g., when 
Doppler spread is 100 Hz), the throughput degrades by 15% compared t o  that  u n -  
der  relatively slower fading, e.g., when  Doppler spread is 10 Hz. In reality, only 
a very small  portion of the broadband users  wall be highly mobile. Therefore, it 
is  reasonable t o  expect a n  even smaller drop in overall s y s t em throughput. 

7.4 Summary 

In this chapter, we first provide an overview of the frequency planning schemes in 
wireless networks. Next, we consider the DCA scheme in OFDMA networks and 
describe a semi-distributed radio resource control scheme, where DCA is realized 
at both the RNC and BSs. To capture the multiuser diversity in a multicell 
broadband environment, the RNC coordinates intercell interference over BSs 
at the super-frame level, where each BS makes its channel assignment decision 
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on the frame level based on the users’ channel as well as traffic conditions. As 
a result, the radio resources are always assigned to the user with the highest 
utility value. Two suboptimal channel allocation algorithms are presented for 
the RNC and BSs, respectively. The spectrum efficiency of multicell OFDMA 
systems under different cell/sector configurations is evaluated. 

Appendix: Proof of Proposition 13 

Definition 8 Time complexity: Let A be an  algorithm which accepts inputs 
f rom a set 8,  and let f : 8 ---t R+. If there exists a constant a > 0 such that 
A terminates its computation after at most af (0) elementary steps (including 
arithmetic operations) for  each input B E Z, then we say that A runs in O( f) 
time. W e  also say that the running time (or the t ime complexity) of A is O( f ) .  

Definition 9 Polynomial running time: An algorithm with rational inputs is 
said to  run  in polynomial time if there is an  integer k such that it runs in aO(nk) 
time, where a > 0 and a < 00, where n is the input size, and all numbers in 
intermediate computations can be stored with O(nk )  bits. I n  the case k =1, we 
have a linear-time algorithm, which is regarded as efficient in general. 

Proposition 14 The RNC algorithm runs in polynomial time with f = N x 
L x Mt,  and k=l ,  i.e., it is a linear-time algorithm. 

Proof. Let 8 1  = R Y x N  and Z2 = { 1 , 2 , . . . L ) M t x N ;  thus, A, B E El and 
J E Zz. The input for the RNC algorithm is Z = 21 x 21 x 3 2  and the size 
of E is 3Mt x N.  For each input B E 8, the RNC algorithm has three loops: 
the channel loop, the BS loop and the user loop. For each channel loop, the 
algorithm has L iterations. Let each iteration time be aMt + p where Q and p 
are the number of elementary steps needed for calculating R, and the rest of 
the iteration, respectively. Since a,p  < 00 (we can make such an assumption 
because calculations of R, and the rest steps of the iteration have fixed and 
finite number of elementary steps), the time complexity of the RNC algorithm 
is N x O(L  x (aMt +p) )  = O(N x L x Mt) .  Therefore the RNC algorithm runs 
in O(f)  time with f = N x L x Mt. 

Note that O(N x L x M t )  = L x O(3Mt x N )  = L x O(sizeof (a)). Further 
assume that the intermediate steps can be stored with L x O ( s i z e  of ( E ) )  bits 
(we can make such an assumption because the intermediate steps X and Y are 
of size L x N and Mt x N .  As elements of X and Y are 0 or 1, we can store both 
of them in less than 3Mt x N bits), we conclude that the RNC algorithm is a 
linear-time algorithm. Note that, in general, the input size is the the number 
of bits needed to represent all the entries of the inputs. Here for simplicity, 
the dimension of the inputs is used as the input size. The proofs can be easily 
extended to the general case. 

Proposition 15 The BS algorithm runs in polynomial time with f = N and 
k=l ,  i.e., it i s  also a linear-time algorithm. 
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Proof. Take BS1 as an example. Let a1 = RY1 x N 1  and E2 = R,M' ; thus, 
U E El, c E a2 and the input of the BS algorithm is E = El x Z.2. For each 
input 0 E a, BS algorithm has NI iterations. Let each iteration time be (Y < OE) 

(We can make such assumption because each step of the iteration costs finite 
and fixed number of elementary steps), so the running time complexity of the 
BS algorithm is O(N1). Therefore, the BS algorithm runs in O(f) time with 
f = iV1. Since O(N1) < O(M1 x iV1 + M I )  = O(sizeof (Z)), similar to RNC 
algorithm, we can assume that the intermediate steps can be stored in O(sizeof 
(a)) bits, then the BS algorithm is also a linear-time algorithm. 
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Chapter 8 

Appendix 

8.1 IEEE 802.11 and WiFi 

8.1.1 802.11 overview 

In recent years, the demand for rendering multimedia applications over wire- 
less has motivated the development and enhancement of IEEE 802.11 wireless 
local area network (LAN). Compared to the traditional Ethernet LAN, Wire- 
less LAN has the merits of easy installation, low cost and supporting certain 
degree of mobility. 802.11 is a part of the 802 standard family for local area 
networks. This family defines the physical and data link layer specified in the 
International Organization for Standization (ISO) Open Systems Interconnec- 
tion (OSI) basic reference model. More specifically, 802.11 defines the medium 
access control (MAC) layer and physical (PHY) layer. Its relation with other 
IEEE 802 standards is illustrated in Figure 8.1. 

The illustrated standards in Figure 8.1 are described as follows: 

802- Overview and Architecture. This standard is an overview of the 

802 overvi ew 

ar chi t echl ur I 
a 802. 1 

nanagemnt 

802.2 I ogi cal I i nk con1 rol I LLcl ayer g 
a 

hBc II II I 

Figure 8.1: IEEE 802 standard family for local area networks 
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IEEE 802 standard family. 

0 802.1B/lE/lF- LAN and MAN Management/ System Load Protocols/ 
Common Definitions and Procedures. This set of standards define LAN/ 
MAN management related services, protocols, architectures and proce- 
dures. 

0 802.2- Logical Link Control. This standard defines the Logic link control 
sublayer specification. 

0 802.3- CSMA/CD Access Method and Physical Layer Specifications. This 
standard defines the Ethernet MAC layer and PHY layer specifications. 

0 802.5- Token Ring Access Method and Physical Layer Specifications. This 
standard defines the MAC layer and PHY layer for Token Ring Networks. 

0 802.11- Wireless LAN MAC and PHY Specifications. This is the first 
802.11 standard which defines the CSMA/CA MAC scheme and three 
PHY schemes: Infrared, frequency hopping spread spectrum and direct 
sequence spread spectrum. 

0 802.11a - Wireless LAN MAC and PHY Specifications: High Speed PHY 
Layer in the 5 GHz Band. This standard defines the OFDM PHY specifi- 
cation operating at  “Unlicensed national information infrastructure” (U- 
NII) 5 GHz frequency band. 

0 802.11b - Wireless LAN MAC and PHY Specifications: High-speed PHY 
Layer Extension in the 2.4 GHz Band. This standard is an enhancement 
of the 802.11 PHY layer in the 2.4 GHz band. It is backward compatible 
with 802.11. 

0 802.11g - Wireless LAN MAC and PHY Specifications: Further Higher 
Data Rate Extension in the 2.4 GHz Band. This standard is a further 
enhancement of 802.11 and 802.11b. It is backward compatible with 802.11 
and 802.1lb. 

802.11e - This standard has not been finalized yet and is handled by 802.11 
Task Group (TG) e. The TG e is working on the enhancement of 802.11 
MAC layer to provide better quality of service in 802.11 network. The 
finalized standard shall be named as 802.11e. 

0 802.11n ~ This standard has not been finalized yet. It is currently handled 
by 802.11 Task Group n. The TG n is responsible for the physical layer 
technologies for future wireless LAN supporting minimum 100 Mbps MAC 
data rate. The finalized standard shall be named as 802.11n. 

The last letter in the standard name indicates the Task Group that is re- 
sponsible for improving certain a5pects of the standard. For instance, 802.11 
task group A is working on wireless LAN standard in the 5 GHz band. The 
standard approved by Task Group A is named as 802.11a. 
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Referring to Figure 8.1, 802.11 standard family (802.11 and its enhancements 
802.11a/b/g/n) is a set of MAC and PHY specifications that work with the LLC 
encapsulation defined in 802.2. In fact, the main difference of these standards is 
their physical layer technologies; their MAC layer scheme remains unchanged. 

The first version of 802.11 was approved in 1997. It adopts three types 
of PHY options: frequency hopping spread spectrum (FHSS), direct-sequence 
spread spectrum (DSSS) and Infrared (IR) techniques, though the last one 
is not widely deployed. By then, the maximum data rate is 2 Mbps. 802.11 
was initially designed in the 2.4 GHz unlicensed “industrial, scientific and med- 
ical” (ISM) band. This band of frequencies is also crowded with microwave 
and several other systems. People then began to seek other frequency band 
options. In 1999, the second version, 802.11a, was approved, and it is oper- 
ating in “unlicensed national information infrastructure” (U-NII) 5 GHz band. 
802.11a adopts OFDM as its physical layer technology. The new technology 
of 802.11a PHY boosts the data rate from 2 Mbps to 54M bps. 802.11b was 
also approved in 1999, and it is still operating in the 2.4GHz band. The 802.11b 
PHY enhances the 802.11 DSSS PHY scheme with HR-DSSS PHY scheme using 
advanced coding and modulations, thus the data rate is increased from 2 Mbps 
to 11 Mbps. Besides, 802.11b is backward compatible with 802.11. The data 
rate gap between 802.11a and 802.11b motivates further enhancements on PHY 
schemes in the 2.4 GHz band. In 2003, 802.11g was approved, which is back- 
ward compatible with both 802.11 and 802.11b. 802.11g still operates in the 2.4 
GHz ISM band, and it also adopts OFDM into the PHY layer. The maximum 
data rate of 802.11g is also 54 Mbps. Currently, Task Group n is working on the 
advanced PHY techniques for future wireless LAN. It aims to support data rate 
up to 100 Mbps excluding MAC overhead. Many state-of-the-art technologies 
in communications, e.g.,MIMO, space-time signal processing, LDPC coding, are 
very likely to be finalized in the published standard. Future wireless LAN also 
requires QoS be provided for the diverse multimedia applications. This moti- 
vates Task Group e to develop QoS mechanisms over wireless LAN. The schemes 
being discussed include admission control, various contention window sizes for 
different applications, arbitration interframe space, etc. Table 8.1 summarizes 
the key parameters of each 802.11 version. 

Recently, the Wireless Ethernet Compatibility Alliance (WECA) has pro- 
posed their certification program for 802.11 products. Any product passed their 
interoperable test program can be named as WiFi (wireless fidelity) products. 
As a consequence, 802.11 is sometimes referred to as WiFi. 

8.1.2 802.11 network architecture 

802.11 defines three types of network architecture: Independent basic service 
set (IBSS), basic service set (BSS) and extended service set (ESS). The wireless 
terminal in the 802.11 network is termed “station”. 
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Standard Frequency Published 
Band Time 

PHY Maximum 
Technolo- Rate 

802.11 
(GHz) gies (MPbS) 
2.4 1997 DSSS, 2 

FHSS and 
Infrared 

802.11a 
802.11 b 
802.1 l g  

Table 8.1: Current 802.11 standards comparison 

5 1999 OFDM 54 
2.4 1999 HR-DSSS 11 
2.4 2003 DSSS, 54 

OFDM 

Figure 8.2: An example of Basic Sevice Set (BSS) 

802.11n 

0 BSS is also referred to as infrastructure network. In a BSS network, sta- 
tions do not communicate with each other directly, but they communicate 
with a special terminal called access point (AP). The AP forwards the 
frames from the originating station to the destination station. 

Not yet Not yet OFDM, 100 (ex- 
MIMO, cluding 
LDPC, MAC 
turbo,space- overhead) 
time codes 

Example 45 An example of an infrastructure network is shown in Fig- 
ure 8.2 where stations communicate with the A P  directly. The AP is 
usually connected to  the backbone wired network. Therefore, stations in 
the BSS network have access to  the backbone network with the aid of the 
AP. Frames destined to  the backbone network are distinguished b y  the AP  
and forwarded to  the corresponding backbone routers. 

0 IBSS is also referred to as Ad Hoc network. In an IBSS network, sta- 
tions communicate with each other directly and there is no access point 
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t - *  

STA A STA B 

Figure 8.3: An example of Independent Basic Service Set (IBSS) 

participating in the coordination. Therefore stations in the network are 
self-organized. 

Example 46 An IBSS network i s  shown in Figure 8.3 which contains 
three stations communicating directly with each other. Figure 8.3 can rep- 
resent the scenario of a small  conference meeting where stations share 
their information during the conference period. 

An IBSS network is usually within short range and contains a small num- 
ber of devices. Besides, stations in IBSS cannot access the backbone 
network, as there is no AP forwarding their packets. 

0 An ESS is formed when several APs are connected. The component con- 
necting the APs is called “distribution system” (DS). The DS is responsi- 
ble for distributing the frames from the originating AP (i.e., the AP that 
communicates with the originating station) to the destination AP (i.e., the 
AP that communicates with the destination station). For frames directed 
to/from the backbone network, the DS is responsible for distributing these 
frames to the corresponding routers/APs. 

Example 47 An example of a n  ESS network i s  shown in Figure 8.4. 
T h e  illustrated ESS contains three BSSs and the corresponding APs are 
connected by a hub. T h e  hub in this case plays the role of a DS. 

Note that a DS is not necessarily of wired configuration. APs can also 
be connected through the wireless medium using the so called “wireless 
bridge” configurations. 

From protocol stack point of view, the 802.11 family is similar to other 
802 MAC and PHY specifications such as 802.3 and 802.5. However it faces 
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Figure 8.4: An example of Extended Service Set (ESS) 

new challenges in the wireless medium. The path loss, shadowing and fading 
in the wireless environment give rise to  high error rate in the communication 
link. Besides, unlike wired devices that can transmit and receive simultaneously, 
wireless devices are usually half duplex and cannot transmit and receive at  the 
same time. These differences pose new challenges for the MAC and PHY layers 
in wireless LAN. In the following, we discuss the MAC and PHY technologies 
in 802.11 networks. 

8.1.3 MAC layer technologies 

Hidden node problem and collision avoidance 

Generally speaking, 802.11 uses a contention based medium access scheme sim- 
ilar to Ethernet (802.3). However, the CSMA/CD scheme defined in 802.3 has 
its limitations when applied to the wireless environment. First of all, in Ether- 
net, the carrier sensing and collision detection are implemented by monitoring 
the wire's signal level by each station. A collision is assumed when the station 
detects an unusually high signal level (caused by simultaneous transmission of 
multiple stations). Secondly, the transmitted signal in Ethernet is assumed to 
reach all the stations connected on the wire. This is because the wired link has 
very low error rates and is regarded as very stable. However these two properties 
of Ethernet do not hold in wireless LAN. First of all, the path loss, shadowing 
and fading make the wireless signal level vary dramatically. Therefore, it is 
unlikely to justify whether the medium is busy or whether there is a collision 
by purely monitoring the received signal level. Secondly, because of the high 
error rate presented in the wireless link, the signal transmitted by one station 
is not guaranteed to be received correctly by another station. Furthermore, the 
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Figure 8.5: An example of the hidden node scenario 

transmitted signal may not be even detected by another station, leading to the 
so-called “hidden node” scenario in wireless LAN. 

Example 48 Figure 8.5 shows a n  example of the “hidden node” scenario. There 
are three wireless devices- stations A ,  B and C. T h e  circle centered a t  each sta- 
t i on  represents their transmission range. Stations outside of the circle cannot 
receive the signal sent  by the  station. In this  example, A and B are within each 
other’s range. B and C are within each other’s range. However due to  some  
reasons such as  long distance, A and C cannot communicate wi th  each other. 
In this  scenario, when  A is transmitt ing,  C still regards the  m e d i u m  as free as  it 
does n o t  detect the signal transmitted f r o m  A .  As a result, C m a y  start  transmit-  
t ing while A has no t  finished, leading t o  collisions. Despite of t he  retransmission 
efforts, C will always interfere with A’s transmission. I n  this case, C is regarded 
as a “hidden node” t o  A .  Similarly, A i s  also a hidden node t o  C. 

To prevent collisions, 802.11 MAC layer uses a collision avoidance (CA) 
scheme. The transmitting station first sends a short message called “request 
to send” (RTS) when it has data to send. The receiver then responds with 
a short message called “clear to send” (CTS). These short messages contain 
information of how long the wireless medium needs to be reserved for their 
communications. All the stations hearing either of the two messages should 
set the medium state as busy and hold their transmission during this period. 
Therefore, the hidden nodes are silenced by the RTS and/or CTS. In the example 
in Figure 8.5, although the RTS message sent from A does not reach C, the 
CTS message sent from B is received by C. Therefore station C shall hold its 
transmission until A and B finish their communications. Note that in order to 
save the signaling overhead, 802.11 also has an option of sending data frames 
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without exchanging RTS/CTS if the data frame is shorter than a threshold. 
This threshold is pre-set by the 802.11 network administrator. 

In addition to the RTS and CTS exchange, data frames also indicate the 
medium reservation period. Moreover, acknowledgment frames are sent from 
the receiver to the sender when data frames are received correctly. These ac- 
knowledgment frames also indicate the amount of time that the medium will be 
reserved for the rest of the communication. As a result, the RTS/CTS signaling 
together with the data/acknowledgment medium reservation scheme prevent the 
hidden node problem in 802.11 networks. 

Carrier sensing scheme 

As mentioned earlier, the carrier sensing scheme used in Ethernet cannot apply 
to the wireless network due to the dramatic signal level variations. Instead, 
the carrier sensing in 802.11 is realized by physical layer’s carrier sensing/clear 
channel assessment (CA/CCA) procedure together with the “network allocation 
vector” (NAV) in the MAC layer. In the physical layer, the carrier sensing is 
realized by a CA/CCA procedure using schemes such as signal detection and 
energy detection. While in the MAC layer, the carrier sensing is realized by 
monitoring NAV. NAV is a value stored in the MAC layer in each station. It 
indicates how much time the medium will still be busy. This value is updated by 
each station when it detects a larger NAV value in the received frame even if the 
frame is not addressed to this station. The NAV value counts down with time. 
When NAV reaches zero, the wireless medium is deemed as free from the MAC 
layer perspective. Otherwise, the station should hold its transmission until NAV 
goes down to 0. For example, when a station sends a RTS to the medium, it 
shall calculate the amount of time that is needed to transmit the responding 
CTS and the following data frames plus the pre-determined interframe periods. 
The station then sets this time in the frame header when the RTS frame is 
transmitted. All the stations receiving the RTS shall update their NAV values 
and count down with time. 

Interframe spacing 

By the time the station’s NAV reaches zero and the PHY also reports an idle 
medium, the station must wait for an interframe space (IFS) before it starts 
the backoff timer to contend for the medium, which is shown in Figure 8.6. IFS 
plays an important role in regulating medium access. The type of frame that 
is to  be sent determines the IFS that the station must wait in addition to  the 
backoff timer. It is obvious that frames with shorter IFS have higher priority 
gaining the medium than frames with longer IFS. 802.11 defines four types of 
IFS for different frame types. In the following, we describe the four types of 
IFS in ascending order. 

0 Short interframe space (SIFS) 
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Figure 8.6: Interframe space and contention window 

SIFS is the shortest IFS defined in 802.11. It is applied to  the frames with the 
highest priority. For instance, when a station receives RTS, CTS is transmitted 
after SIFS period of time in order to respond to the originating station as soon 
as possible. Acknowledgments of correctly received frames also use SIFS to 
feed back the information to the sender quickly. When a data block exceeds 
the maximum frame length, fragmentation is required. The fragmented frames 
belonging to the same block use SIFS to facilitate fast assembly of the original 
data block without interruption from other stations. These frames have the 
highest priority and are transmitted after SIFS amount of time once the medium 
becomes idle, preempting over other types of frames. 

0 PCF interframe space (PIFS) 

PIFS is used in contention free operation mode. In addition to contention 
based access method, 802.11 also defines a contention free operation mode. 
Contention free operation is regulated by a point coordination function (PCF) . 
During contention free period, the AP polls each station and allows stations to 
transmit alternatively. The frames transmitted during contention free period 
use PIFS. It is shorter than the interframe space operated in contention-based 
period. Therefore, frames transmitted in contention free mode have higher 
priority gaining the medium than the regular contention-based frames. 

0 DCF inter-frame space (DIFS) 

DIFS is the most commonly used IFS in 802.11 networks. The CSMA/CA 
and random backoff schemes are regulated by the distributed coordination func- 
tion (DCF) in the MAC layer and DIFS is the default IFS coordinated by DCF. 

0 Extended inter-frame space (EIFS) 

EIFS is used by the DCF whenever a frame is not received correctly with a 
valid CRC. When such a frame is determined to be erroneous, the next transmis- 
sion attempt shall use EIFS instead of DIFS. Once the station receives a correct 
frame with a valid CRC, the following frames shall start using the regular DIFS. 
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EFIS is designed to provide enough time for another station to acknowledge, to 
this station, an incorrectly received frame before this station commence trans- 
mission. Reception of an error-free frame re-synchronizes the station with the 
actual medium idle/busy state; thus, EIFS is terminated, and the DIFS is used 
instead. 

Random backoff contention scheme 

After the medium has been sensed as idle for the corresponding interframe space 
period, the station shall contend for the wireless medium through DCF, if it has 
data to send. 

Basically DCF regulates the CSMA/CA and random backoff contention pro- 
cedure. The station randomly selects a value between 0 and its current con- 
tention window (CWCUrrent). This value corresponds to the number of time 
slots the station must wait before it may transmit. For example, if station 
A has a contention window CWcurrent = 15, and it randomly selects a value 
between 0 and 15, e.g., 4, then the station must wait for additional 4 time 
slots before it may transmit. During this period, the station keeps sensing the 
medium. If the medium is sensed as free during these time slots, then A starts 
transmission as shown in Figure 8.6. However, if station B selects a shorter 
backoff value, e.g., 2 time slots, and starts transmission before A, then A should 
hold its data and update its NAV value after it receives frames from the medium. 
Once B completes its transmission, A resumes its count down procedure and 
starts transmission when the remaining 2 time slots elapse, which is shown in 
Figure 8.7. 

Figure 8.7: Random backoff and medium contention of two users 

CWcurrent is of the following form: 

where n is an integer. The value of n is restricted by the inequality 

CWmin I CWcurrent 5 Cwmax,  

where CW,i, and CWmaX are pre-set values. For example, if CW,,, = 15 and 
CW,,, = 127. Then n can only take values from 4 to 7. Initially, CWcurrent is 
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Figure 8.8: Exponential increase of CW 

set to CW,i,. CWcurrent is also reset to CW,i, when a frame is transmitted 
successfully. Every time the transmitted frame does not receive a corresponding 
acknowledgment or the responding message within a defined time, n increases 
by 1, i.e., CWcurrent almost doubles as shown in Figure 8.8, until it reaches 
the allowed maximum value. In the following transmissions, the station shall 
use the new CWczlrrent value. In the meantime a retry count is increased by 1. 
The retry count also has an allowable maximum value. An error is reported to 
the upper layers when the maximum retry count is reached, and the frame is 
discarded. 

Framing format 

The information delivered from the MAC layer of one station to the peer layer 
of another station is encapsulated into a defined format. All MAC frames are 
generated following the format shown in Figure 8.9. All frames are made up of 
three parts: a frame header, a frame body and a frame check sequence (FCS). 
The subfields are described as follows: 

0 n a m e  Control field is comprised of the following subfields as shown Fig- 
ure 8.10: Protocol Version, Type, Subtype, To DS, R o m  DS, More Frag- 
ments (More Rag),  Retry, Power Management (Power Mgmt), More Data, 
Wired Equivalent Privacy (WEP) and Order. 

- Protocol Version is a 2-bit field indicating which version of 802.11 
MAC is functioning. At present, only one 802.11 MAC has been 
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Wdress 2 Wdress 3 Ram Clral ion Wdress 
Ctmrol I D  zEy Wdress 4 Fram Body Fcs 

Figure 8.9: 802.11 MAC frame format 

2 b i I s  2 4 1 1 1 1 1 1 1 1  

Figure 8.10: Frame control field 

published, so this value shall be set to 0 and all other values are 
reserved. 

- Type and Subtype fields together define the unique identity of the 
frame. There are three types of frames defined in the standard: 
Control frames, which are used to gain access of the wireless medium. 

Management frames, which are used to exchange management infor- 
mation. These frames are transmitted as data frames, but not passed 
to the upper layer. 

Data frames are used for data transmission. These frames are passed 
to upper layers. 

For each frame type, the subtype field further specifies the exact 
function of the frame. The valid type and subtype combination is 
shown in Table. 8.2. Other combinations are reserved. 

from DS. 

large MAC SDU. 

- To DS/From DS field indicates whether the frame is directed to/coming 

- More Fragments field indicates whether this frame is a fragment of a 

- Retry field indicates whether the frame is a retransmission frame. 

- Power Management field indicates whether the station is in power 
save mode. 
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Type 
Value 

Type Descrip- Subtype Subtype Description 
tion Value 

10 
10 
10 
10 
10 

I 10 I Data I 0111 1 CF-AckkF-Poli  (no data) 1 

Data 0010 Data+ CF-Poll 
Data 0011 Data+CF-Ackf-CF-Poll 
Data 0100 Null function (no data) 
Data 0101 CF-Ack (no data) 
Data 0110 CF-Poll (no data) 

Table 8.2: Frame Type and Subtype combinations 

- More Data field indicates whether there is more data to send to/from 
the station. 

- WEP field indicates whether the Wired Equivalent Privacy (WEP) 
encryption method is used in the frame body. 

- Order field indicates whether the station is reordering the MAC 
SDUs. The reordering is to adjust the delivery order of broad- 
cast/multicast MAC SDUs relative to unicast SDUs. This service 
is designed to improve the likelihood of successful delivery. 

0 Duration ID, in most cases, is set to be the amount of time that the 
In certain frame types, this field medium is reserved for the station. 

contains the station’s Association ID. 

0 Address I, 2, 3 and 4 fields represent BSS Identification, source address, 
destination address, transmitting station address, and receiving station 
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Sequence # 

Figure 8.11: Sequence control field 

address, respectively. Certain frame types may not contain some of the 
address fields. 

0 Sequence Control field is comprised of two parts as shown in Figure 8.11 

0 The Sequence Number field is a 12-bit field indicating the sequence number 
of an MSDU or MAC management PDU (MMPDU). If the MSDU or 
MMPDU is larger than the maximum frame length, it shall be fragmented 
into small segments to fit into the frame format. The Fragment Number 
then indicates the fragment number belonging to  the current MSDU or 
MMPDU. 

0 Frame Body field is a variable length field and contains information di- 
rected to the peer MAC layer. The detailed information is dependent on 
the specific frame type and subtype. 

0 FCS is a 32-bit CRC calculated over all the fields in the MAC header and 
the Frame Body. 

Example 49 An example of M A C  frame exchanges between a station and an  
AP  is shown in Figure 8.12. The message exchange in this example is described 
as follows: 

1. After the station powers up, a Probe Request is first transmitted to detect 
available A P s  around it. Probe Request contains the station’s capability 
information such as supportable rate. 

2. If the Probe Request is received successfully by an  AP, the AP shall respond 
with a Probe Response to  inform the AP’s information such as timing, 
beacon signal, supportable rate and P H Y  layer parameters. 

3. If the station decides to connect t o  the AP, an  Authentication procedure 
is invoked to  determine the validity of the station on this network. This 
is a two-way Authentication procedure. 

4 .  Af ter  the station passes the authentication procedure, it sends an  Associ- 
ation Request to associate itself to  the current A P .  Association Request 
contains the stations’s information such as power save mode parameters 
as well as supportable rate information. 
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STA 
AP 

Probe Request Type=008Sublype=0100 . 
. ____ -.____ 

Data: 1080000 

time 

Figure 8.12: An example of MAC frame exchanges between an station and an 
AP 

5. If the AP accepts the station, a n  Association Response is sent  t o  the  station 
with the assigned Association ID as well a s  the supportable rates by the  
A P. 

6. If the station has data to  send, at first  contends the m e d i u m  with RTS/CTS. 

7. If the station gains control of the medium,  the station starts data trans- 
mission. 

8.1.4 Physical layer technologies 

Up till now, IEEE has published five physical layer options for 802.11 networks: 
FHSS and DSSS (802.11) in the 2.4 GHz band, HR-DSSS (802.11b) in the 
2.4 GHz band, Further Higher Data Rate Physical Layer Extension in the 2.4 
GHz band and OFDM (802.11a) in the 5 GHz band. Please refer to Table 
8.1 for their comparisons. Currently, 802.11 Task Group n is working on the 
future wireless LAN physical layer specifications. Many updated communication 
technologies, e.g., MIMO, LDPC coding, space-time code, are to be finalized into 
the standard. 

Generally speaking, the 802.11 physical layer is comprised of two sublayers: 
physical layer convergence procedure (PLCP) and physical medium dependent 
(PMD) as shown in Figure 8.13. However, the detailed specifications of PLCP 
and PMD are dependent on the individual PHY option. PLCP defines the 
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PMD 

Figure 8.13: Physical layer procedures 

method of mapping the MAC PDU (MPDU) onto the framing format that is 
suitable for the associated PMD transmissions/reception. PLCP thus provides 
a means to minimize the interaction of the MAC layer with the actual physical 
operation. PMD defines the characteristics and method of transmitting and re- 
ceiving data between two stations. It provides the actual means of transmitting 
and receiving data using the specific PHY scheme. Since this book is centered 
around OFDM technologies, we focus on 802.11a, which uses OFDM in the 
physical layer. 

In 802.11a, when an MPDU is handed from the MAC layer to the physical 
layer, PLCP first processes the MPDU to form the physical layer PDU (PPDU) 
described as follows. A PLCP preamble and a PLCP header are added in front 
of the MPDU. A Tail field and a Pad field are appended after the MPDU. The 
PLCP preamble and header are used to aid the demodulation/decoding and 
delivery of the MPDU at the receiver side. On the other direction, when a 
PLCP receives a PPDU, it processes the PLCP header to decode the embedded 
MPDU. The decoded MPDU is then delivered to  the MAC layer. 

Each PPDU is made up with three parts: Preamble, SIGNAL and DATA. 
The SIGNAL field is also a part of the PLCP header as shown in Figure 8.14. 

Coded OFDM Coded OFDM 
EPSK, rate=1/22 (rate is indicated ~~ in SIGNAL) 

~~~ ~~ 

~~ 

DATA 
SIGNAL 

PLCP Preamble 1 12 training s y m b o d  ' s ~ ~ ~ ~  ~ variable number of OFDM symbols -- -~ ~- 

I 

PLCP Header 

Figure 8.14: 802.11a PLCP frame format 

PLCP Preamble 
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Parameter 
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Value 

c- -- )--- ------cc- 
Signal detection. AGC. diversity RATE. RSVD. 

seiectlon. coarse freo offset Channel and fine frea LENGTH, SERVICE, MPDU, and PAD 

Number of data subcarrier 

estimation. timing offset estimation ' P A R I N  and 
svnchronization TAIL 

48 

Figure 8.15: 802.11a OFDM training sequence structure 

Number of pilot subcarrier 

PLCP Preamble contains 10 short training symbols and two long training 
symbols. The short symbols are used for signal detection, automatic gain 
control, diversity selection, coarse frequency offset estimation and timing 
synchronization. The long symbols are used for channel and fine frequency 
offset estimation. The structure of the training symbols is shown in Figure 
8.15. 

4 

0 The related parameters in Figure 8.15 are defined in Table. 8.3 

lIFFT/FFT Period TFFT 
PLCP Preamble duration Tpreamble 

Guard duration TGI 
Long training symbol guard duration TGIZ 

Symbol interval T,,, 

3 . 2 , ~ ~  (A) 
16ps 

0.8ps (v) 
1 . 6 , ~  (w) 

4~ WGI + TFFT) 

Table 8.3: Timing dependent parameters 

One OFDM symbol is transmitted across 52 subcarriers. Four of them are 
pilots and the remaining 48 carry data. A general OFDM symbol has a 0.8 
ps guard interval followed by 3.2 ps data duration. For the long training sym- 
bols, the guard interval is 1.6 ps. The frequency domain of the short training 
sequence is shown in Table 8.4: the short sequence is transmitted on 12 out the 
52 subcarriers. In order to normalize the average transmitted power on each 
subcarrier, a normalizing factor multiplies the short training sequence, i.e., 

K,,,, x (12 x (1' + 1')/52) = 1. 
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Table 8.4: Short training sequence represented in frequency domain 

As a result, K,,,, = m. 
The long training sequence is transmitted across 53 subcarriers, including 

a zero value at dc. The frequency domain representation of the long training 
sequence is shown in Table 8.5. 

0 SIGNAL field 

SIGNAL field is comprised of RATE, RSVD, LENGTH, PARITY AND 
SIGNAL TAIL fields as shown in Figure 8.14. 

- RATE field indicates the current data rate. Tables 8.6 shows the 
encoding of each supportable data rate. The rate-dependent param- 
eters are listed in Table 8.7. 
The data rate is calculated as the number of data bits per OFDM 
symbol divided by one OFDM symbol interval . For example, 6Mbps 
is calculated as 24 bits/4ps = 6 Mbps. 

- LENGTH field is the number of bits in the MPDU. 
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Table 8.5: Long training sequence represented in frequency domain 

- RSVD bit is reserved for future use 

- PARITY is an even parity bit for the first 16 bits 

- SIGNAL TAIL shall be set to all zeros. 

DATA 

DATA field is comprised of SERVICE, MPDU, TAIL and PAD fields as 
shown in Figure 8.14. 

- SERVICE field is also the last field in the PLCP header. The first 6 
bits of SERVICE are set to zero to synchronize with the descrambler 
at  the receiver side. The rest of the SERVICE bits are reserved for 
future use and are also set to zero. 

- MPDU contains the actual information intended to transmit/receive 
by the stations. It contains the MAC frames constructed according 
to MAC framing format. 

- TAIL bits are all zeros in order to initialize the convolutional encoder. 
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48 
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1011 
0001 

0101 
0111 

24 1001 

54 I 0011 t 
Table 8.6: SIGNAL field content 

Table 8.7: Rate dependent parameters 

- PAD field contains a variable number of zero bits. It is used to pad 
the DATA filed into an integral number of OFDM symbols. 

0 The DATA field including SERVICE, PSDU, TAIL and PAD shall be 
scrambled with a length-127 frame-synchronous scrambler shown in Figure 
8.16. The same scrambler is used to scramble the transmitted bits and 
descramble the received bits. 

The scrambled bits are then passed into the convolutional encoder shown 
in Figure 8.17. The coded bits are interleaved and mapped to modulation 
symbols using BPSK, QPSK, 16-QAM or 64-QAM depending on the rate 
requested. IFFT/FFT is then implemented and cyclic prefix is added. 

Note that in order to achieve the same average power for all modulation 
types, a normalizing factor multiplies each symbol. The normalizing factor 
depends on the modulation type and is shown in Table 8.8. 

Let us take BSPK and 16-QAM as an example of calculating the normal- 
izing factor. The modulated signals for BPSK and 16-QAM are shown in 
Figure 8.18. 
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Figure 8.16: 802.11a DATA scrambler/descrambler structure 

output B \_t? 

Figure 8.17: 802.11a convolutional encoder 

. .+ 3fQ . 
0 .+1+ 0 

. 
0 

-- I 
:3 

0 

BPSK signal 16QAM signal 

Figure 8.18: QPSK and 16-QAM modulated signals 
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Modulation 
BPSK 
QPSK 
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Normalizing Factor KMOD 
1 

1 l J 2  
I 

16-QAM 1 j j io  _____ 
64-QAM 

Table 8.8: Modulation-dependent normalizing factor 

Figure 8.19: 802.11a PHY baseband transmitter and receiver blocks 

The average received power for the BPSK signal is calculated as 

The average received power for the 16-QAM signal is calculated as 

4 x ( 1 2  + 12) + 4 x ( 1 2  + 3 2 )  

$4 x ( 3 2  + 1 2 )  + 4 x (32 + 32)  P l 6 - Q A M  = K 1 6 - Q A M  

In order for (8.1) and (8.2) to be equal, the normalizing factor should have 
the following relationship: 

Finally, we summarize the 802.11a baseband transmitter and receiver in Figure 
8.19. 

8.2 IEEE 802.16e and Mobile WiMAX 

The IEEE 802.16e is a suite of broadband wireless technologies that are com- 
plementary to IEEE 802.11 WiFi. In particular, the IEEE 802.16e standard 
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defines the broadband Wireless MAN (metropolitan area network) air inter- 
face specification that can provide services to many more users at much longer 
distances. According to the IEEE -SA Project Authorization Request (PAR) 
802.16e, the IEEE 802.16 Task Group e (Mobile WirelessMAN) develops ‘Lphys- 
ical and medium access control layers for fixed and mobile operation in licensed 
bands” (URL: Http:  //www. ieee802. org/ l6/ tge/) .  The project provides en- 
hancements to IEEE 802.16-2004 to support subscriber stations moving a t  ve- 
hicular speeds and thereby specifies a system for combined fixed and mobile 
broadband wireless access. Functions to support higher layer handoff between 
base stations or sectors are specified. Operation is limited to licensed bands 
suitable for fixed/mobile user below 6GHz. 

The IEEE 802.16e is a rapidly evolving draft that incorporates a wide range 
of the state-of-the-art technologies. There are three basic PHY modes in the 
802.16e documents: 

1. single-carrier 

2. OFDM 

3. OFDMA 

The single-carrier mode and the OFDM mode are both inherited from the 
IEEE standard 802.16d fixed broadband wireless access systems. Most of the 
design and standardization activities within 802.16e are on the OFDMA mode, 
which provides the only scalable scheme for wide-area mobile networks for rea- 
sons stated in Section 5 .  This appendix, therefore, only describes the OFDMA- 
based physical (PHY) layer and medium access control (MAC) layer within the 
802.16e. Since the IEEE 802.16e is still in the final draft stage at  the time of 
this manuscript, some configurations/parameters are subject to further modifi- 
cations. Readers are referred to the actual standard for the final details. 

While IEEE creates standards, they do not have a process for driving confor- 
mance, compliance and interoperability. The IEEE 802.16 is closely associated 
with WiMAX, which stands for LLWireless (Wi) Microwave Access (MA)”. The 
WiMAX Forum (the Worldwide Interoperability for Microwave Access Forum) 
is a non-profit corporation formed by equipment and component suppliers to 
promote the adoption of IEEE 802.16 compliant equipment by operators of 
broadband wireless access systems (URL: Http : //www . wimaxf orum. org). In 
particular, fixed WiMAX is a standard-based technology enabling the delivery 
of last mile wireless broadband access as an alternative to cable and DSL. It 
is expected that the mobile WiMAX technology based on 802.16e will be in- 
corporated in notebook computers and PDAs in 2006, allowing for urban areas 
and cities to become “MetroZones” for portable and mobile outdoor broadband 
wireless access. 
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Max subscriber through- 
Put 
Max sector throughput 
(lOMhz band) 
Frequency reuse 
Mobility 
Handoff 
Service coverage 

lMbps/uplink, 3Mbps/downlink 

18Mbps/downlink; 
6Mbps/uplink 
1 
up to 120 Km/hour 
under 150ms 
Macro (lKm), Micro (400m), - 

Roaming 

QoS offering 
I time; non real-time; best-effort 

UDlink/Downlink ratio I software adiustable 

Pic0 (loom) ' 

seamless roaming with cellular 
and WLAN 
unsolicited grant service; real- 

Table 8.9: Mobile WiMAX system highlights 

8.2.1 Overview 

Solving the last mile connectivity problem to a backbone network (such as the 
internet) continues to be a challenge of fundamental importance for evolution of 
next generation wireless networks. The IEEE 802.16e is positioned to provide 
broadband data link to pedestrian and mobile terminals within a 1-3 mile radius. 
The 802.16e comprises of a large variety of configurations, capable of supporting 
both TDD and FDD based networks with bandwidth ranging from 1.25MHz 
to 20Mhz. Table 8.9 highlights some of system features with regard to user 
experience and network performance. 

Given its capabilities, the target applications of 802.16e are mostly data- 
oriented. In particular, the 802.16e access solution provides a unified network 
architecture to  support heterogeneous traffic with different QoS requirements. 
Table 8.10 lists some exemplary applications of mobile WiMAX. 

8.2.2 Physical layer technologies 

In the OFDMA mode, the channel bandwidth is partitioned into subchannels 
that can be dynamically allocated to the mobile subscriber stations (MSS). 
Depending on the available bandwidth, at  least one of the FFT sizes (2048, 
1024, 512, 128) is supported. The FFT size may be dynamically detected by 
the MSS through scanning and searching of the downlink (DL) signals when 
performing initial network entry. 
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unsolicited grant 
service 

service 

best effort service 

Data Type 
periodic interval, fixed- 
sized packet; real time 
periodic interval; 
variable-sized packet; 
real time data stream 
variable-sized packet; 
delay-tolerant data 
stream; minimum data 
rate 
no minimum service level 

Application 

silience suppression 
video telephony; 
teractive video game; I 

=-@=--I high speed file transfer; 
MMS; Web browsing 

FTP, WWW, E-mail 

Table 8.10: Mobile WiMAX applications 

Many of the techniques described in the previous chapters are included in 
the OFDMA mode, thanks to the contributions from its members. The salient 
features of the IEEE 802.16e PHY are 

0 Robust data subchannels for mobility and aggressive frequency reuse 

- frequency diversity for high mobility 

- subcarrier grouping for inter-sector and inter-cell interference miti- 

- frequency reuse of 1-3 in a multi-sector, multi-cell configuration 

0 Advanced modulation and coding (AMC) subchannels for multiuser and 

gation 

network diversity exploitation 

- dynamic subchannel allocation (intracell and potentially intercell) 

- channel quality information feedback and uplink channel sounding 

- adaptive coded modulation for maximum throughput 

0 Scalable OFDMA [7] 

- subcarrier spacing independent of bandwidth to provide both Doppler 

- the number of used subcarriers (and FFT size) scales with band- 

- fixed smallest unit of bandwidth allocation 

and multipath immunity 

width/FFT size 

0 Flexible subchannel structures and zone switching between diversity and 
AMC modes 

0 Channel coding in combination of hybrid automatic repeat request (H- 
ARQ) 

0 MIMO and advanced antenna systems (AAS) 
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par meter 
mult iple-access 

FFT size 
tone spacing [KHz] 

OFDMA symbol duration [us] 
number of symbols in a frame 

bandwidth [MHz] 

cyclic prefix overhead 

Values 
OFDMA 

1.25 1 5  1 10 I 20 
128 I 512 I 1024 I 2048 

11.16 

100.8 
same, depending on the frame length 

1/8 

Basic functions and system parameters 

The PHY layer of the 802.16e standard defines specifications regarding 

0 frame structures, including uplink and downlink frames and optional an- 

0 map message fields and uplink (UL) and downlink (DL) information el+ 

0 the OFDMA subcarrier allocation, including downlink preamble, data sub- 
channel and pilot structures, uplink data subchannel and channel sound- 
ing. 

tenna array (AAS) frames 

ment (IE) formats 

0 OFDMA ranging signals 

0 antenna array operations, including 2x, 3x, and 4x space-time codes and 
antenna beamforming mechanisms. 

0 channel coding and modulation, hybrid ARQ mechanisms 

0 power control 

In scalable OFDMA, system parameters such as (1) the OFDM symbol du- 
ration, (2) the frame size, (3) the subcarrier tone spacing are harmonized. In 
particular, the scalable OFDMA eliminates many unnecessary bandwidth de- 
pendent configurations. Such scalability allows a much more simplified terminal 
modem realization. Table 8.11 highlights the key parameters of the scalable 
OFDMA system 

Table 8.12 lists the uplink and downlink data rates in a lOMHz OFDMA 
system with lOms frames and a 3:l downlink/uplink ratio. The raw rates are 
calculated based on the used bandwidth (subcarriers) and modulation schemes, 
whereas the net rates exclude the pilot and cyclic prefix overhead. Note that 
under different configurations (e.g., frame sizes, uplink/downlink ratios, and 
subchannel modes), the data rate will vary. Also in many practical situations, 
it may be improbable to reach the uplink peak rate (e.g., 64-QAM) due to link 
budget constraints. 
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64QAM 3)4 
64QAM 516 

40.00 30.00 10.00 25.57 8.29 
44.44 33.33 11.11 8.29 9.22 

Table 8.12: Row and net data rate of 10MHz TDD OFDMA system 

Frame structure The scalable OFDMA supports both TDD and FDD frame 
structures, with the frame size ranging from 2 msec to 20 msec. A representative 
TDD frame is depicted in Fig. 8.20. 

Each frame is divided into four regions: DL (downlink transmission), TTG 
(transmit transition gap), UL (uplink transmission), and RTG (receive transi- 
tion gap). The TTG and RTG provide guard periods against round trip delay 
in TDD operation as well as a ramping down period of the power amplifiers. 

0 The preamble is a PN sequence modulated on the preamble subcarrier set. 
The preamble carries the Cell ID and segment information for the MSS. In 
addition, the MSS can perform initial timing and carrier synchronization 
based on the preamble signals. 

0 The downlink subframe following the preamble shall always start in PUSC 
mode (defined in next section). Allocations subsequent to it shall use other 
modes as instructed. 

0 Following the preamble is the frame control header (FCH) that contains 
48 bits modulated by QPSK with coding rate 1/2 and repetition coding 
of 4. The FCH contains the DL Frame Prefix (DLFP) to specify the burst 
profile and, in particular, the DLFP defines 

- the used subchannel bitmap 

- the ranging change 

- the coding format and repetition on the DL-MAP immediately fol- 
lowing the FCH. 

- the length of the DL-MAP 

0 If needed, the DL-MAP follows the FCH to define the usage of the down- 
link intervals for a burst mode PHY. The basic DL-MAP specifies 
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- the connection identifier (CID) that represents the assignment of the 
IE to a broadcast, multicast, or unicast address 

- Downlink interval usage code (DIUC) that defines the type of down- 

- OFDMA symbol offset at which the burst starts (in units of OFDMA 

- subchannel offset - the lowest index subchannel used for carrying the 

link burst type. 

symbols) 

burst 

- power boost applied to the allocated data subcarriers. 

- No. of OFDMA symbols - the number of OFDMA symbols that are 
used to carry the uplink burst 

- the number of subchannels with subsequent indices 

- repetition code used inside the allocated burst 

0 The UL-MAP immediately follows DL-MAP (if transmitted) or the FCH. 
The OFDMA UL-MAP IE defines uplink bandwidth allocations. The 
basic UL-MAP IE specifies 

- the connection identifier (CID) that represents the assignment of the 
IE to a broadcast, multicast, or unicast address 

- Uplink interval usage code (UIUC) that defines the type of uplink 

- OFDMA symbol offset at  which the burst starts (in units of OFDMA 

access and the burst type associated with the access. 

symbols) 

burst 
- subchannel offset - the lowest index subchannel used for carrying the 

- No. of OFDMA symbols - the number of OFDMA symbols that are 
used to carry the uplink burst 

- the number of subchannels with subsequent indices 

- the duration, in units of OFDMA slots, of the allocation 

- repetition code used inside the allocated burst 

Extended IE formats are indicated by DUIC=15 (UIUC=15) to allow specific 
structures (e.g., MIMO) in the subsequent allocations. 
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Figure 8.20: OFDMA TDD frame structure (source: IEEE 802.16 standard) 

Data channel configurations 

A basic subchannel in OFDMA always contains a total of 48 subcarriers out of 
one or several OFDM symbols. There are several ways to classify the OFDMA 
data subchannels: 

0 Downlink vs. uplink: there are three basic types of downlink subchan- 
nels (FUSC, PUSC and AMC) and two basic types of uplink subchannels 
(PUSC, AMC). The PUSC subchannel patterns for uplink and downlink 
are different. 

0 Diversity vs. adjacent: each diversity subchannel (i.e., FUSC, PUSC, 
optional FUSC - OFUSC, optional PUSC - OPUSC) consists of distributed 
subcarriers, whereas an adjacent subchannel (i.e., AMC) is comprised of 
consecutive subcarriers. 

0 Pre-pilot vs. post-pilot: except for FUSC, all subchannel configurations 
have the pilots and data subcarriers together in some fixed units (e.g., 
a cluster, a bin, or a tile). In FUSC, the subcarriers are divided into 
subchannels after the pilot tones are already in their positions. 
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c 

Figure 8.21: 1024-FFT OFDMA DL FUSC subcarrier configurations 

Downlink fully used subchannelization (FUSC) 

FUSC is a diversity DL channel configuration suitable for mobile or heavily 
interfered subscriber stations. Figure 8.21 illustrates the 1024-FFT, lOMHz 
bandwidth case where the DL FUSC contains 

16 subchannels 

each subchannel has 48 subcarriers 

the 48 subcarriers within each subchannel are taken from 48 separate 
groups 

each group consists of 16 contiguous data subcarriers. 

The exact allocation of the subcarriers into subchannels is done according to 
an equation called DL permutation formula. Table 8.13 summarizes the basic 
configuration of the FUSC. 

Partially used subchannelization (PUSC) The PUSC mode is mandatory 
for the first subframe in both downlink and uplink transmissions. Figure 8.22 
illustrates the basic units in the PUSC subchannels. 

The data subcarriers in DL are partitioned into clusters, each of which 
contains a total of 28 subcarriers over 2 OFDM symbol periods. Clusters 
are then rearranged and partitioned into 6 non-overlapping groups, which 
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nel (# of groups) 

Table 8.13: FUSC channel configuration 

can be allocated to different sectors or cells. Within each group, 48 sub- 
carriers are mapped into subchannels based on a permutation mechanism 
that minimizes the probability of hits between groups. 

0 Unlike DL, the basic unit in a UL PUSC subchannel is called a tile. The 
whole frequency band is partitioned into groups of contiguous tiles. Each 
subchannel consists of 6 distributed tiles, where each tile is chosen from 
different groups. Each tile spans 4 (or 3 )  subcarriers over 3 OFDM symbol 
periods. The 4 x 3 tile contains more pilots than the 3 x 3 and, therefore, 
is more robust. Each subchannel is comprised of 6 tiles, and the exact 
allocation of tiles into a subchannel is defined by the uplink permutation 
formula. As always, there are a total of 48 subcarriers in each subchannel. 

0 Tile-based subchannels (TUSC1 and TUSC2) are available in downlink as 
an option within an AAS zone. 

Uplink and downlink advanced modulation and coding subchannels 

(AMC) In both the uplink and downlink AMC modes, the data subcarriers 
are partitioned into bands of consecutive subcarriers. Each band has 4 bins, 
which is a collection of 8+1=9 subcarriers. Depending on how the 6 bins (6 x8  = 
48 subcarriers) are arranged into a subchannel, there are four types of AMC 
subchannels - see Figure 8.23 for illustration. 

Channel information is critical in the effective operation of the AMC mode. 
To perform downlink AMC, uplink channel sounding is needed to enable the 
BS to determine the BS-to-terminal channel response under the assumption of 
TDD reciprocity. A dedicated Sounding Zone is allocated in which one or more 
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pilot subcarrier data subcarrier 
Subcarriers 

(a) 14 x 2 DL PUSC 
cluster structure 

(b) 4 x 3 UL PUSC tile 
structure 

odd symbol 

even symbol 

(c) 3 x 3 UL OPUSC tile 
structure 

Figure 8.22: UL and DL PUSC structures 

A M C  s u b c h a n n e l  A M C  r v b e h r n n s l  A M C  s u b c h a n n e l  A M C  r u b c h a n n e l  
3 x 2  2 x 3  1"s  

c 
1 

Figure 8.23: Bin arrangements in AMC subchannels 
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OFDMA symbol intervals in the UL frame are used by the MSS to transmit 
sounding signals. 

From an uplink link budget perspective, the AMC mode 4 is most power 
efficient since it only utilizes 8+1 = 9 subcarriers in each OFDM symbol (instead 
of 4 x 6 = 24 subcarriers/symbol in PUSC and 3 x 6 = 18 subcarriers/symbol 
in OPUSC). The power saving is therefore 3 - 4.26 dB. 

Modem and channel coding 

BPSK, Gray-mapped QPSK, 16-QAM, 64-QAM are supported in 802.16e. The 
channel coding options in 802.12e include 

0 repetition coding (2x, 4x, and 6x) for control signals 

0 convolutional coding (CC) with incremental redundancy 

0 convolutional turbo coding (CTC) with incremental redundancy 

0 block turbo coding (BTC) 

0 low-density parity-check coding (LDPC) 

An incremental redundancy based H-ARQ takes the puncture pattern into 
account, and for each retransmission the coded block is not the same. At the 
receiver, the received signals are de-punctuated according to their specific punc- 
ture pattern, then the combination is performed a t  bit matrix level. 

Antenna diversity MIMO/space-time coding is optional for both uplink and 
downlink. Since the number of antenna elements at  the MSS is mostly limited, 
only 2x STC is defined for uplink, whereas the dimension of downlink STC can 
go up to four dimensions. 

The 2x Alamouti STC and spatial multiplexing (SM) can be used within the 
optional uplink PUSC and AMC zones to improve the system performance. The 
following matrices define the transmission format with the row index indicating 
antenna number and the column index indicating OFDM symbol time. 

The matrix B may also be used for two single antenna MSSs to share the 
same subchannel in an SDMA fashion. 
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pilot subcarrier data subcarrier null subcarrier 

Antenna 0 pilot pattern Antenna 1 pilot pattern 

Figure 8.24: Uplink pilot patterns for 2-antenna PUSC 

pilot subcarrier c] data subcarrier null subcarrier 

Antenna 0 pilot pattern Antenna 1 pilot pattern 

Figure 8.25: Uplink pilot patterns for 2-antenna AMC subchannels 
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Two optional zones with expanded tile/bin are defined for the uplink MIMO 
operations. Figures 8.24 and 8.25 show the pilot patterns for the optional PUSC 
and AMC zones, respectively. 

2x, 3x, and 4x STC, including OSTBC and spatial multiplexing, are available 
for downlink MIMO. In addition, the STC outputs may be weighted (beamform- 
ing) before mapping onto transmission antennas (see Chapter 4 for discussion). 

Z = W X  

The transmission schemes corresponding to different antenna configurations 
are listed as following 

2-antenna BTS downlink 
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B z = [  0 0 1  1 0 O]B,  

0 1 0  

c = [  

4-antenna BTS downlink 

s1 -s; 0 0 

s1 -s; s, -s; 

B =  

Similar to UL, the DL MIMO requires dedicated zones specified by the IE 
in DL-MAP. Readers are referred to the standard draft for the pilot patterns. 

Access and ranging 

Initial access, periodic synchronization, handoff, and bandwidth request are 
carried out by an MSS through ranging channels. Ranging is an essential means 
for the MSS to synchronize to the BTS for the first time. 

A ranging channel is composed of one or more groups of six adjacent subchan- 
nels. Optionally, a ranging channel can be composed of eight adjacent subchan- 
nels. 256 binary ranging codes are grouped into four sub-groups, namely, (1) 
initial-ranging, (2) periodic-ranging, (3) bandwidth-requests, and (4) handover- 
ranging. Each user randomly chooses one ranging code from a band of specified 
binary codes. These codes are then BPSK modulated onto the subcarriers in 
the ranging channels - one bit per subcarrier. Collision may occur during the 
ranging process and multiple ranging signals can be separated using collision 
resolution algorithms. 

The BS shall use the received ranging signal to estimate the timing offset and 
transmitting power of MSS so that proper adjustment is made before the MSS 
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Figure 8.26: The PMP mode in 802.16 networks 

is allowed to the network. The detailed responsibilities of the ranging channel 
processing at  the BS include 

Detection: The BS needs to identify any MSS transmitting on the ranging 
channel. In the case that multiple MSSs are transmitting simultaneously 
on the same channel and cause a BS detection failure, a collision shall be 
declared by the BS. 

0 Timing offset estimation: The transmission timing offset of the MSS in 
reference to the BS timing needs to be estimated during the ranging pro- 
cess. 

0 Power measurement: The MSS transmits the ranging signal with the T X  
power level estimated from the open-loop power control. The BS shall 
measure the power of the received ranging signal to perform the closed- 
loop power control. 

8.2.3 MAC layer technologies 

Network architecture 

The 802.16 MAC supports two types of network architecture: Point to Multi- 
Point network and Mesh network 

Figure 8.26 illustrates a standard PMP network, where each terminal com- 
municates with a BS. Terminals in 802.16 PMP network are termed subscriber 
stations (SS) and they do not communicate with each other directly. 

Figure 8.27 illustrates an 802.16 Mesh network. Unlike the PMP mode, 
which is mandatory, Mesh mode is an option in 802.16. The main difference 
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- 

PDA 

Figure 8.27: The Mesh mode in 802.16 networks 

between PMP and Mesh modes is that in PMP mode, traffic only occurs between 
BS and SSs, while in the Mesh mode traffic can be routed through other SSs 
and can occur between SSs. 

11.. general, a terminal in a Mesh network is termed a node. However, the 
system that connects directly to backhaul service outside the Mesh network 
is also termed a Mesh BS, while other terminals are termed Mesh SSs. The 
downlink and uplink are defined as the traffic directed from/to the Mesh BS. 

MAC sublayers and functions 

The 802.16 MAC is composed of three sublayers as shown in Figure 8.28. 

Service-Specific 
Convergence Sublayer 

MAC Common Part 
Sublayer 

Security Sublayer 

Figure 8.28: 802.16 MAC sublayers 

1. Service-specific Convergence Sublayer (CS) 
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0 The CS sublayer resides on top of the MAC Common Part Sublayer. In 
general, the CS sublayer distinguishes the type of higher layer packet data 
units (PDUs) and works with the appropriate MAC service access point 
(SAP) to deliver these PDUs. The CS also performs the following func- 
tions: 

- accepting PDU from the higher layer 

- performing classification and processing (if necessary) of higher layer 
PDUs 

- receiving CS PDU from the peer entity. 

At present, the 802.16 standard defines two CS specifications: the asyn- 
chronous transfer mode (ATM) CS and the IP-based packet CS. 

2. MAC Common Part Sublayer (CPS) 

0 MAC CPS provides the core functionality of the MAC layer. It regulates 
the system access and connection establishment and management. The 
main MAC layer functions are summarized as 

- addressing and connection establishment and maintenance 

- MAC PDU construction, fragmentation and assembly 

- ARQ realization 

- scheduling services 

- bandwidth request and allocation 

- support of different PHY schemes 

- contention resolution 

- initial network entry and ranging 

- service flow based QoS provision 

- mobility support 

3. Security Sublayer 

0 The security sublayer provides authentication, security key exchange and 
encryption. Currently, 802.16 security contains the following two compo- 
nent protocols: 

- an encapsulation protocol which encrypts the packet data during 
communication. The protocol defines the pairing of data encryp- 
tion and authentication algorithms and the rules for applying these 
algorithms to MAC PDUs. 

- a key management protocol which provides the secure keying data 
distribution from BS to SS. Through this protocol, the BS and SS 
synchronize the keying data. The BS can also use this protocol to 
enforce conditional access to network services. 
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MAC CPS sublayer performs the main functionality of system access, band- 
width request and allocation, connection establishment and management, han- 
dover support, etc. In the following, we focus on some key aspects of 802.16 
MAC CPS. 

MAC common part sublayer 

The 802.16 MAC is connection-oriented. All data communication occurs in the 
context of connections. A connection is associated with a service flow which 
defines the QoS parameters for the exchanged PDUs. Upon entering the net- 
work, two mandatory management connections and an optional connection are 
setup for the SS in both uplink and downlink. These three connections reflect 
the three levels of QoS requirements for management purposes. The first man- 
agement connection is termed the basic connection, which is used to exchange 
short and delay sensitive management information; e g . ,  reset command and the 
burst profile request. The secondary connection is termed the primary connec- 
tion, which is used to carry longer and more delay-tolerant information such as 
dynamic service configurations. The third connection is termed the second con- 
nection and is used to carry delay non-sensitive management information such 
as Dynamic Host Configuration Protocol (DHCP). Each connection is assigned 
a 16-bit connection identifier which can distinguish 64K connections within each 
downlink and uplink channel. 

0 MAC PDU format 

All MAC PDUs are constructed according to the format illustrated in 
Figure 8.29. A MAC PDU contains a fixed-length header and may or may 
not contain the Payload and CRC. 

The header fields are listed in Table 8.14 

Multiple MAC PDUs may be concatenated into a single transmission burst 
in either uplink or downlink to facilitate fast data transmission. One 
MAC SDU may be fragmented into multiple PDUs to efficiently utilize 
the available bandwidth relative to the QoS requirements. In addition, 
multiple MAC SDUs may be packed into one MAC PDU to allow efficient 
use of the bandwidth. 

0 Service Scheduling 

Each connection in 802.16 is associated with a data service and each data 
service is associated with a set of QoS parameters that  reflect the service 
requirement. The 802.16 standard defines four types of services: Unso- 
licited Grant Service (UGS), Real-time Polling Service (rtPS), Non-real- 
time Polling Service (nrtPS) and Best Effort (BE). A brief exemplary 
description of the four services is illustrated in Table (8.10). The QoS 
parameters for the four services are listed in Table 8.15. 

Data transmission is scheduled by BS in downlink and by SS in uplink. 
The scheduler shall consider the following factors in determining the data 
transmission for a particular frame/bandwidth allocation: 
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1 MAC header 1 Pavload 

~ LEN LSB (8) ~ CID (8) 1 1 BR LSB (8) 1 CID (8) ~ 

CID LSB (8) HCS (8) CID LSB (8) HCS (8) 

~-~ 

Generic MAC header Bandwidth request header 

Figure 8.29: MAC PDU format 

- the service specified for the service flow 

- the values assigned to the service flow's QoS parameters 

- the availability of data for transmission 

- the capacity of the granted bandwidth 

For uplink request/grant transmission scheduling, the 802.16 MAC defines 
the scheduling services and poll/grant options as shown in Table 8.16. 

However, the detailed scheduling algorithm is vendor-specific and the 
MAC only provides the means to implement these scheduling algorithms. 

0 Bandwidth Allocation and Request Mechanism 

When an SS finds the allocated bandwidth insufficient, it needs to re- 
quest bandwidth from the BS. The 802.16 MAC provides three types of 
mechanisms for the SS to send the bandwidth request message to the BS. 

1. Request 
Request is the mechanism by which the SS indicates to the BS that 
it needs uplink bandwidth allocation. The SS may send the request 
as a stand-alone bandwidth request header or PiggyBack the request 
in the Payload. 
Bandwidth request messages may be incremental or aggregate. When 
the SS sends an incremental bandwidth request, the BS shall add 
the requested bandwidth quantity to the current bandwidth assigned 
to the connection. When the SS sends an aggregated bandwidth 
request, the BS shall store the requested bandwidth quantity as the 
effective bandwidth for the connection. 
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crypted. BR header shall set the field to  0 
This field indicates the subheaders and special 
payload types in the messaEe payload 

Field I Description 
HT I Header type: O=generic header; l=bandwidth re- 

Rsv 
CI 

EKS 

LEN 

CID 
HCS 

BR 

I quest (BR) header 
EC 1 Encryption control: whether the payload is en- 

Reserved 
CRC indicator: whether CRC is included 
Encryption Key Sequence: the parameter to en- 
crypt the payload 
The length in bytes of the MAC PDU including 
MAC header and CRC (if present) 
Connection ID 
Header Check Sequence: a sequence calcuated ac- 
cording to  a pre-defined formula 
Bandwidth Request: the number of bytes request 
for udink bv the 

Table 8.14: MAC PDU header fields 

Grants 

When an SS sends the bandwidth request, it is associated with an in- 
dividual connection, while each bandwidth grant is always addressed 
to the SS’s basic connection, not the requested connection. As a re- 
sult, when the SS receives a shorter transmission opportunity than 
expected, it does not know for which connection the bandwidth re- 
quest is not granted. The SS shall decide whether to retransmit again 
or discard the request. 

Polling 

Polling is the mechanism by which the BS allocates the bandwidth 
to an individual SS or a group of SSs specifically for the purpose 
of making bandwidth requests. Two types of polling are defined: 
unicast polling and multicast/broadcast polling. 

0 Mobility Support 

Due to mobility or BS load consideration, an SS may need to change con- 
nection in order to obtain better signal quality. A handover begins with 
the decision for an MS to hand-over its air interface, service flows and 
network attachment from a serving BS to a target BS. The handover may 
be initiated by the MS, the BS or from the network side. The 802.16e han- 
dover process consists of the following steps illustrated in Figure 8.30: 1) 
cell-reselection, 2) handover decision and initiation, 3) target BS scanning, 
4) network re-entry and 5) termination of service. 
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Service 
Type 
UGS 

Service Type [ QoS Parameters 
UGS I Maximum Sustained Traffic Rate, Maximum Latency, Tol- 

PiggyBack Bandwidth Po 11 in g 
Request Stealing 
Not al- Not al- Use a special bit to  request a unit- 

I erated Jitter and Request/Transmission Policy 
rtPS I Minimum Reserved Traffic Rate, Maximum Sus- 

I 

I Allowed 

nrtPS 

lowed 

Allowed Only allowd unitcase polling 
Allowed May restric a service flow to 

unicast polling via the transmis- 
sion/request policy; otherwise all 

All forms of Dolling allowed 

cast polls for non-UGS connec- 
tions 

forms of polling is allowd 
Allowed 

BE 

tained Traffic Rate, Maximum Latency and Re- 
quest /Transmission Policy 
Minimum Reserved Traffic Rate, Maximum Sustained 
Traffic Rate, Traffic Priority and Request/Transmission 
Policy 
Maximum Sustained Traffic Rate, Traffic Priority and Re- 
west  /Transmission Policv 

Table 8.15: Service QoS parameters 

I I lowed 

Table 8.16: Service scheduling options 

8.3 Performance analysis of WiMAX systems 

Characterizing the performance of a radio frequency telecommunications system 
poses interesting challenges. Applying modulation rates to channel bandwidth 
only yields a per sector data rate which is an interesting figure but not sufficient. 
To fully understand the performance of a radio frequency telecommunications 
system it is vital to include (1) sector data rates, (2) the service levels sold, and 
(3) the sector loading efficiencies allowing for perceived broadband data rates 
to answer the question of system performance which culminates in the metric 
of base station capital expense per megabit per second per subscriber (capex / 
mbps /subscriber). Following is an analysis of a 5Mhz OFDMA-TDD system 
according to  this method. 

8.3.1 WiMAX OFDMA-TDD 

OFDMA is the air interface adopted by the worldwide WiMAX and Korean 
WiBro standards as the technology for mobile broadband connectivity. OFDMA 
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Figure 8.30: Handover process 

uses the multi-channel OFDM approach and provides subscriber access in the 
time domain (TDMA) and in the frequency domain (FDMA) and duplexes 
in time (TDD). Decisions as to which timeslot, subchannel, and power level 
to communicate over are determined by the intelligent MAC which seeks to 
maximize the SINR for every subscriber. This allows subscribers to operate at 
the maximum modulation rates obtainable given the radio frequency conditions 
at the subscriber location. This allows service providers to maximize the number 
of active subscribers in each sector whether the subscriber is fixed, portable, or 
mobile. The scalable OFDMA in IEEE 802.16e allows for software scalable FFT 
sizes to match the service provider’s bandwidth allocation and maintain a proper 
subcarrier bandwidth providing for both multipath and Doppler immunity. 

Time Division Duplexed (TDD) system offers flexibility in configuring the 
downlinkxplink ratio to match the subscriber service levels and modulation 
rates. This results in a superior use of spectrum over Frequency Division Du- 
plexed (FDD) systems which cannot adjust for asymmetric data traffic and the 
differences in uplink and downlink modulation rates and tend to  be unbalanced 
in uplink and downlink capacity. 

8.3.2 Comparison method 

In order to  quantify the performance of the ADAPTIX system we have included 
the perspectives of the (1) sector data rates, (2) the service levels sold, and (3) 
the sector loading efficiencies allowing for perceived broadband data rates to 
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answer the question of system performance which culminates in the metric of 
base station capital expense per megabit per second per subscriber (capex / 
mbps /subscriber). To accomplish this the following analyses are made: 

1. Establish service levels and overbooking 

2. Determine perceived and committed data rates 

3. Determine per sector data rates at maximum modulation 

4. Determine per sector data rates at blended modulation 

5. Calculate subscribers at 100% sector loading 

6 .  Calculate sector loading efficiency 

7. Calculate subscribers at sector loading efficiency 

8. Calculate capex / mbps / subscriber 

Establish service levels and overbooking 

The system performance analysis is started by assuming service level offerings 
and corresponding overbooking factors. Overbooking defines the number of 
subscribers accessing the network at a statistical level such that each of those 
subscribers has the perception of having that data connection to themselves. 

1. Establish service levels and overbooking 

overbooking anumber of subscribers sharing a connection, each perceiving to have it to themselves 

1 

service level Overbooking 
64 10 
144 30 
384 25 
512 20 
768 20 
1000 15 
1500 10 
2500 5 

Determine perceived and committed data rates 

The perceived blended data rate can then be calculated by applying the dis- 
tribution to the respective service levels. The committed data rates can be 
determined by dividing the various service levels by their respective overbook- 
ing factors and the weighted average yields the blended committed data rate. 
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2. Determine perceived and Committed data rates 

kbps I service = service level I overbooking Factor 

distribution DL av kbpslsub kbpslsub UL av kbpslsub kbpslsub 
20% 64 6 1.28 64 6 1.28 
20% 512 26 5.12 384 15 3.07 
20% 768 38 7.68 512 26 5.12 
20% 1000 67 13.33 512 26 5.12 
20% 1500 150 30.00 768 38 7.68 

w l  averages 768.8 57.41 448 22.27 
I I 

The blended downlink service level is 768kbps with a corresponding commit- 
ted data rate of 57kbps, and the blended uplink service level is 448kbps with a 
corresponding committed data rate of 22kbps. 

Determine maximum per sector data rates 

The performance of radio communications systems varies greatly depending 
on factors that include system power, antenna gain, Rayleigh fading, Doppler, 
multipath, ambient RF noise, and propagation effects. I t  is, however, still in- 
formative to assume the best conditions and determine the system throughput. 
These figures also support burst rate assertions assuming there is only one active 
subscriber in the sector operating at the best modulation rates. 

3. Determine sector data rates at maximum modulation rates 

TCPllP header + data +checksum only, marketing numbers 

TDD Ratio 1.35 :I 1 

Bandwidth (TDD) 5 
dl % OL UL ul % 

MQAM 516 100% 12.77 9.46 0% 
64QAM 2/3 0% 10.21 7.57 0% 
16QAM 314 0% 7.66 5.67 1 00% 
16QAM 112 0% 5.11 3.78 0% 
QPSK 3/4 0% 3.83 2.84 0% 
QPSK 1/2 0% 2.55 1.89 0% 
raw data rates 100% 12.77 5.67 1 00% 

minus overhead 

bits per hz 

-20% 10.15 4.51 

2.96 2.88 2.93 

It is important to note that in these analyses we are only interested in the 
data rates that correspond to a salable service, not the raw data rates that 
include the overhead associated with the radio system. The overhead figure in 
this case is 20% of the raw data rate but results in a salable throughput data 
rate of: 

Salable data rate=TCP/IP header + data + checksum 
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64QAM Z 3  26% 10.21 7.57 0% 
16QAM 3/4 25% 7.66 5.67 19% 
16QAM 1iZ 35% 5.11 3.78 26% 
QPSK 3/4 0% 3.83 2.84 28% 
.QPSK 112 0% 2.55 1.89 27% 
raw data rates 100% 8.19 3.36 100% 

minus overhead -20% 6.52 2.68 

bits per hz 2.27 1.26 1.64 

Determine per sector data rates at blended modulation 

Now that we have determined the maximum performance it is time to establish 
the probable performance using blended modulation rates. 

The OFDMA modulation rates can be determined by a COST231 propaga- 
tion model which is a first order approximation for radio communications system 
sizing. Given these service levels the 5Mhz OFDMA-TDD system provides data 
rates of 6.52Mbps downlink and 2.68Mbps uplink. 

4. Determine sector data rates at blended modulation rates 

TCP/IP header + data +checksum data rates, real world deployment propagation characteristics 

TDD Ratio 1.35 :1 I 

Bandwidth TDD 
DL UL UI % 1- 64QAM 5/6 dl% 15% 12.77 9.46 0% 

Calculate subscribers at 100% sector loading 

Then by dividing the downlink and uplink sector data rates by the blended 
committed data rate the number of users at 100% system capacity can be cal- 
culated. 

5. Calculate number of subscribers at 100% sector loading 

number of subscribers / sector = sector data rate / committed data rate 

DL UL 
113.51 120.14 I 

1 I 

The TDD systems can balance the downlink and uplink symmetry to  match 
the service level and subscriber usage pattern and therefore make better use of 
the available spectrum. 

User Perception of Broadband Service of a Shared Resource 

A shared resource such as a sector of a radio system or a cable system supplying 
data connectivity takes the bandwidth of the system and divides it among the 
subscribers to that service. Three studies done by N.K. Shankaranarayanan et  
a1 at AT&T Labs from 2001 to 2003 explain the issues surrounding perceived 
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data throughput in a shared resource environment [8][9]. He has determined 
that in order for megabit per second subscriber experience two criteria must be 
met: 

1. The committed data rates must be at least 35kbps 

2. The network utilization is a function of perceived and system data rates 

Calculate sector loading efficiency 

This relationship between the perceived data rate and system data rate is im- 
portant in sizing shared resource networks such as cable or radio sector based. 
The notion behind this relationship is if the network were at 100% capacity 
then a subscriber in an idle mode (reading downloaded material) transitioning 
to an active mode (requesting the next bit of information) would have to wait in 
the queue until there is an opening for that request to  be serviced. This queue 
period degrades the perception of megabit per second broadband connectivity. 
In order to size the utilization factor of this shared resource (wireless commu- 
nications sector) N.K. Shankaranarayanan [8] [9] has established the following 
relationship: 

PDR=SDR x (1-sector loading efficiency) 

where the PDR is the Perceived Data Rate and the SDR is the Sector Data 
Rate. 

6. Calculate sector loading efficiency to support perceived data rate 

pdr = sdr x (1 - sector loading efficiency) formulated by NK Shankaranarayanan at ATT Labs 

DL UL 
88.20% 83.26% 

As is evident by this relationship, narrowband systems with low sector data 
rates trying to provide megabit per second services must run at low sector 
loading efficiencies. 

Calculate subscribers at sector loading efficiency 

By applying the sector loading efficiencies to the number of subscribers a t  100% 
capacity the number of serviceable subscribers can be calculated. By applying 
the distribution of the service levels against the number of serviceable sub- 
scribers the number of subscribers at each service level can be calculated. 
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7. Calculate number of subscribers at sector loading efficiencies 

lumber of service supportable subscribers =subscribers at 100% x respective sector loading efficiency 

DL UL min(DL, UL) 
100.11 100.02 100.02 

distribution DL UL subscribers 
20% 64 64 20 
20% 512 304 20 
20% 760 512 20 
20% 1000 512 20 
20% 1500 760 20 

Calculate capex / mbps / subscriber 

In order to quantify the performance of the OFDMA-TDD system we include 
the perspectives of the (1) sector data rates, (2) the service levels sold, and 
(3) the sector loading efficiencies allowing for perceived broadband data rates 
to answer the question of system performance which culminates in the metric 
of base station capital expense per megabit per second per subscriber (capex / 
mbps /subscriber). 

This comparison metric displays the advantages of broadband channels using 
high modulation rates resulting in high per sector data rates and large number 
of supported active subscribers. 

8. Calculate capex I mbps I subscriber 

capex / mbps / Subscriber = base station capex I sector mbps I number of subscribers 

base station capex $30,000 
mbps / sector 9.19 
subscribers / sector 100 

S I mbps I sub $33 

In summary, an OFDMA-TDD system is: 

0 extremely spectrally efficient; 

0 able to operate high sector loading efficiencies; 

0 able to support many active subscribers with high data rates; 

0 resulting in low sector capital cost per Mbps per subscriber. 
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Notations, Acronyms and 
Commonly Used Symbols 

Not at ions 

the scalar 2 

the vector x 
the index of the maximum value over ~ 1 ~ x 2 ,  .. 
the index of the minimum value over z1,22, .. 

on the order o f .  
the domain of function f, i.e., {xIf(z) < +m} 
the element-wise (Schur-Hadamard) product 
convolution 
the nonnegative real space 
the Euclidean norm for vectors 
the expectation of random variables 
the square matrix whose diagonal elements are x 
the conjugate transpose 
the transpose 
the real part 
the imaginary part 
the maximum value between 0 and x 
the first derivative of function f ( x )  evaluated at w 
the gradient of function f(x) evaluated at w 

Acronyms 

ACI Adjacent Channel Interference 

ACM Adaptive Coding and Modulation 

AP Access Point 

AWGN Additive White Gaussian Noise 

242 
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BER Bit Error Rate 

BPSK Binary Phase Shift Keying 

BS Base Station 

BSS Basic Service Set 

CDF Cumulative Distribution Function 

CDMA Code Division Multiple Access 

CP Cyclic Prefix 

CPE Common Phase Error 

CSI Channel State Information 

CSMA/CA Carrier Sensing Medium Access/Collision Avoidance 

DCA Dynamic Channel Allocation 

DMT Discret MultiTone 

DSL Digital Subscriber Line 

DSSS Direct Sequence Spread Spectrum 

DVB-T Digital Video Broadcasting - Terrestrial 

ESS Extended Service Set 

FCA Fixed Channel Allocation 

FDD Frequency Division Duplexing 

FDMA Frequency Division Multiple Access 

FHSS Frequency Hopping Spread Spectrum 

FIR Finite Impulse Response 

GSM Global System for Mobile communication 

H-ARQ Hybrid Automatic Repeat reQuest 

HCA Hybrid Channel Allocation 

HDTV High-Definition Television 

IBSS Independent Basic Service Set 

ICI Inter-Channel Interference 

IIR Infinite Impulse Response 
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IS1 Inter-Symbol Interference 

ISM Industrial Scientific and Medical 

LAN Local Area Network 

LTV Linear Time Variant 

MAC Multiple Access Control or Medium Access Control 

MAN Metropolitan Area Network 

MC-CDMA Multicarrier CDMA 

MIMO Multiple Input Multiple Output 

MMSE Minimum Mean Square Error 

OFDM Orthogonal Frequency Multiplexing Division 

OFDMA Orthogonal Frequency Division Multiple Access 

OSTBC Orthogonal Space-Time code 

PAPR Peak to  Average Power Ratio 

pdf Probability Density Function 

PLL Phase Lock Loop 

PHY Physical (Layer) 

QAM Quadrature Amplitude Modulation 

QoS Quality of Service 

QPSK Quadrature Phase Shift Keying 

RNC Radio Network Controller 

SDMA Spatial Division Multiple Access 

SINR Signal to Interference and Noise Ratio 

SISO Single Input Single Output 

SNR Signal to Noise Ratio 

STC Space-Time Code 

TCP Transmission Control Protocol 

TDD Time Division Duplex 

TDMA Time Division Multiple Access 
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UNII Unlicensed National Information Infrastructure 

WiFi Wireless Fidelity 

WiMAX Wireless (Wi) Microwave Access (MA) 

ZF Zero Forcing 

Commonly Used Symbols 
transmission power 
channel gain scaler 
channel gain vector 
channel gain matrix 
AWGN spectral density 
the number of transmit antennas in MIMO systems 
the number of receive antennas in MIMO systems 
the characteristic function of random variable 2 

the eigenvalues of a matrix 
identify matrix 
total transmission power 
total transmission power on subcarrier n 
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