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The subjec~ of this book i b  the co~pression (‘coding”) of digital images ill1 

the last 5-10 years, image and video coding have gone from being re~a~ive~y esoteric 
research wbjects with few ‘real’ applications to become key ~ ~ c h n o l o ~ ~ e s  for a wide range of 
~ a ~ s ~ ~ ~ ~ ~ e ~  appl ica~~o~~s ,  from personal computers to television. 

ike many other recent t e s ~ ~ o ~ [ ~ g i c a l  devel inents, the einer~eiice of pideo 
the n i i i S S  market i s  due to coiivergen of a number of xe~xs. Cheap an 

processors, fast network access, the ubiqui~ous Internet and a large-scale re 
s ~ a n ~ ~ a r ~ i  sation effort have all ~ ~ ) r i t r i b ~ ~ ~ e d  to the deve~op~~ieiit of image and video coding 
technologies. Coding has enabled 
~elev~siofl~ digital versatilc disk 

of new ‘multimedia’ 
movies, s t r ea i~ in~  

a1 gap in each of these ~ ~ ~ ~ l i c a t ~ ~ ~ s :  the 
~ - ~ ~ a l i ~ y  d l l  and moving images, d e l ~ v ~ r ~ ~ ~  y uicklly at 

~ s i ~ s s i o ~  networks and storage devises. 
gnaJ requires 21 6 Mbits ot storage or ~ r ~ i l s ~ i ~ ~ ~ ~ ~ ~ ~  
~ ~ ~ s s i o n  of thil; type of signal in real time i 4  l~eyo~id 
~ n u i ~ i s a t ~ o n s  networks. A 2-hour ~ i ~ v i e  (uncorn- 

orage, equivalent to 42 DV 
order for digital video to b~~~~~~ a ~ ~ a u s ~ b ~ e  alternative to it 
~ a i i ~ ~ o ~ u e  ~ e ~ e v ~ s i o i ~  or 
reducing or compressing this prohihilively high bit-rate signal. 

eotape), it ha\ been necessary 1 

The drive to solve this problem has taken several decades and massive efforts in research, 
ment and s ~ a n d ~ ~ d ~ s ~ i ~ ~ ~ ~ n  (and work sontinties to improve existing me~~iods aiid 
new coding paradigms). However, efhcient compression methods are now a firmly 

cstabl ished co i~pone~ t  OS thc new digital niedia lcchnol~~gie~ such as digital ~ e ~ e v i ~ i o n  and 
eo. A ~ e ~ c o ~ n e  side effect d these deve~oprn~n~s is ha t  video and image 

ression has enabled many novel visud communication applications 
iously been possible. Some areas have taken off mire quickly 

e x ~ ~ ~ ~ p ~ e ,  the long-~re~~icted boom in video co~~ere~ ic~J ig  has yet to appear), but there is no 
doubt that visual compression is here to stay. Every ncw PC has a number d 
f e a ~ ~ r e s  ~ ~ e ~ i ~ c a ~ ~ y  to support arid accelerate video c o ~ n p ~ ~ s s i o ~  a l g o ~ ~ t ~ ~ m s .  
o p d  nations have a timetable for s ~ o ~ ~ i f l ~  the transnii~sion of analogue television, after 

leviwon receivers will rieed coraipressioii t 
S videotapes are finally being replaced by 

ogy to dccode and d 
which can be play 



INTRODUCTION 

DVD players or on PCs. The heart of all of these applications is the video compressor <and 
decompressor; or enCOderDECoder; or video GODEC. 

DEC technology has jn the pas1 been something of a ‘black art’ known only to a 
unity of academics and technical experts, partly because of the lack of appro- 

achable, practical literature on the subject. One view of image and video coding is as a 
mathematical process. The video coding field poses a number of interesting mathematical 
problems and this means that much of the literature on the subject is, of necessity, highly 
mat~i~ina~ical. Such a treatment is important for developing the .fundamental concepts of 
compression but can be bewildering far an engineer or developer who wants to put 
coinpression into praclice, The increasing prevalence of digital video applications has led 
to the ~ublica~jon of more approachable texts on the subject: unfortunately. some of these 
offer at best a superficial treatment of the issues, which can be equally ~iiihelpf~il. 

This book aims to fill a gap in the market between theoretical and over-s~~plified texts on 
video coding. It is written pritnarily from a design and i~ipleincntation perspective. 
work has been done over the last two decades in developing a portfolio of practical 
t e c h n ~ ~ ~ ~ e s  and approaches to video compression coding as well as a large body o f  theoretical 
research. A grasp of these design techniques, trade-offs and performance issues is important 
to anyone who needs to design, specify 01 interface to video CODECs, This book emphasises 
these practical considerations rather than rigoroiis r n a ~ e m a t ~ c a ~  theory and c ~ ) n c ~ n t ~ ~ ~ e s  011 

on ol’ video coding systems, enibodied 
presenting the practicalities of video CO 

way it i s  hoped that this book will help to demystify th is  important ~echno~ogy. 

The book i s  organised in three main sections (Figure 1.1). We deal first with the fun~amental 
concep~s of digital video, image and video coinpressioii and the main ~ntema~ioiiai s~ndards  
for video coding (Chapters 2-5). The second section (Chapters 6-9) covers the key con~po- 

DEGs in some detail. Finally. Chapters 10-14 discuss system design issues 
and pr~sent some design case studieh. 

igital Video’, explains the concepts of video capture, repres~ritation and 
s the way in which we perceive visual ~nfa~~i ia t~on;  com~ares methods for 

rime a ~ p l ~ c ~ t i ~ ~ 1 ~ ~  of digital video. 
entals’, examines the require 
onents of a ‘geneiic’ imag 
ids discussing technical or standard- 

introduces the IS0 
-2000 for images an 



STRUCTURE OF THIS BOOK 3 

I I I 

Section 1: Fundamental Concepts 

ecction 3: System Design 

- Section 2: Component Design 

Structure of the book 



2 6 3  and H.26L, explajns the concepts of the ZTU-T video coding 
63 and the emerging H.26L. The chapter ends with a comparison of 

sin image and video coding standards. 
imation and Compensation’, deals with the ‘front end’ of a video 

. The requirements and goals of motios~-c(~mpe~sated prediction are explained and 
ter discusses a number of practical approaches to motion estimation in software or 

Iiardware designs. 
Chapter 7, ‘Tr~nsforni Codin , concentrates mainly on tlic popular discrete cosine 

tr~iiisfor~i~ The theory behind the CT is introduced and practical a9gorilhS for calculallng 
the forward and inverse scribed. The discrete wavelet transform (an ~ncreasingly 
popular alternative to th nd the process of quant~sation (closely linked to tra~~sfQrni 
coding) are discussed. 

ntmpy Coding’, explains the statistical c o ~ ~ r e s s i o n  process that forms the 
final step in a video oder; shows bow Huffnim code tables are designed and used; 
introduces arithmetic ng; and describes practical entropy encoder and decoder designs. 

Chapter 9, ‘ke- a $1-processing’ . addresses the important issue of input and output 
processing; shovcs how pre-filtering can improve compression p e ~ ~ ~ r i ~ a n c e ~  and exarrGnes a 
number of post-lillering techniques, from simple de-blocking filters to c o ~ i ~ ~ ~ i t a t ~ o ~ ~ ~ ~ ~ ~ ~  

mplexity’, &scusses the relationships bet we^^ corn- 
utational complcxity in a ‘lossy’ video CBDEC; 

describes rate control ~ l ~ o r i ~ ~ m ~  for dif~ercnt transm 
~ m e r ~ i i ~ g  t~ChnkpeS of ~ a r i ~ b ~ c - ~ Q I ~ p ~ e x i t y  codi 
co~~ipura t~o~ia~  complexity against visiial quality. 

U€ Coded Video’, addresses the i ~ i ~ ~ e r ~ c ~  of ?he t r ~ ~ ~ m i 5 s i o ~ ~  
C design; discusses the quality of service r e q u ~ r e ~ ~  by a video 
cal transport sccnanos; and examines ways in which quality of 

service can be ‘matched’ between the C DEC and the rretwork to ~ i ~ x i I ~ ~ s c  visual quality. 
er 12, * ~ ~ a t f ~ ~ ~ s ~ ~  describes a Limber of altexnative latfmns for i ~ ~ ~ e ~ e n ~ i n g  
1 video CODECs, ranging from general-purpose PC p essm s LO c ~ s ~ ~ ~ ~ ~ - d e s ~ g i ~ e d  

h ~ ~ r ~ w a r e  platforms. 
C ~ a p ~ e r  13, ‘Video C DEC Design’, brings together a number of the themes d ~ ~ c i ~ s s e d  in 

preI1ious chapters and d w s e s  how they iriflaience ilie design of video CODECh; exmines 
the interfaces between a vi DEC and olher system comp~i~en~s ;  and presents two 
design studies, a software and a hardware CODEC. 

Chapter 14, ‘Future s’, summarises mile ofthe recent work in researcIi and 
e v ~ l ~ p ~ e n t  that will influence the next generation of video C 

Each chapter includes &ereiices to papers and websites that are relevant LO the topic. Thc 
i b ~ ~ ~ ~ ~ r a p h ~  lists a number of books that may be iiseftil for further reading and a c o ~ i ~ ~ ~ ~ o n  

web site to the book may be found at: 

http:Nwww.vcodex.coallvideocodeccdesign/ 



Digital video is now an integsal part of many aspects of business, education and entertain- 
ment, from digital TV to web-based video news. Before examining methods for CoI~ipressing 
and transporting digital video, it is necessary to establish the concepts and terminology 
relating to video in the digital domain. Digital video is visual information represented in 
a discrete form, suitablc for digilal electronic storage and/or traismission. In this chapter 
we describe and define the concept of digital video: cssentially a sampled two-dimensional 
(2-D) version oE a continuous three-dimensional (343) scene. Dealing with colour vidco 
requires us to choose a colour space (a system for representing colour) and we discuss two 
widely used colour spaces, RGB and YGi-Cb. The goal of a video coding sj’stein i s  to support 
video communications with an ‘acceptable’ visual quality: this depends on the viewer’s 
perception of visit& information, which in turn is governed by the behaviour of the human 
visual system. Measuring and quantify in^ visual quality is a difficult problem and we 
describe some alternative approaches, from time-consuming subjective tests to automatic 
objective tests (with varying degrees of accuracy). 

e 

A video image is a projection of a 3-D scene onto a 2-D plane (Figure 2.1). A 3- 
consisting of a number of objects each with depth, texture and illumination is projected onto 
a plane to form a 2-D representation of the scene. The 2-D representation contains varying 
texture and illumination but no depth information. A still image i s  a ‘snapshot’ of the 2-’h) 
representation at a particular instant in time whereas a video sequence rcpresents the scene 
over a period of time. 

A ‘real’ visual scene is continuous both spatially and temporally. In order to represent and 
process a visual scene digitally it is necessary to saiiiple the real scene spatially (typically on 
a rectangular grid in the video image plane) and temporally (typically as a series of ‘still’ 



-------- 

----- 
. I  Projection of 3-D scene onto a .ride0 image 

Spatial aud temporal satnpliiig 

images or frarneb sampled a1 regular intervals in time) as shown in Figure 2.2. Digital video 
is the representat~on of a spatio-teinpo~a~ly sampled video sccne in digital form. Each spado- 
temporal sample (described as a picture element or pixel) is ~ e p r e s e ~ i t ~ ~  digitally as OIIC or 
inore numbers chat describe the brightness (luminance) and colour of the sample. 

A digital video systein is showii in Figure 2.3. At the input to the system, a 'red' visual 
scene is captured, typically with a camera and converted to a sampled digital representation. 

Digital domain 

/- -------\ 

.3 Digital video system: capture, procesGng and display 



C ~ N C ~ ~ ~ ,  CAPTURE AND DISPTAY 7 

This digital video signal may then be h 
i n c ~ ~ d i ~ g  processing, storage and ~ r a n s ~ ~ s s ~ o i i .  At 
signd is displayed to a viewer by reprod~icirig the 
2-D display. 

ed in the digital domain in a nunlber of ways, 
output of the system, the digital video 
video irnage (or video sequence) on a 

Video is captured using a camera or a system of cameras. 
video, captured with a single camera. The came 

video scene onto a sensor, such as an array trf charge coup 
case of colo~ir image c each colour component (see Section 2.5) is filtered md 
p r o ~ ~ c ~ e d  onto a sepslral 

Figure 2.4 shows a two-camera system that captures two 2-2) projections of the scene, 
taken from different viewing angles. This provides a stereoscopic repr~sentation of the 
scene: the two images, when viewed in the left and right eye of the viewer, give an 

aractce of "depth' to the scene. There i s  m increasing interest in the use of 3-D digital 
, where the video signal i s  represe~ited and processed in three ~imeiisions. This ~ e q ~ i ~ r e s  

the capture system to provide depth i~for~iat ion as well as brightness and colour, and this 
may he obtained in a ~iu~nbes of ways. oscopic images can be processed to extract 
appr~xiI~ate  ~ ~ p t h  ~ n f ~ ~ a t ~ o n  and form a represen~a~i(~ii of the scene: other ine~hods of 
~b ta~n ing  depth i~~fornlation include processing of multiple images from a single canie~a 
(where either the camera OS the objects in the scene are nioving) 

ing' to obtain depth maps. In this book we will c o ~ c e n ~ ~ t e  on 
~ ~ n e r a t i ~ ~ g  a digital ~e~?r~sentation of a video scene can he considered in two stages: 

'sition (converting a projection of the scene into an electrical signal, for exaniple via a 
array) and d i g i ~ i s ~ ~ ~ ~ ~ n  (sampling the projection spatially and t e ~ p o ~ ~ l l y  and convest- 

ing each sample to a n u ~ b e ~  or set of numbers). Digitisation may be carried out  using a 
separate device or board (e.g. a video capture card in a PC): increasingly, the digitisaiion 
process is becoming integrated with cameras so that the output of a camera is a signal in 
sampled digital form. 

A digital image may be generated by sampling an aiialogue video signal (i.e. a varying 
electrical signal that  presents a video image) at regular intervals. The result is a sampled 

Stereoscopic camera system 



Figure 2.5 Spatial sampling (square grid) 

version of the image: the sampled image is only defined at a series of regularly spaced 
sampling points. The most common format for a sampled image is a rectangle (often with 
width larger than height) with the sampling points positioned on a square grid (Figure 2.5). 
The visual quality of the image is influenced by the number of sampling points, More 
sampling points (a higher sampling resolution) give a ‘finer’ re~resentation of the image: 
however, more sampling poiiits require higher storage capacity. Table 2.1 lists some 
cominoiily used image resolutions and gives an approximately equivdent analogue video 
quality: VHS video, broadcast TV and high-definition TV. 

A moving video image is formed by scampling the video vignal temporally, taking a 
rectangular ‘snapshot’ of the signal at periodic time intervals. Playing back ihe series of 
frames produces the illusion of motion. A higher temporal sampling rate @ame rate) gives a 
‘smoother’ appearance to motion in the video scene but requires more samples to be 
captured and stored (see Table 2.2). Frame rates below 10 frames per second are sometimes 

Table 2.1 Typical video image resolutions 

Jiiiage resolution Number of sampling points Analogue video ‘equivalent‘ 

352 x 288 101 376 VHS video 
704 x 576 405 504 Broadcasl television 

1440 x 1152 1313 280 ~ i ~ h - ~ e ~ n i ~ i o n  television 

2 Video frame rate% 

Video frame rate Appearance -- 
Below 10 frames pcr second 
10-20 frames per second 
20-30 frames per second 
50-60 frames per second 

‘Jerky’, unnatural appearance to movement 
Slow movemcnts appear OK. rapid movement is clearly ‘jerky’ 
Movement is reasonably smooth 
Movement i s  very smooth 

e__ 



CONCEPTS, CAPTURE AND DISPLAY 

I I 
Complete frame 

uscd for very low bit-ratc video c ~ ~ ~ ~ ~ i ~ ~ L ~ n i c a ~ o I i s  (bemuse the ainorrnt OF data is relatively 
small): however, ~ o ~ i o 1 ~  is clemly je 
er secovrd i s  more typical for I 

second js standard far televisio 

and unnatur~~~ ai thih rate. 
t-rate video c o n i ~ ~ u ~ i c a t ~  

(together with the use of ter'iacing, see below); 50 
r Iii~h-~LiaIity video (at e x l ~ e ~ s e  of a very Ixgh 

The visual appeamnce of a tetmrgaordly sampled video sequence can he improved by using 
y used for ~ ~ ~ ) a ~ c ~ s t - q r r a ~ i t y  ~ e ~ e v ~ s ~ o i i  signals. Fox c x ~ ~ ~ l e ,  the 
ard operates at a brnporal frame ratc of 25 Hz (Le. 25 COI 

er. in order CO improve the vimd ~ i ~ p e a ~ ~ ~ ~ c ~  without 
ence i s  composed offields at a rate of 50 
the lines that make up a complete frame 

the odd- and e v ~ ~ - ~ u i ~ b ~ ~ e d  lines from the frame on the left are pluccd in 
i ~ ~ a i ~ ~ ~ ~ ~ ~  half the ~ ~ f o r m a ~ ~ o n  of a cornpkte franc. These fields 
at ll50th of a second intervals and the result is an update rate o 

the data rate of a signal ;at 25 Hz. Video that i s  captured and displayed in this way is krrowri 
as interlaced video and geri~~ally has a more p l e a ~ i n ~  visual a p ~ e a r a ~ ~ e  than: video 
~ r a ~ ~ ~ i t ~ ~ d  as complete frames ~ ~ ~ i ~ - ~ ~ t e r ~ a ~ e ~  or progressive video). ~ n ~ e r ~ a ~ e ~  video 
c'm, however, produce ~i~ipleasant visual artefacts iyhen displaying certain textures or types 
of moti 011. 

Displaying a 2-D video signal involves recreating cnch Erame of vicfeo on a 3-D d ~ s ~ i a y  
device. The most c o r I i ~ ~ ~ r ~  type ol display is the cathode ray tube (CRT) in w h ~ ~ h  rhe image 



DlClTAL VIDEO 

Phosphor coating 

i s  ~ o r i ~ e ~  by scanning a r n o ~ u ~ a t ~ ~  be‘m of electrons across a ph(~~p1i~~resce~~t  screen ( ~ i ~ u r e  
e and reasombtbly cheap to produce. However, B CRT sclffers 

rovide a ~ ~ ~ ~ ~ i e n t l y  long path for the e lec~on bemi 
nt’ the vacuum tube. Liquid crystal 

becoming a popular alternative to the CKF for computer app~icatjo1~~ 
other alter~ia~ives such as flat-panel plasma displays are b e ~ i I ~ n i n ~  to emerge b 

~~~e (‘grey scale’) video image may be re r e s e n ~ e ~  using just one nuin 
~ ~ o - t ~ ~ ~ ~ p o r a ~  sample. 
iti on: cnnv enti cmally 

s number indicates che ~ ~ ~ ~ I i ~ i ~ s s  or lurnin 
larger number in~icates a b ~ i ~ h t e r  sani 

n bits, then a value of 0 Inay represent black and 

s a ~ ~ p ~ e  for ‘ g ~ ~ e ~ a ~ - p u ~ p o s e  

ce of each sample 

ions (such as digihing of X-ray slides), 

systems for ~ e p r e s e n t ~ 1 ~ ~  colour, each of which is known as a colour space. 
trate colour spaces for digital irnagc and 
tion: ( r e ~ g r e e ~ / ~ l u e )  and b ( l u r n i n ~ i ~ e / r ~ ~  c ~ o ~ n ~ ~ ~ ~ e / b l ~ e  

~ ~ e s e n t ~ n ~  ~ 0 1 0 ~ ~ .  rcquires multiple f l ~ b e ~ s  per sample. There are several ~ ~ ~ e ~ ~ ~ a ~ v ~  

n two of the most CO 
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In the s e ~ g r e e ~ b l ~ i e  colour space, each pixd is represented by three numbers indicating the 
relative proportkms of red, green and blue. These are the three additive primary colours of 
light: any colour may be reproduced by combining varying proportions of red, green and 

ecause the three coniponents have roughly equal importance to the final colour, 
GB systems usually represent each component with the same precision (and hence the 

same number of bits). Using El bits per component is quite common: 3 x 8 = 24 bits are 
required to represent each pixel. Figure 2.8 shows an image (originally colour, but displayed 
here in monochrome!) and the brightness 'maps' of each of its three colour components. The 
gir1.s cap i s  a bright pink colour: this appears bright in the red component and slightly less 
bright in the blue component. 

Fi (a) Linage, (b) R, (c) 6, (d) B components 
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cienr represen~a~ion o f  colour. The liiainan visu 
ection 2.4) is less sensitive to colo 
our space clocs not provide at] easy 

an to lurminance ~ b ~ ~ ~ h ~ ~ e s s ) :  however, 
to take a d ~ a ~ t a ~ e  of chis since the three 

colours arc e ~ u a ~ ~ ~  ~ n ~ ~ o i ~ a ~ i t  and the ~ u n i i n a ~ ~ e  is present in all three colour c o ~ i i ~ o i ~ e ~ ~ s .  It 
o represent a colour image inore efficiently by s ~ ~ a ~ a t i n ~  the luriiinaiicc from the 

A ~ ~ p ~ ~ a r  CQ~OIK space of this type is V: Cr. Cb. 
n i ~ ~ n o ~ ~ r o ~ e  version of the colour image. V is a weighted average of 
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where k are weighting Factors. The colour information can be rcpresented as rolnur 
d@erePzce or ehrominume components, where each chrominance component is the differ- 

, G or B and the luminance Y 

C r = R - Y  

C b z B - Y  

C g = G - Y  

The complete description is given by Y (the luminance component) and three colour 
differences Cr, Cb and Cg that represent the ‘variation’ between the colour intensity and the 
‘background’ luminance of the image. 

So far, this representation has little obvious merit: we now have four components rather 
than three. IFiOwever, ir turns out that the value of Cr + Cb + Cg is a conslant. This means that 
only two of the three chrominance components need to be transmitted: the third co~ponent  
can always be found from the other two. In the Y: Cr : Cb space, only the luminance (Y) and 
red and blue chrominance (er, Cb) are transmitted. Figure 2.9 shows the effect of this 
operation on the colour image. The two chrominance components only have sigriificant 
values where there is a significant ‘preseuce’ or ‘absence’ of the appropriate colour (for 
example, the pink hat appears as an area of relative brightness in the red chro~~inance). 

image into the Y: Cr : Cb colour space and vice 
versa are given in Equaticms 2.1 and 2.2. Note that G can be extracted from the Y: Cr : Cb 
representation by subtracting Cr and Cb (iom Y. 

The equations for converting an RG 

Y 0.299 R + 0.587 G -t 0.1 14 l3 

Cr = 0.71 3 (R - U) 

= Y + 1.402Cr 

G = Y - 0.344Cb - 0.714Cr 

= Y + 1.772Ch 

The key advantage of Y:Cr:Cb over RGB is that the Cr and Cb components may be 
represented with a lower resolution than Y because the HVS is less sensitive to colour than 
luminance. This reduces the amount of data required to represent the chrominance 
components without having an obvious effect on visual quality: to the casual observer, 
there is no apparent difference between an GB image and a Y : Cr : Ch image with reduced 
chrominance resolution. 

Figurc 2.10 shows three popular ‘patterns’ for sub-sampling Cr and Cb. 4 : 4 : 4 means that 
the thee components (U: Cr : Cb) have the same resolution and hence a sample of each 
coniponeiit exists at every pixel position. (The numbers indicate the relative sanipling rate of 
each component in the horizontal direction, i.e. for every 4 luminance samples there are 4 Cr 
and 4Cb samples.) 4 : 4 : 4  sampling preserves the full fidelity of the chrominance 
components. In 4 : 2 : 2 sampling, the clxominance components have the same vertical 
resolution but half the horizontal resolution (the numbers indicate that for eveiy 4 ~u~ninaI~ce 
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(a) Luininaiicc, (h) Cr, (c) Cb comporients 

samples in Ihe horizontal direction there are 2 Cr and 2 Cb samples) and the locations of llie 
samples illre shown in thc figure. 4 : 2 : 2 video is used for high-qi~ality colour- reprod~iction. 

4 : 2 : 0 mems that Cr and Cb each have balf the horizontal and vertical resolution of U, as 
bhown. The term ‘4 : 2 ; 0’ i s  rather confusing: the numbers do not actually have a sensible 
interpretation and appear to have been chosen historically as a ‘code’ to idcntify this 
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0 0 0 0 

0 0 0 0 0 0  

0 0 O O O C )  

4:4:4 4:2:2 4:2:0 

0 Y sample 
Cr sample 

Cb sample 

Chrominance subsampling patteins 

particular sampling pattern. 4 : 2 : 0 sampling is popular in 'mass market' digital video 
applications such as video conferencing, digital television and DVD storage. 
colour differ~~ice cornponelit contains a quarter of the samples of the Y conip 
video requires exactly half as many samples as 4 : 4 : 4 (or K : G : 

Image resolution: 720 x 576 pixels 
Y resolution: 720 x 576 samples, each represented with 8 bits 

4 : 4 : 4 Cr. Cb resolution: 720 x 576 samples, each 8 bits 
Total nniiiber of bits: 720 x 576 x 8 x 3 = 9 953 280 bits 

4 : 2 : 0 Cr, Cb resolution: 360 x 288 samples, each 8 bits 
Total number of bits: (720 x 576 x 8) -I- (360 x 288 x 8 x 2 )  == 4 976 640 bits 

The 4 : 2 : 0 version requires half as many bits as the 4 : 4 : 4 version 

To further confuse things, 4 : 2 1 0 sampling i s  sometimes described as ' I2 bits per pixel'. The 
reason for this cm be illustrated by examining a group of 4 pixels (Figure 2.1 I).  The left- 
hand diagram shows 4 : 4 : 4 sampling: a total of 12 samples are required, 4 each of Y. Cr and 
Ch, requiring B total of 12 x 8 = 96 bits, i.e. an average of 9614 = 24 bits per pixel. The 
right-hand diagram shows 4 : 2 : 0 sampling: 6 samples are required, 4 Y and one each of Gr, 
Cb, requiring a total o f  6 x 8 = 48 bits, i.e. an average of 4814 = 12 bits per pixel. 

0 

0 0  
1 4 pixels: 24 and 12 bpp 
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brain 

F i ~ ~ ~ ~  2.12 HVS components 

A critical design goal for a digital video system is that the visual iiiiages produced by the 
system should be ‘pleasing’ to the viewer. In order to achieve this goal it is necessary to take 
into account the response of the human visual 8ystem (HVS). The HVS is che ‘system’ by 
which a human observer views, interprets and responds to visual stimuli. The main 
components of the HVS are shown in Figure 2.12: 

Eye: The irnage is focused by the lens onto the photodetecting area of the eye, the retina. 
Focusing and object tracking are achieved by the eye muscles and the iris controls the 
aperture of the lens and hence the mount of light entering the eye. 

Retina: The retina consists of an array of cones- (photoreceptors sensitive to colour at 
high light levels) and rods (photoreceptors sensitive to luminance at low light levels). The 
morc sensitive cones are concentrated in a central region (the fovea) which means that 
high-resolution colour vision is only achieved over a small area at the centre of the field 
of view. 

Optic nerve: This carries electrical signals from the retina to the brain. 

Brain: The liuwdn brain processes and interprets visual i i ~ ~ o ~ a ~ i o n ~  based partly on the 
received inforniation (the image detected by the retina) and partly on prior learned 
responses (sucli as known object shapes). 

The operation of the VS is a large and complex area of study. Some of the important 
features of the NVS that have implications for digital video system design are listed in 
Table 2.3. 

In order to speci€y, evaluate and compare video coinmunication system it is necessary to 
determine the qztality of the video images displayed to the viewer. easur~~ig visual quality 
is a difficult and often imprecise art because there arc so marry factors that can influence the 
results. Visual quality is inherently subjecfive and is therefore influeiiced by inany subjective 
factors thar can make it difficult to obtain a completely accurate measure of quality. 
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,3 Features 13 the FlVS - 
Feature 

The HVS i s  inore sen5itive i o  luminance detail 

Implication for digital video qy5tcms 
l _ _ - . l _ l ~ l l  

Colour (01 chrommance) resolution tnay be 
reduced without significantly affecting 
image quality 

Large changes in luminance (c,g. edges i n  
an imagc) are particularly important 10 
the appearance of the image 

It may be possible to cornprms imagcs by 
discarding honie of the less important 
highcr frequencies (however, edge 
information should bc preserved) 

than to colour dciail 

The FEVS i s  more sensitive to high contrast 
(i.e. large &fference\ in  luminance) than 
low contrast 

The W S  is more sensitivc to low spatial 
frequencies (i.e. changes in luminance 
that occur over a large area) than high 
spatial frequencies {rapid changes that 
occur h a S l l l d ~  area) 

that persist for a long duration 
The illusion of ‘sniooth’ motion can be achieved 

by presenting a series o f  images at a rate of 
20-30 H L  or more 

individual 

VS is more sensitive to image katuve5 It I:, important to minmise temporally penistent 

Video systems should aim for frame repetition 
disturbances or artefacla in an image 

rates of 20 Hz or more for ‘natural’ 
moving video 

the quality of a video system 
HVS responses vary from individual to Multiple observers should be used to assess 

~easL~ring visual quality u\ing objertive criteria gives accurate, repeatable results, but as yet 
there are no objective measurement systems that will completely reproduce the subjective 
experience of a hunian observer watching a video display. 

~t procedures for subjective quality evaluation are defined in ZTU- 
500-10.’ One of the 
quality scale (DSC 

t popular of these quality measures is the 
method. An assessor is presented with a p 

short video sequenccs A and B, one after the other, arid is asked to give A an 
marking on a continuous line with five intervals. Figure 2.13 shows an exam 
form on which the assessor grades each sequence. 

In a typical te ’on, the assessor is shown a series of sequence pairs and is asked to 
grade each pair. each pair of sequences, one is an unimpaired ‘reference’ sequence 
and the other is the same sequence, modified by a system or process under test. A typical 
example from the evaluation of video coding systems is shown in Figure 2.14: th 
sequence is compared with the same sequence, encoded and decoded using a video 

The order of the two sequences, original and ‘iimpaiued’, is raiidomised during the test 
session SQ that the assessor does not know which is the original and which i s  the impaired 
sequence. This helps prevent the assessor from prejudging the impaired seqnence compared 
with the refereiice sequence. At the end of the session, the scores are converted to a 
normalised range and the result is a score (sometimes described as a ‘mean opinion score’) 
that indicates the relutive quality of the impaired and reference sequences. 
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Source video 
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I 

Test 1 lest 2 Test 3 

A B  A B  A B  

Excellent 

Good 

Fair 

Poor 

Bad 

Figure 2.13 DSCQS rating form 

The DSCQ§ lest i s  generally accepted as a realistic measure of subjective visual quality. 
However, it suffers from practical problems. The results can vary significantly, depending on 
the assessor and also on the video sequence under test. This variation can be compensated 
for by repeating the test with several sequences and scveral assessors. An ‘expert’ assessor 
(e.g. one who i s  f d l i a r  with the nature of video compression distortions or ‘artefacts9) may 
give a hiased score and it is preferable to use ‘non-expert’ assessors. In practice this means 
that a large pool of assessors i s  required because a non-expert assessor will quickly l e m  to 
recognise characteristic artefacts in the video sequences. These factors make it expensive 
and time-consuming to carry out the DSCQS tests thoroughly. 

A second problem is that this test is only really suitable for short sequences of video. It has 
been shown2 thnt the ‘recency effect’ nieans that the viewer’s opinion i s  heavily biased 
towards the last few seconds of a video sequence: the quality of this last section will strongly 
influence the viewer’s rating for the whole of a longer sequence. Subjective tests are also 
i n ~ ~ e n c e d  by the viewing conditions: a test carried out in a comfortable, relaxed environ- 
ment will earn a higher ratjng than the same test carried out in a less comfortable setting. 

sequence I 
Video 

encoder 

Figure 2.1 DSCQS tcsting system 
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ec 

ecause of the problems of subjective measurement, developers of digital video systems rely 
heavily on objective measures of visual quality. Objective measures have not yet replaced 
subjective testing: however, they are considerably easier to apply and are particularly useful 
during development and for comparison purposes. 

Probably the most widely used ective measure i s  peak signal to noise ratio (PS 
calculated using Equation 2.3. RS s measured on a logarithmic scale and is based on the 
mean squared error (MSE) between an original and an impaired image or video frame, 
relative to (2“ - 1)’ (the square of the highest possible signal value in the image). 

(2” - 1jz 
MSE 

can be calculated very easily and is therefore a very popular quality measure. It i s  
used as a method of comparing the ‘quality’ of compressed and decompressed video 

images. Figure 2.15 shows some examples: the first image (a) is the original and (b), (c) and 
(d) are compressed and decompressed versions o f  the original image. The propessively 
poorer image quality is reflected by a c o ~ e s ~ o n d i ~ g  drop in PSNR. 

‘unimpaired’ original image for comparison: this may not be available in every case and it 
may not be easy to verify that an ‘original’ image has perfect fidelity. A more important 
limitation is that PSNR does not correlate well with subjective video quality measures such 

The PSNR measure suffers from a number of limitations, however, PSM 

iven image or image sequence, high PSNR indicates relatively 
indicates relatively low quality. However, a particular value of P 

does not necessarily equate to an ‘absolute’ subjective quality. For example, Figure 2.16 
shows two impaired versi the original image from Figure 2.15. Image (a) (with a 
b ~ u ~ ~ d  ~ a c k g r o ~ ~ d )  has a of 32.7 dB, whereas image (b) (with a blurred rore~ound) 

ost viewers would rate ininge (b) as significantly poorer 
measure simply counts the mean squared pixel errors and 
d as ‘better’ than image (a). This example sl-rows that by this method image ( 

PSNR ratings do not necessarily ctmelate with ‘true’ subjective quality. 

more sophisticated objective test that closely approaches subjective test results. 
different approaches have been proposed,3-’s but none of these has emerged as clear 
alternatives to subjective tests. With improvements in objective quality medsur~nient, 
however, some interesting applications become possible, such as proposals for ‘constant- 

500- 10 (and more recently, P.910) describe standard methods for subjective 
quality evaluation: however, as yet there is no standardiwd, accurate system for objective 
(’automatic’) quality measurement that is suitable for digilall y coded video. In recogni- 
tion of this, the ITU-T Video Quality Experts Group (VQEG) arc developing a standard 
for objective video quality evaluation7. me first step in tiiis process was to  test and com- 
pare potential models for objective evaluation. In March 2000, VQEG reported on the first 
round of tests in which 1 0  competing systems were tested under identical conditions. 

Because of these problems, there has been a lot of work in recent years to try to dev 

o coding6 (see Chapter 10, ‘Rate Control’). 
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5 PSNR examples: (a) original; (b) 33.2 dB; (c) 31.8 dB; (d) 26.5 dB 
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n re 2.16 (a) Inipaimieiit 1 (32.7 dB); (b) impairment 2 (37.5 d 



STANDAKDS FOR R ~ P R ~ S ~ ~ ~  DIGITAL VIDEO 23 

Fields per second 60 5 0 
Lines per complete frame 525 625 

Bits per mnple 8 x 

Active lines per frame 480 576 
Active samples per line (U) 720 720 

Luminance samples per line 858 864 
Chroniinance samples per line 429 432 

Total bit rate 21GMbps 316Mbps 

Active wnples per line (Cr. Cb) 360 360 

~nfortunatel~,  none of the 10 proposals was considered suitable for stand~disat~on. The 
problem OS accurate objective yuality rneasurenient is therefore likely to remain for some 
time to come. 

measure is widely used as an approximate objective measure for visual quality 
and so we will use this measure for quality coiiiparison in this book. However, it is worth 
rememl~ering the limitations of PSNR when compaiiiig different systenis and techniques. 

for ciigitally coding video signals for lclevision production is ITU- 
601-5“ (the lcnn ‘coding’ in this context means conversion to digital 

compression). ‘The luminance component of the video signal i s  
the chrominmce at 6.75 MHz to produce a 4 : 2 : 2 Y : e r  : Cb 

ameters of the sampled digital signal depend on the video frame 
nd are shown in Table 2.4. It can be seen that the higher 30 

Frame rate is compensated for by a lower spatial resolution so that the total bit rate is the 
same in each case (21 6 Mbps). The actual area shown on thc display, the acfive area, is 
smaller than the totd hecause it excludes horizmtal and vertical blanking intervals that exist 
‘outside’ the edges o i  the frame. Eaci sample has a possible range of 0-255: however. levels 
of 0 aid 255 are reserved for synchronisation. The active lunrinance signal i s  restricted to a 
range of 16 (black) to 235 (white). 

For video codiiig applications, video is often converted to one of R nuniber of 
‘intermediate formats’ prior to cornpression and transmission. A set of popular frame 
resolutions is based around the common intermediate format, CIF, in which each frame has a 

Re~om~enda t i  
format and does 

Fomat Luminance resolution (horiz. x vert.) 

st1b-QC1F 
Quarter CIF (QCIF) 
CIF 
4CIF 

128 x 96 
176 x 144 
352 x 288 
704 x 576 
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4CIF 704 x 576 

CIF 352 x 288 

QClF 176 x 144 

_I 

igure 2.1’3 Intermediate formats (illustration) 

resolution of 352 x 288 pixels. The resolutions of these formats are listed in Ttihlc 2.5 and 
their relative d i~ens io~is  are illustrated in Figure 2.17. 

The last decade has seen a rapid increase in applications for digital video technology and 
new, i n n o ~ ~ t ~ ~ ~ e  applicat~oi~~ continue to emerge. A small selection is listed here: 

Home video: Video camera recorders for professional atid home use are increasingly 
moving away from analogue tape to digital media (including digital storage on tape and on 
solid-state media). Affordable DVD video recorders will soon be available for the home. 

Video sfomge: A variety of digikl formats are now used for storing video on disk, tape 
and coinpact disk or DVD for business and home use, both in c~)mpressed and 
uncompressed form. 

Video conjkrencing: One of the earliest applications for video compression, video 
conferencing facilitates meetings between p ~ t i ~ ~ p a n t ~  in two or inore separate locations. 

Video teleplzorzy: Often used interchangeably with video conferencing, this usually 
means a face-to-face discussion between two parties via a video ‘link’. 

Remote learning: There i s  an increasing interest in the provision of computer-based 
learning to s u p ~ ~ e m e i ~ ~  01- replace traditional ‘Pax-to-face’ teaching and learn ill^. Digital 
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video i s  seen as an important component of this in the form of stored video material and 
video conferencing. 

Remote mei.licirze: Medical support provided at a distance, or ‘telemcdicine’, is another 
potential growth area where digital video and images may be used together with other 
~ ~ ( ~ n i t o ~ n g  techniques to provide medical advice at a distance. 

T‘kvision: Digital television is now widely available and many countries have a t h e -  
table for ‘switching off” the existing analogue television service. Digital TV is one of the 
most important mass-market applications for video coding and compression. 

Video procluction: Fully digital video storage, editing aiid production have been widely used in 
television studios for inany years. The requirement for high image tidelity often mealis 
that the popular ‘lossy’ compression methods described in this book are not an option. 

Gunzes and erifer~~~in~ien~: The potential for ‘real’ video imagery in the computer gaining 
market is just beginning to be realised with the convergence of 3-D graphics and ‘natural’ 
video. 

.1 

~ e v e ~ o p e r ~  are targeting an increasing range of platforms to run the ever-expanditi~ list of 
digital video applications. 

~ e ~ i ~ ~ i ~ e ~  ~ ? l ~ t ~ o r ~ ~ s  are designcd to suppost a speciiic video application and no other. 
Examples include digiral video cameras. dedicated video conferencing systems, digital TV 
set-top boxes and DVD players. hi the early days, the high processing deimnds of digital 
video meant that dedicated platforms were the only practical design solution. 
platforms will continue to be important for low-cost, mass-market syrtem 
increasingly being replaced by more flexible solutions. 

The PC has emerged as a key platform for digital video. A continital. increase in PC 
processing capabilities (aided by hardware enhancements for media applications such as the 

instructions) means that it is now possible to support a wide range of video 
applications from video editing to real-time video con€erencing. 

~~~e~~~~ pla~fuforms are an important new market for digital video techniques. For 
example, the personal communications market is now huge, driven mainly by users of 
mobile felephoiies. Video services for mobile devices (running on low-cost embedded 
processors) itre seen as a major potential growth area. This type of platform poses many 
challenges for application developers due to the limited processing power, relatively poor 
wireless comm~nicatioti~ cliannel and the requirement to keep equipment and usage costs to 
a mlnimum. 

Sampling of an analogue video signal, both spatially and temporally, produces a digital 
video signal. Representing a colour scene requires at least three separate ‘coinponents’ : 
popular colour ‘spaces’ include red/green/blue and Y/Cr/Cb (which has the advantage that 
the chroininance may be subsampled to reduce the i n r o ~ a t i o n  rate without s i ~ n i ~ ~ a n t  loss 
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of quality). The human observer’s response to visual i n ~ o ~ a t i o n  affects the way we perceive 
video quality and this is notoriously difficult to quantify accurately. Subjective tests 
(involving ‘real’ observers) are time-consriming and expensive to run; objective tests range 
from the simplistic (but widely used) PSNR measure to complex models of the human visual 
system. 

The digital video applications listed above have been made possible by the development 
of con~p~ess~on or coding technology. In the next chapter we introduce the basic concepts of 
video m d  image compression. 

1. ~ecominei~dation ITIJ-T BT.500-10, ‘Methodology for the subjective assessment of the quality of 
televiwn pictures’, ITU-T, 2000. 

2. R Aldridge, J. Dawdoff, M. Ghanbari, D. Hands and D. Pearson, ‘Subjective assesrment of time- 
varying coding distortions’, Proc. PCS96, Melbourne, March 1996. 

3. C. J. van den Branden Lambrecht and 0. Verscheure, ’Perceptual quality meawre using a spatio- 
temporal model of the Fluman Visuiil System’, Digztal Bdeo Uoniprei rcon Algorithnzs and Tcch- 
iiol(y$ey, Pmc. SHE,  Vol. 2668, San Jose, 1996. 

4. IT. Wtt, Z. YLI, S. Winkler and T Chen, ‘Impairment rnetrics for ~ C / ~ P ~ ~ ~ - ~  encoded digital 
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~ e p r e s e n t ~ ~ ~ g  video material in a digital form requires a large number of bits. The volume of 
data generated by digitising a video signal i s  too large for most storage and ~~ansmission 
sysiems (despitc the contitiual increase in storage capaciky and transmission ‘balldwidth’). 
This means that compression is essential for most digital video applications. 

The ITU-R 601 standard (described in Chapter 2) describes a digital fonnat for video that 
is roughly equivalent to analogue television, in terms of spatid resolution and frame rate. 
One channel ctf ITU-R 601 television, broadcast in uncompressed digital form, requires a 
trmsmission bit rate of 216Mbps. At this bit rate, a 4.7Gbyte DVD could store just 
87 seconds of uncompressed video. 

Table 3.1 shows the uncompressed bit rates of several popular video formats. Froin this 
table it caii be seen that even Q C F  at 15 frames per second (i.e. relatively low-quality video. 
suitable for video telephony) requires 4.6 Mbps for tranmission or storage. Table 3.2 lists 
typical capacities of popular storagc media and transmission networks. 

There is a clear gap between the high bit rates demanded by uncompressed video and the 
available capacity of current networks and storage media. The purpose of video compression 
(video coding) is to fill this gap. A video compression system aims to reduce the amount of 
data required to store or transmit video whilst maintaining an ‘acceptable’ level of video 
quality. Most of the practical systems and standards for video compression are ‘lossy’, i.e. 
the volume of data is reduced (compressed) at the expense of a loss of visual quality, The 
quality loss depends on many factors, but in general, higher compression results in a greater 
loss of quality. 

The following statement (or something similar) has been made many times ovcr the 20-year 
history o f  image and video compression: ‘Video compression will become redundant very 
soon, once transmission arid storage capacities have increased to a suffcient level to cope 
with uncompressed video.’ It is true that both storagc and transmission capacities continue to 
increase. However, an efficient and well-designed video compression system gives very 
significant performance advantages for visual covnmunications at both low and high 
transmission bandwidths. At low bandwidths, compression enables applications that would 
not otherwise be possible, such as basic-quality video telephony over a standard telephone 



.I Uncompressed bit rates 
~ ____ 

Luminance Chroniinance Frarries per Bits per second 
Foimat resolution resolution second ~ u n e o m ~ r e ~ s e ~ ~  

ITU-R 001 8% Y 525 429 x 525 30 2 I6 Mbps 
CIF 352 x 288 176 x 144 30 36.5 Mbps 

88 x 72 15 4.6 Mbps QCIP 176 x 144 
asl 

ble 3.2 Typical transinissioiil storage capacities 

Media I network CaDllcitv 

Ethernet LAN (10 Mbps) 
ADSI, 
LSIIW-2 

- _ _ _ -  
M ~ x .  10 Mbp\ I TypICd 1-2 Mbps 
Typical 1-2 Mbps (downstream) 
128 kbps 

V.90 modem 
DVD-5 4.7 Cbytes 
CD-ROM 640 Mbytes 

56 khps downstream / 33 kbps upstream 

h bandwidths, compression caii support a much higher visual quality. For 
can store approximately 2 hours of imcoiiipressed Q C F  video (at 

frames per second) or 2 hours of conipressecl ITU-R 601 video (at 30 frames per second). 
ost users would prefer to see ‘telcvision-qua~ity’ video with smooth. motion rather than 

‘postage-stamp’ video with jerky motion. 
Video compression and video CODECs will therefore remain a vital part of  the emerg- 

ing ~ n u l t i m e ~ a  industry for the foreseeable future, allowing designers to make the most 
efficient use of available transmission or storage capacity. In this chaprer we introduce lhe 
basic components of an image or video compression system. We begin by defining the 
concept of an image or video encoder (compressor) and decoder (deco~pr~ssor).  We tbcn 
describe the main functional blocks of an image encoder/decoder (CODEC) and a video 

InTornnPrion-carrying signals may be compressed, i.e. converted to a representation or fonn 
that requires fewer bits than the original (uncompressc~) signal. A device or program that 
compresses a signal is an encoder and a device or program that decoinpresses a signal i s  a 
dec(i&r. An e r ~ ~ ~ d e r / ~ ~ ~ o d e r  pair is a CODEC. 

Figure 3.1 shows a typical example of a CODEC as part of  a com~~unic~t ion  system. The 
origiual {uncompr~s~ed) information is encoded (compressed): this is source roding. The 
source coded signal is thcn encoded further to add error protection (channel codi’ing) prior to 
transmission over a claunnel. At the receiver, a clinntie1 decoder detects anllldJor corrects 
transmiss~on errors and a source decoder decompresses the signal. The deco~iipres§ed signal 
may be identical to the original signal (lossless coniprees.rion) or it may be distorted or 
degraded in some way (lossy compressiori). 
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Decoded 
signal 

Original 
signal 

i g ~ r e  3.1 Source coder, channel coder, channel 

General-purpose compression CEIDECs are available that are designed to encode and 
compress data containing stutistical redundancy. An i n f o ~ a t i ~ n " c a i ~ i n ~  signal usually 
contains redundancy, which means that it may (in theory) be represented in a more compact 
way. For example, characters within a lext file occur with varying frequencies: in English, 
the letters E, T and A occur more often than the letters Q, Z and X. This makes it possible to 
compress a text file by representing frequently occurring characters with short codes and 
infrequently occurring characters with longer codes (this principle is used in ~ u ~ a n  coding, 
described in Chapter 8). Compression i s  achieved by reducing the statistical re~Lindancy in 
the text file. This type of general-purpose CODEC is known as an entropy CODEC. 

Photographic images and sequences of video frames are not amenable to compression 
using general-purpose ~ O D ~ ~ s .  Their contents (pixel values) tend to be highly correlated, 
i.e. neighbouring pi xels have similar values, whereas an entropy encoder performs best wit11 
data values that have a certain degree of independence (decorrelated data). Figure 3.2 
illuserates the poor performance of a general-purpose entropy encoder with image data. 
The original image (a) is compressed and decompressed using a ZJP program to prodiice 

Figure 3 2  (a) Qrigiiial image; (b) ZIP encoded 
and decoded; (c) JPEG encoded and dccoded 
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e 3.3 Image or video CODEC 

image (b). This is identical to the original (lossless cornpression), but the compressed file is 
only 92% of the size of the original, i.e. there is very little compression. h a g e  (c) is 
obtained by comprcssing and decompressing the original using the JPEG compression 
method. The compressed version is less than a quarter of the size of the original (over 
4 x compression) and the decompressed iniage looks almost identical to the original. (It is in 
fact slightly ‘degraded’ due to the lossy compression process.) 

ln this example, the JPEG method achieved good comprcssion ~erforinance by appl y~ng a 
source model to the image before compression. The source model attempts to exploit the 
properties of video or image data and to represent it in a form that can readily be compressed 
by CUI entropy encoder. Figure 3.3 shows the basic design of an image or video CO 
consisting of a source model and an entropy encoder/decoder. 

Images and video signals have a number of properties that rnay be exploited by source 
models. ~ e i g h b o u ~ i i i ~  samples (pixels) within an image or a video frame tend to be highly 
correkzted and so there is significant spatial redundancy. Neighbouring regions within 
successive video frames also tend to be highly correlated (temporal redundancy). As well 
as these ~ ~ a t i ~ t i c a ~  properties (statistical redund~cy) ,  a source model may take ~ ~ v a ~ t a ~ e  of 
subjec‘tiw redundancy, exploiting the sensitivity of the huinan visual system to various 
c h ~ ~ c ~ e r i s ~ i c ~  OS imagcs and video. For example, the HVS is much more sensitive to low 
frequencies than to high ones and so it i s  possible to compress an image by eliminating 
cerlain high-frequency components. Image (c) in Figure 3.2 was compressed by discarding 
certain sL~bjectively redundant components of the information: the decoded image is not 
identical to the original but the infonnation loss is not obvious to the hurnain viewer. 
Examples of image and video source models include the Following: 

Each sample or pixel is predicted from one or more previously transmitted samples. The 
simplext prediction is formed from the previous pixel (pixel A in Figure 3.4). A more 
accurate prediction can be obtained using a weighted average of iieighbousing pixels (for 
example, A, B and C in Figure 3.4). ‘The actual pixel value X is subtracted from the 
prediction and the di€fercnce (the prediction error) is transmitted to the receiver. The 
prediction error will typically be small due to spatial correlation, and compression can 
he achieved by repres~iitin~ cominon, small prediction enors with short binary codes and 
larger, less conitnon errors with longer codes. Furlher compression inay be achieved by 
qumtising the prediction error and reducing its precision: this is lossy compression as it 
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...... ..-, 
I %  , ,  

........ ~ 

1 Previous line of transmitted pixels 
I >  , ,  ________..-..___. -.6 

Current line of pixels 

Pixel to be predicted 

Figure 3.4 DPCM 

becomes inipossible to exactly reproduce the original values at the decoder. DPCM may be 
applied spatially (using adjacent pixels in tlic same frame) aiidlor temporally (using adjacent 
pixels in a previous frame to form the prediction) and gives modes1 compr~ssion with low 
complexity. 

The image samples are transformed in to another domain (or representation) and are 
represented by trnnsfortii ccieljficienrs. In the ’spatial domain’ (i.e. the original foim of the 
image), samples are highly spdtially correlated. The aim of transform coding i s  to reduce this 
correlation, ideally leaving a small number of visually significant transfornt coefficients 
(iniportant to the appearance of the original image) and a large number 01‘ insignificant 
coefficients (char niay be discarded without signi ticantl y afTecting the visual quality of the 
image), The transform process itself does not achieve compression: a lossy qi~antisation 
procesq in  which the insignificant coefficients are removed, leaving behind a small niiriiher 
of ~ i g n i f i c ~ i ~ ~  c~)efficie~ts, usually follows it. Transform coding (Figure 3.5) forms the basis 
of most o f  the popular image and video comprcssion systems and is described in more detail 
in this chapter and in Chapter 7. 

lJsiiig a similar principle to DPCM, Lhc encoder forms a model of the current frame based on 
the samples of a previously transmitted frame. The encoder attempts to ‘ cornpensate’ for 
motion in a video sequence by translating (moving) or warping the samples of the previously 
transmi~ted ‘reference’ frame. The resulting mo2.ion-co?nppnsnt~d predicted frame (the 
model of the current frame) i\ subtracted from the cuixtit frame to produce a residual 
‘error’ frame (Figure 3.6). Further coding usually follows motion-compe~lsated pre~ict~on, 
e.g. transform coding of the residual frame. 

~ j g ~ r e  3 3  Transform coding 
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Motion 
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frame 

~ ~ g u ~ e  3.6 Motion-compensated prediction 

se 

The encoder attempts to  create a semantic model of the video scene. for exmplc by 
analysing and interpreting the content of the scene. An example is a ‘talking head’ model: 
the encoder aiialyses a scene containing a person9s head and shoulders (a typical video 
con~erencin~ scene) and models the head as a 3-D object. The decoder maintains its own 
3-D model of the head. Instead of transmitting information that describes the entire iniagc, 
the encoder sends only the animation parameters required to ‘move‘ the model, together with 
an error signal that compensates for the difference between the modelled scene and the 
actual video scene (Figure 3.7). Model-based coding has the potential for far greater 

model parameters 

I I 

3-D model 3-D model 

~ i ~ u r @  3.7 Model-based coding 



c ~ ~ i i i ~ r ~ ~ § ~ o n  than the other source models described above: however, the ~ ~ ~ ~ ~ ~ u t ~ ~ ~ ~ ~ n ~ l  
c o ~ ~ ~ e ~ i t y  ~ ~ q u i ~ g d  to analyse and ~ y ~ ~ h ~ s ~ ~ e  3- models of a video scene in real time is 
very high. 

EC g ~ ~ o ~ e s  and decod~s single images or incliv 
3.8) and may consist of a t ~ u ~ ~ , ~ ~ ) ~ ~ i  radr'ng stag 

and entropy rodfag. 

Encoder 

aecnder 
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~~~~~ 3.9 (a) 1s x 16 block of yixels; th) DCT coefficients 
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image samples (a) and the corresponding block of coefficients prodtced by the DCT (10). In 
the original block, the energy is distrib~ted across the 256 samples and the latter are clearly 
closely interre~a~ed (correlated). T i i  thc coefficient block, the energy is concen~ra~~d into a few 
fiigiiificank coefficients (at the top left). The coefficients are decorrelated: this means that the 
siiialler-~alued coef~cients may be discarded (for example by quai~tisation) without 
s ~ g ~ ~ f i ~ a n t ~ y  affecli~g the quality of the reconstructed image block at the decoder. 

The IS x 16 array of coefficients shown in Figure 3.9 reprebent sputialfucquen~.ies in the 
original block. At the top left of the array are the low-frequency components, representing 
the ~ r ~ ~ ~ u a l  changes of brightness (lum~iiance) in the original block. At the bottom right o f  
the array are h ~ ~ ~ - f r e q ~ i e ~ ~ y  coniponents and these represent rapid changes in brightness. 
These ~ r ~ ~ ~ ~ ~ ~ c y  c(~mpon~i~ts  are ~ n ~ o ~ o u s  to the components produced by ~ o ~ i r i e r  analysis 
of a tin~e-vary in^ signal (and in fact the DCT is closely related to the discrete Fourier 
transform) except that here the components are 2- . The example shown in Figure 3.9 is 
typical for a ~ h o ~ o ~ r a p h ~ c  image: most of the coefficients pro~uced by the 
i i i s i g n i ~ c ~ ~ ~  and can be discarded~ Tliis makes the DCT a powerful tool for image and 
video c o ~ ~ ~ r e s s i ~ ~ ~  

CT i s  usua~~y applied to small, discrete blocks of an image, for rcaso~s ol  p ~ d ~ t ~ c a l i ~ ~ ,  
In contrast, an image truns$onri may be applied to a complete video image (or to a large ‘tile’ 

the image). The most popular t~ansforni of this type is the cli,sc.rete wuvelrt ~~~~~~~~~~. 
wavelet trans~orm is applied to the original image in order to deco~ipose i t  into a 

series d filtered ‘sub-baid’ images (Figure 3.10). Image (a) is processed in a series of stages 
to ~ r ~ d ~ i c ~  the ‘wavelet ~ ~ c c o r n ~ ~ ) s i ~ i o n ’  image (b). This i s  made up of a series of c ~ ) ~ ~ o n e n t s ,  
each c o n ~ ~ i i i i n ~  a subset of the spatial f r e ~ ~ ~ e ~ ~ c i e ~  in the image. At the top left is a low-pass 
iiltered version of the original and moving to the bottom tight, each component contains 

vely li~gher-~~equency inrormatiori that adds the ‘detail’ of the image. It i s  clear that 
r - f re~uenc~ c ( ~ m p ~ ~ ~ l ~ ~ ~ t s  are relatively ‘sparse” i.e. many of the valiies (or 

‘coefficients’) in these c o ~ ~ p o n e ~ ~ ~  are zero or insignificant. The wavelet trdiPS~Qni1 i s  tlius 
an ~ f f i ~ i ~ i i t  way of ~ e ~ ~ ) i ~ e ~ a t ~ n g  or coiicen~rating the important ~ n ~ o i ~ a t i o i i  inro a few 
s i g n i ~ ~ a n t  c~e~f ic ien~s .  

The wavelet trabnsfoi-ni i s  particularly effective for still image compression and 
adopted as p a ~ ~  of the ~ ~ ~ - ~ ~ 0  standard and for still image ’texture’ coding in the 
standard. ~ a v c l ~ ~ - b a s ~ ~  c ~ ~ p r ~ s s i o n  is discussed further in  Chapter 7. 

Another image transform that has received much attention i s  the so-called frcictal 
~ r a ? z ~ ~ ~ ~ r r n .  A fractal ~ a i i s f o ~  coder a~ te i~p t s  to represent an image as a set of scaled and 

led a r ~ ~ i ~ a ~ ~  ‘basis patterns‘. ~racla~-based coding has not, however, shown suffi- 
ciently good p e ~ ~ ~ ~ ~ i i ~ i i c e  10 be iiicluded in any of the internatioiial slandards for video and 
image coding and so we will not discuss it in detail. 

Thc block and image transforms described above do not theniselves achieve any comgres- 
sion. Instead, they represent the image in a diffcrent domain in which thc image data is 
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separated into componenls of varying ‘importance’ to the appearance of the image. The 
purpose of quantisation i s  to remove the components of the transformed data that are 
unimporlanl to the visual appearance of the image and to retain the visually i~portant  
components. Once removed, the less iniportant components cannot be replaced and so 
quantisation is a lossy process. 

Example 

1. The DCT coefficients shown earlier in Figure 3.9 M e  quantised by dividing each 
coefficient by an integer. The resulting may of quantised coefficients i s  shown in 
Figure 3.1 l(a>: the large-value coefficients map to non-zero integers and the small- 
value coefficients map to zero. 

scaling the quantised array (multiplying each coefficient by the same integer) gives 
Figure 3.11(b). The tnagnitudes of the larger coefficients are similar to the original 
coefficients; however, the smaller coefficients (set to zero during quantisation) cannot 
be recreated and remain at zcro. 

3. Applying an inverse DCT to the rescaled array gives the block of image samples shown 
in Figure 3.12: this looks superficially similar to the original image block but some of 
the information has been lost through quantisation. 

It is possible to vary thc ‘coarseness’ of the quaiitisation process (using a quantiser ‘scale 
factor’ or ‘step si7e’). ‘Coarse’ quantisation will lend to discard most of the coefficients, 
leaving only the most significant, whereas ‘fine’ quantisation will tend to leave more 
Coefficients in the quantised block. Coarse quantisation usually gives higher compression at 
the expense of a greater loss in image quality. The quantiser scale factor or step size is often 
the main parameter used to control image quality and compression in an irnagc or video 
CODEC. Figure 3.13 shows a small origirral image (left) and the effect of compression and 
decompression with fine quantisation (middle) and coarse quantisation (right). 

A typical image block will contain a few significant non-zero coefficicnts and a large number 
of zero coefficients after block transform coding and quantisation. The remaining non-zero 
data can be efficiently compressed using a statistical compression method (‘entropy 
coding’): 

1. Reorder the quantised coeficients. The non-zero quantised coefficients of a typical image 
block tend to be clustered around the ‘top-left corner’, i.e. around the low frequencies 
(e.g. Figure 3.9). These non-zero values can be grouped together in sequence by 
reordering the 64 coefficients, for example in a zigzag scanning order (Figure 3.14). 
Scanning through in a zigzag sequence from the top-left (lowest frequency) to the 
bottom-right (highest frequency) coefficients groups together the significant low- 
frequency coefficients. 
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’ ~ g ~ ~ e  3.1 1 (a) Quantisecl DCT coefficients; (b) rescaled 

n-level coding. The reordcred coefficient array is usually ‘sparse’, consisting of a 
group of non-zero coefficients followed by zeros (with occasional non-zero higher- 
frequency coefficients). This tyFe of array may be coinpactly represented as a series of 
(run, level) pairs, as hkown in the example in Table 3.3. The first number in the (mii, 
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Fi .I2 Reconstructed block of‘ image samples 

level) pair represents the number of preceding zcros and the second nuinber represents a 
non-zero value (level). For example, (5 ,  12) represents five zeros followed by 12. 

3 .  Entropy coding. A vtatistical codiiig algorithin i s  applied to the (run, level) data. The 
purpose of the entropy coding algorithm is to represent frequently occurring (run, level) 

airs with il short code and ~nfrequentty occurring (run, level) pairs with a longer code. In 
this way, the run-level data may be conrtpressed into a small nuinher of hits. 

~ u ~ ~ a n  coding and ~ i t h t n e t ~ c  coding are widely used for ciitropy coding of image and 
video &a. 

~ ~ f ~ u i i  coding replaces each ‘symbol’ (e.g. a [run, level] pair) with a codeword containing 
a variable number of bits. The codewords are allocated based on the statistical clhibution of 

F~~~~~~ 3.13 (a) Original image; (b) fine quantisation: (c) coarsc yuantisiition 
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Figure 3.14 Zigag  reordering of quantised coefficients 

the symbols. Short codewords are allocated to comnion symbols and longer codewords are 
allocated to infrequent symbols. Each codeword is chosen to be ‘uniquely decodeable’. so 
that a decoder can extract the series of variable-length codewords without ambiguity. 
Huffman coding is well suited to practical implementation and is widely used in practice. 

Arithmetic coding maps a series of symbols to a fractional number (see Chapter 8 )  that i s  
then converted into a binary number and transmitted. Aiithinetic coding has the potential for 
higher compression than Huffman coding. Each symbol may be represented with a fractional 
number of bits (rather than just an integral number oC bits) and th is  means that the bits 
allocated per symbol may be more accurately matched to the statistical distribution of the 
coded data. 

The output of the entropy encoder is a sequence of binary codes representing the original image 
in compressed form. In order to recreate the image it is necessary to decode this sequence 
arid thc decoding process (shown in Figure 3.8) i s  almost the reverse of the encoding process. 

An entropy decoder extracts run-level symbols from the bit sequence. These me converted 
to a sequence of coefficients that are reordered into a block of quantised coefficients. The 
decoding operations up to this point are the inverse of the equivalent encoding operations. 
Each coefficient is multiplied by the integer scale factor (‘rescaled’). This is often described 

‘Table 3.3 Run-level coding example 
__I________________ ~~~~ - 

Reordered coefficient data 2 4 3 ,  -9 ,0 , -2 ,0 ,0 ,0 ,0 ,0 ,12 ,0 ,0 ,0 ,2 , .  

Run-level pairs (0, 24). (0, 3),  (0, -91, (1 ,  - 21, (5 ,  12). 13, 2). . . 



as 'inverse qnantisation', ut in fact the loss of preciihioii due to q~~an t~sa~ ion  cannot be 
reversed and SO the rescaled coefficients are not identical to the ~ ) r ~ ~ i ~ a ~  ~ ~ a ~ s ~ o ~  
~ o e ~ ~ c i c l ~ t s .  

inverse lransform to r e ~ o n s ~ r u ~ ~  a 
g ~uantisatio~, this image will not be i~~ent ica~  
ence d ~ ~ ~ ~ ~ d s  partly on the ~ c ~ ) ~ ~ s ~ ~ ~ s ~ ~  of 

The rescaled coefficients are transformed wikh 

~ u ~ t i s ~ ~ i ~ ~ ~ .  

A video signal consists o f  a sequence of ~ n d i ~ i d ~ ~ l  frames. Each franc may bc corn 
i ~ d i v i ~ ~ ~ l l y  using an image CO EC a s  described above: this is described 

~Eing, where each frame i s  'intra' coded without any rcfcretlce to other liai 
~ ~ a n c ~  may be a c ~ ~ e ~ ~ ~ d  by exploiting the ~ e i ~ ~ o ~ " ~ ~  
tilai-itics Itetwecn :timessive video ikarneh). This inay Ire ~ ~ c ~ ~ ~ v e ~  n video sequence (1  

, with two main ~ ~ ? ~ ~ ~ ~ { ) ~ ~ s :  

1, Prediczion: create a prediction of the current liarne based on one or niore previously 
~ a ~ ~ ~ ~ i ~ t ~ d  frames. 

. ~ [ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ( ~ i ~ :  subtract the ~ r e ~ i ~ t i o ~  from the current frame to ~ r o ~ ~ ~ c ~  a 'resi 
frame'. 

r ~ s ~ ~ u ~ l  frame i s  then processed using an 'image CO 
reclicrion function: i f  the prediction is accurate, the re 

and will hence be compressed to a very small size by the image CODEC. In order to decode 
the frame, the decoder must 'reverse' the compensation process, adding the prediction to the 
decoded r ~ s ~ d u ~ l  frame ~ ~ ~ ~ ~ ~ ~ s ~ ~ ~ ~ r ~ ~ ~ ~ ~  (Figure 3.15). This i s  ~ ~ z ~ ~ r " ~ r ~ ~ ~ ~ e  ~ ~ ~ ~ i ~ ~ :  frames 

i n t e ~ d ~ ~ e n d ( ~ ~ ~ ~ e s  of video frames. 
ed based on suimc relationship with other video franies, i.e. CO 

€"CIDER DECODER 

prediction 

Previous 
franigs) 

/ 

.15 Video CXDEC: with prediction 
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Figure 3.16 (a) Current fmmc; (h) previous 
frame; (c) residual frame (no motion compensa- 
tion) 

The simplest predictor is just the previous transmitted frame. Figure 3.1 6 shows the residual 
frame produced by subtracting the previous frame from the current frame in a video 
sequence. Mid-grey areas of the residual frame contain zero data: light and dark meas 
indicate positive and negative residual data respectively. It i s  clear thai much of the residual 
data is zero: hence, compression efficiency c m  be improved by compressing the residual 
frame rather than the current frame. 

Encoder Encoder outpitU Decoder 
Encoder input prediction decoder input prediction Decoder output 

Original frame 1 Zero Compressed Zero Decoded frame 1 

Original frame 2 Original frame I Compressed Decoded frame 1 Decoded frame 2 

Original frame 3 Original frame 2 Comprcssed Decoded frame 2 Decoded frame 3 

frame 1 

residual frame 2 

residual frame 2 
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prediction 

are 3.17 Encoder with decoding loop 

' h e  decoder faces a potential problem that can bc illugtrated as follows. Table 3.4 shows 
the seqnence of operations required to encode and decode a series of video frames using 
frame difrer~ncing. For the first Crame the encoder ai7d decodcr use iio pred~c~~on.  The 
problem starts with frame 2: the encoder uses the original frame 1 as a pre 
encodes the resulting r dual. However, the decoder only has the decoded frame 1 available 
to form the p~edic~ioii, cause the coding process i s  lossy, there is a dirference bc t~een  the 
decoded and original frame 1 which leads to a small error in the predict~on of frame 2 at 
the decoder. This error will build up with each successive frame and the encoder and decoder 
predictors will rapidly 'drift' apart, leading to a significant drop in decocted quality. 

The solution to this problem i s  for the encoder to use a decoded frame to forin the 
prediction. Hence the encoder in the above exainple decodes (or reconstructs) frame 1 to 
form a prediction for frame 2. The encoder and decoder use the same prediction and drift 
should be reduced or removed. Figure 3.17 shows the corriplete encoder which now includes 
a decoding 'loop' iii order to reconstruct i t s  prediction reference. The reconstructed (or 
'referenc~') frame i s  stored in the encoder and in Ihe decoder to form the prediet~on for the 
next coded frame. 

Frarnc difl~rencing gives better coni~~ession peiformance than ~ n t r a - f r ~ e  codirrg when 
successive frames are vcry similar, but does not pexfoim well when there i s  a $ i ~ I i ~ ~ c a ~ i t  
cliange between the previous and current frames. Such changes are usually duc to ~ n o ~ e ~ ~ e n t  
in the video scene and a s i~ i i i f ic '~ t1y better prediction can bc achieved by ~ . ~ ~ ~ ~ ~ ~ ~ ~ g  this 
~ o v e ~ e n t  and ~ u ~ i ~ ~ ~ . s u f i F ~ g  for it. 

Figure 3.18 shows a video C EC that uses m ~ ~ i ~ ~ n - c ~ i ~ ~ e n s a t e d  prediction. Two new 
steps are required in the encoder: 

i. Motion estimation: a region of the current fraine (often a rectangular block of luminance 
samples) i s  coiii~ared with neighbouring regions of tlie previous recoiistrL~c~ed frame. 
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Motion-compensated 
prediction , ..... " ...................... 

Previous 
decoder 

igure Video CClDEC with motion estimatjnn and cvnipenhatiun 

The motion estimator attempts to find the 'best match', i.e. the neighbouring block in the 
refercnce frame that gives the smallest residud block. 

2. Motron ~ ~ r n p e i ~ § ~ ~ ~ ~ n :  the ' i ~ a t c h i ~ i ~ ~  region or lock from the reference ~r~~~ 
(identified by the motion estimator) is subtracted from the current region or block. 

oder carries out the same ~ ~ ~ ~ i o  
ne. This inems that the encoder ha to t r a ~ s ~ i ~ t  tlic location of the "best' 

c o ~ r ~ e ~ § a ~ ~ o ~  operation to recm lire 
cu ing 
blocks to the decoder (typically in the form of a set of motion vectors). 

Figure 3.19 shows a residual frame prduccd by ~ ~ b ~ r ~ ~ ~ ~ ~ ~  a motion-com~~ensaled 
version o f  the previoiis frame from the current frame (shown 111 Figure 3.16)" ' 1 % ~  r ~ s ~ ~ ~ ~ ~ ~  
Crane clearly contains less data khan Ihe rcbidual in Figure 3.1 . This ~ ~ p r o v e ~ ~ ~ e x k ~  in 
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coinpression does not come without a price: motion estimation can be very compula- 
lioually intensive. The design of a motion estimation algorithm can have a dramatic effect on 
the compression performance and computational complexity of a video CODEG. 

A block or image transform i s  applied to the residual frame and the coefficients are quantised 
and reordered. Rim-level pairs are entropy coded as before (although the statistical 
distribution and hence the coding tables are generally different for inter-coded data). If 
motion-compensated prediction is used, motion vector information must be sent in addition 
to the mu-level data. The motion vectors are typically entropy encoded in a similar way to 
run-level pairs, i.e. commonly occurring motion vectors are coded with shorter codes and 
uncommon vectors are coded with longer codes. 

.4. 

A motion-compensated decoder (Figure 3.18) is usually simpler than the corresponding 
encoder. The decoder does not need a motion estimation function (since the motion 
informalion is transmitted in the coded hit stream) and it contains only a decoding path 
(compared with the encoding and decoding paths in the encoder). 

Efficienf coding of images and video sequences involves creating a model of the source data 
that convcrts it into a form that can be compressed. Most image and video GODECs 
developed over the last two decades have been based around a common set of 'building 
blocks'. For motion video compression, the first step is to  create a motion-coiiipeiisated 
prediction of the frame to be compres%ed, based on one or morc previously t r a ~ i s I ~ t t e ~  
frames. The difference between this model and the actual input frame is then coded using an 
image CQDEC. The data is traiisfomed into another domain (e.g. the DCT or wavelet 
domain), quantised, reordered and compressed using an entropy encoder. A decoder must 
reverse these steps to reconstruct the frame: however, quantisation cannot be reversed and so 
the decoded frame is an imperfect copy of the original. 

An encoder and decoder must clearly use a compatible set of algorithms in order to 
successfully exchcange compressed image or video data. Qf prime importance is the syntax or 
structure of the cornpressed data. In the past 15 years there has been a significant worldwide 
effort to develop standards for video and image compression. These standards generally 
describe a syntax (and a decoding process) to support video or image commu~~ica t~~ns  for a 
wide range of applications. Chapters 4 and 5 provide an overview o f  the main standards 
bodies and PEG, MPEG and .26x video and image coding standards. 
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The majority of video CODECs in use today conform to one of the international standards 
for video coding. Two standards bodies, the International Standards Organisation (ISO) and 
the International Telecommunications Union (ITV), have developed a series of standards 
that have shaped the development of the visual communications industry. The IS0 JPEG and 
MPEG-2 standards have perhaps had the biggest impact: JPEG has become one of the most 
widely used formats for still image storage and MPEG-2 fornis the heart of digital television 
and DVD-video systems. The ITU's H.261 standard was originally developed for video 
conferencing over the ISDN, but W.261 and H.263 (its wccessor) are now widely used for 
real-lime video communications over a range of networks including the Internet. 

l%is chapter begins by describing the process by which these slanddrds are proposed, 
developed and published. We describe the popular TS coding standards, JPEG and JPEG- 
2000 for still images, MPEG- 1, MPEG-2 and MPEG-4 for moving video. Zn Chapter 5 we 
introduce the ITU-T H.261, H.263 and W.26L standards. 

It was recognised in the 1980s that video coding and transmission could become ;1 comni- 
ercially important application area. The development of video coding technology since then 
has been bound up with a series of international standards for image and video coding. Each 
of these standards supports a particulx application ol' video coding (or a set of applications), 
such as video conferencing and digital telcvision. The aim of an image or video coding 
standard i s  to support a particular class of application and to encourage intcroperability 
between equipment and systems from different manufacturers. Each standard describes a 
syntax or method of representation for compressed images or video. The developers o f  each 
standard have attempted to incorporate the best developments in video coding technology (in 
terms of coding efficiency and ease of practical implementation). 

Each of the international standards takes a s h b  approach to meeting these goals. A 
video coding standard describes syntax for representing compresscd video data and the 
procedure for decoding this data as well as (possibly) tl 'reference' decoder and methods of 
proving conforinmce with the standard. 
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In orcler to provide the maximum flexibility and scope €or innovation, the standards do not 
d e h e  a video or image encoder: this is left to the designer's discretion. Iiowever, in practice 
the syntax elements and reference decoder limit the scope for alternative designs that still 
meet the requirements oE the standard. 

e Expert Groups 

The most important developments in video coding standards have been due to two 
international standards bodies: the rTTU (formerly the CCITT]' and the ISO.* The ITU has 
concentrated on standards to support real-time, two-way video communications. The group 
responsible for developing these standards i s  known as VCEG (Video Coding Experts 
Group) and has issued: 

e H.261 (1990): Video telephony over constant bit-rate channels, primarily aimed at ZSDN 
channels of p x 64 kbps. 

e €3.263 ( 1  995): Video telephony over circuit- and packet-switched networks, supporting a 
range of channels from low bit rates (20-30 kbps) to high bit rates (several Mbps). 

a H.263+ (1998), H.263++ (2001): Extensions to H.263 to support a wider range of 
transmission scenarios and improved compression performance. 

0 H.26L (under development): Video communications over channels ranging from very low 
(under 20 kbps) to high bit rates. 

The H . 2 6 ~  series of standards will be described in Chapter 5. In parallel with the ITU's 
activities, the IS0  has issued standards to support storage and distribution applications. The 
two relevant groups are JPEG (Joint Photographic Experts Group) and MPEC (Moving 

roup) and they have been responsible for: 

JPEG (1 992)? Compression of still images for storage prrrposes. 

e &PEG-1 (1993j4: Compression of video and audio for slorage and real-time play back on 

a MPEG-2 (1995)": Compression and transmission of video and audio programmes for 

e MPEG-4 (1998)": Video and audio compression and transport for multimedia terminals 

o, JPEG-2000 (2000j7: Compression of still images (featuring better compression perfor- 

CD-ROM (at a bit rate of 1.4Mbps). 

storage and broadcast applications (at typical bit rates of 3-5 Mbps and above). 

(supporting a wide range of bit rates from around 20-30 kbps to high bit rates). 

mance than the original JPEG standard). 

Since releasing Version 1 of MPEG-4, the MPEG committee has concentrated on 'fraine- 
work' standards that are not primarily concerned with video coding: 

ultimedia Content Description Interface. This is a standard for describing 
multimedia content dwa, with the aim of' providing a standardised system for content-based 



indexing and retrieval of multimedia information. MPEC-7 is concerned with accesq to 
~ u l ~ i m e d i a  data rather than the mechanism for coding and ~o~pres s ion .  ~ ~ ~ ~ - 7  is 
scheduled to becomc an internationa~ standard in late 2001. 

MPEC-21”: ~u l t i~ned ia  Framework. The MPEG-2 1 initiative looks heyond coding and 
i ~ d e x i ~ g  to the complete ~ u l t ~ ~ ~ ~ a  content ‘delivery chain’, Goni creation t ~ r ~ u g l i  
production and dclivcry to ‘consumption’ (e.g. viewing the content). 
define key elenieats of this delivery framework, including content 
i~entifieat~~)n. content h a n d ~ ~ n ~ ,  i n t ~ ~ ~ e ~ t u a l  property ~ a n ~ g e ~ e n t ,  ter~ninal and network 
intero~era~ion and content representation. The motivation behind MPEG-2 I is to enco- 
urage in~e~ration and interoperation between the diverse technologies that are required to 
create, deliver and decode multimedia data. Work on the proposed sta~~dard stark 
June 2000. 

Figure 4.1 shows the relationship between the standards bodies, the expert groups and the 
video coding standards. The expert groups have addressed different application areas (still 
images, video conferencing, entertainment and multimedia), but in practice there are many 
overlaps between the applications of the standards. For example, a version of PEG, Motion 
JPEG, i s  widely used for video conferencing and video surveillance; MPEG-I and MFECi-2 
have been used for video conferencing applications; and the core algorithms of 
H.263 are identical. 

In recognition of these natural overlaps, the expert groups have cooperated at several 
stages and the result of this cooperation has led to outcomes such as the ratification of 
MPEG-2 Wideo) as XTU standard H.262 and the incorporation of ‘baseline’ H.263 into 
MPEG-4 Video). There is also interworking between the VCEG and MPEG committees and 

Figure 4.1 International standards bodies 
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other related bodies such as the Intemet Engineering Task Force (IETF), industry groups 
(such as the Digital Audio Visual Interoperability Council, DAVXC) 'and other groups within 
ITU and ISO. 

The development of an international standard for image or video coding is typically an 
involved process: 

1. The scope and aims of the standard arc detined. For example, the emerging H.26L 
standard is designed with real-time video communications applications in mind and aims 
to improve pedormance over the preceding H.263 standard. 

2. Potential technologies for meeting these aims are evaluated, typically by competitive 
testing. The test scenario and criteria are defined and interested parties are encouraged to 
participate and demonstrate the performance of their proposed solutions. The 'best' 
technology is chosen based on criteria such as coding performance and implementation 
complcxity . 

3 .  The chosen technology is implemented as a trst made/. This is usually a software 
implementation that is made available to members of the expert group for expedmenta- 
tion, together with a lest nro&l document that describes its operation. 

4. The test model i s  developed further: improvements and features are proposed and 
demonstrated by members of the expert group and the best of these developments are 
integrated into the test model. 

5. At a certain point (depending on the timescales of the standardisation effort and on 
whether the aims of the standard have been sufficiently met by the test model), the model 
is 'frozen' and the test model document forms the basis of a draft srmzdard. 

6. The &a€t standard is reviewed and after approval becomes a published intemtional 
standard. 

Officially, the standard is not available in the public domain until the final stage of approval 
and publication. However. because of the fast-moving nature of the video coiwnunications 
industry, draft documents and test models can be very useful for developers and manufac- 
turers. Many of the ITU VCEG documents and models are available via public FTP." Most 
of the MPEG working documents are restricted to inembers of MPEG itself, but a number of 
overview documents are available at the W E G  website." Information and links about JPEG 
and MPEG are a ~ a i l a b l e . ' ~ , ~ ~  Keeping in touch with the latest developments and gaining 
access to draft standards are powerful reasons for companies and organisations to become 
involved with the PEG, JPEC and VCEG committees. 

4.2.3 

Published ITU and IS0 standards may be purchased from the relevant standards body.'*2 For 
developers of standards-compliant video coding systems, the published stiindard i s  an 
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essential point of reference as it defines the syntax and capabilities that a video CO 
must conform to in order to successfully interwork with other systems. However, the 
standards theniselves x e  not an ideal introduction to the concepts and techniques of vidco 
coding: the aim of the standard is to define the syntax as explicitly and unambiguously as 
possible and this does not m'ake for easy reading. 

~urthermore, t1w standards do not necessarily indicate practical constraints that a ~ e s i ~ n e r  
must take into account. Practical issues and good design techniques are deliberately left to 
thc di screlion of manufacturers in order to encourage innovation aiid competition, and so 
other sources arc a much better guide to practical design issues. This book aims to collect 
together information and guidelines for designers aid integrators; other texts that may be 
useful for developcrs are listed in the b i ~ ~ o g ~ a ~ h y .  

The test models produced by the expert groups are designed to facilitate experirnen~a~i~)ii 
and comparison of alternative techniques, and the test model (a software model with an 
accompanying document) can provide a valuable insight into the ~mplementatio~~ of the 
standard. Further documents such as iinplernentatjoi~ guides (e.g. 1-1.263 Appendix 1H14) are 
produced by the expert groups to assist witb the interpretation of tlic standards for practical 
applications. 

In recent years the standards bodies have recognised the need to direct developers towards 
certain subsets of the tools and options available within the standard. For example, 
now has a total of 19 optional modes aiid it is unlikely that any particular application would 
need to i ~ ~ p l ~ ~ e n t  all of these modes. This has led to the concept of' profiles and levels. A 
'profile' describcs a subset of functionalities that may be suitable for a particular application 
and a 'level' describes a subset of operating resolutions (such as frame resolution and frame 
rates) for cerlain applications. 

.3 OG EXPE 

4.3.1 

International standard IS0 1091X3 is popularly known by the acronym of the group that 
developed it, the hint  Photographic Experts Group. Released in 1992, it provides a mclhod 
and syntax for compressing continuous-tone still images (such as photographs). Its main 
application is storage and transmission of still images in a compressed form, and it i s  widely 
used in digital irnaging, digital cameras, embedding images in web pages, and many more 
applications. Whilst aimed at still image compression, JPEC has found some popularity as a 
simple and effective method of compressing moving images (in the form of Motion JPEG). 

The JPEG standard defines a syntax and decoding process for a baseline CODEC and this 
includes a set of features that are designed to suit a wide range of applications. Further 
optional modes are defined that extend the capabilities of the baseline CODEC. 

The baseline CODEC 

A baseline JPEG CODEC is shown in block diagram form in Figure 4.2. lmage data is 
processed one 8 x E: block at a time. Colour components or planes (e.g. R, G, €3 or U, er ,  Cb) 
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'L 

re 4.2 KEG baseline CODBC block diagram 

may he processed separately (one complete component at a time) or in interleaved order (e.g. 
a block from each of three colour components in succession). Each block is coded using the 
following steps. 

ift Input data i s  shifted so that it is distributed about zero: e.g. an 8-bit input 
sample in the range 0 : 255 is shifted to the range - 128 : 127 by subtracting 128. 

FQ An 8 x 8 block transform, described in Chapter 7. 

ser Each of the 64 DCT coefficients C, is quantised by integer division: 

d'qi,, round (2) 
Q, i s  R q u a ~ ~ i s a ~ i o n  parameter and Cgy is the quantised coefficient. A larger value of' Qd 
gives higher compression (because more coefficieilts are set to zero after quantisation) at the 
expense of increased distortion in the decoded image. The 64 parameters Qc (one for each 
coefficient position i j )  are stored in a quaiitisation 'map'. The map is not specified by the 
standard but can be perceptually weighted so that lowcr-frequency coefficients (DC and low- 
freqnency AC coefficients) are q u ~ ~ i ~ ~ d  less than higher-frequency coefficients. Figure 4.3 

High frequmcies Figure 4.3 JPEG quantisation map 
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gives an example of a qtrantisation map: the weighting means that the visually important 
lower frequencies (to the top left of the map) are preserved and the less important higher 
frequencies (to the bottom right) are more highly compressed. 

Zigzag reordering The 8 x 8 block of quantised coefficients is rearranged in a zigzag 
order so that the low frequencies are grouped together at the start of the rearranged array. 

a1 predictian Because there is often a high correlation between the DC 
coefficients of neighbouring image blocks, a prediction of the DC coefficient is formed from 
the DG coefficient of the preceding block: 

The prediction DC,,d is coded and transmitted, rather than the actual coefficient DC,,,. 

ing The differential DC coefficients and AC coefficients are encoded as 
follows. The number OF bits required to represent the DC coefficient, SSSS, is encoded using 
a variable-length code, For example, SSSS=O indicates that the DC coefficient is zero; 
SSSS= 1 indicates that the DC coefficient is +/-I (i.e. it can be represented with 1 bit); 
SSSS=2 indicates that the coefficient is +3, +2, -2 or -3 (which can be represented with 
2 bits). The actual value of the coefficient, an SSSS-bit number, is appended to the variable- 
length code (except when S S S S = O ) .  

Each AC coefficient is coded as a variable-length code RRKKSSSS, where RRRR 
indicates the number of preceding zero coefficients and S S S S  indicates the number of bits 
required 10 represent the coefficient (SSSS=O is not required). The actual value is appended 
to the variable-length code as described abo17e. 

A run of six zeros followed by the value i-5 would be coded as: 

[RRRR= 61 [SSSS = 31 [Value = + 51 

Marker insertion Marker codes are inserted into the entropy-coded data sequence. 
Examples of markers include the frame header (describing the parameters of the frame 
such as width, height and number of colour components), scan headers (see below) and 
restart intend markers (enabling a decoder to resynchronise with the coded sequence if an 
error occurss). 

The result of the encoding process is a compressed sequence of bits, representing the image 
data, that may be transmitted or stored. In order to view the image, it must be dec 
reversing the above steps, starting with marker detection and entropy decoding and ending 
with an inverse DCT. Bccause quantisation is not a reversible process (as discussed in 
Chapter 3) ,  the decoded image is not i~enlical to the original image. 
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Lossless JPEG 

JPEG also dcfines a lossless encoding/decoding algorlthni that uses DPC 
Chapter 3). Each pixel is predicted from up to three neiglibouring pixels and the predicted 
value i s  entropy coded and transmitted. Lossless JPEG guarantees image lidelity at the 
expense of relatively poor compression performance. 

Prugretsnh7 encoding involves encoding the image in a series of progressive ‘scans’. The 
tirsr scan may bc: decoded to provide a ‘coarsc’ rcpresentstion of the image; decoding e x h  
subsequcnt scan progressively improves the quality of the image until the final quality is 
reachecl. This can be useful when, for example, a compressed iinage takes a long time to 
transmit: the decoder can quickly recreate an approximate image which i s  lhen further 
refined in a series of passes. Two versions of progressive encoding are supported: sp.‘ecfml 
selection, where each scan consists of a subset of the DCT coeficients of every block (e.g. 

C only; (b) low-frequency AC; (c) high-frequency AC coefficients) and successive 
approximntiotz, where the first s c m  contains N iiiost significant bits of each coefficient and 
Latcr scans contain the less significant bits. Figure 4.4 shows an image encoded and decoded 

rogressive spectral selection. The first image contains the DC ~ 6 ~ ~ ~ ~ ~ e n ~ s  of each 
bloclc, the second image contains the DC and tw/o lowest AC coefficients m d  the third 
containc all 44 coefficients in each block. 

09 
Progressive encoding example (spectral selection): (a) DC only; (h) DC + two AC: (c) all 

coefficients 
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Hiemrchical eizcoiling compresses an image as a series of components at diflcrent spatial 
resolutions. For example, the first component inay be a subsampled image at a low spatial 
resolution, lollowed by further components at successivcly higher resolutions. Each 
successive coiiiponent i s  encoded diflerentially from previous components, i.e. oiily the 
differences are encoded. A decoder may choose to decode only a subset of the full r e ~ ~ ~ u i i o i ~  
image; ~ t i ~ ~ ~ i a t i v ~ ~ y ,  the sticcessive components may be uscd to progressively, refine the 
resolution in a similar way to progressive encoding. 
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The Two progressive encoding modes and the hierarchical encoding mode can 
of as scalable coding modes. Scalable coding will be discussed furlher in the section on 
~ ~ ~ ~ - 2 .  

PEG CQDEC, codes a vidcu sequence as a series of JP 
e frame of video (i.e. a series of intra-coded frames). 

the JPEG standard was not inteiided to Be used in this way: however, 
become popular and is used in a number of video communications and storagc applica- 
tions. No attempt is made to exploit the inherent temporal redundancy in a moving video 
sequence and so compression performancc poor compared with inter-frame C 
Chapter 5 ,  ‘Performance Comparison’). owevcr, MJPEG has a number of practical 
advantages: 

Low romplaity algorithmic complexity, and requirements for hardware, processing and 
storage are very low compared with cven a basic inter-frame CQDEC (e.g. tI.261). 

Error tolermce: intra-frame coding limits the effect of an error to a single decoded frame 
and so is inhcrentfy resilient to transmission errors. Until recent ~ ~ v e l o p ~ c n t s  in error 
resilience (see Chapter I 1 ). MJPEG outperformed inter-frame ~ O D ~ ~ s  in noisy 
environments, 

Mcrrket awCireness: JPEG is perhaps the most widely known and used of the coi~pressioii 
standards and so potential users are already Lamilias with the technology of Motion REG. 

Because of its poor compression performance, P E G  is only suitable for hig~-bandwidth 
communications (e.g. over dedicated networks). Perversely, this means that users generally 
have a good experience of MPEG because installations do not tend to suffer from the 
bandwidth and delay problems encountered by inter-frame CODECs used over ‘best effort’ 
networks (such as the met) or low bit-rate chaiinels. An MJPEG coding integrated 
circuit(IC), the Zoran Z 060, is described in Chapter 12. 

4.3”3 -2000 

The original JPEG standasd has gained widespread acceptance and is now ubiquitous 
throughout computing applications: it is the main format Tor photographic images on the 
world wide web and it i s  widely used for image storage. However, the block-based DCT 
algorithm has a number of disadvantages, perhaps the most important of which is the 
‘blockiness’ of highly compressed P E G  images (see Chapter 9). Since its release, many 
alternative coding schemes have been shown to outperform baseline JPEG. The need for 
better performance at high compression ratios led to the development of the PEG-2000 
~ t a n d a r d . ~ ” ~  

The features that PEG-2000 aims to support are as follows: 

e Good compression performance, particularly at high compression ratios. 
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Efficient compression of continuous-tone, bi-level and compound images (e.g. photo- 
graphic images with overlaid text: the origiiial JPEG does not handle this type of image 
well). 

Lossless and lossy compt-essioll (within the Same compression framework). 

~rogressjve transinission (PEG-2000 supports SNR scalability, a similar concept to 
PEG’S successive appoximatlon mode, and spatial scalability, similar to JPEG’s 
hierarchical mode). 

Region-of-interect (ROI) coding. This feakure allows an encoder to specify an arbitrary 
region within the image that should be treated differently during encoding: e.g. by 
encoding the rcgion with a higher quality or by allowing independent decoding of the 
ROT. 

Error resilience tools including data partitioning (see the description of MPEG-2 below), 
error detection and concealment (see Chapter 11 for more details). 

Open architecture. Thc JPEG-2000 standard provides an open ‘framework’ which should 
nrake il relatively easy to add further coding features either as part of tlic standard or as a 
proprietary ‘add-on” to thc standard. 

The ~ ~ c ~ i ~ t e c t ~ r e  of a ~ P E ~ ~ - 2 ~ ~ )  encoder is shown in Figure 4.5. This is superficially similar 
to the JPEG architecture but one important difference is that the same architecture may be 
used for lossy or lossless coding. 

region of the 
image, and the image is ‘covered’ by non-overlapping identically sized tiles. Each tile is 
encoded as follows: 

The basic coding unit of JPEG-2000 is a ‘tile’. This is normally a 2“ x 

Triinsforrn: A wavelet tr‘msfonn i s  carried out on each tile to decompose it jnto a series of 
sub-bands (see Sections 3.3.1 and 7.3). The transform may be reversible (for lossless 
coding applicatioii§) or irreversible (suitable for lossy coding applications). 

Qumtisatiorz: The coefficients of the wavelet txmsfoim are quantised (as described in 
Chaptcr 3)  according to the ‘importance’ of each sub-hand fo the final image appearance. 
There is an optioii to leave the coefficients unq~iantsed (lossless coding). 

Entropy coding: JPEG-2000 uses a form of arithmetic coding to encode the quantised 
coefficients prior to storage or transmission. Arithmetic coding c m  provide better 
compression efficiency than variable-length coding and is describcd in Chapter 8. 

The result is a compression standard that can give significantly better image compression 
pe~orniaiice than JPEG. For the Lame image quality, JPEG-2000 can usually compress 
images by at least twice as much as PEG.  At high compression ratios, the quality of images 

I I I 1 

Image data 

Figure 4.5 Archiliiecturc of JPEG-2000 encoder 
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degrades gracefully, with the decoded image showing a gradual ‘blurring’ effect rather than 
the more obvious blocking effect associated with tlie DCT. These yerfonnance gains 
are achieved at the expense of increased complexity and storage requirements during 
encoding and decoding. One effect of this is that images take longer to store and display 
using JPEG-2000 (though this should be less of an issue as processors continue to get faster). 

4.4.1 EG- 

The firs1 standard produced by the Moving Picture Experts Group, popularly known as 
MPEG- I,  was designed to provide video and audio compression for storage and playback on 

aims to compress video and audio to a bit rate of 1.4 Mbps with a quality that is comparable 
to VHS videotape. The target market was the ‘video CD’, a standard CD containing up to 
70 minutes of stored vidco and audio. The video CD was never a commercial success: the 
quality improveinent over VHS tape was not sufficient to tempt co~isiirners to replace their 
video cassette recorders and the maximum length of 70 minutes created an irritating break in 
a feature-length movie. However, MPEG-1 is important for two reasons: it has gained 
widespread use in other video storage and transmission applications (including CD- 
storage as part of interactive applications and video playback over the Internet), and its 
functionality is used and extended in the popular MPEG-2 standard. 

The MPEG-1 standard consists of three parts. Part li6 deals with system issues (including 
the multiplexing of coded video and audio), Part 24 drdls with compressed video and Part 317 
with compressed audio. Part 2 (video) was developed with aim of supporting efficient coding 
of video for CD playback applications and achieving video quality comparable to, or better 
than, VHS videotape at CD bit rates (around 1.2Mbps for video). Then: was a requirement 
to minimise decoding complexity since most consumer applications were envisaged to 
involve decoding and playback only, not encoding. Hence MPEG- 1 decoding is considerably 
simpler than encoding (unlike JPEG, where thc cncoder and decoder have siinilar levels of 
complexity). 

Ms. A CD-ROM played at ‘single speed’ has a tr,?nsfer ratc of 1.4Mbps. 

EG-I features 

The input video signal to an MPEG-1 video encoder is 4 : 2 : 0 Y : Cr : Cb f m a t  (see Chapter 2) 
with a typical spatial resolution of 352 x 288 or 352 x 240 pixels. Each h m e  of video is 
proccssed in units of a macroblock, corresponding to a 16 x 16 pixel area in the displayed 
frame. This area is made up of 16 x 16 luminance samples, 8 x 8 Cr sarnples and 8 x 8 Cb 
sarnples (because Cr and Cb have half the horimnval and vertical resolulion of the luminance 
component). A macroblock consists of six 8 x 8 blocks: four luminance (Y) blocks, one Cr 
block and one Cb block (Figure 4.6). 

Each frame of video is encoded to produce a coded picture. There are three main 
types: X-pictures, P-pictures and B-pictures. (The standard specifies a fourth picture type, 
D-pictures, but these are seldom used in practical applications.) 
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16 x 16 pixel region 

16 *r:- 
8 

Figure 4.6 Structure of a macroblock 

I-pictures are intra-coded without any motion-conipensated prediction (in a similar way 
to a baseline JPEC image). An I-picture is used as a reference for further predicted pictures 
(P- and B-pictures, described below). 

P-pictures are inter-coded using motion-compensated prediction from a reference picture 
(the P-picture or I-picture preceding the current P-picture). Hence a P-picture is predicted 
using forward prediction and a P-picture may itself be used as a reference for further 
predicted pictures (p- and B-pictures). 

B-pictures are inter-coded using motion-compensated prediction from two reference 
pictures, the P- andlor I-pictures before and after the current B-picture. Two motion vectors 
are generated for each macroblock in a €3-picture (Figure 4.7): one pointing to a matching 
area In the previous reference picture (a forward vector) and one pointing to a matching area 

B-pietu re 

Current macroblock 

~ 

Forward 
reference 
area 

Figure 4.7 Prediction of €5-picture macroblock using forward and backward vectors 



0 VlDEO CODING STANDARDS. JPEG AND MPEG 

MPEG-1 group of pictures ~ 1 ~ B ~ ~ ~ P ~ B ) :  display order 

in the future reference picture (a backward vector). A motion-~ompensat~d prediction 
macroblock can be formed in three ways: forward prediction using the forward vector, 
backwards ~ ~ d i c t i ( ~ n  using the backward vector or bidirectional prediction (where 

ction reference is formed by averaging the forward and backward prediction 
references). Typically, an encoder chooses the prediction mode (Torward, backward or 
bidirectional) that gives the lowest energy in the difference macroblock. B-pictures are not 
themselves used as prediction references for any further predicted frames. 

Figure 4.8 shows a typical series of I-, B- and P-pictures. In order to encode a B-picture, 
two neighhouring I- or P-pictures (‘anchor’ pictures or ‘key’ pictures) must be processed and 
stored in the prediction mory, introducing a delay of several frames into the encoding 
procedure. Before frame in Figure 4.8 can be encoded, its two ‘anchor’ frames II and P4 
must be processed and s d, i.e. frames 1-4 must be processed before frames 2 and 3 can 
be coded. In this examplc, there is a delay of at least three lrames during encoding (frames 2, 
3 and is must be stored before B2 can bc coded) and this delay will be larger if more B- 
pictures are used. 

In order to limit the delay at the decoder, encoded pictures are reordered before 
transmission, such that all the anchor pictures required to decode n -picture are placed 
before the B-picture. Figure 4.9 shows the same series of frame reordered prior to 
transmission. P4 i s  now placed hefore B2 and B3. ecoding proceeds as shown in Table 
4.1 : F4 i s  decoded immediately after I1 and is scored by the decoder. 
decoded and displayed (because their prediction references, I1 and P4, are both available), 
after which P4 i s  displayed. There i s  at most one frame delay between decoding and display 
and the decoder only needs to store two decoded frames. This is one exanlple of 
‘asymmetry’ between encoder and decoder: the delay and storage in the decoder are 
significantly lower than in the encoder. 

Figure 4 3  MPEG- 1 group of piciures: transmission order 
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Be 4.1 MPEG-1 decoding and display order 

Decode Display 

11 11 
p4 
B2 B2 
B3 B7 

p4 
p7 
B5 BS 

- 

__ 
- 

. . . eLc. . . . etc. 

I-pictures are useful resynchr(~nisa~io1i poinLs in the coded bit stream: because it is coded 
without: prediction, an I-picture may be decoded independently of any other coded pictures. 
This supports random access by a decoder (a decoder inay start decoding the bit stream at any 
I-picture position) and error resilience (discussed in Chapter 11). However, an I-picture has 
poor compression efficieiicy because no temporal prediction is used. P-pictures provide 
better compression efficiency due to motion-compensated prediction and can be used as 
prediction references. B-pictures have the highest compression efficiency of each of the three 
picture types. 

The MPEG-I standard does not actually defisie the design 01 an encoder: instead, the 
standard describes the coded syntax and a hypothetical 'reference7 decoder, In practice, the 
syntax arid functionality described by the s&mdard mean that a compliant encoder has to 
contain certain functions, The basic CQDEC i s  similar to Figure 3.18. A 'front end' carries 
out motion estimation and compensation based on one reference fi-me (P-pictures) or two 
reference fi-ames (B-pictures). The motion-compensated residual (or the originaf picture data 
in thc case of an I-picture) i s  encoded using DCT, qu~ntisation, run-level coding and 
variable-length coding. In an 1- or P-picture, quantised transfoim coefficients are rescaled 
and translbrmed with the inverse DCT to produce a stored reference frame for further 

-pictures. In the decoder, the coded data is entropy decoded, rescaled, 
inverse transformed and motion compensated. The most complex part of the CODEC is 

tion estimator because bidirectional motion estimation is computationally 
tion estimation is only required in the encoder and this is another example 

of asyinnietry between the encoder and decoder. 

The syntax of an MPEG-1 coded video sequence forms a hierarchy as shown in Figure 4.10. 
The levels or layers 0 1  Lhe hierarchy are as follows. 

This may correspond to a complete encoded video p r ~ ~ & r ~ i e .  The 
sequence starts with a sequence header that describes certain key information about the 
coded sequence including picture resolution and frame rate. The sequence consists of a 
series of ~ ~ ~ ~ ~ . s  ofpictures ( ~ O ~ s ) ,  the next layer of the hierarchy. 
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Sequence I 

Group of Pictures I I 

a . .  1 Macroblock I ... 

igure MPEG- 1 synatx hicrarchy 

GOP layer A COP is one I-picture followed by n series of P- and B-pictures (e.g. Figure 
4.8). In Figure 4.8, the GOP contains nine pictures (one I, two P and six B) but iriany other 
COB structures are possible, for example: 

All GOP.; contain just one I-picture, i.e. no motion compensated prediction is used: this 
is shnilar to Motion JPEG. 

COPS contain only I- and P-pictures, i.e. no bidirectional prediction is used: cornpres- 
sion efficiency is relatively poor but coniplexity is low (since B-pictures are more 
complex to generate). 

Large GOPs: the proportion of &pictures in the coded stream is low arid hence 
compression efficiency is high. However, therc are few synchronisation points which 
may not be ideal for random access and for error resilience. 

(d) Small GOPs: there is a high proportion of I-pictures and so compression efficiency is 
low, however there me frequent opportunities for resynchronisation. 

An encoder need not keep a consisteiit GOP structure within a sequence. It may be useful to 
vary the structure occasionally, for example by starting a new GOP when a scene change or 
cut occurs in the video sequence. 
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Example of h!PEG- 1 slices 

fines a single coded frame. The picture header describes the 
and a temporal reference tlial defines when the picture should 

be diqdayed in relation to  the other pictures in the sequence. 

A picture is made up of a number of slices, each of which contains an 
niber of macroblocks. In NPEG-1 there is n o  restriction on the size or 

arrangement of slices in a picture, except that slices should cover the picture in raster order. 
Figure 4.11 shows one possible arrangement: each shaded region in this figure i s  a 5ingle 
slice. 

A slice starts with a slice header that defines its position. Each slice may be decoded 
in~ependently of other slices within the picture and this helps the decoder to recover from 

if an error occurs within a slice, the decoder can always restart decoding 
from thc next slice header. 

lack ~~y~~ A slice is made up of an integral number of macroblocks, each of 
which consists of six blocks (Figure 4.6). The rnacroblock header describes thc type of 
macroblock, motion vector(s) and defines which X x 8 blockq actually coutain coded 
transforn data. The picturc type (1, P or B) defines the ‘default’ prediction mode for each 
macroblock, bid individual macroblocks within - or B-pictures may be intra-coded if 
required (i.e. coded without any motion-compensated prediction). This can be useful if no 
good match can be found within the search area in the reference frames since it may be more 
efficient to code the macroblock without any prediction. 

ayer A block contains variable-length code(s) that represent the quantised trails- 
form coefficientr in an 8 x 8 block. Each DC coefficient (DCT coefficient [0, 01) is coded 
differentially from the DC cocfficicnt of the previous coded block, to exploit Ihc fwt  that 
neighbouring blocks tend 10 have very similar DC (average) values. AC coe€ficients (id1 
other coefficients) are coded as a (mn, lcvcl) pair, where ‘run’ indicates the number ot 
preceding zero coefficients and ‘level’ the value of a non-zero coefficient. 
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The next important entertainment application for coded video (after CD-ROM storage) was 
digital television. In order to provide an improved alternative to analogue television, several 
key features were required of the video coding algorithm. It had to efficiently support larger 
frame sizes (typically 720 x 576 or 720 x 480 pixels for ITU-R 601 resolution) and coding 
of interlaced video. MPEG-1 was primarily designed to support progressive video, where 
each frame is scanned as a single unit in raster order. At television-quality resolutions. 
interlaced video (where a frame is made up of two interlaced ‘fields’ as described in 
Chapter 2) gives a smoother video image. Because the two fields are captured at separate 
time intervals (typically 1/50 or 1/60 of a second apart), better performance may be achieved 
by coding (he fields separately. 

MPEG-2 consists of thee main sectioiis: Video (described below), Audio18 (based on 
PEG1 audio coding) and Systems’” (defining, in more detail. than NIPEG-1 Systems, 

multiplexing and transmission of the coded arrdio/visual stream). MPEG-2 Video is (almost) 
set of MPEG-1 Video, i.e. most MPEG-1 video sequences sliould be decodeable by 
G-2 decoder. The main enhancements added by the MPEG-2 standard are as follows: 

Emient coding of television-quality video 

The most important application of MPEG-2 is broadcast digital television. The ‘COE’ 
functions of MPEG-2 (described as ‘main profile/main level’) are optimised for efficient 
coding of television resolutions at a bit rate of around 3-5 Mbps. 

Suppofi s i ) ~  coding of interlaced video 

PEG-2 video has several features that support flexible coding of interlaced video. The two 
fields that make up a complete interlaced frame cm be encoded as separate pictures veld 
pictures), each of which is coded as an I-, P- or B-picture. P- and B- field pictures may be 
predicted from a field in another frame or from the other field in the current frame. 

Alternatively, the two fields may be handled as a single picture (a.frume picture) with he  
luminance samples in each macroblock of a frame picture arranged in one of two ways. 
Frame DCT coding is similar to the MPEG-1 structure, where each of the four luminance 
blocks contains alternate lines kom both fields. With jcielll DCT coding, the top two 
luminance blocks contain only samples from the top field, and the bottom two luminance 
blocks contain samples from the bottom field. Figure 4.12 illustrates the two coding 
structures. 

In a field picture. the upper and lower 16 x 8 sample regions of a macroblock may be 
motion-compensated independently: hence each of the two regions has its own vector (or 
two vectors in the case of a B-picture). Th is  adds an overhead to the macroblock because of 
the extra vector(s) that must be transmitted. However, this 16 x 8 motion coinpensation 
mode can improve perfomiance because a field picture has half the vertical resolution of a 
frame picture and so there are more likely to be significant differences in motion between the 
top and bottom halves of each macroblock. 
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(a) Frame DCT 

2 3 

igure 4.12 (a) Franie and (b) field DCT coding 

In dual-prime ~ o ~ i ~ ) n  comnpensutlon mode. the current field (within a field or frame 
picture) is ~ e d i c ~ e ~  from the two fields of the reference frame using a single vector together 
with a transmitted correclion factor. The concction factor modifies the motion vector to 
compensate for the siwdl displacement bet we^^ the two fields in the re~erence frame. 

Scalability 

The progressive modes of JPEG described earlier are forms of sculable codiag, A scalable 
coded bit stream consists of a number of layers, a base layer aid one or more ~ ~ ~ h a n ~ ~ r n e ~ t  
layers. ‘ h e  base layer can be decoded to provide a recognisable video s e q ~ ~ e ~ c e  that has a 
limited visual quality, and a higher-quality sequence may be produced try decoding the base 
layer plus enhanceKnent layer@), with each extra enhancement layer i ~ ~ r ~ ~ v ~ n ~  the quality of 
the decoded sequence. orts four scalable modes. 

This is analogous to hierarchical encoding in the JPEG standard. The 
base layer is coded at a low spatial resolution and each enhdncement layer, when added to 
the base layer, gives a progressively highcr spatial resolution. 

poral SG y The base layer is encoded at a low temporal reso1~~i~)n (frame rate) 
and the e i i ~ a i i ~ e ~ ~ e n t  layer (s) are coded to provide higher frarne rate(%) (Figure 4.13). One 
application of this mode is stereoscopic video coding: the base layer provides a monoscopic 
‘view’ arid an ~ n h a n ~ e ~ e i i t  layer provides a stereoscopic offset ‘view’. 
two layers, a full stereoscopic image may be decoded. 

SNIR scalabdity In a similar way to the successive approximation mode of PEG,  the base 
layer is  encoded at a ’coa~se’ visual quality (with hi& compression). Each enhancement 
layer, when a d ~ ~ d  to the base layer, improves thc video quality. 
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Base layer 

t 
rY4‘“ 

Enhancement layer 

Figure 4.13 Temporal scalabitity 

The coded sequence js partitioned inlo two layers. The base layer 
conbins the most ‘critical’ components of the coded sequence such as header information, 
motion vectors and [optionally) low-frequency transform coefficients. The enhancement 
layer contains ail remaining coded data (usually less critical to successful decoding). 

These scalable modes may be used in a number of ways. A decoder may decode the current 
programme at standard TJ-R 601 resolution (720 x 576 pixels, 25 or 30 fi-ames per second) 
by decoding just the base layer, whereas a ‘high definition’ decoder may decode one or more 
enhance~n~n~  layer (s) to increase the temporal and/or spatial resol~ition. The multiple layers 
can suplmrt simultaneous decoding by ‘basic’ and ‘advanced’ decoders. Transmission of the 
base and enhancement layers is usually morc efficient than encoding and sending separate bit 
streams at the lower and higher resolutions, 

The base layer is the most ‘important’ to providc a visually acceptable decoded picture. 
Tra~smission error5 in the base layer can have a catastrophic effect on picture quality, 
whereas errors in enhancement layer (s) are likely to have a relarively minor impact on 

y protecting the base layer (for example using a separate transmission channel Miith 
a low error rate or by adding error correction coding), high visual quality can be ma~n~ained 
even when transmission errors occur (see Chapter 11). 

ost applications rcquire only a limited subset of the wide range of functions supported by 
~ ~ ~ ~ - 2 .  In order to encourage ii~teroperab~~~ty for certain ‘key’ applicatio~l~ (such ab  digilal 
T’V), the stand udes a set of recommended profiles and levels that each define a certain 
subset of the -2 functionalilies. Each profile defines a set of capabilities and the 
impo~aiit ones are as follows: 

Simple: 4 : 2 : 0 sampling, only I- and P-pictures are allowed. Complexity is kept low at 
the expense of poor compression performance. 

Main: This includes all of the core MPEG-2 capabilities incliiding 
support for interlaced video. 4 : 2 : 0 sampling is used. 

$:2:2: As thc name suggests, 4:2:2 subsampling is used, i.e. the Cr and Gb 
components have full vertical resolution and half horizontal resolution. Each macroblock 
containb eight blocks: four luininance, two Cr and two Cb. 
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SNR’: As ‘main’ profilc, except that an enhancement layer is added to provide higher 
visual quality. 

that spatial scalability inay also be used to provide 

igh: As ‘Spatial’ profile, with the addition of support for 4 : 2 : 2 s a ~ i ~ ~ i r i g .  

Each level ~ e ~ I ~ e s  spatial and temporal molutions: 

o Low: Up to 352 x 288 frame resolutioii and up to 30 frames per second. 

in: Up to 720 x 576 frame resolution and up to 30 frames per second. 

High-1440: Up TO 1440 x 11 52 frame resolution and up to 60 frames per second. 

igh: Up to I920 x I IS2 frame resolution and up to 60 frames per second. 

Ci-2 s ~ ~ ~ ( ~ a r d  defines certain recommended combinations of profiles and levels. 
~ ~ i ~ n  profile / low Level (using only frame en~odiiig) is essenrially M 
mnin lmrl is suitable for broadcast digital television and this is the most 
level combination. MLZ~FZ profile I high level i s  suitable for high-definitio 

rking group intended h o  release a further standard, 
support coding for applications. However, once it became c1 

application adequately, work on this stand 

scribed above, there are mne further changes from the 
G-2 picture are constrained such that thcy may not 

PEG- I where a #lice may occupy 
ere felt to be of limitcd benefit and 

overlap from one row of macrobl~)~ks to the n 
mntiltiple rows of macroblocks). D-pjctures in 
are not s ~ i ~ p o i ~ e ~  in MPEC-2. 

6-1 and MPEG-2 standards deal with complete video frames, each a& a 
EC-4 s ~ ~ ~ ~ a r d ~  was developed with the aim of extending the lities 

of the earlier standards in a number of ways. 

PEG2 are reas(~n~b1y e f f i ~ i ~ n t  for 
er, inany emerging a 

Internet-based applications) require a iiiuch lower ~~ansmissiori bit r 
do not support efficient compression at low bit rates (tens of kbps or less). 

Perhaps the most Cundamental shift in the MPE 
standard has been toward< ~ ) b j e ~ t ~ ~ ) ~ ~ . ~ e ~  or content-based coding, wlierc a video scene can be 
handled as a set of foreground and ~ a ~ k g ~ ~ u i i d  objects rather than just as a series of 
rectangular frames. This type of coding opens up a wide range of‘ p ~ ) ~ s i b ~ ~ i ~ i e s ,  such as 
~ndependent coding of different objects in a scene, reuse of scene compoiients, composi ting 
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showing multiple video objects 

(where objects from a number of sources are combined jnto a scene) and a high degree of 
interactivity. The basic concept used in MPEG-4 V~sunl is that of the video object (Ye)). A 
video scene (VS) (a sequence of video frames) i s  made up of a number of V 
the ’VS shown in &$re 4.14 consists of a background VO aid two foregrou 
provides tools that enable each VO to be 
possibilities. The equivalent of a ‘Irame’ i 
instant in time, is a video objecf plane (VOP). The entire s 
rectangular VUP and this is equivalent to a picture in Ml? 

independently, opening up a range of new 
terms, i.e. a ‘snapshot’ of a VO at a aingle 

coded as a single, 

PEG-1 has a very limited degree of ~exibil i ty~ -2 intro- 
rhced the concept ot a ‘toollit’ of profiles aid levels that could be combined in difrerent 
ways for vmious applications. MPEG-4 extends h i s  towards a highly flexible set of coding 
tools that enable a range of applications as well as a standudised hinework that allows new 
tools to be added to the ‘toolkit’. 

PEG4 standard i s  organised so that new coding tools and f ~ i ~ ~ c t i ~ n a l ~ t i e ~  inay be 
added jncreinentall as new versions of the standard are devcloped, and so the list of tuols 
c o ~ ~ i ~ i u e s  to grow. owever, the main tools for coding of video images can bc sumniarised 
a b  fQllOWS. 

The video codiiig algorithm lhat form the ‘very low bit-rate video (VLBiV) core’ of MPEG- 
4 Vkual are almost identical to the baseline 2 6 3  video coding standard (Chapter 5). If thc 
short h e d e r  mocie is selected, frame coding is conipletcly identical to baseline H.263. A 
video sequence is coded as a series of rectangular frames (i.e. a single VOP occupying the 
whole frame). 

at Video diata is expected to he pre-processed and coiiverted CO one of the 
picture \i7cs listed in  Table 4.2, at a frame late oi up to 30 frames per second and in 4 : 2 : 0 
V: Cr : CLY format (i.e. thc chrorninance crsniponents have hnlf Ihe horizontal and vertical 
resolution of the ~ ~ ~ ~ i n a n c ~  component). 

kture types Each frame is caded as an 2- or F-frame. An I-frame eontaim only ititra- 
coded i i ia~r(~bloc~s,  whereas a P-frame can contain either intra- or ineer-coded macroblocks. 
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... 

69 

Group of Blocks . . a  

MPEG4 VLBV/H.263 picture sizes 
~ 

Format Picture size (luminance) 

SubQCF 128 x 96 
QCIF 176 x 144 
CIF 352 x 288 
4cIF 704 x 576 
16CIF 1408 x 1152 

Motion estimation and compensation This is carried out on 16 x 16 macroblocks or 
(optionally) on 8 x 8 macroblocks. Motion vectors can have half-pixel resolution. 

ing The motion-compensated residual is coded with DCT, quantisation, 
zigzag scanning and run-level coding. 

The run-level coded transform coefficients, together with header 
information aid motion vectors, are coded using variable-length codes. Each non-zero 
transform coefficient is coded as a combination of run, level, last (where 'last3 is a flag to 
indicate whether this is the last non-zero coefficient in the block) (see Chapter 8). 

The syntax of an MPEG-4 (VLBV) coded bit stream is illustrated in Figure 4.15. 

ure layer The highest layer of the syntax contains a complete coded picture. The picture 
header indicates the picture resolution, the type of coded picture (inter or intra) and includes 
a temporal reference field. T l ~ s  indicates the correct display time for the decoder (relative to other 
coded pictures) and can help to ensure that a picture is not displayed too early or too late. 

p i z q i z q p i i i i q ~ p q ~ ~  
Figure 4.15 MPEG-4lII.263 layered syntax 
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- 
GOB 0 (22 macroblocks) 

GOB 1 
GOB 2 

-. 

.I. 

... 

GOB 17 
I 

(a) CIF (b) QClf 

-16 GOBs: (a) CIF (h) QClF pictures 

G u p  of blocks layer A group of blocks (GOB) consists of one complete row of macro- 
blocks in SQCIF, QCP and CIF pictures (two rows in a 4CIF picture and four rows in a 16CIF 
picture). GOBs are similar to slices in MPEG-1 and MPEG-2 in that, if an optional GOB 
header i s  inserted in the bit stream, the decoder can resynchronise to the stswt of the next 
GOB if an error occurs. However, the size and layout of each COB are fixed by the standard 
(unlike slices). The arrangement of GOBs jn a QCIF and CIF picture is shown in Figure 4.16. 

Macroblock layer A macroblock consists of four luminance blocks and two chrominance 
blocks. The macroblock header includes information about the type of macroblock, ‘coded 
block pattern’ (indicating which of the six blocks actually contain transforni coefficients) 
and coded horizontal and vertical motion vectors (for inter-coded macroblocks). 

Block layer A block consists of run-level coded coefficients corresponding to an 8 x 8 
block of samples. 

The core CODEC (based on H.263) was designed for efficient coding at low bit rates. The 
use of 8 x 8 block motion compensation ancl the design of the variable-length coding tables 
make the VLBV MPEG-4 CODEC more efficient than MPEC-1 or PEG-2 (see Chapter 5 
for a comparison of coding efficiency). 

Other visual coding tools 

The features that make MPEG-4 (Visual) unique ainong the coding standards are the range 
of further coding tools available to the designer. 

shape Shape coding is required to specify the bound~es  of each non-wangular VOP 
in a scene. Shape information may be binary (i.e. identifying the pixels that are internal to the 
VOP, described as ‘opaque’, or external to the VOP, described as ‘transparent’) or grey scale 
(where each pixel position within a VOP is allocated an 8-bit ‘grey scale’ number that iden- 
tifies the transparency of the pixel). Grey scale information is more complex and requires 
more bits to code: however, it introduces the possibility of overlapping, semi-transparent VOPS 
(similar to the concept of ‘alpha planes’ in computer graphics). Binary information is simpler 
to code because each pixel has only two possible states, opaque or transpltrcnt. Figure 4.17 
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(b) 

Figure 4.17 (a) Opaque and (b) semi-transparent VOPs 

illustrates the concept of opaque and semi-transparent VOPs: in image (a), VOP2 (fore- 
ground) is opaque and completely obscures VOPl (background). whereas in image @) 
VOP2 is partly transparent. 

are thee possibilities for each block: 
inary shape inlormation is coded in 16 x 16 blocks (binary alpha blocks, B 

1. All pixels are transparent, i.e. the block is ‘outside’ the VOP. No shape (or texture) 

2. All pixels are opaque, i.e. the block is fully ‘inside’ the VOP. No shape inforniatioa is 
coded the pixel values of the block (‘texture’) me coded as described in the next section. 

informalion is coded. 
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3. Some pixels are opaque and some are transparent, i.e. the block crosses a boundary of the 
VOP. The binary shape values of each pixel(1 or 0) are coded using a form of DPCM and 
the texture information of the opaque pixels i s  coded as described below. 

Grey scale shape information produces values in the range 0 (transparent) to 255 (opaque) 
that are compressed using block-based DCT and motion compensation. 

~~~~~n corn  ion Similar options exist to the I-, P- and €3-pictures in 
NPEG-2: 

is encoded without any motion compensation. 

2. P-VOP: VOP is predicted using motion-compensated prediction from a past 1- or  P-VQP. 

P is predicted using motion-compensated prediction from a past and a future 
I- or P-picture (with forward, backward or bidirectional prediction). 

4.18 shows mode (3),  prediction of a B-VOP from a previous I-Y 
For macroblocks (or 8 x 8 blocks) that are f~il ly contained within t 

reference VOPs, block-based motion compensation is used in a similar way to MPEG-I and 
MPEG-2. The motion compensation process is modified for blocks or macroblocks along the 
houndary of the VOI? In the reference VOP, pixels in the 16 x 16 (or 8 x 8) search arca 
are padded based on the pixels along the edge of the VOP. The niacroblock (or block) in the 
current VOP is matched with this search area using block matching: however, the digerence 
value (mean absolute error or sum of absolute errors) is only computed for those pixel 
position9 that lie within the VOP. 

Pixels (or motion-compensated residual values) within a VOP are coded 
as ‘lexlure’. The basic tools are similar to MPEG-1 md MPEG-2: transform using the 
quantisation of the DCT coefficients followed by reordering and variable-length coding. To 
further improve compression efficiency, quantised DCT cocfficients may be predicted from 
previously transmitted blocks (similar to the differential precliction of DC coefficients used 
in JPEG, MPEG-1 and MPEG-2). 

Figure 4.18 B-VOP motion-conlpensated prediction 
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A macroblock that covers a boiindary of the VOP will contab both opaque and transparent 
to apply a regular 8 x 8 DCT, i t  is necessary to use ‘padding’ to fill up the 
I positions. In an inter-coded VOP, where the texture information i s  motion- 

d residual data, the trmsparent positions are siinply filled with zeros. In an inka- 
where the texture is ‘original’ pixel data, the transparent positions are filled by 

pixels. 
transpa 

extrapolating the pixel values along the boundary of the VOP. 

Error nce MPEG-4 incorporates a number of mechanisms that can provide 
improved performance in the presence of transmission errors (such as bit errors or lost 
packets). The niitin tools are: 

1. Synchronisation markers: similar to MPEG-1 and MPEG-2 slice start codes, except that 
these may optionally be positioned so that each resynchronisation interval contains an 
approximately equal number of encoded hits (rather than a constant nuniber of macro- 
blocks). This means that enors are likely to be evenly ~ ~ i ~ ~ ~ ~ u ~ e ~  among the resynchro- 
izisakinn intervals. Each resynchronisation interval may be transmitted in a separate video 
packet. 

2. Data partitioning: similar to the data partitioning mode of MPEG-2. 

3. Header extension: redundant copies of header inftxmation arc inserted at i n t ~ ~ v a ~ s  in h e  
bit stream so that if an important header (e.g. a picture header) is lost due 10 an error, the 
redundant header inay be used to partially recover the coded scene. 

4. Reversible VLCs: these variable length codes limit the propagation (‘spread‘) of an 
errored region in a decoded frame or VOP and are described furlher in Chapter 8. 

Scall PEG-4 supports spati mporal scalability. Spatial scalability applies to 
rectangular VOPs in a simiIar way to -2: the base layer gives a low spatial resolution 
and an enhancement Iaycr may be d together with the base layer to give a higher 
resolution. Temporal scalability is extended beyond the MPEG-2 approach in &at it may be 
applied to individual VOPs. For example, a background VOP may be encodcd without 
scalability, whilst A €oreground VOP may bc encoded with several layers of temporal 
scalability. This introduces the possibility of decoding a foregro~i~d object at a higher fraine 
rate and more static, background objects at a lower €ranx rate, 

Sprite coding A ’sprite’ is a VOP that is present for the entire duration of a video sequence 
(VS). A sprite may be encoded and transmitted once at the start of the sequence, giving a 
potentially largc benefit in compression performance. A good 
spritc: the background image to a scene i s  encodcd as a sprite at 
remainder of the VS, only the foreground VOPq need to be coded and ~ ~ n s i ~ t ~ e d  since the 
decoder can ‘render’ the background from the original sprite. If there is camera niovernent 
(e.g. panning), then a sprite that is larger than the visible scene is required (Figure 4.19). In 
order to compensate for more complex camera movements (e.g. zoom or 
necessary for the decoder to ‘warp’ the sprite. A sprite is encoded as an 
earlier. 

w e  An alternative set of tools to the DCT may be used to code ‘static’ texture, 
i.e. texture data that does not change rapidly. The main application for this is to code texture 
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Example of background sprite and foreground VOPs 

that is mapped onto a 2-33 or 3 surlace (deccribed below). Static image texturc is 
coded e f ~ c i e n ~ ~ y  using a wavelet t sform. The transform CO nts lze qumtised and 
coded with a zero-tree algorithm followed hy arithmetic coding. let coding is described 
furlher in Chapter 7 and arithinetic coding in Chapter 8. 

G-4 supports more advanced ob-ject-based coding 
techniques including: 

2-D mesh coding, where an object i s  coded a5 a mesh of triangular patches in a 2-D plime. 
Static texture (coded as described above) can be mapped onio the mesh. A moving object 
can be r~pre~ented by deforming the mesh and warping the texture as the mesh 1110ves. 

3-D mesh coding, where an ob,ject i s  described as a mesh in 3-D space. This is more 
complex than a 2-D mesh representation but gives a higher degree of flexibility in terms 
of r e p r e s e ~ ~ i ~ g  objects within a scene. 

Face and body modeh coding, where a human face or body is rendered at the decoder 
a ~ c o r ~ i n ~  to a face or body model. The model i s  controlled ~iI1oved) by changin~ 
‘animation parameters’. In this way a ‘head-and-shoulders’ video scene may he coded by 
sending only the animation pw-ameters required to ’move’ the model at the decoder. Static 
texture i s  mapped onto the model surface. 

These thee tools offer the potential for fuiidarnental improvements in video coding 
p c r ~ o ~ i a n c e  and ~ e x ~ b ~ ~ i t y :  however, their application is currently limited because of lhe 
high processing resources rcquired to analyse and render even a very simple scene. 

PEG-2, a number of recommended ‘profiles’ (sets of  MPEG-4 tools) and 
‘levela’ (coi~§tr~~ints on bit stream ~arame~ers  such as frame size and rate) are d e ~ i ~ ~ ~  in the 
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PEG4 standard. Each profile is defined Ui terms of one or more ‘object types’, where an 
object type is a subset of the MPEG-4 tools. Table 4.3 lists the main MPEC-4 object 
that make up the profiles. The ‘Simple’ object type contains fools for coding of basic 
P-rectangular VC1P.s (complete frames) together with error resilience tools and the 
header’ option (for compatibility wilh H.263). The ‘Core’ type adds €3-VOPs and basic shape 
coding (using a binary shape mask only). The main profile adds grey scale shape coding and 

sual) is gaining popularity in a number o f  application areas such as Internet- 
owever, to date the majority of applications use only the simple object type 

aid there has been limited take-up of the content-based features of the standard. This is 
partly because of technical complexities (for example, il is difficult to accurately segment a 
video scene into foreground and background objects, e.g. Figure 4.14, using an a u ~ o ~ ~ ~ t i c  
algorithm) and partly because uscful applications for content-based video coding and 
manipulation have yet to emerge. At the time of writing, the great majority of video codiiig 
applications continue to work with complete rectangular frames. However, researchers 
continue to improve algorithms for segnlenting and manipulating video Thc 
content-based tools have a number of interesting possibilities: for exanigle, they make it 

MPEEC-4 vidco object types 

Video object types 

Basic Still 
Simple Animated animated scalable Simple 

Visual tool 5 Simple Core Main scalable 2-D mesh texture kxiure Pace 

Basic (I-VO?, P-VOP, J J J J  J 
coeflicient prediction, 
I6 x 16 and 8 x 8 
motion vectors) 

Error rcsilicnce J J J J  
Short header J J J  
B-vOr’ J J J  
P-VOP with overlapped 

block matching 
Alternative q u a I ~ ~ i s ~ t ~ o n  J J  
P-VOP based temporal J J  

Binary shape J J  
Grey hhape J 
Intcrlaced video coding J 
Sprite J 
Rectangul U temporal J 

ectangular 5patial J 

scalability 

scalability 

scalability 
Scalable still texture J J J 
2-D mesl.1 J J 
Facial animmatioii parameters J 

J 
J 
J 

J 
J 

J J 



76 VTDEO cormcs STANDARDS: JPEG AND MPEG 

possible to develop ‘hybrid‘ applications with a mixture of ‘real’ video objects (possibly from 
a number of different sources) and computer-generated graphics, So-called synthetic natural 
hybrid coding has the potential to enable a new generation of video ap~licati~sis. 

4. 

The IS0 has issued a number of image and video coding standards that have heavily 
influenced the development of the technology and market for video coding applications. The 
original P E G  still image compression standard is now a ubiquitous method for storing and 
~ ~ s r n i t t j n ~  still images and has gained some popularity as a simple and robust algorithm for 
video compression. The improved subjective and objective performance of its successor, 
J ~ ~ G ” 2 ~ 0 0 ,  inay lead to the gradual replacernenl of the original JPEG algorithm. 

standard, MPEG- I , was never a inarket success in its targel application 
for Pc and intemet video applications and formed the basis 
G-2 has enabled a worldwide shift towards digital television 

and i s  probably the most successful of the video coding standads in terms of rnaket 
penetration. The MPEG-4 standard offers a plethora of video coding tools which may in time 
enable many new applications: however, at the present time the most popular element of 

skmdard. In the next chapter we will examine the H . 2 6 ~  series of coding stair 
N.263 and the emerging H.26L. 

(3-4 (Visual) is the ‘core’ low bit rate C! DEC tbar is based on the ITU-T 
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~P~~ video coding standards are aimed at storage and distribution of video for 
critertainment and have tried to in& the needs of providers and coimumers in the -media 
industries‘. The ITU has (historically) been more concerned about the tele~ornmunicatioIis 
industry, and its video coding standards (FI.261, H.263, H.26L) have c~nseq~ieu~ly been 
targeted at real-time, point-to-point or multi-point communications. 

The lirst ITU-T video coding s ~ n ~ d r ~  to have a significant impact, EI.261, was d~ve~oped 
during the late 1980dearly 1990s with a particular application and transm~ssioii channel in 
mind. The application was video conferencing (two-way communications via a video ‘link’) 
and the channel was N-ISDN. ISDN provides a constant bit rate o f p  x 64 kbps, where p is an 
integer in the range 1-30: it was felr at the time that 1SDN would be the medium of choice 
for video coininunicatioiis because of its guaranteed bandwidth ailcl low dekiy. Modem 
channels over the analogue P Q ~ S ~ S T ~  (at speeds of less than 9600 bps at 
conbidered to be too slow Tor visual communicatio~s and packet-based transr 
considered to be reliable enough, 

261 was quite successful and continues to be used in many legacy video confere~i~ing 
ications. ~~provemelits  in processor performance, video coding t ~ c ~ i i i ~ u e s  and the 

cmergence of analogue Modems atid et Protocol (IP) networks as viable channels led 
to the developme 3,  in the mid-1990s. By making a number of 
i m p r ~ ) v ~ i ~ e n ~ s  to ignificantly better compression p e r ~ o r ~ a i ~ c e  as 
well as greater flexibility. The original H.263 standard (Version 1) had four optional niodes 
which coitld be switched 011 to improve performance (at the expense of greatcr complexity). 
These modes were considered to he useful and Version 2 (‘HtI.263i-’) added 12 further 
optional modes. The latest (and probably the last) version (v3) will contain a total of 19 

ring improved coding perfortnancc, error resilience and/or Aexibili ty. 
.263 has become a rather unwieldy standard because of the large nunlber of 

options and the need to continue to support the bask (‘baseline’) CODEC fitnctionn. The 
latest initiative of the ITU-T experts group VCEG is the I3.26L standard (where ‘E stands 
for ‘long term’). This i s  a new standard that nialces use of some of the best features of €3.263 
and aims to impso cornpression perfomniance by around 50% at lower bit rates. Eiirly 
indications are that ,261, will outperforni N.263+ (but possibly not by 50%). 
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Typical opera~iiig bit rates for R.261 a plicatioiis are between 64 and 384 kbps. At the time 
of development, packet-based tram sion over the Internet was not expected to be a 
significant re~LIire~ient, and tlie limited video cornpression performance achievable a1 the 
tirne was not considered to be sufficient to support bit rates below 64kbps. 

A typical H.26 I CODEC is very similar to the ‘generic’ ~ i~~t~on-com~ensa ted  DCT-based 
DEC described in Chapter 3. Video data is processed in 4:2:0 Y:Cr:Cb format. The 
ic unit is the ‘macroblock‘, containing four luminance blocks and two cliro~inance 

ocks (each 8 x 8 samples) (see Figure 4.6). At the input to the encoder, 16 x 16 rnacroblocks 
niay be (optionally) motion compeI~saled using integer motion vectors. The motion- 
coi~~ensated residual data i s  coded with an 5 x 8 DCT followed by q~~antisation and Ligzag 
reordering. The reordered transform coefficients are run-leliel coded and compressed with 
an encoder (see Chapter 8). 

compensation ~ e r f o ~ n a ~ c e  i s  improved by use of an optional l ~ ~ ~ ~ ~ l t e ~ ~  a 2-0 
spatial filter that operates 011 each 8 x 8 block in a macroblock prior to rnotion compensation 
(if thc filter i s  switched on). The filter has the effect of ‘smoothing’ the reference picture 
which can help to provide a beiter prediction reference. Chapter 9 discusses loo 
more detail (sec for example Figures 9.11 and 9.12). 

inserted into the ~ a i i s ~ i ~ e ~  bit stream. In practice, this code is often omitted from 
~~nplemei i~a t io i~~ of H.261: the error rate of an TS N chatmel is low enough that error 
correction is not normally required, and the code specified in tlie standard is not suitable for 
other ctiaririels (such as a noisy wireless channel or packcl-based transmis~io~~). 

Each macroblock inay he coded in ‘ i n ld  mode (no motion-coinper3sated prediction) or 
‘inter’ mode (with niotion- ~ ~ i i e n s a t e ~  prediction). Only two franie sizes ase supporte~. 
CIF (352 x 258 pixels) and CIF ( I  76 Y 144 pixels). 

H.261 was developed at a time when hardware and softwax ocessing p e i ~ ~ ~ a i i c e  was 
limited and therefore has tlie advantage of low complexity. owever, i t s  d~sadvan~~gcs 
include poor compressioIi p e r f o ~ a r i c ~  (with poor video quality at bit rates of under about 
100Irbgs) and lack of flexibility. 11 has been superseded by H.263, which has higher 
compression efficiency and greater flexibility, but i s  still widely used in iIistalle~ video 
con~~rencing systems. 

In addition, a forward error correcting code i s  defined in the standard that sh 

5.3 H.263’ 

developing the H.243 standard, VCEG aimed to improve upon H.261 in a number of areas. 
y Faking advantage of developrrkenls in video coding algorithms and irnprovemenb in pro- 
s ing  performance, it provides better ssion. H.263 provides greater flexibility than 

xample, a wider range of fi- es is supported (listed in Table 4.2). The first 
263 introduced four optional each descril-ted in an annex to the standard, and 

further optional modes were introduced in Version 2 of the standard (‘HN.263+*). The target 
application of H.263 i s  low-bit-rate, low-delay two-way video communications. €4.263 can 
support video communications at bit rates below 20 kbps (at a very limited visual quality) 
and is now widely used both in ‘established’ applications such as video telephony and video 
coderencing and an increasing number of new applications (such as Internet-based video). 
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EC i s  ~unction~ly identical to the 
described in Section 4.4.3. Input frames in 4 : 2 : 0 format are m 

PEG4 ‘short header’ 
)n conipensated (with 

motion vectors), ~ r a n s f o ~ e ~  with an 8 x 8 DCT, quantised, reord 
main factors that contribute to the improved coding performance over 

of half-pixel motion vectors (providing better motion compensation) and redesigned variable- 
length code (VLC) tables (~escribed further in Chapter 8). Features such as I- and P-pictures, 
more frame sizes and oplional coding modes give the designer greater flexibility to dcal with 
different application requirements aid transmission scenarios. 

.4 63 

63 standard (Version 1) included four optional coding niodes (Annexes D, 
sion 2 of the standard added 12 further modes (Annexes I to T) and a new 

relcase is scheduled with yet more coding modes (Annexes U, V and W). CODECs that 
implement some of the optional modes are sometimes described as ‘K263f’ or ‘H.263++‘ 
CODECs depending on which modes are itnplemetited. 

Each mode adds to or modilies the functionality of H.263, usually at the expense of 
increased complexity. An .263-compliant COUEC must support the ‘baseline’ syntax 
described above: the use of optional modes may be negotiated between an encoder anti a 
decoder prior to starting a video communications session. The optional modes have a 
number of potential benefits: some of the modes improve coinpression performance, others 
improve error resilience or provide tools that are useful for particular transmission 
environments such as packet-based transmission. 

Amex D, ~~~~~t~~~~~~ motion vtxtms The optional mode described in Annex D of 
H.263 allows motion vectors to point outside the boundaries of the picture. This can provide 
a coding perforniance gain, particularly if objects are moving into or out of the picture. The 
pixels at the edges of the picture are extrapolated to form a ‘border’ outside the picture that 
vectors inay point to (Figure 5.1). In addition, the motion vector range is extended so that 

re 5.1 Unrestricicd motion vectors 
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16 

16 

Figure 5.2 One or four motion vectors per macroblcck 

longer vectors are allowed. Finally, Annex D contains an optional alternative set of VLCs for 
encoding motion vector data. These VLCs are reversible, making it easier to recover from 
transmission errors (see Chapter 11). 

ing Arithmetic coding i s  used instead of variable- 
length coding. Each of the VLCs defned in the standard is replaced with a probability value 
that is used by an arithmetic coder (see Chapter 8). 

nnex F, A d v ~ ~ ~ ~ ~  prediction The efficiency of motion estimation and compensation is 
Improved by allowing the use of four vectors per macroblock (a separate motion vector for 
each 8 x 8 luminance block, Figure 5.2). Overlapped block motion compensation (described 
in Chapter 6) is used to improve motion compensation and reduce ‘blwkiziess’ in the 
decoded image. Annex F requires the CODEC to support unrestricted motion vectors 
(Annex D). 

ex G,  P es A PB-frame i s  a p i r  of frames coded as a combined unit. The first 
frame is coded as a ‘B-picture’ aid the second as a P-picture. The P-picture i s  forward 
predicted from the previous I- or P-picture and the B-picture is bidirectionally predicted 
&am the previous and current I- or P-pictures. Unlike MPEG-1 (where a B-picture is coded 
as a separate unit), each macroblock of the PB-frame contains data from both the P-picture 
and the B-picture (Figure 5.3). PB-frames can give an improvement in compression 
erficicncy. 

Annex I, Advanced intra-coding This mode exploits the correlation between DCT 
coefficients in neighbouring intra-coded blocks in an image. e DC coefficient and the 
first row or column of AC coefficients may be predicted from the coefficients of 
neighbouring blocks (Figurc 5.4). The zigzag scan, quantisation procedure and variable- 
length code tables are modified and the result is an improvement in compression efficiency 
for inm-coded macroblocks. 

tilter The edges of each 8 x 8 block are ‘smoothed’ using a spatial 
filter (described in Chapter 9). This reduces ‘blockiness’ in the decoded picture and also 
improves motion compensation performance. When the deblocking filter is switched on, four 
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YO Y1 

Y2 Y3 Cr Cb 

Currant block 

Figure 5.4 Prediction of intra-coefficients, H.263 Annex I 
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(a) Rastw order (b) Arbitrary rectangular slices 

H.263 Annex K: slice options 

starting with a slice header. Slices niay contain macroblocks in raster order, or in any 
rectangular region of the picture (Figure 5.5). Slices may optionally be sent in an arbitrary 
order, Each slice may be decoded independently of any other slice in the picture and so slices 
can be useful for ersor resilience (see Chapter 11)  since an error in one slice will not affect 
the decoding of any other slice. 

Annex L, S~pplemen~l  enhancement information This annex contains a number of 
supplementary codes that may be sent by an encoder to a decoder. These codes indicate 
display-related information about the video sequence, such as picture freeze and timing 
information. 

Annex M, Improved PB-frames As the name suggests, this is an improved version of the 
original PB-frames mode (Annex G). Annex M adds the options of forward or backward 
prediction for the B-frame part of each macroblock (as well as the bidirectional prediction 
defined in Annex G), resulting in improved compression efficiency. 

Annex N, Reference pichre selwtion This mode enables an encoder to choose from a 
number of previously coded pictures for predicting the current picture. The use of this mode 
to limit error propagation in a noisy transmission environment is discussed in Chapter 1 1. At 
the start of etch GOB or slice, tlic encoder may choose the preferred reference picture for 
prediction of macroblocks in that GOB or slice. 

Annex 0, Scalabillity Temporal, spatial md SNR scalability are supported by this optional 
mode. In a similar way to the MPEG-2 optional scalabjlity modes, spatial scalability in- 
creases frame resolution, S N R  scalability increases picture quality and temporal scalability 
increases frame rate. In each case, a ‘base layer’ provides basic pesfonnance and the 
increased performance is obtained by decoding the base layer together with an ‘cnhancemeut 
layer’. Temporal scalability i s  particularly useful because it supports B-pictures: these are 
similar to the ‘true’ B-pictures in the MPEG standards (where a B-picture is a separate coded 
unit) and are more flexible than the combined PB-frames described in Annexes G and M. 



THE H.263 OPTLONAL MODESkI.263-t 5 

efere The prediction reference frame wed by the 
encoder and decoder may bc resamplcd prior to motion compensation. This has several 
possible applicatio~is. For example, an encoder can change the frame resolution ‘on the fly’ 
whilst continuing to use motion-compensated prediction. The predictioiz reference frame is 
resampled to match the new resoliition and the current frame can then be predicted from the 
resampled reference. This mode may also be used to support waq7ing, i.e. the reference 
picture is warped (deformed) prior to prediction, perhaps to compensate for nonlinear 
camera movements such as zoom or rotation. 

ate An encoder inay choose to update selected 
macroblocks at a lower resolution than the iioriiial spatial resolution of thc frame. This 
may be useful, for exainple, to enable a CODEC to refresh moving parts of a frame at a low 
resolution using a small number of coded bits whilst keeping the static parts of the frame at 
the original lvgher resolution. 

This annex extends the concept of the inde- 
OBs. Segments of the picture (where a segment 

is one slice or an integral number o may be decoded completely ~ i ~ d e ~ e n ~ e i i t l y  of 
a i y  onher segment. In the slice structured mode (Annex K), motion vectors can point to areas 
of the rcference picture diat are outsidc the current slice; with independent segment 
decoding, motion vectors and other predictions can only reference areas within the current 
segment in the reference picture (Figure 5.6). A segment can be decoded (over a series of 
frames) indep~ndenll~~ of the rest of the frame. 

C The encoder may use an alternative v~iable-leng~h code 
table for transform coe in inter-coded blocks. The alternative VLGs (actually the 
same VLCs used for intra-coded blocks in Annex I) can provide better coding efficiency 
when there are a large number of high-valued quantised DCT coefficientr (e.g. if the coded 
bit rate i s  high andor there is a lot of variaiion in the video scene). 

X Thi, mode introduces some changes to the way fie 
quantiscr and rescaling operations are carried out. Annex T allows the encoder to change the 
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yuantiser scale factor in a more flexible way during encoding, making it possible to control 
the encoder output bit rate more accurately. 

ion Annex U modifies the reference picture 
selection mode of Annex N to provide improved error resilience and coding efficiency. There 
are a number of  changes, including a mechanism to reduce the niernory reyuirements for 
storing previously coded pictures and the ability to select a reference picture for niotion 
compensation on a macroblock-by-macroblock basis. This means that the ‘best’ match for 
each macroblock may be selected from any of a number of stored previous pictures (also 
known as long-i*erm mernorj prediction). 

&X odiiied from Annex , this mode improves the 
resilieiice of slicc struclured data to transrnishioll errors. Within each slice, the macroblock 
&dta I s  r e~~ange ,d  so that all of the macroblock headers axe transmitted first, followed by all 
of the motion vectors and finally by all of the transform coefficient data. An error occurring 
in header or motion vector data usuallly has a more serious effect on the decoded picture than 
an error in ii-ansfoim coefficient data: by rearranging the data in this way, an error occurring 
part-way through a slice should oiily affect the less-scnsitivc transform coefficient data. 

nal 9 Two extra enhammnenr 
i n ~ o ~ ~ ~ a t ~ ~ ~ n  items are defined (in addition to those defi~ed in Annex L). The ‘~xed-poin~ 
ZDCT‘ function indicales that an approximate inverse DCT (4DGT) inay be used rather than 
thc ‘cxact’ definition of the lDCT given in the st~~~idard: this can be useful for l ~ ) w - ~ ~ ) ~ p l e x i t y  
fixed-~oiIit ~mplc~en ta t ion~  of the standard. The ‘picture message’ function allows the 
insertion of a user-definable message into the coded bit stream. 

It is very unlikely that all 19 optional modes will be required for any one app~ i~a t~on .  
Instead, certain combinations of modes may be useful for particular transmission scenarios. 

PEG2 and ~ ~ ~ ~ - 4 ~  13.263 defines a set of reconimeiidedpro~les (whcre 
a profile is a subset of the optional loolq) and levels (where a level sers a maximum value on 
certain coding parameters such as frame resolution, frame rate and bit rate). Profiles and 
levels are defined in the final annex o f  H.263, Annex X. There are a total of nine profiles, as 
fol1ou’s. 

Ttris is simply the baseline 263  functionality, without any optional 
modes. 

’ eg (Version 2) This profile provides efficient coding using only 
tools available in Versions 1 and 2 of the standard (i.e. up to Annex T). Tbe selected optional 
modes are Anncx T (Acivaiced lutra-coding), Annex J (De-blocking Filter), Annex L 
~ ~ u ~ p l e m e n t a l  Information: only the full picture freeze Cunction is supported) and 

odified Quantisation). Annexes I, J and T provide improved coding efficiency 
compared with the baseliiie mode. Annex J incorporates the ‘best’ features of the first 
version of the standard, [our motion vectors per macroblock and u n r e s ~ ~ ~ ~ e d  motion vectors. 



Profile 2, Coding efficiency (Version 1) Only tools available in Version 1 of the standard 
are used in this profile and in fact only Annex IF (Advanced Prediction) is included. The 
other three annexes ( , E, 6) from the original standard are not (with hindsight) considcred 
to offer sufficient coding gains to warrant their use. 

Profiles 3 and 4, Interactive and streaming wireless These profiles incorporate efficient 
coding tools (Annexes I, J and T) together with the slice structured mode (Annex K) and, in 
the case of Profile 4, the data partitioned slice mode (Annex V). These slice modes can 
support increased CITOK resilience which is important for ‘noisy’ wireless transmission 
environments. 

Profiles 5,6,7, Conversational These three profiles support low-delay, high-compression 
‘conversational’ applications (such as video telephony). Profile 5 includes tools that provide 
efficient coding; Profile 6 adds the slice structured mode (Annex K) for Internet conferen- 
cing; Profile 7 adds support for interlaced camera sources (part of Annex 

laterncy For applications that can tolerate a higher latency (delay), such as 
streaming video, Profile 8 adds further efficient coding tools such as B-pictures (Annex 0) 
and 1-eference picture resampling (Annex P). B-pictures increase coding efficiency at the 
expense of a greater delay. 

The rcmaining tools within the 19 annexes are not included in any profile, either because 
they are considered to be too complex for anything other than special-purpose applications, 
or because more efficient tools have superseded them. 

5.5 6L3 

The I9 optional modes of H.263 improved coding efficiency and transmission capabilities: 
however, development of 11.263 standard is constrained by the requirement to continue to 
support the original ‘baseline’ syntax. The latest standardisation effort by the Video Coding 
Experts Group is to develop a new coding syntax that offers significant benefits over the 
older H.241 and H.263 standards. This new standard is currently described as ‘K.26L‘, where 
the L stands for ‘long term’ and refers 10 the Pdct that this standard was planned as a long- 
tern solution beyond the ‘near-term’ additions to H.263 (Versions 2 and 3). 

The aim of I-I.26L is to provide a ‘next gcneration’ solution for video coding applications 
offering significantly improved coding efficiency whilst reducing thc ‘clutter’ OC the many 
optional modes in H.263. The new standard also aims to take account of the changing 
nature of video coding applications. Early applications 01 H.261 used dedicated CODEC 
hardware over the low-delay, low-error-rate ISDN. The recent trend is towards software-only 
or mixed softwarehardware CODECs (where computational resources are limited, but 
greater flexibility is possible than with a dedicated hardware CODEC) and inore challenging 
transmission scenarios (such as wireless links with high error rates and packet-based 
transmission over the Internet). 

H.26L is currently at the test model development stage and may continue to evolve before 
standardisation. The main features can be summarised a.. follows. 
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Figure 5.7 H.26L blocks in a macroblock 

Units The basic unit is the macroblock, as with the previous standards. 
However, the subunit is now a 4 x 4 block (rather than m 8 x 8 block). A macroblock 
contains 26 blocks in total (Figure 5.7): 16 blocks for the luminance (each 4 x 4), four 4 x 4 
blocks each for the chrominance components and two 2 x 2 ‘sub-blocks’ which hold the DC 
coefficients of each of the eight chrtvminance blocks. It is more efficient to code these DC 
c[~ef~cients together because they are likely to be highly correlated. 

ictim Beforc coding a 4 x 4 block within an intra-~nacrobloclc~ each pixel in 
tlie block is predicted from previously coded pixels. This prediction reduces the amount of 
data coded in low-detail areas of the picture. 

111 a similar way to hinexes N and 1J of 
reference frame for predicting the current inter-coded macroblock may be selected from a 
range of previously coded frames. This cat1 improve coding efficiency ;mid error resilience at 
the expense of increased complexity ‘and storage. 

H.26L supports motion vectors with $ pixel and (optionally) 
g pixel accuracy; i-pixcl vectors can give an appreciable improvemed in coding efficiency 
over i-pixel vectors (e.g. H.263, MPEG-4) and i-pixel vectors can give a small further 
iniprove~eii~ (at the expense of increased complexity). 

kions M.26L offers seven different options for allocating motion vectors 
ck, ranging from one vcctor pcr macroblock (Mode I i n  Figure 5.8) to ii11 

individual vector for each of the 16 luminance block (Mode 7 in Figure 5.8). This makes it 
possible to model the motion of irregular-shaped objects with reasonable accuracy. More 
motiori vectors require extra bits to encode and transmit and so the encoder rrlust balance the 
choice of motion vectors against coding efficiency. 

The de-blocking filter defined in Annex J of 
improves motion compensation efficiency because it improves the ‘smoothness’ of the 
reference frame used for motion compensation. H.26L includes an integral de-blocking Blter 
that operates across the edges of the 4 x 4 blocks within each macroblock. 
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Figure 5.8 H.26L motion vector modes 

rm After motion Compensation, the residual data within each block is 
bransfoimed using a 4 x 4 block trmsforni. Th is  is based on a 4 x 4 DCT but is an integer 
transform (rather than the floating-point ‘true’ D o .  An integer transform avoids problems 
caused by inismatches between different implementations of the DCT and is well suited to 
implementation in fixed-point arithmetic units (such as low-power embedded processors, 
Chapter 13). 

code The VLC tables in H.263 are replaced with a single 
‘universal’ VLC. A m,smitted code is created by building up a regular VLC from the ‘universal‘ 
codeword. These codes have two advantages: they can be implemented efficiently in 
software without the need for storage of large tables and they are reversible, making it 
easier to recover from transmission errors (see Chapters 8 and 11 for fwther discussion of 
VLCs and error resilience). 

imetic coding, This alternative entropy encoder uses 
arithmetic coding (described in Chdpter 8) to give higher compression efficiency than variable- 
length coding. In addition, the encoder can adapt to local image statistics, i.e. it can generate 
and use accurate probability statistics rather than using predefined probability tables. 

es These are recognised to be a very useful coding tool, parlicularly for applicat- 
are not very sensitive to transmission delays. H.26L supports B-pictures in a similar 

way to MPEG-I and MPEG-2, i.e. therc is no restriction on the number of 
inay be transmitted between pairs of  I- ancUor P-pictures. 

At the time of writing it remains to be seen whether H.2AL will supersede the popular 
€3,261 and H.263 standards. Early indications are that it offers a reasonably impressive 
performance gain over H.263 (see the next section): whether these gains are sufficient to 
merit a ‘switch’ to the new standard is not yet clear. 
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E V  s 
Each of the irnagc and video coding standards described in Chapters 4 and 5 was designed 
for a different purpose and includes different katures. This makes it difficult to compare 
them directly. I:igure 5.9 compares the PSNR performance of each of the video coding 
standards for one particular test video sequence, 'Foreman', encoded at CIF resolution and 
a frame rate of 10 frames per second. The results shown in the figure ulcl be interpreted 
with caution, since different performance will bc nieisurcd depeiiding on the video 
sequence, franie rate and so on. However, the trend in performance i s  clear. MJPEG 
performs poorly (i.e. it requires a relatively high data rate to support a given picture 

a substantial 
-2 (with half- 

pixel motion compensation) is next, follotved by 11.263/NlYEG-4 (which achieve a further 
gain by using four motion vectors per macroblock). The emerging H.26L test model achieves 
the best pesforinance of all. (Note that MPEG- I achieves thc same pcrformance as MFEG-2 
in this test because the video sequence is not interlaced.) 

This comparison is not the complete picture becanse it does not lake into accouril the 
special features of particular standards (for example, the content-based tools of ~~~~-~ or 
the interlaced video tools of MPEG-2). Table 5.1 compares the standards in terns o f  coding 
performance and features. At the present time, MPEC-2, E1.263 and MPEG-4 are each viable 

e it does not use any inter-frame compression. W.261 a 
~ due to the use of integcr-pixel motion cnmpensation. 

Video coding performance: "Foreman", QGIF, 10 frameshec 
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SUMMARY B 

Compafison of the video coding stiiadards 

Target Coding 
Standard application performance Features 

MJPEG Image coding 1 (worst) Scalable and lossless coding modes 
H.261 Video confewncing 2 Integer-pixel motion conipensation 
MPEG- 1 Video-CD 3 (equal) I, P, B-pictures. hair-pixel 

MPEG-2 Digital TV 3 (equal) As above; field coding, scalable 

11.263 Video conferencing 4 (equal) Optirnised for low hit rates; many 

MPEG-4 Multimedia coding 4 (equal) Many options including content- 

H.2GL Video conferencing 5 (best) Full feature set riot yet defined 

compensation 

coding 

optional modes 

based tools 

alteinatives for designers of video communication systems. MPEG-2 is a relatively mature 
technology for the mass-market digital television applications; H.263 offers good coding 
performance and options to support a range of transmission scenarios; MPEG-4 provides a 
large toolkit with the potential for new and innovative content-based applications. The 

.26L standard promises to outperform the H.263 and MPEG-4 standards in terms 
of video compression efficiency4 but is not yet finalised. 

The ITU-T Video Coding Experts Group developed the H.261 standad for video conferen- 
cing applicatioiis which offered reasonable compression performance with relatively low 
complexity. This was superseded by the popular H.263 standard, offering better performance 
through features such as half-pixel motion compensation and improved variable-length 
coding. Two further versions of H.263 have been released, each offering additional optional 
coding modes to support better compression efficiency and greater flexibility. The latest 
version (Version 3) includes 19 optional modes, but i s  constrained by the requirement to 
support the original, ‘baseline’ H.263 CODEC. The H.26L standard, under development 
at the time of writing, incorporates n number of new coding tools such as a 4 x 4 
block transform and flexihlc motion vector options and promises to outperform earlier 
standards. 

Comparing the performance of the various coding standards is difficult because a direct 
‘rate-distortion’ coinparison does not take into account other factors such as features, 
flexibility and market penetration. It seems clear that the H.263, EG-2 and MPEG-4 
standards each have their advantages for designers of video communication systems. Each of 
these standards makes use of common coding technologies: motion estimation and 
compensation, block transformation and entropy coding. In the next section of this book 
we will examine these core technologies in detail. 
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ecommenclation H.261. ‘Video CODBG for audiovisual scrviccs at px64 kbit‘s’, 1993. 
ecomvnendation H.263, ‘Video coding for low bit rate communication’, Version 2, 1998. 

3 .  ITU-T (26/SC16 YCEG-L45, ‘W.26L Tesf Model Loiig Term Nutnber 6 (TML-6) draft O”,  March 

4. ITCI-T Q6/SG16 VCEG-M08, ‘Objective coding performance of [H.26L] TML 5.9 and €3.263-1 ’, 
2001. 

March 2001. 



I n  the vidco coding standards described in Chapters 4 and 5, blocks of image samplcs or 
residual data are coinpressed using a block-based transform (such as the DCT) followed by 
~uant~sat~oi i  and entropy encoding. There is limited scope for iniprowd coniprcssion 
perforr~iwcc in the later stages of  encoding (DCT, quantisation and entropy coding), sirace 
the operation of the d the codebook for entropy coding are specified by the relevant 
video coding stand ver, tliere is scope for significanl perforniance improvement in 
the design of the of a video CODEC (motion estiniatioa and compensation). 
~ ~ ~ ~ i e n ~  nioti(~i~ c s t ~ ~ a t i o ~ ~  reduces the energy in the oi~perisa~ed residual frame 
and can d r a ~ a ~ ~ c a l l y  improve con~pression perloima ion es t ima~~oi~  can be very 
c o n ~ p ~ ~ a ~ i o ~ i a l l ~ /  intensive and so this compression t9c e niay be at the expeose of 
high c o ~ p L i ~ a ~ o n a ~  complexity. This chapter describes the motion e s ~ i ~ a ~ i ~ ) n  and cornpen- 
sation process in detail and discusses implementatioii alternatives and trade-offs. 

The motion estimation and coiiipen,satioix functions have ivany implications for CODEG 
y performance issues include: 

Coding ~ e ~ ~ o r m a i ~ c e  (how efficient is the algoritl-nn at i ~ n i ~ i ~ i s ~ n g  the rehidual ~ r a ~ ~ e ? )  

* Complexity (does the algorithm make effective me of cnniputation resourceb, how easy IS 
1 t to mplemcut in software or hardware?) 

Storage andlor delay (does the algoi iehm introduce extra delay annd/t)r require storage of 
multiple fraI~~es‘~) 

’Side’ i ~ ~ o r ~ ~ i ~ t i o ~ i  (how much extra i I ~ f o r ~ ~ ~ l ~ o n ,  e.g. motion vectors, needs to be 
transmitted to the decoder?) 

Error resilience (how does the decoder perfoini when errors occur during 

These issues we interrelated aixl are potentially contradictory (e.g. better coding perfor- 
mance may lead to increased complexity and delay and poor e m r  resilience) and different 
SOhTi(?IlS are appropriate for dirfcrent platforms and applications. The design ancl imple- 
mentation of niotion estimation, compensation and rcconstiuction can be critical to the 
p e ~ ~ o r ~ a ~ i c e  of a video coding appl~ca~~on.  
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Motion estimation creates a model of the currcnt frame based on available data in one or 
more previously encoded frames (‘reference frames’). These referencc frames may be ‘past’ 
frames (i.e. earlier than the currcnt frame in temporal order) or ‘future’ frames (i.e. later in 
temporal order). The design goals for a motion estimation algcxithm are to model the current 
frame as accurately as possible (since this gives better compression performance) whilst 
i n ~ n ~ ~ i n i n g  acceptable coinputalional complexity. In Figure 6.1 )i the motion estimation 
module creates a niodel by modifying one or more refercnce frames to match the current 
frame as closely ao possible (according to a matching criterion). The current frame is mcitkon 
~ ~ ~ ~ ~ ~ s ~ ~ e ~  by subtracting the model from the frame to produce a i n ~ t i o n - c o ~ ~ e ~ s a t e d  
residual frame. This is coded and transmitted, along with the inforriiation reqLiired for 
the decoder to recreate the model (typically a set of motion vectors). At the same time, the 
encoded residual is decoded and added to the model to reconstruct a decoded copy of the 
current Frame (which may not be identical to the original frame because of coding losses). 
This reconstrucled h m e  is stored to be used as a reference frame for further predictions. 

The residual frame (or displaced frame difference, DFD) is encoded and transmitted, 
together with any ‘side information’ (such as motion vectors) needed to recreate the model at 
the decoder. The ‘best’ compression performance i s  achieved when the size of the coded 
DFD and coded side information is minimised. The size of the coded UFD is related 10 the 
energy remaining in the DFD after motion compensation. Figure 6.2 shows a previous, 
current and residual frame (DFD) without motion compensation: there is clearly a significant 
amount of energy present around the boundaries of moving objects (the girl and the bicycle 
in this case). It should be possible to reduce this energy (and improve coiiipression 
peifom~nnce) using motion estimation ancl compensation. 

Encode residual 

Reconstruction Decode residual Reconstructed 
frame 

~ i g u r ~  6.1 Motion estimation and compensation block diagram 

vectors 
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vidco coding s t a i ~ d a ~ ~ s  (11.261, 11.263, 
ion and c o ~ ~ ~ e n ~ a ~ ~ ~ ~ i ~  are cxriect out on 8 x 8 or 16 x 16 

For each block of luminance samples (say i 6  x 16) in the current fiame, the motion 
esiimaticm a l ~ [ ~ ~ ~ ~ m  searches a ixighbouring area of the referencc frame tor a ‘matching’ 
16 x 16 area. The hest ~ n a t ~ h  is the one tkat r n i n i ~ ~ s ~ ~  the energy of the ~ifference be~ween 
the current 16 x 16 block and the mntchiiig 16 x 16 area. ‘The area in which the search is 

e centred mmmd the position of the current 16 x 16 hlwk because (a) 
there is likely to be a good match in the imiiiediate area of the current hlock due to the high 
~ ~ ~ ~ ~ a r i ~ y  ( ~ o i ~ ~ l a ~ ~ ~ ~ ~ )  betweei~ subsequeiil frames and (b) i t  would be c o i ~ ~ p ~ ~ d ~ ~ ~ ~ i ~ ~ l y  
intensive to search the whole of the reference frame. 

Figure 6.3 i ~ l u ~ t r a ~ ~ s  the block ~ a t c ~ i ~ ~ i g  process. The current ‘block’ (in this case, 3 x 3 
pixeki) is shown on the le f t  and this hlock i s  r : o m p ~ e d  with the same pcpsiticm in ~kte 
relerence h i m  (shown by the thick line in the centre) and the immediate neighbouring 
positions (+/-I pixel in each direction). The mean squared error (MSE) between the 



MOTION BSTliWATION AND ~ ~ M P E N ~ A T I ~ N  

Carient block Reference area Po5monr, (X,Y) 

.3 Current 3 x 3 block and 5 x 5 refcrence aiea 

current block and the same position in the reference frame (position (0, 0))  is given by 

{(I - 4)2 4- ( 3  - 2)’ + (2  - 3)’ + (6 - 4)2 + (4 - 2)’ 

4- (3 - 2)’ + ( 5  - q2 + (4 - 3 y  $- (3 - 3)’)/9 : 2.44 

The coniplete set of MSE values for each search position i s  listed in Table 6. I and shown 
~ a p ~ ~ i c a l ~ y  in Figure .4. (>E the nine cmididatc positions, ( - 1 ~ 1) gives the smallest 

he ‘best’ match. In this example, the best ‘model’ for the current block (i.e. the 
ion) is the 3 x 3 region in position (- 1, 1). 

A video encoder carries out this process for each block in the current frame 

1 . ~a~cLilate the energy of the difference between the current block and a set of ~ e i ~ ~ b o ~ i r ~ ~ ~  

2. Select the region that gives the lowest error ( e ‘matching region’). 

regions in the reference frame. 

tract the n i a t c~ i i i~  region from the current block to produce a difference block. 

4. Encode and transmit the difference block. 

5. Encode and transmit a ‘motion vector’ that indicates the position of the matching region, 
relative to the current block position (in the above example, the motion vector is { -- 1, I). 

Steps 1 and 2 above corrcbpond to motion ~ ~ t i i n ~ ~ ~ ~ o i ~  and step 3 to motion c o ~ ~ ~ ~ i ~ ~ ~ ~ ~ ~ o i ~ .  
The video decoder reconstructs the block as follows: 

1. Decode the d i~erexic~  block and motion vector. 

2. Add the difkrence block to thc matching region in the reference frame (i.e. the rcgion 
‘ ~ ~ ) i ~ ~ t e ~ ~  to by the motion vector). 

MSE 4.67 2.89 2.78 3.22 2.44 3.33 0.22 2.56 5.33 
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MSE iiiap: (a) suiface plot; (b) pseudocolour plot 

The name ‘motion estimation’ i s  misleading because the process doeh not necessady 
identify ‘uue’ motion, instead it attempts to find a matching region in the reference frame 
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4 -  

5 -  

6 .  
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8 -  
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Figure 6.5 16 x 16 block motion vectors 

that minimises the energy of the difference block. Where there is clearly identifiable 
linear motion, such as large moving objects or global motion (camera pminning, etc.), 
motion vectors produced in this way should roughly correspond to the movement of blocks 
between the reference and the current frames. However. where the motion is less obvious 
(e.g. small moving objects that do not correspond to complete blocks, irregular motion, 
etc.), the ‘motion vector’ may not indicate genuine motion but rather the position of a good 
match. 

Figure 6.5 shows rhc motion vectors produced by motion estimation for each of the 
16 x 16 bloclts (‘macrobloclts’) of the frame in Figure 6.2. Most of the vectors do correspond 
to motion: the girl and bicycle are moving to the kjt and so the vectors point to the right (i.e. 
to the region the objects have movedfiom). There is an anomalous vector in the middle (it is 
larger than the rest and points diagonally upwards). This vector does not correspond to ‘truc’ 
motion, i t  simply indicates that the best match can be found in this position. 

There are many possible variations on the basic block matclung process. some of which 
will he described later in this chapter. Alternative aieasures of DF energy may be used 
(to reduce the c ~ ~ n ~ p ~ t a l i ~ ~ n  required to calculate SE). Varying block sizes, or irregular- 
shaped regions, can be more efficient at matching ue“ motion than fixed 16 x 16 blocks. 
A better match may be found by searching within two or more reference frames (rather than 
just me). The order of searching neighbouring re ns can have a significant effect on 
matching efficiency and computational complexity. ects do not necessarily move by an 
integral number of pixels between successive frames and so 8 better match may be obtained 
by searching sub-pixel positions in the reference frame. The block matchiiig procesh itself 
only works well for large, regular objects with linear motion: irregular objects and non-linear 
motion (such as rotation or deformation) may be modelled more accurately with other 
motion estimation methods such as object-based or mesh-based estimation, 
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eaii squared error provides a measure of the energy remaining in the difference block. 
MSE for a A7 x N-sample block can be calculated as follows: 

where Cu is a sample of the current block, R,  is a sample of the reference area and 60, Roo 
are the top-left samples in the ciiaent and reference areas respectively. 

Mean absolute error (MAE) provides a reasonably good approximation of residual energy 
and i s  easier to calculate than MSE, since it requires a magnitude calculation instead of a 
square calculation for each pair of samples: 

IC, - R,I (6 .2 )  

The cornparison may be simplified fuurllier by neglecting the term I/@ and simply 
calculating the sum of absolute errors (SAE) or sum of absolute di~ferenc~s (SA 

N - I  N - - 1  

SAE = IGfj - Rijl (63 j  

SAE give& a reasonable approximation to block energy and so Equation 6.3 is a commonly 
used matching criterion for block-based motioii estimation. 

I n  order to find the best matching region in the reference frame, in theory it is necessary to 
carry out a comparison of the current block with every possible rcgioii of the reference 
Game. This is usually impractical because of the large number of comparisons required. In 
practice, a good match for the current block can usually be found in the ~ ~ e d ~ a t e  
ne ighb~)~rh~od of the block position in the reference frame (if a match exists). Mcnce in 
practical ~ ~ p l e ~ e ~ i t ~ t i o ~ ~ ,  the search for a matching region is limited to a ‘search window’, 
typically centred on the current block position. 

‘The optimuin size of search window depends on several factors: the resoiution of each 
frame (a larger window is appropriate for a higher resolution), the type OC scene (high- 
motion scenes hcnefit from a larger search window than low-motion scenes) and the 
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start 

end 

end 

(start in centre) 

(b) Spiral order 

Figure 6.6 Full search: (a) rastcr and (b) spiral order 

availitbk processing resources (since a larger search window requires more comparison 
ope~a~ions and hence more processing). 

Full search rnolion ~ ~ ~ i i ~ ? ~ u l i ~ F ~  calculates Ihe compa-ison cnlerion (5uch as SAE] at each 
possible locatioer in the search window. Full search is computationally intensive, particularly 
for large search windows. The locations may be processcd in a ‘rastcr’ order (Figure 6.6, 
left-hand d i a~ran~)  or in a spiral order starting from the centre (0, 0) position (Figure 6.6, 
right-hand diagram). The spiral st:uch order has certain computational advantages when 
early tcrrnination algoi-ithms are used (see Section 6.9.1 ) because the best match (and hence 
thc s r n ~ l e s ~  SAE) i s  most likely to occur near the centre of the search region. 

Figure 6.7 shows an example of the SAE results for a full search. The figure shows the 
current block and the reference area (i-/ 15 pixels around the current 16 x 16 block 
position) together with a plot of the SAE values found at each search location. There are a 
total of 31 x 3 1 SAE valucs (comsponding to integer steps from - E5 to + 15 in the x and y 
~ i r e c ~ i ~ n s ) ~  The sinallest value can be found at location (x = 6 ,  y - 1) and is i-riarked on 
the S A E  plot. This is the a1 miniinurn of the SAE Liinction in the search region and the 
hill se;zrc‘rr algoritlim will select this position as the ’best’ match. Note that there are other, 
local minima of the SAE furiction (the dark ‘patches’ on the SAE plot): the iinportance oC 
these local nGnima will become clear in the next section. 

The effect of motion estimation and compensation is illustrated in Figure 6.8, Aftcr 
motion eslitmtion (using full search block ~ ~ t c ~ ~ ~ n ~ )  and ~ [ )mp~~sa t ion ,  the reference frame 
(shown in Figure 6.2) is ‘reorganised’ to provide a closer match to the current framc. The 

’ 11-compensated DFD shown in Figure 6.8 coneajns less energy than thc ulacompensated 
in Figure 6.2 and will therefore produce a smaller coded frame. 
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Figure 6.7 SAD map: (a) current block; (b) search area; (c) map with minima 



02 

‘The c o ~ ~ ~ u ~ a t ~ ~ ~ ~ ~ ~  conipkxi ty of a full  search dgorizhn i s  often prohibitive, particularly for 
ally alternative ‘fast search’ ~ g o r i ~ ~ ~ ~ s  

Tor motion ci;thation. A fast  search algomiihm aims io reduce the 
op~rations cornpar with full search, i.e. a fast search a l ~ ~ ~ r ~ ~ h ~ l  will 

E imp whilst ~ ~ ~ e ~ ~ ~ i ~ g  to find the ~ n ~ i n u ~ ~ ~  

at must operate in ‘real time’. 

SAE. I%e critical questio 
than a ‘Iocal’ minimum. ereas the fxdl search algorithm is 
~ ~ i ~ ~ ~ n u i ~ i  SAL, a search rrithrn that wnples only some of 
scarch region inay gel ‘trapped’ irr a local rninimur~-i The result is Lhd Bie djfference block 
fourid by the fast search algori contains niore energy &ail Ehe block found by f ~ d l  sear& 
and hence the nuinber of codcd kits generated by the video encoder will be largcr 
Bccaiisc of tlii\, fast search algorithms usuaily gitc poorer ctsrnprcssxcrn perfcwnance h i  

full wmk 

teed to find the glo 
ssibie locatiortl; 111 

This a l ~ ~ r ~ ~ ~  is most wi ely known in i t s  three-sic 
hut i t  can he can.ied out with other numbers of steps (i.e. N-step search). For a bearch 
window of +/--(2” - 1) pixels. thc TSS algorirhm ic; as follows: 

e ‘three-slcp search’ (T 

1. Search 1ot:aeion {O. 0). 

2.  §et s = P‘-’ jtlic step sizc) 

3. Search eight locations -t-/-S pixels around location (0, 0). 
4.. From the nine locations searctied so far, pick the location with the smallest SAE and 

make this the new search origin. 
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Three-step seasch (Ip1SS) 

5. Set s = s/2. 
epeat stages 3-5 until S = 1. 

Figure 6.9 ~ ~ l ~ i s t r ~ l e s  the procedure for a search window of i /-7 (ie. N = 3). The first * s  
j n v ~ ~ ~ v e s  s e a r c ~ i ~ i ~  ~ o c a ~ ~ o ~  (0, 0) and eight locations +/-4 pixels around the origin. 
5econd 'step' searches +/-2 pixels around the best match from the first step ( h ~ ~ ~ i l i ~ ~ t e ~ ~  in 
bold) arid the third step searches i-/-1 pixcls ~ ~ r o ~ ~ n  the bcsl match from the second step 
(again h ~ g ~ i I j ~ ~ ~ e ~ ) .  'The ~ C N L  match from this third step is chosen as the result 
algoritf-rni. With a search window uf t/-7, three repetitions (steps) arc rcyuir 
est nlalch. a total of (9 I 81-8) 

with (15 x 15) = 225 CO 

5 search c o n i p ~ r ~ s ~ ) n ~  are required 
S Q ~ S  for the e~L~ivalen~ f ~ d l  search. In general, 

(8N-k I) ~ ~ r ~ i p ~ . ~ ~ o ~ s  are required for a search area of +/-(2" - 1) pixels. 

1 .  ~earch  l ( ~ ~ a ~ o n  (0, 0). 

2. Search four locations in the horizontal and vertical directions, S 
origin (where S is the initial ste size). 7'he five locations make a 

3. Set the new origin to the best match (of the five locations tested). 
the centre of the ' + ', S = S/Z, crtherw-ise S i s  undianged. 

4. if S = 1 then go to stage 5, otherwise go to stage 2. 

5. Search eight locations ~ i ~ i i ~ e ~ ~ a ~ e l y  surrounding the best match. The \earch. result is the 
best match of the search origin and these eight n c i ~ h b o ~ ~ ~ i ~  locations. 



Figure 6.10 Logaritb.inic search 

Figure 6.10 shows an example of' llie search pattern with S = 2 initially. Again, the k ~ t  
match at each iteration is highlighted in bold (note that the hold 3 i s  the hest match at 
i ~ e ~ a ~ ~ o n  3 and at iteration 4). In this example 20 search ~ o I ~ i p a r ~ s o ~ ~ s  are reqLiirc~: however, 
the nuniber of c o ~ ~ p ~ s ~ ~ ~  varies depending on number of repetitions of stages 2, 3 and 4 

ote that the ~ ~ l ~ o ~ t ~ ~ r n  will not search a candidate position if it is outside the sexch 
window (+/-7 in this example). 

3 oss- 

This a ~ ~ o f l ~ ~ ~  i s  similar to the three-step search except that five points are compared at each 
ng an X) instead of nirrc, 

I. Search locatioii (0, 0). 

2 .  Search EQUV locations at +/-S, forming an 'X' shape (whcre S = 2"- ' as For the TSS). 

3. Set the new origin to be the bcst match of the five locations tested. 

4. If S > 1 then S = S / 2  arid go to stage 2; otherwise go to stage 5 .  

5. If the best match i s  at the top left or bottom right of the 'X', evaluate four more points in 
an 'X' at a distance of + / - I  ; otherwise (best match is at the top right or bottom left) 
evaluate four more points i n  a ' i ' at a distance of +/- 1 .  

Figure 6.11 shows two examples of the cross-search algorithm: in thc first example, the 
final points are in the shape of a 'X' aid in the second, they are in Ilie shape of a "-I- 
(the best match at each itcration is highlighted). The nuniber of SAD cc~tnpas.ison5 is 
(4N + 5 )  for a search area of +/-(2N - I) pixels (i.e. 17 comparisons for a +/-7 pixel 
 window^. 
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igwe 6. I 1  Cross-search 

.4 

This simple algorithm essentially involves fbllowing the SAD 'gradient' in the ~ Q ~ ~ o n t a l  
direction until a niiniinum i s  lound, then following the gradient in the vertical. direction to 
find a ~ ~ c r l i c ~ ~  i ~ ~ i i ~ i n ~ ~ :  

I. Set the horizontal origin to (0, 0). 

2. Search the origin and the two i~nt~iediate horizontal neighbours. 

3. If' the origin has the crnallest SAD (of the three neighbouring horizontal pobb) ,  then go 

4. Set the new origin to the horitontal point with h e  smallest SAD an 

5. Repent stages 2-4 in the vertical direction. 

to stage 5, otherwise. . . . 

neigldwuring point that has not yet beepi searched. Go to slage 3. 

The one-at-a-time search i s  i l l L i ~ ~ ~ ~ c ~ ~  in Figure 6.12. The positions marked I are searched 
and the l ~ ~ t - ~ ~ a n d  position gives the best match. Position 2 is searched and gives the hest 
match. The l i ~ ~ i z ~ n t n ~  search continues wilh positions 3 ,4  and 5 until position 4 is fomid to 
have a lower SAD than position 5 (i.e. a horizontal minimum has been detected). The 
vertical search starts with positions 6: the best match is al the top and the ver~ical search 
continues with 7, 8, 9 until a mininiurn i s  detected ai position 8. In this example only nine 
searches are carried out: however, there is clearly poteiitial to be trapped in a local ~ l i ~ ~ ~ l ~ ~ m .  

4 rs 

This algorithm was proposed for €3.263 and MPEG-4 (short header) C 
CODECs, each motion vector is predicted li.oni neighbouring (already coded) niotioii vectors 
prior to encoding (see Figure 8.3). This makes i t  preferahle to choose a vector close to this 
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Figure One-at-a-time search 

'median predictor' position, for two reasons. First, neighbouring macroblocks often have 
similar motion vectors (so tliat there is a good chance that the median predictor will be close 
to the "true" best match). Second, a vector near the median will have a small d i s p l a ~ ~ ~ e n ~  
and therefore a small W L  

'The algorithm proceeds as follows: 

Search the (0, 0) location. 

Set the search origin to the predicted vector location and search this position. 

Search the four neighbouring positions to the origin in a ' + ' shape. 

If the search origin (or location 0, 0 for the first iteration) gives the best match, this i s  the 
chosen search result; otherwise, set the new origin to the position 01 the best match and go 
to stage 3. 

The algorithm stops when the best match is at the centre of the ' + ' shape (or the edge of the 
search wirrdow has heen reached). An example of a search sequence is shown In Figure 6.13. 

i~~~~ 6A.3 Nearest neighbours search 
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The median predicted vector is (-3, 3) aid this is shown with an a ~ o w .  The (0, 0) point 
(marked 0) and the first ‘layer’ of positionc (marked 1) are searched: the best match i s  
high~ighted. The layer 2 positions are searched, followed by layer 3. The best match for layer 
3 is in the centre of the ‘ + 9  shape and so the search is terminated. 

This algoiithni will perform well if tlic motion vectors are reasonably homogeneous, i.e. 
there are not too many sudden changes in the motion vector field, The algorithm described 
i1i4 includes two further features. First, if the median predictor is unlikely to be accurate 
(because too iiiany neighbouring macroblocks are intra-coded and therefore have no motion 
vectors), an alternative algorithm such as the TSS i s  used. Second, a cost firnction i s  
proposed to estimate whether the computatioiial complexity of carrying out the next set of 
searches is worthwhile. (This will be discussed further in Chapter 10.) 

The hierarchical search algorithm (and its variants) searches a coarsely subsampled version 
of the image first, followed by successively higher-resolution versions until the full. itnagc 
resolution is reached: 

1. Level 0 consists of the current and reference frames at their full resolutions. 
Subsample level 0 by a factor of 2 in the horizontal and vertical directions to produce 
level 1. 

2. Repeat, subsampling level 1 to produce level 2, and so on until the required number of 

3. Search the highest level to find the hest match: this is the initial ‘coarse’ motion 

4. Search the next lower level around the position of the ‘coarse’ motion vector and find the 

5. Repeat stage 4 until the best match is round at level 0. 

levels are available (typically, three or four levels are sufficient). 

vector. 

best match. 

The search method used at the highest level may be full search or a Tast’ algonthm such 
as TSS. Typically, at each lower level only +/-1 pixels are searched around the coarse 
vector. Figure 6.24 illustrates the method with three levels (2, 1 and 0) and a window 
of +/-3 positions at the highest Revel. A full search is carried out at the top lcvcl: 
however, the complexity i s  relatively low because we are only comparing a 4 x 4 pixel area 
at each level 2 search location. The best match (the number ‘2’) is uscd as the centre of the 
level 1 search, where cighl surrounding locations are searched. The best match (number ‘1 ’1 
is used as the centre of the final level 0 search. The equivalent search window is +/- 1.5 
pixels (i.e. the algorithm can find a match anywhere within -/-/-IS pixels of the oiigin at 
level 0). 

In total, 49 searches are carried out at level 2 (each comparing 4 x 4 pixel regions), 8 
searches at level I (each coiiiparitig 8 x 8 pixel regions) and 8 searches at level 0 (comparing 
I h  x I6 pixel regions). 
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Level 2 search ~ositions 

Level 1 search positions 

Level 0 search positions 

Hierarchical search 



C ~ M ~ A ~ ~ S ~ ~  OF MOTION ESTIMATION ALGORlTHMS 1 

F 

The wide range of algorithms avai lablc for block-based motion estiiiiation can make it 
difficult to choose between them. There are a number of criteria that may help in the choice: 

1. Matching performance: how effective is the algorithm at minimising the residual block? 

2. Rate-distortion pdoimance: how well does the complete CODEC perform ;.it varlous 

3 .  Complexity: how inany operations are required to complete the matching poccss‘? 

4. Scalability: does the algorithm perforin equally well for large and small search ~~7i~dow§? 

5. Implementation: is the algorithm suitable For software or hardwxe implementation for 

compressed bit rates? 

the chosen platform or a~chi tec~u~e? 

Criteria 1 and 2 appear to be identical. If the algorithm is effective at minimising the energy 
in the mot~on-coi~pensated residual block, then it ought to provide good co~pression 
efficiency (good image quality at a low compressed bit rate). However, there are other factors 
timt complicate things: for cxaniple, every motion vector that is calculated by Ihe motion 
cstiniation algorith~i~ must be encoded and ~aIismitted as part of the couzpresse 
As will be d~scussed in Chapter 8, larger motion vectors are usually coded with inore bits and 
so an algorithm that efficiently rrtinimises the residual frame but produces large motion 
vectors may be less efficient than an algorithm that is ‘biased’ towards producing small 
motion vectors. 

In the following example, block-based motion estimation and compensation were cLwied out 
on five frimes of the ‘bicycle’ sequence (shown in Figure 6.2). Table 6.2 com 
perforniance of full search motiori estimation with a range of search window sizes. 
lists the total SAE of the five difference frames without motion compensation (i.e. simply 
subtracting the previ~us from the current frame) and with motion compensation (i.e. block- 
based motion coinpensntion on 15 x 16 blocks). The final column lists the total nurnbcr of 

son operation$ fwherc one operation i s  the comparison of two luminance samples, 
I). As the search window increases, motion compensation efficiency iinprovcs 

(shown by a smaller SAE): however, the number o f  operations increases exponentially with 
the window size. This sequence contains relatively low movement and so most of the 

Table 6.2 Full yearch motion estimation. five frames varying window size 

Search Total SAE Total SAE Ntirnbcr of 
window (uncornpensated) (compensated) cornpariscm operations 
- 

+/--I 1 326 183 1 278 610 1.0 x 106 
+/-3 ... 1 173 060 5.2 x 106 
+/-7 t.. 89X 581 23.4 x 106 

+/-E ... 891 163 99.1 x 10” 



Total SAE ?htal SAE Number of 
Rlgoritlim (~uicornpensated) (crrmperrsated) comnpnriwn opcratims 

Full search I 326 783 897 163 99.1 x 10" 
- I_---- I 

Three-btcp search ... 914 753 3.6 x lob 

p~rfo~ni~tIice gain from motion e s t i ~ n a ~ i ~ n  i s  achieved with a search window of +/--7 
sainplet;. Increasing the window to +/- IS gives only a modest iiiiproveinent in SAE at the 
expense of a fourfold increase in computation. 

Table 6.3 compares the performance of fir11 search and three-step search with a search 
window uf +/- 15 pixels. Full search produces a lower SAE and hence a smaller residual 

ever, the slight increase in SAF, produced by the TSS ~ l ~ o ~ i t h ~ ~  is 
reduction in the n u ~ b e r  OS comparison operations. 

Figure 6.15 shows how B fast search algorjtlm such as the TSS inay fail to find Ihc 

' re 6.E SAE map showing threc,step scar& 'trapped' i n  local mrnimum 



SUB-PXXEL MOTION ESTIMATION 1 

+ - S  pixels around the origin. The best match at tlie first step is found at ( - 8,O) and this is 
marked with a circle on the figure. Thc next step examines positions within +/-4 pixels of 
this point and thc best of these is found at ( -  12, -4). Step 3 also chooses the point ( - 12, 
-4) and the f ind  step selects ( - 13, - 3 )  as the best match (shown with a ’ + ’). This point is 

a local minimum but not the global minimum. Heiice the residual block after motion 
compensation will contain more energy than the best match fonnd by the full search 
aigoritlvn (point 6 ,  1 marked with an ‘x’). 

Of thc other search algoiithms mentioned above, logarithmic search, cross-search and 
one-at-a-time search provide low computational complexity at the expense of relatively poor 
matching performance. Hierarchical search can givc a good compromise between perfor- 
mance and complexity and is well suited to hardware implementations. ~earest-ne~~hbours  
search, with its in-built ‘bias’ towards the median-predicted motion vector, is reported to 
perform ahnost as well as full search, with a very much reduced conlplexity. The high perfor- 
mance is achieved because lhe “hias’ tends to produce very small (and heiice very efftciently 
coded) motion vectors and this efficiency offsets the slight drop in SAE perfomance. 

So far, we have assumed that the best match cnn be found at a region offset from the current 
block by an integer number of pixels. Jn fact, for many blocks a better march (and hcncc a 
smaller DFD) can be obtained by searching a region interpolated to sub-pixel accuracy. The 
search algorithm is extended as follows: 

1. Interpolate bctween the samples of the search area in the reference frame to forni a 

2. Search full-pixel and sub-pixel locations in the interpolated region and find the best 

higher-resolution interpolated region. 

match. 

3. Subtract the samples of the matching region (whether fid1- or sub-pixel) from the samples 
of the current block to form the difference block. 

Half-pixel interpolation is illustrated in Figure 6.16. The original integer pixel positions ‘a’ 
are shown in black. Samples b and c (grey) are formed by linear interpolation between pairs 

a: original integer samples 

b,c,d: interpolated samples 

Arrows indicate direction of 
interpolation 

re 6.16 Half-pixel interpolation 



of inleger pixels, and samples d (white) are intei-polated between Sour integer pixels (as 
indicated by the arrows). Motion compensation with half-pixel accuracy is supported by the 

,263 s ta i ida~~,  and higher levels of interpolation ($ pixcl or more) arc proposed for the 
emerging H.26L standard. Increasing the ‘depth’ of interpolation gives better block 
n ~ a t c ~ n ~  performance at the expense of increased c~~mpu~dti(~na1 complexity. 

~ ~ ~ ~ ~ ~ ~ i ~ g  on a sub-pixel grid ~~bvjously requires more com~u~ation than the integer 
searches described earlier. In order to liniit the increase in cornplexity. it is common practice 
to find the best matching integer position and then to carry out a search at half-pixel 
locations i ~ ~ e d i a t e l ~ 7  around this position. Despite the increased complexity, s ~ b - i ~ i x ~ l  
motion ~ s t i m a ~ i o ~  and conipensation can significantly outperform integer motion estimation/ 
c o i ~ p e n ~ a ~ o ~ .  This is because a moving object will no1 iiecessarily niove by an integral 
number of pixels between succe9sive video frames. Searching sub-pixel locations as well as 

pixel accuracy and ~ ~ ~ p ~ ~ i n g  
nap shown in Figure 6.17. The 

best match (i.e. BE lowest SAE) is found at position (4,0.5). ‘The block found at this position 

ocations i s  likely to find a good match in a larger number of CHSCS, 

olating the reference area shown in Figure 6.7 to 
nt block with each half-pixel position gives the S 

7 SAE map (half-pixel iiittcrpolation) 



in the interpolated reference frame gives a better match than position (6, 1)  and hence better 
motion coi~pensatioti performance. 

.4 c OF 

The mast 6oob~ious9 choice of reference frame is the previous coded frame, since this should 
be reasonably s i ~ n ~ ~ ~  to the current frame and i s  available in the encoder and decoder. 
However, there can be advantages in choosing from oiie or more other reference frames, 
either before or after the current frame in temporal order. 

Forward pr~~ict ioi i  iiivolves using an ‘older’ encoded frame (i.e. a precedi~ig frame in 
tempord order) as prediction reference for the current frame. Forward prediction performs 
poorly in certain cases, for exaniple: 

1 ,  when there is n significant time difference between the reference frame and the current 
frame (which may mean that the image has changed significantly): 

2. when a scene change or ‘cut’ occurs; 

3. when a moving object uncovers a previously hidden area of the image (e.g. a door opens): 
the hidden area does not exist in the reference li-ame and so cannot be efficiently 
predicted. 

.7.2 ctio 

The prediction efficiency for cases (2) and ( 3 )  abovc can be improved by using a 
‘future’ frame (i.e. a later frame in temporal order) as prediction reference. A frame 
i m i ~ ~ d ~ a t e ~ y  after a scene cut, or an uncovered objcct, can be better predicted from a hiwe 
frame. 

Backwards prediction requires the encoder to buffer coded frames and encode 
them out of temporal ordcr, so that the future reference frame is encoded before the curreni 
frame. 

In some cases, bidir~ctio~ial prediction may outperform forward or backward prediction: 
here, the prediction reference i s  formed by ’merging’ forward and backward references. 

Fommd, backwird and bidirectioiial predictions are all available for enco&ig im MPEG- 1 
-picture. Typimlly, the encoder carries out two motion e s ~ i ~ a ~ i o n  searches for 

each macroblock (16 x 16 ~ u m i i ~ ~ c e  samples), one based on the previous reference 
fan 1- or P-picture) and one basccl on the future reference picture. The encoder finds the 
motion vector that gives the best match (i.e. the miniinuni SAE) based on (a) the previous 
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reference frame and (b) the future rcference frame. h third SAE value (c) is calculated by 
subtracting the average of the two matching areas (previous and future) from the current 
macroblock. The encoder chooseb the ‘mode’ of the current macroblock based on the 
smallest of these three SAE values: 

(a) forward prediction 
(b) backwards prediction, or 
(6) bidirectional prediction. 

in this way, the encoder can find the optimum prediction reference for each macroblock and 
this improves compression clficiency by up to 50% for $-pictures. 

EC-i or MPEG-2 B-pictures are encoded using two reference frames. This approach may 
be extended further by allowing the encoder to choose a reference frame from a large 
number o f  previously encoded frames. Choosing between multiple possible reference frames 
can be a useful tool in improving error resilience (as discussed in Chapter 1 I), This medmd 
is supprled by the 14.263 standard (Annexes N and U, see Chapter 5)  and has been analysed in.5 

Encoder and decoder complexity and storage requirements increase as more prediction 
reference frames are utilised. ‘Simple’ €orwad prediction from the previous encoded frame 
gives the lowest complexity (btit also the poorest compression efficiency), whilst the other 
methods discussed above add complexity (and potentially encotling delay) but give 
improved compression efficiency. 

Figure 4.18 illustrates the prediction options discussed above, shoning forward and 
backwards prediction from past and future frames. 

Forward prediction 

/ 
/ 

I 

Backward prediction 

~ i ~ r e  6.18 Reference frame prediction options 



ENHANCEMENTS TO THE MOTION MODEL 1s 

s 
~id~rectional prediction and multiple reference frames (described above) can increase 
compression efficiency because they improve the motion model, allowing a wider range 
of prediction options for each coded macroblock than a simple forward prediction from the 
previous encoded frame. Sub-pixel inteI~olation o f  the rekrence frame also improves the 
motion model by catering for the case when motion does not map neatly onto integer-pixel 
locations. There are a number of other ways in which the motion model may be enhanced, 
some of which are listed here. 

ere e 

If rnovemcnt occurs near the edges of the picture, the best match for an edge block may 
actually be offset slightly outside the boundaries of the reference picture. Figure 6.19 shows 
an example: the ball that has appeared in the current hame is partly \/isible in the reference 
frame and par1 of the best matching block will be found slightly above the bounday of the 
frame. The match may be improved by extrapolating the pixel values at the edge of the 
reference picture. Annex of N.263 supports this type of prediction by simple linear 

ation of the edge pixels into the area around the frame boundaries (shown in T'g 4 1  we 
lock matching efficiency and hence conipression efftciency is slightly improved for 

video sequences containing motion near the edges of the picture. 

.2 

Using a block size of 16 x 16 for motion estimation and compensation gives a rather 'crude' 
model of image structure and motion. The advaiitages of a large block size are simplicity and 
the limited number of vectors that must be encoded and transmitted. However, in areas of 
complex spatial structure and motion, better performance can be achieved with smaller block 

-263 Aiinex F eiiables an encoder to switch between a block size of tb x I6 (one 

Reference frame 

~~~~~e 6.19 Exaxnple of best match found outside the reference picture 
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motion vector per macroblock) and 8 x 8 (Pour vectors per macroblock) : the small block 
size is rised when it gives better coding performance thaii the large block size. Motion 
coin~~ensa~ion performance i s  noticeably improved at thc expense of an increase in 
comp~exity: c a ~ ~ i n g  out 4 searches per inacroblock (albeit on a smaller block size with 
only 64 calculations per SAE comparison) requires more operations. 

The emerging tI.26L standard takes this approach further and supports multiple possible 
block sizes for motion compensation within a macroblock. MOtkIti co~i~e~isa t ion  may bc 
carried o ~ i l  for subblocks with horizontal or vertical dimensions of any combination of 4., 8 
or 16 samples. ‘l’he extreme cases are 4 x 4 sub-blocks (~sul t ing  in 16 vectors per 
macroblock) aid 16 x 16 blocks (one vector per macroblock) with many possibilities in 
between (4 x 8, 8 x 8, 4 x 16 blocks, etc.). This flexibility gives a further increase in 
c~~rnpressi~ii pei-forrnance at the expeiise of higher complexity. 

C i s  used, each sample of the reference block used for motion cornpensatio~i i s  
formed by combining three predictions: 

1. a sample predicted using the motion vector of the current block (Ro); 

2. a sample predicted using the inolion vector of the adjacent block in the vertical direction 

3. a saniple predicted using the motion vector of the adjacent block in the horizontal 

The Gnal sample is a weighted average of the three values. Ro is given tlie most weight 
(because It uses the current block’s motion vector). Ri and R? tue given more weight when 
the current sample is near the edge of the block, less weight when it i s  in the centre of the 
block. 

of OBMC is to ‘smooth’ the prediction across block boundaries in the reference 
C is supported by Annex F of H.263 and gives a slight increase in motion 

compensation performaiice (at the expense of a significant increase in complexity). A similar 
‘s~i~oothing’ effect can be obtained by applying a filter to the block edges i n  the reference 
frame and later versions of H.263 (€I.263+ and H.263++) recommend wing a block filter 
ins1 became it gives similar performance with lower coinputational complex- 
ity. filtering peiformance have been disciisscd el~ewhcre,~ and filters are 
e x a ~ j n e ~  in more detail in Chapter 9. 

(i.e. the nearest neighbour block above or below) ( R I ) ;  

direct~on (i.e. the nearest neighbour block left or right) (R2). 

s 

The motion estimation and compensation schemes discussed so Ear have assumed a simple 
tra~slational motion model, i.e. they work best when all movement iii a scene occurs in a 
plane pei~e~diciilar to the viewcr. Of course, there are many other types of movement such 
as rotation, movements towards or away from tlie viewer (zooming) and deformation of 

as a human body). etter motion compensation pe~ormai~ce may be achieved 
the current franie to a more complex motion model. 

-4 standard, a video object plane may be predicted from the pixels that exist 
only within a reference VOP. This is a form of region-based motion c ~ ~ i ) ~ n s u t i ~ n ,  where 



After warping 

Triangular niesh befoiz and aftcr dcfomation 

compensation i s  carried out on arbitrarily shaped regions rather than fixed rectangular 
s has the capability to provide a more accurate motion model for -natural’ video 
cre moving objects rarely have ‘neat’ rectangular boundaries). 

Pirtuvs tvu~-pirzg involves applying a global warping transfonnalion to the entire reference 
picture for example to c o i ~ ~ ~ n s a t e  for global moveinents such as camera morn or camera 
r ( ~ ~ a ~ ~ 0 ~ .  

triangles. The m~)~i~n-~onipensa~ed  reference i s  formed by moving the 
triangle and deforining the reference picture pixels accordingly (Figure 
general approach). A deformable mesh can model a wide range of rnovcrnents, including 
object rt%ation, zooming and limited object d e f o ~ ~ a ~ i o n s .  A smaller mesh will b‘ 71ve a 117orc 
accurate motion model (but higher coinplexity). 

encoder attempts to maintain a 3 
are modelled by moving and defo 

based and o b ~ e c ~ - ~ a s e ~  coding are successively more com 
time a p ~ l i c a ~ i ~ ~ n ~  with current processii~~ technology. 
potential for futwe video coding systems when more processing power becomes available. 
These and other inotiorr models are active areas for research. 

~ e ~ ~ - ~ u . s c d  motion cramperiution overlays /he reference picture with a 2- 

Still more accurate m o d ~ l l i n ~  inay be achievcd using object-bused r 
model of the video scene. Changes 

ing the c o m p ~ ) n e ~ ~ s  of the 3-D scene. 
Picture warFing is significantly more complex than ‘standard’ block ma 

Unless dedicated hardware assistance is available (e.g. a motion estimation co-processor), 
the key issue in a software i~plementa(ion of motion estimation is the trade-off between 
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c ~ ~ i ~ ~ p u t a t ~ o ~ i a l  coniplexity (the total niimber of proceqsor cycles required) and compression 
performance. Other important considerations include: 

The elficiency [$the mupping to the targef processor. For example, an algorilhm that fully 
utilises the instruction pipeline o f  the processor is preferalk to an algorithm that 
introduces data dcpendencies and 'stalls' into the pipeline. 

Data storage and delay wquireertwnts. For example, there may be advantages to carrying 
out motion estimation for thc entire frame before further encoding lakes place: however, 
this requires more storage and can introduce more delay than an iii~plenientation wltere 
each macroblock i s  estimated, compensated, encoded and transmitted bcfore moving onto 
the next macroblock. 

Even with the use of fast search algorithms, motion estimation is often the most 
cninputationally intensive operation in a software video CODEC and so it is important to 
fitid ways to speed up the process. Possible approaches to optiinising the code include: 

1. Loop unrolZing. Figure 6.21 lists pseudncode for two possible versions of the SAE 
calculation (Equation 6.3) for a 16 x 16 block. Version (a) i s  a direct, compact 
implemcntation of the equation. However, each of the 16 x 16 = 256 calculations is 
a ~ c o ~ p a i i ~ e ~  by increni~nting and checking the inner loop counter i. Version (b) 'unrolls' 

' /  Current positron: i , j  O f f s e t  in reference frame: Loffset, j o f f s e t  

:ot*lSAE = 0 ;  

€01- j = 0 to 15 { / /  ROW countar 
f o r  i = 0 CO 15 ( / /  C o l m  c o u m t e r  

1 
totalsm = toLalSm + abs(C[i,j] - H[itjoffset,jijoffsetl); 

L-.- ~_.____~ - . . -. 
:b) Unrolled biner loop: 
i /  Cilrrent. position: i , j  O f f s e t  in rei-erence frame: i o f f s e t ,  joffset 

;otalS& = 0; 

j = O t o 1 5  { / /  Row counter 
tnt.aishE: = totalSAE + abs(C!O,j] - i?LO+ioffset,j+joffsetl); 

totalSAE = totalSAE + abs(C[Z, j] - R/Z+ioffset,itjoftsetl): 
totaism = tot .alSAE + abs(C[3,Jl ~ R[3+ioffset,i+joffsetl); 
totalSAE = t 0 t . a ~ ~ ~  + ahs(~[4, j l  - R[B+ioffset, j i j o f f s e t l  ) ;  
total9.U = tot.alSAE -t abs(C15, j] - R[S+ioffset,j+joffsctl ) :  
totals= = totalSAE + abs(C:G,j] - K[Gi-ioffset,j*joffsetl); 
tot.alSAE = totalSAE t abs(C17,jl - R[7+ioffset,i+joffsetl): 
totaiSAE = tot.alS?.E t abs(c[8,j] - P , ~ 8 + i o f f s e t , j c j o f f s e t l ) ;  
totalSAS = totalSAE + abs(CE9,jj - RL9+ioffseL. jtjoffsetl): 
to ta l .SAE = totalSAE i abs(c[lO, j l  - RLlOCioffseL, j+ jo f fs r .Z I  ) ; 
totalsm = totalSW + abs(C[ll,jl - ~[ll+ioffset,j+joffsetl); 
totals= = totalSAE t abs(Cil2,jl - RilZ+ioffset,J+joffset~); 
totalSAE = tota1SAE + abs(CL13,jl - K[13+loffsct,J+]offSetj); 
t o t a l S E  = totalSAE + ahs(C[lB,]I - R[14+ioffset,j+jOffset,l); 
totalsm = totalSAE + abs(Cil5,jI - X[lS+iaffset,j+joffseti); 

totalSAE = totalSAE I- abs(C[l,jj - R[l+loffset,i+ioffsetl): 

~~ 

~i~~~~ 6.21 Pscudocode for two versions of SAE calculation 
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resuit I I resuii 2 

the inner loop and repeats the calculation 16 times. More lines of code are required but, 
on most platforms. version (b) will run faster (note that soine compilers auto~na~ically 
unroll repetitive loops, but better performance can often be achieved by explici~ly 
unrolling loops), 

2. ‘ ~ ~ ~ ~ ~ - c o ~ ~ ~ f ~ ’  of critical operations. The SAE calculation for a block (Equation 6.3) i s  
carried out many timer, during motion estimation and is therefore a candidate for coding 
in assembly language. 

euw of calculated values. Consider the final stage of the TSS algorithm shown in  Figure 
9: a total of‘ nine SAE matches are compared, each 1 pixel apart. This means that most 

of the operations of each SAE match are identical for each search location. It may 
therefore he possible to reduce the number of operations by 
calculated values IC, - R,  1 between successive SAE calculation 
not be possible if ~~ultip~e-r,amplc calculations are used, see below.) 

4. Calculate multiple sample cornparisonJ in U single operation. Matching is typically 
canied out on &bit luminance samples from the current and reference frames. A single 
match operation IC, - R,I takes as its input two 8-bit values and produces an %bit output 
value. With a large word width (e.g. 32 or 64 bits) it may be possible to carry out several 
inatching operations at once by packing several input samples into a word. 

Figure 6.22 shows thc general idea: here, four luminance samples arc packed into each 
of two input words and the result of lC, - X,,I for each sample are available as the 4 bytes 
of an output word. Care is rcquired with this approach: first, there is an overhead 
associated with packing and unpacking bytes intofout of words, arid second, there may be 
the possibility for overflow during the comparison (since the result of C,] R,  is actually 
a %bit signed nuinber prior to the magnitude operator 11). 

resM 3 result4 

These and further optimisations may be applied to significantly increase the speed of the 
search calculation. In gencral, more optimisation leads to more lines of code that iiiay be 
difficult to maintain and may only perform well on a particular processor platform. 
increased motioii estimation performance can outweigh these disadvantages. 

erence: urrent: 

I sample1 I sample2 I samrJie3 I sample4 I 

I byte 

Icurrent- ref erencel 
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educed complexity matching criteria 

The fast search algorithms described in Section 6.4 reduce the complexity of rnotioii 
estimation by attempting to subsample the number of points in the SAE map that reqkiirc to 
be tested. At each comparison point, Equation 6.3 must be evaluated and this requires N x N 
~alculations (where N i s  the block size). wever, it is possible to reduce the number of 
calculations for each matching point in several ways. 

~~~~~~~~ In many cases, the outcome ofthe SAE calculation will be an SAE that 
is larger than the previous miniinurn SAE. If we know that the current matching position will 
not produce the smallest SAE, we do not need to finish the calculation. If thi5 is the case, the 
value total SAE in Figure 6.21 will exceed the previous rniilirnum SAE at some point before 
die end of the ccilcuIation. A simple way of reducing complexity is to check for this, e.g.: 

if ( t o t a l S A E , m i n S A E )  break f r o m t h e  l o o p .  

This check itself t;rkes processing time and so it is iiat efficient to test after every ~ingle 
sample ~ o ~ ~ ~ a ~ s o n :  instead, a good approach is to include the above check after each inner 
loop (i.e. each row of 16 comparisons). 

~~~~~~~~~ A projection of each row and cohmn in the c~irret~i and 
nned. The projection i s  formed by adding all the Iurninance values i n  

the current row or colunm: for a 16 x 16 block, there are 16 row projections and 16 column 
rojections. Figure 6.23 shows the projections for one macroblock. An approxi~a t i~n  to 
AE is calculated as follows: 

1 - 0  j - 0  

Current macroblock 

Row 
projections 
Crow 

~~~~~e 6.23 Row and colummi 
pmj ections 

Colunnn projections 
Ccol 



col, Crow and Rrow are the projections along the rows and columns of the 
current (C) and refererice ( ) blocks. The actual SAE calculation requires a total of 32 
operations instead of 256: however, the projections themselves must also be calculated and 
the end result will not be as accurate as a ‘true’ SAE calculation. 

Instead o f  calculating 1 Cq - R, I for every sample position 
i, j ,  an approxirnate SAE valuc niay be calculated by comparing a subset of the positions i ,  j ,  
i.e. by subsampling the current and rcfereiace blocks before carrying out the comparison. A 
suitable subsampling striicture may be a ‘chessboard’ as shown in Figure 6.24. T h i 4  inethod 
halves the number of ~alculations required. However, there are two main disadvanta~es. 
First, the method i s  less accurate than the f~d1 calculation. Some texture patterns in the image 
may cause this method to perform significantly worse than the full calculntbn (the 
performance loss may be reduced by varying the subsampling structure, for example, 
between the two structures shown in Figure 6.24). Second, it niay be inefficient for the 
processor to fetch the comparison data from non-adjacent meniory locations. An adaptive 
subsampling method has been cfescribed elsewhere.’ 

hsti Its The computational overhead of sub-pixel estimation may be 
reduced by i n t e ~ o l a ~ n ~  between the SAE values calculatcd at integer positions (rather than 
carrying out searches at sub-pixd positions). It is clear from Figure 6.17 that the SAE is a 
continuous function in the region of the minimum. Figure 6.25 shows the general approach, 
in one dimension only. The integer S A E  calculations are carried out to produce the points 
shown i n  black. By fitting n curve to the integer SAE results, estimated SAE results are 
found for the neighbouring half-pixel positions to the best intcgcr result (t 0.5 and -t 1.5). 
The complexity of half-pixel estimation may be significantly reduced using this 
However, lhe accuracy of niotion compensation depends on how accurately the curve fitting 
~pproxunate~ the actual half-pixel results. 



SAE value 
Actual integer 

Estimated half-ptxel results 
I 

-2 -1 0 0.5 1 1.5 2 
-& Pixel position (x-axis) 

2 5  SM-2 interpolation to estimate half-pixel re5uhs 

The design of a motion estimation unit in hardware is subject to a number of (potentidly 
conflic~j~g) aims: 

1. Maximise compression perforniance. A fi111 search algorithm usually achieves the hest 
block matching performance. 

inirnise cycle count (and hence maximise throughput). 

3. Minimise gate count. 

inimise data Bow to/€rom the motion estimator. 

E x ~ ~ p l e :  Full search black matching unit 

A ‘direct’ imp~e~~ientation of the full search algorithm involves evaluating Equation 6.3 
(SAE calculation) at each position in the search region. There are several ways in which [he 
implementation can be speeded up (typically at the expense of matching efficiency mdor 
size of the design), including parallelisation (calculating niultiple results in parallel), 
pipelining and the use o f  fast search algorithms. 

~ ~ ~ ~ l l e l ~ ~ a t i o n  of full search 

The full search algorithm is highly regular and repetitive and there are no ~nterdepe~~eiicies 
between the search results (i.e. the order of searches does not affect the final result). 11 i s  
therefore a good candidate for parallelisation and a number of alternative approaches are 
available. Two popular approaches are as follows: 

1. Calculate search results in parulEel. Figure 6.26 shows the general idea: M processors are 
used, each of which calculates a single S A E  result. The smallest SAE of the M results is 



re 6.26 Parallel calculation of search results 

chosen as the best match (for that pm-ticular set of calculations). The number of cycles is 
reduced (and the gate count of the design is increased) by a factor of approximately M. 

2. Culculate purtiul SAE resalts jor each pixel position in purullel. For example, the SAE 
calculation for a 16 x 16 block may be speeded up by using 16 processors, each of which 
calculates the SAB component for one colunin of pixels in the current block. Again, this 
approach has the potential to speed up the cakulation by approximately A4 times (if M 
parallel processors are used). 

Fast search 

It may not be feasible or practical to carry out a complete full search because of gate count or 
clock speed limitations. Fast search algorithms can perform almost as well as full search 
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e 6.4 Pipelined operation: three step vxrch 

step 1 Step 2 S1ep 3 

Block I 
Block 2 Block 1 

Block 4 Block 3 Block 2 
Block 3 Block 2 BlWk 1 

... . . I  . . I  

with many fewer comparison operations and so these are attractive for hardware as well as 
software in~ple~cntations. 

In a dedicated hardware design it may be necessary to carry out each motion estima- 
tion search in a fixed number of cycles (in order to ensure that all the processing units within 
the design are fully utilised during encoding). In this case algorithms such as logarithmic 
search and nearest neighbours search are not ideal because the total number of conprisons 
varies k i m  block &to block. Algorithms such as the three-step searcli and hierarchical settrch 
are more useful because the number of operations is coiirtmt for every block. 

Parallel c~mputatio~i may be employed to speed up the algorithm further, for example: 

1. Each SAE calculation may be speeded up by using parallel processing units (each 
calculating the SAE for one or more columns of pixels). 

2. The comparisons at one ‘step9 or level oE the algoiilhm may be computed in parallel 
(for example, one ‘step’ of tlze three-step search or one level of the hierarchicd 
search). 

3. Successive skps of the algorithm may be pipelined to increase throughput. Table 6.4 
shows an examnple for the three-step search. The lirst nine c o ~ n p a ~ ~ o n s  (step 1) are 
calculated for block 1. The next eight comparisons (step 2j for block 1 are calcukited 
by mother processing unit (or set of units), whilst step 1 is calculated for block 2, and 
so on. 

Note that the steps or levels cannot be calculated in parallel: the searcli locations examined 
in step 2 depenid oil the result of step I and so camot be calculated until the outcome of step 1 i s  
known, 

Qptinn 3 above ~pipeliii~ng of succcssive steps) is useful for sub-pixcl motion cst i~at ioi i~ 
Sub-pixe~ estimation is usually carsied out on the sub-pixel positions around thc best integer 
pixel match aid this estimation step may also be pipelined. Figure 6.27 shows an 
example for a three-step \earth (+/-7 pixels) -Ihllowetl by a half-pixcl e s ~ i ~ i ~ ~ ~ ~ o n  step. 
Note that memctvy bundwidh may an important issue with this type of design. Each step 
requires access to the cursent block and reference aiza and this can lead to an uiiacceptably 
high level of memory accesses. One option is to copy the current and reference areas to 
separate local memories for each processing stage but this requires more local memory. 

Descriptions o f  hardware inipleinentations of motion estimation algoritlinis can bc found 
c ~ s ~ w h ~ r e .  ’’-’’ 
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w e  64-24 Pipefined motion estimation: three integer steps + half-pixel step 

otion estimation Is usecl in an inter-frame video encoder to create a ‘modef.’ that matches 
the ~ ~ r r e n t  frame as closely as possible, based on one or snore pre~ious~y t r a ~ ~ ~ i t t e ~  frames 
(‘reference frames’). This model is subtracted fsom the current frame (motion co i~pensa~ io~)  
to produce a motion-compensated residual frame. The decoder recreates the moclel (based o n  
 ation ion sent by the encoder) and adds the residual frame to reconstruct a copy ol‘ the 
original frame. 

The goal of motion estimation design is to minimise the omouiil of coded information 
(residual frame and model informa~ion), whilst keeping the computational c o m p ~ ~ ~ ~ y  of 
motion estimation and compensation to an acceptable limit. Many reduced-co~plexi~y 
motion estimation methods exist (‘fast search’ algorithms), and these allow the designer to 
‘trade’ increased computational efficiency against reduced compr t~ ion  perform 

After motion estimation and compensation, Ihe next problem faced by a video G is 
to efficiently compress the residual frame. The most popular method is tpzmsjomz coding and 
this is d ~ ~ c u s ~ e d  in the next chapter. 
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~ r a n s f ( ~ r r ~  coding i s  at the heart of the majority of video coding systems and standads. 
Spatial i~~~~~ &dla (image samples or m o t ~ ~ n - ~ o n i p e n ~ ~ ~ e d  residual samples) are ~ ~ a n s .  

into a d i f f ~ ~ e ~ ~  r c p r e s e ~ ~ ~ ~ ~ ~ i o n ~  c tramform domain. There are good reasons for 
mnng image data in this way. Sp a1 image data is inherently ‘difficult‘ to coin 

n e ~ g ~ ~ ~ ~ ~ r i i i ~  samples are highly corrclated ~ ~ n ~ e ~ r e ~ a t e d ~  and the energy lends to 
d i ~ t ~ ~ ~ L ~ ~ e d  across an Image. imliing it diffic 
without adversely affecting image quality. 
‘easier’ to c O ~ ~ ~ r e s s  in the t r ~ i s f o ~ ~  domain. There are several desirable 
t r a n ~ ~ ~ ~ i ~ ~  for ~ o ~ p r ~ ~ s i o n .  t should conipact the energy in the image ( 
encrgy into a snialli number f s i g ~ ~ ~ ~ ~ a ~ ~  values); it should decorrelate the dais (so that 
d ~ ~ c a r ~ ~ ~ g  ~ ~ n s ~ g n i ~ c ~ ~ t ‘  data has a minimal effect on image quality); and it s ~ o ~ l d  bs 
suitable for practical i ~ ~ l e ~ i e ~ i t ~ ~ ~ o ~ ~  in soliware and hardware. 

The two most widely used image compression ~ ~ a ~ i ~ f o ~ ~ i s  arc the discrcee cosine ~ians-  

to discard ddla or reduce the p r e c ~ ~ ~ o ~  of data 
th a suitable choice of  ~ ~ ~ i ~ s f Q ~ ~ ,  the data i s  

ocks of inragc sainples (e.g. 8 x 8 squarcs) and 
gc L,~CZLOIIS (‘tiles’) or to complete i 

for ~ ~ a m ~ ~ l e  3-D t r a ~ ~ ~ ~ ~ ~ ~ ~ ~  ~ ~ e a l ~ ~ ~ ~  with spati 
size transforms, fractal t r a ~ ~ s f o ~ ~ s ,  Gabor am 

ao o ~ ~ i ~ a l l y  proposed the ince then, it has become 
thc most popular ~ r ~ ~ s ~ ~ r ~ n  for image and video cading. There are two main reasftm for its 
populariey: first, i t  is effective at t r ~ ~ n ~ ~ f t r n ~ i i ~ ~  image data into a forin that is easy to coinpiess 
and second, it can be efficiently i ~ ~ ~ e ~ i ~ u t e d  in software and hardware, 



2-D 
FDCT 

4 5 6 7  

ire 7’J 1-U and 2-U discreie cosine transfoim 



f2,] are the 64 sarnplcs ( iJ j  of the Inp~tt sample block, FL,> are the 64 DCT ~ ~ e ~ ~ c ~ e ~ ~ ~ s  (x,,y) 
and C(x), C ( y )  are constants: 

The R ~ ~ e I I ~ ~ ~  of s a rn~~es  g,,) and coefficletilh ( F x , y )  i s  illustrated in Figure 7.1. 
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C‘T represents each block of image saniples as a weighted suin of 2-D cosine 
functions (‘basis fimctions’). The functions are plotted as surfaces in Figure 7.3 and as 8 x 8 

in Figure 7.4. The top-left pattern has the lowest ‘frecpency’ and is j us l  
ving to the right, the patterns contain an increasing ninnber of ‘cycles‘ 
ght in the horizontal direction: these represent increasing horizontal 
ving down, the patterns contain increasing vcrtical spatial frequency, 
the right and down, the patterns contain both horizontal and vertical 

Li.equencies. The block of samples may be reconstructed by adding together the 64. basis 
plied by a weight (the corresponding DCT coefficient f’;.y). 
T reconstructs a block of image samples horn an array of BCT 

coe~ficients. The IDCT takes as its input a block of X x 8 DCT coefficients F , ,  and 
r c c o ~ s ~ i ~ c t s  a block of X x 8 image samples ,LJ (Equation 7.2). 

C(x) and C(y)  are the same constrams as for the FDCT. 

~i~~~~ 7.3 DCT basis functions (plotted as surfaces) 



DISCRETE COSlNE TKANSFOKIVl 1 

DCT basis patterns 

Figure 7.5 shows an 8 x X block of samples (b) taken from image (a). The block i s  
tsansFoonned with a 2-D DCT to produce the coefficients shown in image (c). 7hc six nicsst 
s i ~ ~ ~ f i c a n t  coef~cien~s are: (0, 0), ( I ,  0), ( I ,  l), (2, 01, (3, 0) and (4, 0) and these are 
h i ~ ~ ~ i ~ h t e ~  on the table of coefficients (Table 7.1). 

re 7.5 (a) Original image; (b) 
8 x 8 block OP samples; (c) 2- 
coefficients 
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Figure 7.5 (Continued) 
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ble 7.1 DCT coefficients 

1.8 I 4.2 1-1.8 I 2.9 i 0.2 I-  1.6 

13.6 I 1.2 1 2.3 1-0.6 I 2.0 1 0.7 I-0.6 

0 . 4 - 0 . 5 - 0 . 1  1.0 

-O.G 0.1 -0.3 1.0 

- 

A ~ e a s o ~ a b ~ e  approximation to the original image block call be r e c ~ ~ n ~ ~ ~ ~ ~ t e d  from just 
these six coefficients, as shown iu Figure 7 6. First. coefficrent (0, 0) i s  mulliplied by a 
weight of 967.5 and t r a n s f o r ~ e ~  with the inverse DCT. This coefficient ~ e ~ r e s e ~ t s  the 
avcrnge ‘shade‘ of the block (in this case, mid-grey) and is ofie 

6: coefficient is usually e most significant in 
ched block formed by the DC c o e ~ ~ C ~ e n t  only (I 

cient (1, 0) is ~ ~ ~ l ~ ~ ~ ? l i ~ ~  by a weight of 
pattena). The weighted has15 ern i s  shown in the second roir: of 

and the sum of the first two p ms is shown on tlie right. As each of 
patterns is added to the recotislruction, more detail i\ added to the 

reconstructed block. The final result (shown o 
wing just 6 out of the 64 ~ o c ~ ~ ~ e n ~ s )  i 
i~ lus~ra~es  {he two key ~ r ( ~ f ~ e ~ ~ ~ ~ ~  of the 

~~1~~~~ of c o ~ f ~ ~ i ~ ~ ~ ~ ~  
tion) and the block may bc r ~ ~ ~ ~ ~ s t r u c t e ~  using ordy a ~ n t i l l  
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DISCRETE WAVELET TRANSFORM 

Figure 7.7 (a) Original image: (b) single-stage wavelct decomposition 
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dimensions. The top-right corner (‘ L‘) consists of residual vertical frequencies (i.e. the 
vertical c o ~ ~ o n e n t  of the difference between the subsa~pled ‘U’ image and the original 
image). The ~ o t t o I n - ~ e ~  corner ‘LH’ contains residual horizontal frequencies 
the accordion keys are very visible here), whilst the bottom-right corner ‘ 
residual diagonal f r e ~ ~ ~ ~ ~ i e s .  

This d e c o ~ p o ~ ~ ~ ~ ~ n  process may be repeated for the ‘LE CoKL~olleKlt to produce another 
set of four compianents: a new ‘Lk‘ compoiient that is a further subsampled version of the 
o r ~ ~ i n a l  image, plus t ating the decomposi- 
tion three times gives he small image in the 
top left is h e  low-p sntain progressively 
h i ~ ~ e r - f r e ~ ~ e n c y  residual components. This process may be repeated ~ ~ r t h e ~  if ~ e § ~ r ~ ~ ~  

in the limit, the top-left component contains only 1 pixel which is equivalent to the 
of rhe entire image). Bach sarrrpl;e in Figure 7.8 represents a wavelet 

position has some important properties. First, tlie nuniber of wavelet 
a1 xdues that male up Figure 7.8) is the same as ihe number of pixels 

e more residual frequency components. 
wavelet repres~nta t~o~ shown in Figure 
filtered original and the remaining sq 

’ the o ~ ~ g i ~ ~ i  image and so the ~ r ~ ~ s f o ~  is not inherently adding or 
cond, inany of the coefficients of the ~ g ~ ~ - f r e q u e ~ i c y  c ~ ~ ~ ( ~ i i e n t s  (‘ 

each stage) are zero or ~~ i s ign i f i~a r~~ .  This reflects the fact th 
i ~ f o ~ ~ ~ ~ i o ~ ~  in an image is low-fre~~enc response to an irna 
~ r e ~ ~ ~ n c ~  ‘overview’ of i ant derail a ~ d e ~  
few ~ ~ ~ ~ ~ ~ ~ c a l l t  i1re3s oT s implie? that it should 



bayer 1 Layer 2 

Relationbliip between ’parent’ 
and ‘child’ regions 

compress the wa17del representation shown iii Figure 7.8 if we can discard the insignificant 
hig~ler-frequency cocificjents whilst preserving the .iignificant ones. Third, the decol1lposi- 
tion is not restricted by block boundaries (unlike the DCT) and hencc may be a more flexible 
way of decorrelating the image data (i.e. coricentrating the significant components into a few 
coefficients) than the block-based DCT. 

The method of  r e ~ r e s e ~ ~ ~ i ~ ~  significant coefficients whilst discarding i n s ~ ~ n i ~ c a 1 ~ ~  coeffi- 
cients is critical to the use of wavelets in image compression. Tlae embedded zero tree 
a p ~ r o ~ c ~ ~  and, nwrc ~ - e c e n ~ ~ ~ ,  sal partitioning into ~ ~ i ~ ~ ~ c ~ i i c a ~  trees (SPI 
by some researchers to be the most effective way of doing this.’ The w 
can be thought of as a ‘trec’, where the ‘root’ is the topleft L.1, component aod its ‘branches’ 
w e  the successively higher-frequency LH, HL and liIp components at each laye: Bach 
c o e ~ ~ c i e n ~  in a low-frequency conip[)ri~n~ h number of corresponding ‘child’ coefficients 
in h i ~ h ~ ~ ~ ~ r e q i ~ e ~ c y  components. This concept is illustrated in Figtire 7.9, where a hiiigle 
coefficient at layer 1 maps to four ’child’ coefficients in each c o ~ ~ o n e n t  at layer 2. Zero- 
tree cocling works on the principle that if a parent coefficient is visually i n s ~ ~ n i f i ~ a i ~ ~  then it5 
‘children’ are unlikely to he significant. Working €ram the top lel‘t9 each coefficient and 
its ~h i~dren  are encoded as a ‘tree’. As soon as the tree reaches a coefficient that is 
~ ~ i ~ i ~ ~ ~ i f i c ~ ~ i t ~  that c o e f ~ c ~ ~ ~ ~  arid all i t s  children are coded as a ‘zero tree’, ‘The decoder will 
reconstruct the significant coefficients and set all coefficients in a “zero tree’ 

This approach provides a flexible and powerful metliod of image com 
decision as to whether a cocfficient is ‘significaiit’ or ‘insignificant’ is inade b 

tting a high tlzleshold means that most of the coefficient 
ly compressed: setting a low threshold ineanr that niost ( : ~ ) ~ f f i ~ ~ ~ ~ ~ t s  

rela~ned, giving low compression and high irnagc fidelity. This process i s  equivalent 10 
qiiaadsation of the wavelct coefhcientc. 

Wavelet-based compression performs well for still imagcs (particularly in c o m ~ j ~ ~ s o ~ i  wikh 
 based compression) and can be im~lemented reasonably efficiently. llnder high com- 

ion7, wavelet-compressed images do not exhibit the blocking effects characteristic of the 
. histead, d e ~ ~ ~ d a t i [ ~ n  is more ‘graceful’ and leads to a gradual blurring of the image as 

higher-frequency coefficients are discxded. Figure 7. i 0 conipares the results of c o ~ ~ r c ~ ~ ~ o n  
of the original image (on the left) with a DCT-based algorithm (middle image, SIPEG coin- 
pression) and a wavelc~-based algorithm (right-hand image, ~ ~ E ~ - 2 0 0 0  c ( ~ r n p ~ e ~ ~ i ( ~ ~ ~ ) .  In 
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(a) Original; (b) compressed and decompressed (DCT); ( G )  compressed and decompre- 
ssed (wavckt) 

each case, the compression ratio is I6x .  The decompressed P E G  image is clearly distorled 
arid 'Mocky', whereas the decompressed JFEG-2000 image is much closer to the original. 

Because of its good perfonnarrce in coinpressing images, the DWT is used in the new 
ard and is ~ i i c o ~ o r ~ ~ e d  as a still image conipres- 
owever, wavelet t e c h n i ~ ~ e s  have not yet ~ ~ n e ~  
ression because there is not an easy way to e~tend  

wavelet compression in the temporal domain. Block-based rransforrtls such as the DCT work 
well with block-based motion estimatioii arid compensation, whereas erficient, computa- 
tionally tractable rnotioii-corn~ensation methodb suitable for wavelet-based cornpressjoii 

monstrated. Hence, the CT is still the most popular transform for video 

for motion video c 

s FO 

A c c o r ~ ~ ~ ~  to Equation 7.1, each of the 64 coefficients in 
all 64 image saniples. This means that 64 calculations, 
an ~ ~ ~ ~ n ~ ~ ~ a ~ ~ ~ ~  ('multiply-accumulace") must be carri 
total of $4 x 64 "- 4096 i~iL~ltiply-accumu~~te operations are required for a full 8 x 8 
~ o r ~ i i n ~ t e l ~ ,  the BCT lends itself to significant s ~ m p l ~ ~ c a ~ ~ o n .  

weighted function of 
a ~ u ~ t ~ ~ ~ i ~ ~ ~ i ~ n  and. 
DCT ~ o ~ ~ ~ c i e n ~ .  A 

(7.3) 

where FY(x = 0 to 7) are the eight coefficiertts, JS  ;ire the eight input samples and C(x) IS  a 
c o n $ t ~ ~ l  as before. 
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8 x 8 saniples (i, j )  I-DFDCT on rows I -D FDCT on cdtunns 8 x 8 coefficients (A,  y) 

1 2-D DCT via two 1-D transrorms 

Equation 7.1 may be rearranged as follows (Equation 4.4): 

where F, is the I-D 
represented as: 

CT described by Equation 7.3.  In other words, the 2- 

F c , y  = 1 -D DC%dlle'tl(m( 1-D D(:T,-,1,,',,01,) 

DCT of an 8 x 8 block can be calculated in two passes: a 1 
o l  each crrluinn (or vice versa). This p 

graphically in Figure 7.1 1. 

DCT of each row, 
erty is lmown as 

be calculated using two I-D IDCTs in a sinlilar way. The cquation Ihr 

roilowed by a I-D 

the I-D IDCT is given by Equation 7.5: 

This s ~ ~ ~ r ~ ~ ~ c  a p ~ ~ ~ ~ ~ ~ ~ ~ ~  has two a d v a ~ ~ ~ ~ ~ s .  First3 the number oC o ~ ~ r ~ t ~ o ~ ~ ~  IS reduced: each 
'pass' requires 8 x 64 niultiply-accurnula~e operations, i.e. the total number of ~ p e ~ a ~ ~ ~ ) n s  is 
2 x 8 x 64 = 1024. Second, the 1- T can be readily manipulated to s ~ r e a ~ l i ~ ~ e  the 
n ~ i ~ b e r  of operations further or to 

Practical im~l~i~enta t ions  o f  th 
ise simplify calculation. 
and IDCT fall into two main categories: 

I. ~~~~~~~~~~~ ctmip.~tation: the DCT ~ ~ ~ , ~ ~ ~ ~ o i ~ s  (1 - D or 2-a) arc ~ ~ ~ r g a i ~ ~ ~ ~ ~ ~  to expicikz. the 
inherent syI I~~et ry  of cosine operations in order to miuimise the slumber of multi- 
plicatioiis anch'or additions. This approach is appropriate for software ii~~lenientations. 

and ~ ~ ~ c e s s i ~ i ~  order. '8'fiis approach is suitable for dedicated hardware in~plemcnt;alions. 
a x i i n a l r ~ ~ u l a ~ ~ ~ :  the 1- ~ a l ~ u l a ~ i o n s  are orgkinised to regillarise the 

111 general, d -U ~ ~ ~ ~ e ~ ~ ~ n ~ ~ ~ i o r ~ ~  (using the separable property described absvc) are less 
complex than 2-D iniplementations, but i t  i s  possible to achieve higher performancc by 
~ a n i p u l a t i n ~  the 2- ~quations direclly. 



tatio~ia1 ~ e q ~ i r e ~ ~ n t s  of the I- 
ry of the cosine weighting fizc 
in the following example. 

CT nlay bc reduced s i ~ n i f i c ~ t l y  by 
We show how the complexity OP Iki 

xpanding Eqisation 7.6 gives 

(7.6j 

(7.7) 

?'he f o ~ ~ ~ ~ w i ~ ~  properties of the cosine function can be used to simplify Equation 7.7: 

and 

- f 5  cos (F) + fi cos (F) + .fi cos (i) ] 
hence: 
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2 3 4 5 6 

~ ~ r n i n ~ t r i ~ ~  of cosine function 

The calculation tor t;? hss been reduced from eight inulriplications and eight a ~ d ~ $ ~ ~ ~ s  
quation 7.7) to two tnultiplic 

~y~~~ a similar process t 
eight ad~tiont.;lsubtractions (Equation 7.9). 



fo 

f l  

f2 

f3 

f4 

f5 

f6 
0 Add 

for the ~ ~ ~ - r ~ L i ~ ~ b e  
matrix of cosine w 
7.14 shows a widel~ uscd c 

~ r ~ ~ c e s ~ j ~ ~ ~  platforms: however, this algorithm resuits in incorrectly scaled coefficients and 
this must he c ~ ~ ~ ~ ~ n s a ~ e ~  for by scaling the q ~ a ~ t i ~ a t ~ ~ ~  ~ ~ ~ o i ~ t ~ ~  (sec Section 7.6). 
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fo 

f i  

f2 

f3 

f4 

f5 

f6 

f7 

Complete I;T)CT flowgrdph (from Chcn, Fralick and Smith) 

These fast 1-D algorithms exploit syinmctries of the 1-D DCT and there are furlhcr 
variations on the fast I-D DCT .7*R 111 orcier to calculate a complete 2-D DGT, tbe I-D 
transform is applied independently to the rows and then to the columns of the block of data. 
Further reductions in the number of operations inay be achieved by taking advantage of 
further symmetries in the ‘direct’ form of the 2-D DCT (Equation 7 1 ) .  In general, it is 
possible to obtain better performance with a direct 2-e> algorithm9”* than with separable I-D 
algorithms. However, thi 5 improved performance comes at the cost of a significant increase 
in algoi-ithmic complexity. In many practical applications, the relative siniplicity (and 
smaller software code size) of the I-D transforms is preferable to the higher complexity 

Table 7.2 Coinparisoil or I-D DCT algorithms (&point DCT) 

Source Multiplications Additions 

‘Direct’ 64 64 
(:hen3 16 26 
Lee4 12 29 
~ ~ ) ~ ~ i i ~ ~ ~  1 1  29 
Art.@ 5 28 
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o f  direct 2-D algorithms. For example, it is more straightforward to develop a highly efficient 
hand-optiniised I-D function than to carry out the same software optimisations with a larger 
2-D function. 

The 'flowgraph' algorithms described above are widely uscd in software implementations of 
the DC'T but havc two disadvantages for dedicated hardware designs. They tend to be 
irregular (i.e. different operations take place at each stage of the flowgraph) and they require 
large multip~iers (which take up large areas of silkoil in an IC). Et is useful to develop 
alternative algorihms that have a more regular structure a idor  do not require large parallel 
multipliers. 

FDCT) may be written as a 'sum of products': 

(7.1 1 )  

The 1-D FDCT i s  the sum of eight products, where each product term is formed by 
n i u l t i ~ ~ ~ ~ ~ g  an input sample by a constant weighting factor G,,x. The f h t  stage of Chen's fast 
a l g o ~ ~ ~ r n  ahown in Figure 7.14 is a series of additions and subtractions and these can be 
used to s ~ I i i p ~ ~ f y  Equation 7.1 1. First, calculate four sums ( U )  and €our d ~ f ~ ~ r e i ~ ~ c s  (v) from 
the input data: 

~ q L i a ~ i ~ ~ ~  7.1 1 can be decomposed into two smaller calculations: 

3 
F, = x C A . . ,  U ,  (X 0, 2. 4. 6) 

2-0 

(7.12) 

(7.13) 

(7.14) 

In this form, the calculations are suitilble for ~ ~ ~ p l e m e n ~ a ~ i o ~  using a technique known as 
distributed urirlanzetic (first proposed in 1974 for implementing digital filters"). Each 
~ u ~ ~ i p l i c a ~ i o ~  ia carried out a bit at a time, using a look-up table and an ~ ~ c ~ ~ u ~ a t ~ ) r  
(rather than a parallel ~nu~t~plier) .  

-bit twos complement binary number IZ can be represented as: 

B- 1 

(7. IS) 
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no is the most significant bit (MS ) of n (the sign bit) and n are the remaining ( B  - 1 )  bits 
of n. 

Assuming that eacli input U ,  is a &bit binary number in twos coinpleinant form, Equation 
7.13 becomes 

earranging gives 

(7.16) 

(7.17) 

DA(gl) is a function of the bits at positionj in each ofthe four iiipub values: these bits are U,{, 
zd{, u a  and id3'. This means that there are only 24 = I6 possible outconies of DL and these 16 
outcomes niay be pre-calculated and stored in a look-up table. The 1F 
Equation 7. I8 can be carried out by a series of table look-ups ( D J ,  additi 
@ - I ) .  In this Torin, no multiplication is required aid this niaps efficiently to hardware 

Section 7.5.2). A sirtlilar approach is taken to calculate the four odd-numbered 
T coefficients F,, F3, F'3 and F7 and the distributed form may also be applied to the 

I-D IDCT. 

The popularity of the CT has led to the development of further ~ ~ o r i ~ h m s .  For e ~ a m p ~ e ,  a 
1-5 DCI" in the form of a finite di.fference equation has becn presented.'2 Using this form, 
the DCT coeffic~ents may be calculated recursively using an infinite impulse response (IIR) 
filter. This has several advantages: the algorithm is very regular and there are a nuniber of 
well-ef&&dislied niethods Tor implementing IIR filters in hardware and softwar 

~ e c e ~ ~ l y ,  a p p ~ o x i ~ ~ ~ t ~  forms of the DCT have been proposed, Each of t 
image and video coding standards specifies a mninjmuin accuracy for the inve 
orcler to meet this specification it is necessary to use multiplications and fractional-precision 

owever, if accuracy andlor complete compatibility with the standards are of 
taace, it i s  possible to calculate the 5CT and IDCT using one of several 

approxiniations. For example, w approximate algorithm has been proposed" that requires 
oidy additions and shifts (i.e. there are no mulE~plicat~ons). This type of a ~ p r ~ ) ~ ~ ~ a t i o ~  may 
be suitable for l ~ ~ ~ - c o ~ ~ ~ p l e x i t ~  software or hardware imp~emen~a~~ons where c o i ~ ~ ~ t a t ~ o n a ~  
power i s  very limited. However, die disadvantage is that image quality will be 
compared with an accurate DCT implementation. An interesting trend is shown ia tli 
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draft standard (see Chapter 51, where an integer DCT approximation is defined as part of the 
s ~ a n ~ ~ r ~  to facilitate low-complexity implementations whilst retaining compliance with the 
standard. 

The choice of ‘fast’ algorithm for a software video CODEC depends on a number of factors. 
Different processing platforms (see Chapter 12) have different strengths and weaknesses and 
these may influence the choice of 5CT/IDCT algorithm. Factors include: 

Computational ‘cost’ o f  multiplication. Some processors take many cycles to carry out i i  

multiplication, others are reasonably fast. Alternative flowgraph-based algorithms allow the 
designer to ‘trade’ the number of multiplications against the total number of operations. 

Fixcd vs. floating-point arithmetic capabilities. Poor floating-point performance may be 
coinpensaled for by scaling the DCT multiplication factors to integer values. 

egister availability. If the processor has a small number of intcrnal registers then teinp- 
orary variables should be kept to a minimum and reused where possible. 

AvaiIa~ili~y of dedicated operations. ‘Ciistorn’ operations such as digital signal processor 
(DSP) multiply-accumulate operations and the lntel MMX instructions may be used to 
improve the performance of some DCT algorithms (see Chapter 12). 

Because of the proliferation of ‘fast’ algorithms, it is usually possible to choose a ‘shortlist’ 
of two or three alternative algorithms (typically flowgraph-based algorithms for software 
designs) and to compare the performance of each algorithm on the larget processor before 
making the final choice. 

Figure 7.15 lists pscudocodc for Chen’s algorithm (shown in Figure 7.14). (Only the top-half 
calculations are given for clarity). The multiplication factors CX are pre-calculated constants. 
In this example, floating-point arithmetic i s  used: alternatively, the multipliers cX may be 
scaled up to integers and the entire DCT may be carried out using integer arithmetic (in 
which case, the final results must be scaled back down to conipensate). The cosine 
multiplication factors never change and so these may be pre-calculated (in this case as 
floating-point numbers). A I-D DCT is applied CO each row in turn, then to each column. 
Note the use of a reasonably large number of temporary variables. 

Further perfomance optimisation inay be achieved by exploiting the flexibility of a 
software implemeIitation. For example, variable-complexity algorithms (VCAs) may be 
applied to reduce the number of operations required to calculate the DCT and IDCT (see 
Chapter I0 for somc examples). 
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_ _ _ _ - _ ~  ______lll_____ 

ionstant c4 = 0.707207 

'~ns~ant c2 = 0.923880 

:onstank c6 = 0.382683 

' /  (similarly for C X ,  c3, c5 and 07)  

OX (every row) { 

10 = f0+f7 

I1 = fl+f6 

i2 = f 2 + f 5  

13 - f3cf4 
i4 83-f4 

i5 = f2 - f5  

16 S1-€6 

i7 = f0-f7 

j0 - i0 + i3 
j1 E iI+ i2 

j2 = il - i2 
j3 = 10 - i3 

// First stage 

// Second stage 

/ /  (similarly for 34..j7) 

kO = (j0 + jl) * c4 / /  Third stage 

k9 = (30 - jl) * C4 

k2 = (j2*c6) + (j3*c2) 
k3 (j3*c6) - ( j2*c2) 

/ /  (similarly for k4,.k7) 

FO = kO331 

F4 = k l > > l  

F2 = kZ>>l 

F6 = k3>>l 

/ /  (F1..F7 requixe another stage o f  multipLications and additions) 

- 
/ /  end of row calculations 

for (every column) { 

/ /  repat above steps on the columns 

a 

~ i ~ ~ e  7.15 Pseudocode for Chcn's algorithm 
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select 

input 
samples 

Figure 7.16 2-D DCT mclutccture 

Dedicated hardware iniplenieiilations of the ~ ~ ~ ~ / ~ ~ ~ T  (suitable for ASIC or ~ P G ~  
designs, for example) typically make use of separable 1-D transforms to calculate the 2-D 
trans~~)rm. The two sets of row/coluinn traiisforrns shown in Figure 7.1 1 may be carried out 

lransfoxni unit by transposing the 8 x 8 may  between the two 1-D 
transforms. i.e. 

Input data -) 1 -D transform on rows -+ Transpose army 
-+ I-D transform on cdunns  -+ Output data 

’) may be used to carry out the t r a i ~ ~ ~ o s i t i ~ ~ .  Figure 7.1 6 
re for the 2-D DGT that uses a I-D transform ‘core’ together with a 

. The following stages are required to calculare a complete 2-D F;I)CT 

1. Load input data in row order; calculate 3-D CT of each row; write into transpo~i~ion 

2. in column order: calculate 1- DCT of each column; write into in 

RAM in row order. 

3. Read output data from in row order. 

There are a number of options for iriiplemcnting the 1 -D FDCT or IDCX ‘core’, Flowgraph 
a ~ ~ ~ ~ t ~ n i s  are not ideal for hardware designs: the data flow is not completely regular and it 
i s  not usually pocsible to efficiently reuse arithniehc units (such as ad ers ,and ~ ~ ~ u ~ t i p ~ ~ ~ r s ) .  

ular and widely ascd designs are the pamllpl multiplier aid disistribrfited arilhmetir 
a~pr~aches .  



IMPLEMENTING THE DCT 

4 bits from 
U inputs 

add or subtract - 

~~~~~ 7.17 Distributed arithmetic ROM-accumulator 

This i s  a more or less direct implementation of Equations 7.13 and 7.14 (four-point sum of 
products). After an initial stage that calculates the four sums (U) and differences (v) (see 
Equation 7.1 21, each sum-of-products result i s  calculated. There are 16 possible factors Ct,, 
for each of the two 4-point DeTs, and these factors may be pre-calculated to simplify the 
design. High performance may be achieved by cariying out the four rnultiplications for each 
result in parallel; however, this requires four- large parallel multipliers and inay be expensive 
in terms of logic gates. 

Distributed nrithmetic 

The basic calculation of the distributed arithmetic algorithm i s  given by Equation 7.18. This 
calculation imps to the hardware circuit shown in Figure 7.17, known as a ROM- 
Accw~izulntor circuit. Calcnlating each coefficient F,, takes B total of clock cycles and 
proceeds as follows (Table 7.3). The accumulator is reset to zero at the start. During each 

b 7.3 Distributed arithmetic: calculation of one coefficient 

Bit 
position ROM input 

ROM 
output Accumulator contents 
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clock cycle, one bit from each input U (or each input v if Fx is an o d d - ~ u m b e r ~ ~ ~  coefficient) 
selects a pre-calculated value Dey from the ROM. The output U, is added to the 
previous accumulator contents (right-shifted by 1 bit. equivalent to ~ u l t i p ~ ~ c a r i o i ~  by 2 - I ) .  

The find output %),(U’) is subtracted (this i s  the sign bit position). After S clock cycles. the 
accu~iulator contains the tinal result F,. 

~~-Accuinulator is a reasonably compact circuit and it is possible to use eight of 
these in parallel to calculate all eight coefficients F ,  of a 1 -D FDGT or lDCT in B cycles. The 
distributed arithmetic design offers good performance with a modest gate count. 

There have been examples of multiplier-based DCT  design^,*^"^ film-based 
and distributed arithmetic 
on a ‘direct’ 2-5 DCT imp~ementatioii~ 

A hardware architecture has been presented‘9 based 

In a ~ ~ n s f ~ ) r ~ - ~ ~ s e d  video CODEC, the transform stage is usixally followed by a quaratisa- 
tion stage. The transforms described in this chapter (DCT and wavelet) are reversible i.e. 
applying the transform followed by its inverse to image data results in the original image 
data. This mews that the transform process does not remove any information; it simply 
represents the information in a different form. The quantisation stage removes less 
‘important’ information (i.e. information that does not have a significant influence on the 
appearance of th-hz reconstructed image), making it possible to compress the r ema i i~ i~ i~  data. 

In the main image and video coding standards described in Chapters 4 and 5 ,  the 
quantisation process is split into two parts, an operation in the encoder h a t  converts 
transform coefficients into levels (Lisually siinpl y described as quantisation) and an operation 
in the decoder that converts levels into reconstructed transform coe~~c ie i i~s  (usually 
described as rescaling or ‘inverse quaiitisation’). The key to this process is that, whilsi the 
original transform coefficients may take on a large number of possible values (like an 
aiialogue, ‘continuous’ signal), the levels and hence the re~onstrLIcted coefficients are 
restricted to a discrete set of values. Figure 7.18 illustrates the quantisation process. 
T r a n s f o ~  coefficients on a continuous scale we quantised to a limited number of possible 
levels. The levels are rescalcd to produce reconstructed coefficients with approximately the 
hame magnitude as the original coefficieiirs but a limited number of possible values. 

I 

- - 
Coefficient may only 

take a limited 
number of values 

- 
r- Rescale ’\ - !,/’ - 

- _c 

- 
Quantised values Rescaled coefficients 

~ ~ n t i ~ a t i o n  and rescaling 

Coefficient value 

in this range 

Original coefficients 



QUANTIS ATION 

Quaiitisalion has two benefits for the compression process: 

I .  If the quantisation process is correctly designed, visually signi ficaiit coefficients (i.e. 
those that have a significant effect on the quality of the decoded image) are retained 
(albeit with lower precision), whilst insignificant coefficients are discarded. This typically 
results in a ‘sparse’ set of quatitised levels, e.g. most of the 64 coefficients in an 8 x 8 
DCT are set to zero by the quantiser. 

2. A sparse matrix containing levels with a limited number of discrete values (the result of 
quantisation) can be cfiicjently compressed. 

There is, o f  course, a detrimental effect to image quality because the reconstructed 
coefficients are not identical to the original set of coefficients and hence the decoded image 
will not be identical to the original. The amount of compression and the loss of image quality 
depend on the number of levels produced by the quantiser. A large nuniber of levels means 
that the coefficient precision is only slightly reduced and compression is low; a small number 
of levels means a signiiicmt reduction in coefficient precision (and image quality) but 
correspondingly high co~pre§s~on.  

Exainple 

The DCT coefficients from Table 7.1 are quantised and rescaled with (a) a ‘fine’ quantiscr 
(with the levels spaced at inultiples of 4) and (b) a ‘coarse’ quantiser (with the levels spaced 
at multiples o f  16). The results are shown in Table 7.4. The finely quaiirised coefficients (a) 
retain most of the precision of the originals and 21 non-zero coefficients remain after 
yuantisalion. The coarsely yuantised coefficients (b) have lost much of their precision and 
only seven coefkients are left after quantisation (the six coefficients illustrated in Figme 7.6 
plus 17, 01). The finely quantised block will produce a better approximation of the original 
image block after applying the IDCT; however, the coarsely quantised block will compress 
to a smaller number of bits. 
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Output 

Input 

Figure 7.119 Linear yuantisci 

.1 

The complete quanlisation process (forward quantisation followed by rescaling) can be 
thought of as a mapping between a set of input values and a (smaller) set of output values. 
The type of mapping has a significant effect on compression and visual quality. Quantisers 
can be categorised as Einear or nonlinear. 

The set of input values map to a set of evenly distributed output values and an example i s  
iIliis~rate~ in Figure 7.19. Plotting the mapping in this way produces a characteristic 
‘staircase’, A linear quantiser is appropriate when it is required to retain the maxirrruin 
precision across the entire range of possible input values. 

The set of output values are not linearly distributed; this means that input vtilucs are heated 
differently depending on their magnitude. A commonly used example is a quantiser with a 
‘dead 70iie’ about zero, as shown in Figure 7.20. A disproportio~~ately wide range of low- 
valued inputs me mapped to a zero output. This has the effect of ‘favouring’ larger values at 
the expense of smaller ones, i.e. small input values tend to be quantised to zero, whilst larger 
values are retained. This type of nonlinear quantiser may be used, for example, to quantise 
6residual’ image data in an inter-coded frame. The residual DCT coefficients (after motion 
c ~ ) m ~ e n s ~ t i ~ ~ n  and forward DCT) me distributed about zero. A typical coefficient matrix will 
contain a large number of near-zero values (positive and negative) and a small number of 
higher values and a nonlinear quantiser will remove the near-zero values whilst retaining the 
high values. 



Output 

Input 

Nontinear quantiser with dead zone 

Figure 7.21 shows the effect of applying two different nonlinear quantisers to a sine input. 
The figure shows the input together with tlie quantised and rescaled output; note the ‘dead 
zone’ about zero. The left-hand graph shows a quantiser with 11 levels aud the ~ght-hand 
graph shows a ‘coarser’ quantiser with only 5 levels. 

The design of the qL~a~tisation process has an important effect on compression p e r f o r i ~ ~ c e  
and image quality.. The ~ u n d a ~ e n ~ a ~  concepts of quantiser design were  resented else- 
where.20 In order to support compatibility between encoders and decoders, the image aid 
video coding standards specify the levels produced by the encoder and the set of 
reconstructed coe$rierzts, However, they do not specify the forward qu~~tisat ion process, 
i.e. the mapping between the input coefficients and the set of levels. This gives the encoder 
designer flexibility to design the forward quantiser to give optimum ~ ~ r f o ~ a ~ c e  for 
different applications. 

For example, rbe MPEG-4 rescaling process is as follows for inter-coded blocks: 

UANT I ( 2  A ]LEVEL/ i- 1) (if Q U A ~ ~  is odd and LEVEL # 0) 

(if QUANT is even and LEVEL f (9) (7. L9) 

(if LEVEL = 0) 

IREGI -- Q U A ~ ~ .  ( 2  \LEVEL] i- [)  - 1 

KEC = 0 

~~~V~~~ i s  the decoded level prior to rescaling and REC is the rescaled coefficient. The sign 
C‘ is the same as tlie sign of LEVEL, QZUANT is a qnantisation ‘scale factor’ in the 

range 1-31. Table 7.5 gives some examples of reconstructed coefficients for a few of 
the possible coinbina~ons OF LEVEL and ~ U A ~ ~  The QUANT parameter controls tlae step 
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(b) 

Figure 7.21 Nonlinear quantisation of sine wave: (a) low quantisation; (b) high quantisation 

size of the reconstruction process: outside the ‘dead zone’ (about zero), the reconstructed 
values are spaced at intervals of (QUANT * 2) .  A larger value of QlJANT means more widely 
spaced reconstruction levels and this in turn gives higher compression (and poorer decoded 
image quality). 

The other ‘half’ of the process, the €orward quantiser, is not defined by the standard. The 
design of the forward quantiser determines the range of coefficients (COEF) that map to 
each of the levels. There are many possibilities here: for example, one option i h  to design the 
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Table 7.5 MFEG-4 reconstmcted coefficients 

I I Levels 

-9 -5  0 5 9 13 17 

-15 -9 0 9 15 21 27 

-19 - 1 1  0 1 1  19 27 35 

I I . . .  

quantiser so that each of the reconstructed values lies at the centre of a range of input values. 
Figure 7.22 shows an example for QUANT r= 4. After quantisation and rescaling, original 
coefficients in thc range ( -  7 < COEF < 7) map to 0 (the ‘dead zone’); coefficients in the 
range (7 < COEF < 15) map to 1 I ; and so on. 

However, the yuantiser shown in Figure 7.22 is not necessarily the best choice for inter- 
coded transform Coefficients. Figure 7.23 shows the distribution of DCT coefficients in an 
MPEG-4 coded sequence: most of the coefficients are clustered about zero. Given a 
quantised coefficient c’, the original coefficient c is more likely to have a low value than 

31 

23 

15 

7 

-7 

-1 5 

-23 

-31 

27 

19 

11 

0 

-1 1 

-1 9 

-27 

original doefficient Quantised and Figure 7.22 Quantiser (I): REC 
values rescald values in centre of range 
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MPEG4 P-picIure% dishibution ot coeficlents 

a 10 20 30 40 50 60 

Cofficient (reordered) 

Figwe 4.23 Typical distribution of INTER coefficients 

a high value. A better quantiser might ‘bias’ the reconstructed coefficients towards zero; this 
means that, on average, the reconstructed values will be closer to rhe original values (for 
original coefficient values that are concentrated about zero). An cxainple of a ‘biased’ 
forward quantiser design is given in Appendix 111 of the H.263++ standard: 

ILEVELI = ((COEFI - QUAAT/2) / (2*  (7.20) 

The positions of the original and reconstructed coefficients for QOAAT = 4 are shown in 
Figure 7.24. Each reconstructed coefficient value (REC) is near the lower end o f  the range of 
c o ~ e s p o n ~ n g  input coefficients. Inputs in the range (- 10 < COEF < 10) map to 0; the 
range (10 < CQEF < 18) maps to 1 1 ,  (- I8 < COEF <. - 10) maps to -- 11, and so on. For 
coefficients with a Laplacian probability distilbution (i.e. a similar distribution to Figure 
7-23), this quantiser design means that, on average, the reconstructed coeficients are closer 
to the original ~oefficiei~ts, This in turn reduces the error introduced by the ~ u a ~ t i s a ~ i o n  

epending on the source video material, the transform coefficient may have 
different distrib~tion§. It is possible to ‘redesign’ the quanlker (i.e. choose the range that 
maps to each reconstruction value) to suit a particular set of input data and achieve optiniuni 
image quality. This is a computationally intensive process and is a good example of the 
trade-off between computation and compression performance: applying more c o ~ ~ u t a t i o i l  
to the choice of qumtiser can lead to better compression performance. 

Forward qLian~isation maps an input coefficient to one of a set of p(~s§ible levels. depending 
on the value of a parameter QUANF. As Equation 7.20 implies, this can usua~ly be 
irnpleniented as a divisioii (or as a multiplication by an inverse parameter). The rescaling 
process (e.g. Equation 7.19) can be implemented as a mul~iplica~ion. 
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KEC biased 

These operations are r~~s(~nab1y s t r ~ ~ ~ t f o s w a r d  in software or hardwauc; however, in 
some architectures division may be ‘expensive’, for example requiring ninny processor 
cycles in a software CODEC or requiring a large multiplier ckcuil in a hardware architecture. 

4 rescaling operalion for ‘inter’ coefficients (Equation 7.19) has a limited number of possible 
outcomes: there me 3 1 QVANT values and the value of ILEVELI may be in the range 0-128 
and so there are (31 * 129 = } 3999 possible reconstructed values. Instead of directly 
c a ~ ~ u ~ a t i ~ g  E~uation 7.19, the 3999 outcomes may be pre-calculated and stored in a look- 
up table which the decoder indexes according to QVANT and LEVEL. This is less practical 
for the forward quanliser: the magnitude of COEF may be in the range Q-20148 and so 
(2049 Q 31 =) 63 5 19 possible LEVEL oulcomes need to be stored in the look-up table. 

escaling may lend itself to implementation using a look-up table. For example, the 

7. 

In the examples discussed above, each sample (e.g. a tsansform coefficient} was quantised 
independent~y of all other samples (scalar qMc/~~tisatio~i), In contrast, quantising a group of 
samples as a ‘unit’ (vector quanlisntion) can offer more scopc for efficient compression.” In 
its basic form, vector quantisa~ion is applied in the spatial domain (i.e. it does not involve a 
traosrorm o p e r a t i ~ ) ~ ~ ~ .  The heart of a vector q~~an~isation (VQ) CODEC is a codebook. This 
contains a predetermined set of vectors, where each vector is a block of samples or pixel. A 

EC operates as follows: 
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Encode Decode 

Output 
block 

Figure 7.25 Vector quantisation CODEC 

1. Partilion the source image into blocks (e.g. 4 x 4 or 8 x 8 samples). 

2. For each block, choose a vector from the codebook that matches the block as closely as 

3 .  Transmit an index that identifies the chosen vector. 

4. The decoder extracts the appropriate vector and uses this to represent the original image 

possible. 

block. 

Figure 7.25 illustrates the operation of a basic VQ CODEC. Compression i s  achieved by 
ensuring that the index takes fewer bits to transmit tlian the original image block itself. VQ is 
inherently lossy becausc, for most image block?, the chosen vector will not bc an exact 
match and hence the reconstructed image block will not be identical to the original. The 
larger the number of vectors (predetermined image blocks) in the codebook, the higher the 
likelihood of obtaining a good match. However, a large codebook introduces two difficulties: 
first, the problem of storing the codebook and second, the problem of' searching the 
codebook to find the optimum match. 

The encoder searches the codebook and attempts to minimise the distortion between the 
original image block x and the chosen vector x, according to some distortion metric (for 
example, mean squared erros: jlx - XI/'). The search complexity increases with the number 
of vectors in the codebook N ,  and much of the research into VQ techniques has concentrated 
on methods of minimising the complexity of the seach whilst achieving good compression. 

Many modifications to the basic VQ technique described above have been proposed, 
including the following. 

Tree search 

In order to simplify the search procedure in a VQ encoder, the codebook is partitioned into a 
hierarchy. At each level of the hierarchy, the input image block is compared with just two 
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Input block 

Level 0 

bevel 1 

Level 2 

... ... 

re 7.26 Tree-structured codehnnk 

possible vectors and the best match is chosen. At the next level down, two further choices are 
offered (based on the choice at the previous level), nnd so on. Figure 7.26 shows the basic 
technique: the input block is first compared with tw 
chosen, the next comparison i s  with vectors G and 

; and so on. In total, 2 loglN comparisons are required for a codebook of 
N vectors. This reduction in complexity is offset against a potential loss of image quality 
conipared with a ‘full’ search of the codebook, since the algorithm is not guaranteed to find 
the best match out of all imsible vectors. 

Variable block size 

In i t s  basic form, with blocks of a constant Isize, a VQ encoder must transmit an index for 
every block of the image. Most images have areas of high and low spatial detail and it c m  be 
advantageous to use a vuiable block size for partitioning the image, as shown in Figure 7.27. 

rior to quantisalion. the image is partitioned into non-ovcrlapping bloclcc of varying sizes. 
Small blocks are chosen for areas of the image containing important detail; large blocks 
are used where Chcrc is less detail in the image. Each block is matched with a vector from thc 
codebook and the advantage of this method is that a higher density of  vectors (a 
better image reproduction) is achieved for clctailed areas o f  the image, whilst a lower density 
(and hence fewer 1ra~~m;tted bits) i \  chosen for les\ d e t a i ~ e ~  areas. ~ i s a ~ v a n ~ a g e s  include 
the extra complexity of the initial p ~ r t i ~ i ~ n i ~ g  stage and the requirement to transmit a ‘map’ 
of the partitioning structure. 

PraciiccrJ considerutions 

Vector quantisation is highly asymmetrical in terms of computational complexity. Encoding 
involves an intensive search operation for every iniagc block, whilst decoding involves a 
simple table look-up. VQ (in its basic form) i5  therefore unsuitable for many two-way video 
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Figure 7.27 Image partitioned into varying block sizes 

c o ~ ~ u n i c a ~ ~ o n  appli~ations but a t ~ a c t ~ v e  for applicatiotis where low decodcr ~~)nip~exi ty  is 
required. At ~ r e s e n ~ ,  Y has not found i t s  way inro any of the ~ni~~nstreain’ video md image 
coding standards. Ho er, it continues to be an active area for research and i ~ i c r e a s ~ ~ i ~ ~ y  
s o ~ ~ s t ~ c a ~ e d  tecl~niq~es (such as fast codebook search algori~hi~s and V 
other image ~ o d ~ n g  methods) may lead to increased uptake in die fulurc. 

opulas method of compress~ng images (or motion-compensated residual f ~ ~ i ~ ~ e s )  
is by applying a transform followed by quantisation. The purpose of an image transform is to 
decQ~elate the original image data and to ‘compact’ the energy of the image. After 
~ e c ~ r r e l a ~ i o n  and compac~ion, most of the image energy is c ~ ~ n c ~ n t r a t ~ d  into a small 
number of coefficients which are -clustered’ together, 

T i s  usually applied to 8 x 8 blocks of image or residual data. The basic 2- 
i s  relat~vely complex to ii~plement, but the c o n ~ ~ u ~ a ~ Q n  can be s i ~ n i ~ c a ~ t  

reduced first by splitting it into two I-D transfornih and second 
e h s  to simplify each 1-D transform. ‘ ~ l o w ~ ~ a p h ’ - ~ ~ p e  fast a1 
are ~ ~ ~ ~ e i ~ ~ n ~ ~ ~ i o n s  and a range of ~ l g o ~ ~ l i n i s  enable the des tailor the choice 

of FDCT to the processing platform. The more regular ~ ~ ~ l l e l - i ~ i u ~ € i p l i e r  or d i s ~ i ~ ~ ~ ~ d  
a r i t h ~ e ~ i c  a ~ g ~ ~ ~ t h ~ s  are better suited to dedicated hardware designs. 

The design o f  the quantiser can have an important con~rib~ition to image quality in an 
tion , the remaining ui gni ficant transfonii coefficients 

are ~ n t r o ~ y  encoded together with side information (such as headers and motion vectors) 
to form a compresse~i ~epresentation o f  the original image or video sequence. The next 
chapter will examine the theory and practice of designing elficient entropy encoders and 
decoders. 

QIDEG. After q u m  
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A video encoder contains two main functions: a source model that attempts to represent a 
video scene in a compact form that is easy to compress (usually an approximat~o~~ of the 
original video information) and an entropy encoder that compresses the output of tile model 
prior to storage and transmission. The source model is matched to the characteristics of the 
input data (images or video frames), whereas the entropy coder may use ‘general-purpose’ 
statistical compression techniques that are not necessarily unique in their application to 
image and video coding. 

As with the functions described earlier (motion estimation and compensation, transform 
coding, quantisation), the design of an entropy CODEC is affected by a number of 
constraints including: 

1. Cowpession qficiency: the aim is to represent the source model output using as few bits 
as possible. 

2. C ( ~ ~ ~ u t u t ~ ~ i i ~ 1  qfficienry: the design should be suitable for i~pleinentat~on on the 
chosen hardware or software platfoiin. 

3. Error robustness: if t r a n s ~ i s ~ i ~ n  errors are likely, the entropy CODEC should support 
recovery from errors and should (if possible) limit error propagation at decoder ithis 
constraint may conflict with ( 1 )  above). 

In a typical transformbased kideo CODE@, the data to be encoded by the entropy CO 
falls into three main categories: transform coefficiciits (e.g. quantised DCT coef~cien~s), 
motion vectors and ‘side’ i n ~ o ~ a t i o n  (headers, synclironisation markers, etc.). The method 
of coding side information depends on the standard. Motion vectors can oSten he represented 
conipictly in a differential form due to the high correlation between vectors for neig~b~)unng 
blocks or tnacroblocks. Transform coefficients can be represented effic~en~l y with ‘run- 
level’ coding, exploiting the sparse nature of the DCT coeSiicierit array. 

An entropy encoder maps input symbols (Sor example, run-level coded c ~ e ~ c i ~ n t s )  to a 
compressed data stream. It achieves compression by exploiting redundancy in the set of 
input symbols, representing frequently occurring symbols with a small number of bits and 
infrequently ctccurring symbols with a larger number of bits. The two most popular entropy 
encoding methods used in video coding standards are Huffman coding and arithmetic 
coding. Huffman coding (or ‘inodified’ Huffinan coding) represents each input symbol 
by a v ~ i a b l ~ ~ l e n g ~ h  codeword containing an integral number of bits. It is relatively 
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straightforward to implement, but cannot achieve trptimal compression because of the 
restriction that each codcword must contain an integral number of bits. Arithmetic coding 
maps an input symbol into a fmctional number of bits, enabling greater com~ression 
efficiency at the expense of higher complexity (depending on the implementation). 

The output of the quanliser stage in a DCF-based video encoder is a block of quantise 
transform coefficicnts. The array of coefficients is likely to be sparse: if the image block has 
been efficiently decorrelated by the DGT, most of the quanrised coefficients in 
block are zero. Figure 8.1 shows a typical block of yuantiyed coefficients from an 
‘intra’ block. The structure of the qLiantisr3d block is fairly typical. A few non-zero 
coefficients remain after quantisation, mainly clustered around DCT coefficient (0,O): this 

C’ coefficient and is usually the most important coefficient to the appearance of the 
reconstruc~cd image block. 

The block of coefficients shown in Figure 8.1 may be eficiently compressed as foollnws: 

~ ~ ) i , ~ ~ e r i ~ ~ ~ .  The non-zero values arc clustered around the top left of the 2- 

urz-level coding. This stage attempts to find a inore efficient representati~)n for the large 

3.  Entropy coding. The entropy encoder attempts to reduce the redundancy ofthe data symbols. 

this stzge groups these non-zero values together. 

number of zeros (48 in this case). 

The optimum method of reordering the quantised data depends on the dis~ibution of the 
non-zero coefficients. If the original image (or inotioa-compensated residual) data i s  evenly 

Figure 8.1 Block 
(intra-coding) 

of quantised coefficients 

DC cmfficient 



DATA S ~ ~ O L S  

distributed in the horizontal and vertical directions (i.e. there is not a pre 
‘strong’ image featur~s in either direction), then the significant c o e f ~ c i e ~ t s  will also tend to 
be evenly distribut~d about the top left of the array (Figure 8.2(a)). In this case, a zigzag 

rn such as Figure 8.2 (c) should group together the non-zero co~fficients 

Typical coefficient map: frame coding 

/ \A 

000 oo* l  

Typical coefficient map: field coding 

A \  

pica1 data dist~butions and reordering patterns: (a) evca ~ i s t ~ b u t i o ~ ;  (b) field 
~ i s t r i ~ u t i o ~ ;  (c) zigzag; (d) ~odified zigzag 
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ef~ciently. However, in some cases an alternative pattern perfornis better. For exaniple, a 
field OS interlaced video tends to vary more rapidly in the vertical than in the horizontal 
h re et ion ~ ~ e c a u ~ e  it has been vertically subsampled). In this case the non-zero coefficients 
are likely to be ‘skcwed’ as shown in Figure 8.2(b): they are clustered more to the left of the 
amay (correspo~~din~ to basis functions with a strong vertical variation, see for example 
Figure 7.4). A modified reordering pattcrn such as Figure $.2(d) shoul perform better at 
grouping the coefficients together. 

The output of the reordering process i s  a linear array of ~ u a i ~ t i ~ e d  coefficients. Non-zero 
coefficients are mainly grouped together near the start of the array and the remaining values 
in the array are zero. Long sequences of identical values (zeros in this case) can be 
r ~ p r e s e ~ ~ d  as a (run, level) code, where (run) indicates the number of zeros preceding a 
non-zero value and (level) indicates the sign and magnitude of the non-Lero coel3cient. 

The following example ililust~ates the reordering and run-level coding process. 

The block of coefficients in Figure 8.1 is reordered with the zigzag scan shown in 
Figure 8.2 and the reordered array is ruri-level coded. 

ectrdered array: 
y102, -33, 21, -3,  -2, -3, -4, -3,0,2, l , O ,  I, 0, -2, - I ,  - 1,0, 0,0, - - 2 ,  0,0, 0, 
0, 0, 0. 0, 0, 0, 0, 0, 1 ,  0 . . .] 

un-level coded: 
(0, 10%) (0, - 3 3 )  (0, 21) (0, - 3 )  (0, -2)  (0, - 3 )  (0, -4) (0, - 3 )  (1, 2)  (0. 1) ( 1 ,  1) 
(1, -2) (0, -1 )  (0, -1) (4, --2) (13 ,  1) 



Two special cases need to be considered, Coefficient (0, 0) (the ‘DDC’ coefficient) is impor- 
tant to the appearance ol‘ the reconstructed image block and has no preceding feros. ]In an 
intra-coded block (i.e. coded without motion compensation), th 
zero and so is treated differently from other coefficients. In an 
cocfficients are encoded with a fixed, I 
quality) and without (run, level) coding. 
neighbouring image blocks tend E0 h 

vely low quantiser setting (to prescrve image 
line P E G  takes advantage of the property 
imilar mean value5 (and hence siinilas 

fficienl values) and each DC coefficient is encoded differentially from the ~re~i ious 

The second special case is the final run of zeros in a block. Coefficient (7, 7) is usually 
coefficient. 

zero and so we need a special case 
non-zero value. In €1.261 and base1 
is inserted after ulc last (run, level) 19air. This approach is known as ‘Lwo-dirnensional’ run- 
level coding since each code represents just two values (ixn and level), The method dues 
p e r f o ~  well under high compression: in this case, niany blocks contain only a 
coefficient and so the EUbB codes make up a significant proportion of the coded bit stream. 

EG-4 avoid this problem by encoding a Bag along with each (sun, level) pair. 
This ‘last’ flag signifies the final (run, level) pair in the block and indicates to thc decoder 
that the rest of the block should be filled with Leros. Each code now represents three 
values (iun, level, last) and so this method is known as . ~ ~ e e - d i ~ e n s i o n a ~ ~  ruii -level-last 
Coding. 

with the final run of zeros that has no tenni 
G, a special code symbol, ‘end of block’ 01 

’ 

In addition to nin-level coded coefficient data, a number of other values necd to be coded 
and ~ r a n s ~ t t ~ d  by the video encoder. These include the following, 

tion vectors 

The vector displacement between the current and referencc areas (e.g. macroblocks) i s  
encoded along with each data unit. otion vectors for neighboLiri~~g data units are often very 
sirnilas, and this property be used to reduce the amount of i~fosIna~ion required to be 
encoded. In an W.261 C C, for example, the motion vector for each macroblock is 
predicted from the preceding macroblock. The difference between the cwrent and previous 
vector is encoded and t~ans~ i l t ed  (instead of transmitting the vector itself). A more 
sophisticated prediction i s  foimed during MPEG-4kI.263 coding: the vector for each 
macroblock (or block if the optional advanced prediction mode i s  enabled) i s  predicted 
fmni up to tlirec previously t~ansm~tted motion vectors. This helps to further reduce the 
transmilled information. These two metl-\ods of predicting the current inotion vector are 
shown in  ire 8.3. 

n vector of current macr[~bl(~~k: y = t-2.0 
y 7= 0.0 

rential motion vector: &X = -1 0.5, dy I= -2.0 

x = 4-35, 
.r = +3.0, cted motion vector from previous macroblocks: 
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Current Current 
macroblock macroblock 

H.26i: predict MV from previous 
macroblock vector MVI 

W.263/MPEG4: predict MV from three previous 
macroblock vectors MV1, MV2 and MV3 

.3 Motion vector prediction (W.261, H.263) 

In order to maintain a target bit rate, i t  is common for a video encoder to modify the 
quaiitisatioi~ parameter (scale factor or step size) during encoding. The change must be 
signalled to the decoder. iit is not iisually desirable to suddenly change the quantisation 
~ ~ r ~ e t e r  by a large amount during encoding of a video frame and so the parameter may be 
encoded diffe~entially from the previous quantisation parameter. 

Flugs to i ? ~ ~ ~ c a t ~ ~  presence qf coded units 

It is common for certain components of a ~ ~ a c r o b ~ o ~ ~  not to he present. For example, 
e€ficient motion compensation andor high compression leads to many blocks containing 
only zero coefficients after quantisation. Siniilarly, macroblocks in an area that contains no 
motion or h ~ ) ~ ~ o g e n e o ~ s  motion will tend to have zero motion vectors (after d ~ ~ ~ e r e n t i a ~  
p r e ~ c ~ i o n  as described above). In s m e  cases, a macroblock may contain no coefficient data 
and a zero motion vector, i.e. nothing needs to be transmitted. Rather than encoding and 
sending zero values, it can be more efficient to encode flag(s) that indicate the presence or 
absence of these daea units. 

Coded block pattern (C P) indicates the blocks containing non-zero c~)e f~c ien~s  in an 
inter-coded macroblock. 

1 Number of non-zero coefficieiirs in each block 1 
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§ y n c h i ~ n ~ s a t i ~ : ~  markers 

A video decoder may require to resynchronise in the cvent of an error or i n t e r ~ ~ ~ i o n  to the 
stream of coded data. Synchronisation markers in the bit stream provide a incans of doing 
this. Typically, the differential predictions mentio~ied above (DC coefficient, niotioii vectors 
and ~ u ~ n t i s a ~ ~ o n  parameter) are reset after a synchr~~tiisation marker, so that the data after the 
marker may be decoded independently of previous (perhaps errored) data. Synchrotiisatioi? i s  
supported by restart markers in JPEG, group of block (GOB) headers in baseline 
MPEG-4 (at fixed intervals within thc codcd picture) and slice start codes in the 

263 and MPEG-4 (at user definable intervals). 

~nfo~n~at ion that applies to a complete frame or picture is encoded in a header (~icture 
header). ~ i ~ h e r - l e v ~ l  ~ n ~ o ~ ~ a t i o n  about a sequence of frames m 
example, sequence and gro~rp of pictures headers in MPEG- I and 

uEman entropy encoder maps each input symbol into a variable length c ~ ) d e ~ ~ o r d  and 
this type of coder was first proposed in 1952.l The constraints on the variable length 
codeword are that i t  must (a) contain an integral number of bits and (b) be uniquely 
decodeable (Le. the decoder must be able to identify each codeword without a rnb~~u i ty~ .  

In order to achieve the maximum compression o f  a set of data symbols using ~ I ~ ~ ~ i ~ a n  
encoding, it is necessary to calculate the probability of occurrence of each symbol. A set of 
variable length codewords is theri constructed for this data set. This process will be 
illustratcd by the following example. 

A video sequence, ‘Carphone’, was encoded with M EG-4 (short header modc). Tablc 8. I 
lists the prob~bilities of the most co~monly  occurring motion vectors in the encoded 

.I Probability of‘ occurrence of motion vectors 
in ‘Cxphone’ sequence 

Vector Probability P log2WP) 

-- 1.5 0.014 6.16 
- I  0.024 5.38 
- 0.5 0.117 3.10 

0 0.646 0.63 
0.5 0 .101  3.31 
1 0.027 5.21 
1.5 0.016 5.97 



17 

1 

0.9 

0.8 

0.7 

0.6 

E - 
a $ 0.5 
e a 

0.4 

0.3 

0.2 

0.1 

ENTROPY CODING 

Probability distribution of motion vectors 
I I I I 

I 

MVX or MVY 

.4 Distribution o f  motion vector values 

sequence and their i ~ ~ o r ~ ~ u t i o ~ ~  content, log2( UP). To achieve optimum compression, each 
value should be represented with exactly logz( UP)  bits. 

The vectoi- probabilities are shown graphically in Figure 8.4 (the solid line). ‘0’ is die most 
common value and the probability drops sharply for larger motion vectors. (Note that there 
are a small number of vectors lager than +/ - 1.5 and so the probabilities in the table do not 
sum to 1.) 

I .  Generating the H u f i a n  code tree 

uffrnan code table for this set of data, the following iterative procedure i s  
carried out (we will ignore any vector values that do not appear in Table 8.3) :  

rder the lisl of data in increasing order of ~ ~ o b a ~ i l i ~ y .  

2. Combine the two lowest-probability data items into a ‘node’ and assign the joint 

3,  Reorder the remaining data items and node(s) in increasing order of pr(~b~bi1ity and 

~~obabi l i ty  of the data items 10 this nodc. 

repeat step 2. 
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Fi .5 Generating the Huffman codc tree: ‘Carphone’ motion vectors 

The procedure is repeated until there is a single ‘root’ node that contains all other nodes and 
data items listed ‘beneath’ it. This procedure is illustrated in Figure 8.5. 

Original List: The data iterns are shown as square boxes. Vectors ( -  1.5) and (1.5) havc 
the lowest probability and these are the first candidates for merging to form node ‘A’. 

Stugr 1: The newly created node ‘A’ (shown as a circle) has a probability of 0.03 (from 
the combined probabilities of (-- 1.5) and (1.5)) and the two lo~es~-probability i t e m  are 
vectors (- 1) aiid (I). These will be merged to form node ‘B’. 

are the next candidates for merging (to form ‘(2’). 

Stagp 3: Node C Rnd vector (0.5) are merged to form ‘D’. 

Stage 4: ( -  0.5) and D are merged to form ‘E’. 

Stuge 5: There are two ‘top-level’ items remaining: node E and the ~ghes~-probability 
vector (0). These are merged to form ‘F’. 

Final trw: The data items have all been incorporated into a binary ‘tree’ contain in^ seven 
data values and six nodes. Each data item is a ‘leaf’ of the tree. 

2. Encoding 

Each ‘leaf’ of the biiiary tree is mapped to a VEC. To find this code, the tree is ‘travers~d9 
from the root node (F iii this case) to the leaf (data itern). For every branch, a 0 or 1 is 
appe~~ded to the code: 0 for an upper branch, 1 for a lower branch (shown in the final tree of 
Figure 8.5). This gives the following set of codes (Table 8.2). Encoding is achieved by 
transmitting the appropriate code for each data item. Note that once the tree has been 
generated, the codes may be stored in a look-up table. 
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Ie 8.2 HulTmari codes: ‘Carphone’ motion vectors 

Vector Code Bits (actual) Bits (ideal) 

0 1 1 0.63 
- 0.5 00 2 3.1 

0.5 01 1 3 3.31 
- 1.5 0 1 000 5 6.16 

1.5 01001 5 5.97 
- I  01010 5 5.38 

1 0101 I 5 5.21 

Note the following points: 

items arc assigned short codes (e.g. 1 bit for the most coinnion 
r, the vectors ( -  1.5, 1.5, - I ,  1) are each assigned 5-bit codes 
- 1 and - 1 have higher probabilities than 1.5 and 1.5). The lengths 

(each an integral number of bits) do not match the ‘ideal’ lengths 

2. No code contains any other code as a prefix, i.e. reading from the left-hand bit, each code 

given by log2(l/P). 

is un~que~y dccoda~le. 

For example, the series of vectors (1, 0, 0.5) would be transmitted as follows: 

01 01 I j 1 101 I 

3. Decoding 

Ln order to decode the data, the d e c ~ d e ~  must have a local copy of the iiffmaii code tree (c)r 
look-up &ble). This may be achieved by transmitting the look-up table itsell; or sending the 
list of data and probabi l i~i~~,  prior tct sendjiig the coded data. Each uniquely d e c ~ d ~ b l e  code 
may then be read and converted back to the original data. Following the example above: 

0101 I i s  decoded as (1) 
1 is decoded as (0) 
01 I is decoded as (0.5) 

epeating the process described above for the video sequence ‘Claire’ gives a different 
result. This sequence contains less moticm than ‘Carphone’ and SO the vectors have a 
different d i s t ~ b u ~ o i i  (shown in Figure 8.4, dotted line). A much higher proportion of vectors 
are zero (Table 8.3). 

The corresponding Buffinan tree i s  given in Figure 8.6. Nole that the ‘shape’ of the tree 
has changed (because of tlie distribu~~~)n of probabi~ities) and this gives a d i ~ e r ~ n t  set of 
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.3 Probability of occurrence of motion vectors 
in ‘Clairc’ seuuence 

~ 

- 1.5 
-i 
- 0.5 

0 
0.5 
1 
1.5 

0.001 
0.003 
0.018 
0.953 
0.021 
0.003 
0.00 1 

9.66 
8.38 
5.80 
0.07 
5.57 
8.38 
9.66 

.6 Iluffinan tree Ibr ‘Cltiire’ motion vectors 

uffman codes (shown in Table 8.4). There are still six nodes in  the tree, oiie less than the 
~ ~ i ~ n ~ e r  of dava item\ (seven): this is always the case with 

If the probability distributions are accurate, Huffinan coding provides a relatively compact 
representation of the original data. In these examples, the frequently occurring (0) vector i s  
r ~ p r e s e n t e ~  veiy efficiently as a single hit. owever, to achieve optimum c o I n p r ~ ~ ~ i o n ,  a 

llufftnan codes: ‘Claire’ motion vectors 

Vector Code Bits (actual) Bits (ideal) 

0 1 1 0.07 
0.5 00 2 5.57 

- 0.5 01 1 3 5.8 
1 0100 4 11.311 

-1 01011 5 8.38 
- 3.5 010100 6 9.66 

1 .5 010101 6 9.66 

~ 
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separate code table is required for each of the two sequences ‘Cuphone’ and ‘Claire’. The 
loss of potential compression efficiency due to the requ~rement for integral length codes is 
very obvious for vector ‘0O” in the ‘Claire’ sequence: thc optimum number of bits ~info~mation 
content) i s  0.07 but the best that can be achieved with HuEnian coding is 1 bit. 

iffiiian coding process described above has two disadvanta~es for a practical video 
CODEC. First. the decoder must use the same codeword set as the encoder. This means that 
the encoder needs to transmit the information contained in the probability table before the 
decoder can decode the bit stream. an extra overhead that reduces compress~on efficiency. 
Second, calculating the probability table for a large video scqlrence (prior to generating the 
~ u f ~ ~ a n  tree) i s  a significant computational overhead and crmnot be done until after the 
video data i s  encoded. For these reasons, the image and video coding standards define sets of 
codewords based on the probability distributions of a large range of video materid. Because 
the tables are ‘generic’, ~ompression efficiency is lower than that Qbtained by c re-~nalysin~ 
the data to be encoded, especially if the sequence statistics dif%er s i g n i ~ c ~ t l y  from the 
‘generic’ probability distributions. The advantage of not requiring to calculate md transmit 

probabil~ty ttables usually outweighs this dis 
G standard supports individually calculated 

uffinan tables provi ~mplen i~n~a t io~s  me the ‘typical’ 

3.3 

The following two examples of VLC table design are taken from the 
standards. ‘These tables are required for N.263 ‘baseline’ coding and MPEG-4 ‘sshort video 
header’ Coding . 

263 and MPEG-4 use ‘3-dimensional’ coding of quaniised coefficients, where each 
deword represents a combination of (run, level, last) as described in Section 8.2.1. A 

total of 102 specific conibinations of (run, level, last) have VLCs assigned to them. Table 8.5 
shows 26 of thesc codes. 

A further 76 VLCs are defined, each up to 13 bits long. Note that the last bit of each 
codeword i s  the sign bit ‘s’, indicating the sign of the decoded coefficient (0 = positive, 
1 = negaxive). Any (run, level, last) combination that is not listed in the table is coded using 
an escape sequence, a special ESCAPE code (00000 11) followed by a 13-bit fixed length 
code ~ e ~ c ~ b ~ n ~  the values of nm, level and last. 

The codes shown in ’I‘able 8.5 are represented in ‘tree’ form in Figure 8.7. A codeword 
containing a run of more than eight zeros is not valid, so any codeword starting with 

indicates an error in the bit stream (or possibly a dart code, which begins 
with a long sequence of reros, occurring at an unexpected position in the sequence). All 
other sequences of bits can be decoded as valid codes. Note that the smallest codes are 
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ble 8.5 H.263MPEG4 transform coefficient (TCOEF) 
VLCs (partial, all codes < 9 bits) 
--_I__ - 

Last Run Level Codc 

0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
0 
0 
0 
0 
1 
1 
I 
1 

ESCAPE 
... 

0 
1 
2 
0 
0 
3 
4 
5 
0 
1 
6 
7 
8 
9 
1 
2 
3 
4 
0 

I0 
11 
12 

5 
6 
7 
8 

1 
1 
1 
2 
1 
1 
1 
1 
3 
2 
1 
3 
1 
1 
1 
1 
1 
I 
4 
1 
I 
1 
I 
1 
1 
1 

10s 
110s 

1 1  10s 
1111s 
0111s 

01 101s 
01100s 
0101 1s 

010101s 
0J0100s 
0100lls 
010010s 
010001s 
0 1 0000s 
001 11 IS 
001 110s 
001 101s 
001 100s 

00101 1 1 5 

0010 1 3 0s 
0010101s 
00 101 00s 
001001 Is 
001 001 0s 
00 10001s 
00 10000s 
000001 1 s 

I . .  

allocated to short runs and small levels (e.g. code ‘10’ represents a tun of 0 and a level of 
t/ - I ) $  since these occur most frequently. 

The H.263/MFE6-4 differentially coded motion vectors (MVD) described in Section 8.2.2 
are each encoded as a pair of TICS, one for the x-component and one for the y-component. 
Part of the table of VLCs is shown in Table 8.6 and in ‘tree’ form in Figure 8.8. A further 
49 codes (8-1 3 bits long) are not shown here. Note that the shortest codes represent svnall 
motion vector differences (e.g. MVD = 0 i s  represented by a single bit code ‘1’). 

~ . ~ ~ L  universul VLC { UVLC) 

The emerging H.26L standard takes a step away from individually calculated Huffman tables 
by using a ‘universal’ set of VLCs for any coded element. Each codeword is generated from 
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0 

Start -__ 
1 

0 
-- 

I 

- OOOOOOOOOX (error) 

4 codes 

OooOO11 (escape) 

- OOlOOlO (1,6,1) 

- 001M)ll (1,5,l) 

- 0011~(1,4,1) 

~ 010100(0,1,2) 

- 01100 (0.4,l) 

__ 1110(0,2,1) 
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H.263MPEG-4 motion vector 
differellcc (MVD) VLCs 

MVD Code 

0 
+0.5 
- 0.5 
+ 1  
-1 
+ 1.5 
- 1.5 
+ 2  
- 2  
+ 2.5 
- 2.5 
t 3  
-3  

3.5 
- 3.5 
. . .  

1 
010 
01 1 

0010 
001 I 

0001 0 
0001 1 

0000 1 10 
00001 I1 

0001 0 10 
0000101 1 
0000 I000 
00001 001 
000001 10 
000001 1 1 

. . .  

the following systematic l is t :  

where x k  i s  a single bit. eiice there is one 1-bit codeword; two 3-bit codewords; four 5-hil 
codewords; eight 7-bit codeworcls; and so on, Table 8.7 shows the first 12 codes and these are 
repre~ented in tree form in Figure 8.9. The highly regular structure of the set of' codewords 
can be seen in this figure. 

Any data element to be coded (transforni coefficients, motion vectors, block patterns, etc.) 
is assigned a code from the list of UVLGs. The codes are not o p t ~ ~ i s e d  for a specific data 
eleiraent (since the same set of codes i s  used for all elements): however, the uniform, regular 
structure consitlerably simplifies encoder and decoder design since the Same methods can he 
used to encode or decode any dald element. 

e 

This example follows the process of encoding and decoding a block of quantised coefficients 
PEG4 inter-coded picture. Only six non-Lero coel'ftcients remain in the block: this 
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.7 H.26L universal VLCs 

Index X2 XI XO Codeword 

0 N/A 1 
1 0 001 
2 1 011 
3 0 0 0000 1 
4 0 I 0001 I 
5 1 0 01001 
6 I 1 01011 
7 0 0 0 0000001 
8 0 0 1 000001 1 
9 0 1 0 0001001 

10 0 1 1 000101 I 
11 I 0 0 0 I0000 I 

. . .  . . ,  ... . * .  . . .  

___ 0000l001 (-3) 

r 

Start 

~ i ~ ~ i r e  8.8 H.263NPEG-4 MVD VLCs 
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I -  

... etc 

0000001 (7) 

... etc 

OOooO11 (8) 
00001 (3) 

... etc 

0001001 (9) 

... etc 

0001011 (10) 

.. r ... etc 

0101001 (13) 

... etc 

0101011 (14) 

___ 01011 (6) 

011 (2) I. .. - 

1 (0) 

igure 8.9 FI.26L universal VLCs 
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would be characteristic of either a highly compressed block or a block that has been 
efficiently predicted by motion estimation. 

CT coefficients (empty cells are ‘0’): 

Zigzag reordered coefficients: 

TCOEF variablc length codes: (from Table 8.5: note that the last bit is the sign) 
00101110; 101; 0101000; 0101011; 0101 11; 001 1010 

Transnlitted bit sequence: 
00101~1010~01~~1000010l01~01011~0011010 

Decoding of this sequence proceeds as follows. The decoder ‘steps’ thmigh the TCOEH tree 
(shown in Figure 8.7) until it reaches the ‘leaf’ 001011 I. The next bit (0) is decoded as the 
sign and the (last, run, level) group (0, 0, 4) is obtained. The steps taken by the decoder for 
this first coefficient are highlighied in Figure 8.10. The process is repeated with the ‘led’ 10 
followed by sign (1) and so on until a ‘last’ coefficient is decoded. The decoder can now fill 
the coefficient anay and reverse the zigzag scan to restore the array of 8 x 8 quaiitised 
coefficients. 

A general approach to v~iable-length encoding in software is as follows: 
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0 

1 

- 0010011 (1,5,1) 

001 01 00 (0,12,1) 

~ g ~ i r ~  8.10 Decocting of codeword WlOl l l s  

f o r  e a c h d a t a s y m b o l  
f i n d t h e  cor respondingVLCvalue  and l e n g t h  ( i n h i t s )  
paclr thisVLC i n t o  a n o u t p u t r e g i s t e r R  
i f  t h e  c o n t e n t s  o f  R exceed L b y t e s  

w r i t e L  ( l e a s t  s i g n i f i c a n t )  b y t e s t o ' e h e  o u t p u t  s t r eam 
s h i f t  R by L b y t e s  

~~~~p 1 P 

Using the entropy encoding example above, L = I byte, R is empty at start of encoding: 

R (before output) R (after output) 

Size Value Size Value 

00101 110 8 

101 3 
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The following packed bytes tire written to the outpul stream: 00101 110, 01000101, 
10 I01 101.00101 1 11. At the end of the above sequence, the output register R still contains 
6 bits (001 101). If encoding stops here, it will be necessary to ‘flush’ the contents of K to 
the outpul strcam. 

VD codes listed in Table 8.6 can bc stored in a simple look-up table. Only 64 valid 
values exist and the contents of the look-up table are as follows: 

[ index ] [vlc] [ length ] 

where [index] is a number iii the range 0. . .63 that is dcrivd directly from MVD, lvlc] is the 
variablc length code ‘padded’ with zeros and represented with a fixed number of birs (e.g. 16 
or 32 bits) and [length] indicates the number of bits present in the variable length code. 

Converting (last, run, level) into the TCOEF VLCs listed in Table 8.5 is slightly more 
problematic. The 102 predetermined combinations of (last, run, level) have individual VLCs 
assigned to them (these are the most commonly occurring combinations) arid my other 
combination must be converted to an Escape sequence. The problein is that there ace inany 
more possible combinations of (last, run, level) than there are individual VLCs. ‘Run’ may 
take any value between 0 and 62; ‘Level’ any value between 1 and 128; and ‘Last’ is 0 or 1. 
This gives 16 002 possible combinations of (last, run, level). Three possible approachcs to 
finding the VLC are as follows: 

1. Large look-up table indexed by (last, run, level). The size of this table may be reduced 
somewhat because only levels In the range 1-12 and runs in the range 0-40 have 
individual VLCs. Thc look-up procedure is as follows: 

i f  ( / l e v e l /  < 1 3 a n d r u n < 3 9 )  
l o o k  up t a b l e  based  on ( las t  I r u n ,  level) 
r e t u r n i n d i v i d u a l V L C o r  C a l c u l a t e E s c a p e s e q u e n c e  

c a l c u l a t e  Escape sequence 
e l s e  

The look-up table has ( 2 x 4 0 ~  12) = 960 entries; 102 of these contain individual VkCs 
and the remaining 858 contain a flag indicating that an Escape sequence is required. 

2. Partitioned look-up tables indexed by (last, run. level). Rascd on thc values of last, run and 
level, choose a smaller look-up table (e.g. a table that only applies when last = 0). This 
requires one or niorc comparisons before choosing the table but allows the large tfiblc to be 
split into a number of smaller tables with fewer entries overall. The procedure i s  as follows: 

i f  ( l a s t , r u n , l e v e l )  ~ ( s e t A }  
l o o k  up t a b l e  A 
r e tu rnVLCor  c a l c u l a t e E s c a p e s e q u e n c e  

l o o k  up t a b l e  3 
r e tu rnVLCor  c a l c u l a t e E s c a p e s e q u e n c e  

e l s e i f  ( l a s t , r u n ,  l e v e l )  E { s e t B }  

.... 
e l s e  

c a l c u l a t e  Escape sequence 
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For example, earlier vcrkiions of thc H 263 ‘test niodel’ software used this approach to 
reduce the number of entries in the partitioned look-up tables to 200 ( i .c  102 valid VLCs 
a ~ d  98 ‘empty’ entries). 

3. Conditional exprewioii for every valid combination of (last, IUJI, level). For example: 

s w i t c h  (Last ,  r u n r  l e v e l )  
c a s e  {A} : v l c = ~ ~ ~  l e n g t h = 1 ,  
c a s e  ( B )  : v l c = v a , l e n g t h = l B  
. . .  (100 more c a s e s )  , . .  
d e f a u l t  : c a l c u l a t e E s c a p e  sequence 

Comparing the three methods, method I lends itself to compact code, is easy to modify (by 
changing the look-up table contents) and is likely to hc computationally efficient; however, it 
requires a large look-up table, most of which is redundant. Method 3, at the other extreme, 
requires tlic most code and is the niost difficult to change (since each valid combination is 
‘hand-coded’) but requires the least data storage. On some platforms it inay be the slowest 
method. Method 2 offers a compromise between the olher lwo methods. 

~ a r ~ w a ~ e  design 

A h a r ~ w ~ r e  architecture for variable length encoding pcrforixs similar casks to those 
described above and an example i s  shown in Figure 8.11 (based on a design proposed by 
Lei and Sun’). A ‘look-up’ tinit finds the length and value ofthe appropriate VLC and passes 
these to a ‘pack’ unit. The pack unit collects together a fixed number of bits (e.g. 8, 16 or 
32 bits) and shifts these out to a stream bufkr. Within the ‘pack‘ unit, a counter records the 
number of bits in the output register. When this counter overflows, a data word i s  output (ar 
in the example above) and the remaining upper bits in the output registcr are shifted down. 

The design of the look-up unit is critical to the size, efficiency and adaptability of the 
design. Options range from a ROM or RAM-based look-up table containing all valid codes 
plus ‘dummy’ entries indicating that an Escape sequence is reqnired, to a ‘~~ard-wired’ 
approach (similar to the ‘switch’ statement described above) in which each valid combina- 
tion is mapped to the appropriate VLC and length fields. This approach is sometimes 
described as a ‘programmable logic anay’ (PLA) look-up table. Another example of a 
hardware VLE is presented e l se~l ie re .~  

flush 
7 

select VLC tab1 
I 

. I t  Ilardware VLE 
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.6 

The operation of a decoder for VLCs can be summarised as follows: 

s c a n . t h r o L n g h b i t s i n a n i n p u t b u f f e r  
i f a v a l i d V L C  ( l e n g t h L )  i s d e t e c t e d  

remove L b i t s  fvom b u f f e r  
r e t u r n c o r r e s p o n d i n g d a t a u n i t  

i f i n v a l i d V L C i s d e t e c t e d  
r e t u r n a n e r r o r  flag 

Perhaps the most straightforw~d way of finding a valid VLC is to step through the relevant 
uffnian code tree. For exmiple, a H.263 / MPEC-4 TCOEF code may be decoded by 

stepping through the tree bhown in Figure 8.7, starling from the left: 

i f  ( f i r s t  bit = 1) 
i f  ( s e c o n d b i t  = 1) 

i f  ( t h i r d b i t  =L 1) 
i f  ( f o u r t h b i t = l )  

else 
r e t u r n  ( 0 , 0 , 2 )  

r e t u r n  ( 0 , 2 , l i  
e l s e  

r e t u r n  ( O , l r l )  
e l s e  

r e t u r n  (0,0,1) 
else 

. . d e c o d e a l l V L C s  s t a r t i n q w i t h 0  

This approach requires a large nested i f .  . . else statement (or equivalent) that can deal with 
104 cases (102 unique ‘TGOEF VLCs, one escape code, plus an error condition). This 
inethod leads to a large code size, may be slow to execute and is difficult to modify (because 

uffman tree is ‘hand-coded’ into the software); however, no extra look-up tables are 
required. 

An alternative is to use one or more look-up tables. The maximum length of ~ C ~ E ~  VLG 
(excluding the sign bit and escape sequences) i s  13 bits. We can construct a look-up table 
whose index is a 13-bit number (the 13 lsbs of the input stream). Each entry of the table 
contains either a (last, run, level) triplet or a flag indicating Escape or Error; 213 -= 8192 
entries are required, most of which will be duplicates of other entries. For example, every 
code beginning with ‘10 I . .’ (starting with the lsb) decodes to the triplet (0, 0, 1) .  

An initial test of the range of the 13-bit number may be used to select one of a number of 
smaller look-up tables. For exaniple, the N.263 reference model decoder described earlicr 
breaks the table into three snialler tables colitailling around 300 entries (about 200 of which 
are duplicate entries). 
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input 
bitsu 

.12 Hardware VLD 

Thc choice of algor~~hm may depend on the capabilities of the software platfoml, If 
memory is plentiful and array access relativcly fast, a large look-up table Inay be the best 
approach for speed and Bexibility. If memory is limited and/or array access is slow, better 
perfoimance may be achicvcd with an ‘if he’ approach or a partitioned look-Lip table. 

~ i e h e v e r  approach is chosen, VL de g requires a significant amount of bit-level 
processing and for many processor?; this makes it a coinputationally expensive function. An 
in~eres~ing development in recent yeas  has been the emergence of dedi 
assistance for software VL decoding. The Philips T r i ~ e d ~ a  and Equato 
platforms, for example, contain dedicated variable length decoder (VLD) co-processors that 
au~o~at ical ly  decode VL data in an input buffer, relieving the main processor of the burden 
of variable length decoding. 

Hardware designs for variable length decoding fall into two categories: (a) those lhat decode 
n bits from the input stream every 1% cycles (e.g. decoding 1 or 2 bits per cycle) and (b) those 
that decode it complete VI, codewords every rn cycles (e.g. decoding i codeword in one or 
two cycles). The basic architecturc of a decoder is shown in Figure 8.12 (the dotted line 
‘code lcngth U is only required for category (b) decoders). 

er m ~ y ~ ~ e §  I l l i s  type of dccoder follows through the kluffinan 
lest design processes one level of the tree every cycle: this i s  

a~alogous to the large ‘if .  . . else’ statement described above. The shift register shown in 
Figure 8.12 shifts 1 bit per cycle to the ‘Find VL code’ unit. This unit steps through the tree 
(based on the value of each input bit) until a valid code (a ‘leaf’) i s  found and can be 
implemented with a finite state machine (FSM) architecture. For example, Table 8.8 lists part 
of the FSM for the TCOEF tree shown in Figure 8.7. Each state corresponds to a node of the 
~uffman tree and the nodes in the table are labelled (with circles) in Figure 8.13 for 
convenience. 

There are 102 nodes (and hence 102 states in the FS ) and 103 output values. To decode 
1 110, for example. the dccoder traces the following sequence: 

State 0 --$ Stale 2 -+ State 5 -+ State 6 -+ output (0, 2, 1) 

ence the decoder processes 1 bit per cycle (assuming that a state transition occiirs per clock 
cycle). 
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.8 Part of state table for ‘I’COEF decoding 

Stale Input Next state or output 

0 0 
I 

1 0 
1 

2 0 
1 

3 0 
1 

4 0 
1 

5 0 
1 

6 0 
1 

1 
h 

This type of decoder has the disadvantage that the processing rate depends on the 
(varia~le) rate of the coded stream. It is often more usefd to be capable of processing one or 
more coniplete VLCs per clock cycle (for example. to guarantee a certain codeword 
tliroug~put), atid this leads to the second category of decoder design. 

cycles This is analogous to the ‘large look-up table’ 
in a software decoder. K bits (stored in the input shift register) are examined per 

cycle, where K is the largest possible VLC s i x  (1 3, excluding the sign bit, in thc example of 
H.26JMYEG-4 TCOEF). The ‘Find VL code’ unit in Figure 8.12 checks all combinations O f  
K bits and finds a matching valid code, Escape code ox Bags an ersor. The length of the 
matching code (1, bits) is fed back and the shift register shifts the input data by L bits (i.e. 
L bits are removed from the input buffer). Hence a coniplete Lbit  codeword can be 
processed in one cycle. 

The shift register can be implemented using a barrel shifter (a shift-re~ister circuit that 
shifts its contents by L places in one cycle). The ‘Find VL code’ unit may be implemented 
using logic (a PLA). The logic array should minimise effectively since imst of tlic possible 
input combinations are ‘don’t cares’. 111 the TCOEF example, all 13-bit input words 

I oxx X X X X ’  map to the output (0, 0, I). i t  is also possible to implement this 
unit as or RAM look-up table with 213 entries. 

A decoder that decodes one codeword per cycle is described by Lei and Sun2 and Chang 
and ~ e s ~ ~ ~ ~ c h ~ ~ ~ ~ ~  examine the principles of concarrent VLC decoding. Further examples 
of VL decoders can be found e l se~here .~”  

An error during transmission inay cause the decoder to lose synchronisation with the 
sequence of VLCs and this in turn can cause incorrect decoding of subseyuent VLCs. These 
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r--- 

1 

L . 

0 

Part of TCOEF tree showing statc labcls 

decoding errors may continue to occur (propagate) until a resynchronisation point occurs in 
the bit stream. The synchronisation markers dcscribed in Section 8.2.2 limit the propagation 
of errors at the decoder. Increasing the frequency of synchronisation markers in the bit 
stream can reduce the effect of an error on the decoded image: however, marker$ are 
‘ redund~t’  overhead and so this also reduces compression efficiency. Trmsinission errors 
and their effect on coded video are discussed fui-ther in Chapter 11. 

Error-resilient alternatives to modified HuHman codes have been proposed. For example, 

of codewords that may be successfully decoded in either a forward or backward direction 
froin a resynchronisation point. When an error occws, it is usually detectable by the decoder 
(since a serious decoder error is likely to violate the encoding syntax). The decoder can 
decode the current section of data in both directions, forward from the previous synchro- 
nisation point and backward froin the next synchronisation point. Figure 8.  I4 shows an 
example. Region (a) i s  decoded and then an error is identified. The decoder ‘skips’ to the 

EG-4 (video) includes an option to use reversible variable length codes ( 
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Reverse 
decoding Forward +Detect .r( 

decoding error 

tare Decoding with RVLCs when an error is cleteaed 

next r e ~ ~ ~ c h r ~ ~ n i ~ ~ ~ t i o n  point and decodes backwards froiii there to recover region (b). 

An ~ n t c r e s ~ i n ~  recent development is the use of ‘soft-decision’ decoding of VLCs, utilising 
in fomiation available from the communications receiver about the probability of error in 
each c o ~ e w o ~ ~ ~  to iniprove decoding performance in the presence of channel noise.7-‘) 

LCs, all of region (b) would be lost. 

Entropy coding schemes based on codewords that are an integral iiumber of bitr long (FUCR 
uffmdn coding or UVLes) cannot achieve optinial c o m p r e ~ ~ ~ o n  of every set of data. 

This is because the theoretical optimum number of bits to represent a data symbol i s  usually 
a fraction (rather than an integer). Th is  optimum number of bits is the ‘in~ormat~oIi contcnt’ 
log?(I/P), where P is the probability o f  occurrence of each data symbol. In Table 8.1, for 
exaniple, the motion vector ‘0.5’ should be represented with 3.31 bits for maxiinurn 
c~)n~~ression.  Huffman coding produces a 5-bit codeword for this i ~ o ~ i o n  vector and so 
the c o n ~ ~ r e s ~ e ~ ~  bit stream is likely to be larger than the theoretical maximally CO 

bit stream. 
Ar~thi~ctic codiiig provides a practical alternative to ~ u f f ~ a n  coding and can more 

closely a ~ p ~ o a c h  thc theoretical inaxi~utn  coi~i~ression.’~ An a ~ ~ ~ h ~ n ~ ~ i c  encoder converts a 
sequence of data symbols into a single fractional number. The longer the sequence of 
symbols, the greater the precision required to represent the fractional n u ~ ~ b e r .  

Table 8.9 lists five motion vector values ( - 2, - I ,  0, I ,  2). The probability of occurrence of 
each vector is listed in the second column. Each vector is assigiied a subrange w j ~ ~ i ~ ~  the 

__ ~ 

Vector Probability log2( U P )  Subrangc 

-2 0.1 3.32 0-0. I 
-1 0.2 2.32 0.1-0.3 

0 0.4 1.32 0.3-0.7 
1 0.2 2.32 0.7-0.9 
2 0.1 3.32 0.9-1.0 



range 0.0-1.0, depending o n  its probability of occiirrence, In tbis example, (-2) has a 
probabil~ty ofO.l and is given the subrange 0-0.1 (i.e. the first 10% of the total range 0-1.0). 
{ - 1) has a ~ r ~ ~ b ~ b i ~ i ~ ~  of 0.2 and i s  given the next 20% of the total range, I.e. the s ~ b ~ n g ~  
0.1-0.3. Aster assigning a subrange to each vector, the total range 0-1 -0 has been ‘divided’ 
amongst the data symbols (the vectors) according to their pr~~babi~i~ies .  The subranges are 
illustrated ia Figure 8.15. 

The enctding procedure is presented below, alongside a worked example for the sequence 
of vectors: (0, - 1, 0, 2). 

Range Subrmgc 
Encoding procedure (1, 4 -El) Symbol (L -+ H) Notes 

1. Set the initial rarigc 
2. For the first data 

synibol, firid the 
corresponding subrange 
(low to high). 

3. Set thc new range (1) 
to this subrange 

4. For the next data symbol, 
find the subrangc L to M 

5. Set the new range (2) to 
this subrange within the 
previous range 

6. Find the next wbrange 
7. Set thc new range (3) 

8. Find the next cubrange 
9. Set the new range (4) 

within the previous range 

witliin the previous range 

0 ---t 1.0 
(0) 0.3 -+ 0.7 

0.3 -+ 0.7 

(-1) 0.1 + 0.3 

0.34 + 0.42 

(0) 0.3 -+ 0.7 
0.364 -+ 0.396 

(2)  0.9 ---) 1.0 
0.3928 -+  0.396 

This is the subrange 
within the interval 0-1 
0.34 is 10% of the range; 
0.42 is 30% of the range 

0.364 is 30%~ of the range; 
0.396 i s  70% of the range 

0.3928 i s  90% of thc range: 
0.396 is 100% of the range 

Each time a symbol i s  encoded, the range (1, to 11) beconics progressively smaller. At the end 
of the cncoding process (four steps in this exarnple), we are left with a final range (1, to E€). 
The entire sequence of data symbols can be fully rcpresented by transmitting a fractional 
riiirnbw that lies within this final range. In the example above, we could send m y  number in 

Total range 

./------A 

t----i---+H 
0 0.1 0.3 0.7 7.9 1 

(-2) (-1) (0) (Cl) (+2) ~ i ~ ~ r e  5 Subrange example 
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the range 0.3928-0.396: for example, 0.394. Figure 8.16 shows how the initial range (0-1 is 
progressively partitioned into snialler ranges as each data symbol is processed. After 
encoding the first symbol (vector O), the new range is (0.3, 0.7). The next symbol (vector -1) 
selects the subrange (0.34, 0.42) which becomes the new range, and so on. The final symbol 
(vector i- 2) selects the subrange (0.3928, 0.396) and the number 0.394 (Falliug within this 
range) is transmittcd. 0.394 can be representcd as a fixed-point fractional number using 9 
bits, i.e. our data sequence (0, - 1 ,  0, 2) is compressed 10 a 9-bit quantity. 

eroding procedure 

The sequence of subranges (and hence the sequence of data symbols) can be decoded from 
this iiumber as follows. 

~ ~~ 

Decoding procedure Range Subrange Decoded symbol 

1. Set the initial range 
2. Find the subrange in which the 

0 - 1  
0.3 + 0.7 (0) 

received riuinber falls. This indicates 
the first data symbol 

3. Set the new range (1) to this subrange 
4. Find thc subrange o j  tht PWW 

range in which the received 
number falls. This indicates 
the second data symbol 

5. Set the new range (2) to this 
subrange within the previous range 

6.  Find the subrange in which the 
received iiiimber Palls and decode 

0.3 .+ 0.7 

0.34 4 0.42 

0.34 -+ 0.42 (-1) 

0.364 4 0.396 (0) 

the third data symbol 

within the previous range 

received number falls and decode 
the fourth data symbol 

7. Set the new range (3) to this subrange 0.364 4 0.396 

8. Find the subrange in which the 0.3928 --+ 0.396 (2) 

The principal advantage of arithmetic coding is that the transmitted number (0.394 in this 
case, which can be represented as a iixed-point number with sufficient accuracy using 9 bits) 
is not constrained to an integral number of bits for each transmitted daCd symbol. To achieve 
optimal compression, the sequence of data symbols should be represented with: 

log2(1/PO) + logr?(l/P_J - logz(l/P~) + iog2(1/P2) bits = 8.28 bits 

In this example, arithmetic coding achieves 9 bits which is close to optimum. A scheme 
using an integral number of bits for each data symbol (such as uffman coding) would not 

to the optinium number of bits and in general, arithmetic coding can 
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0 0.1 0.3 0.7 0.Y 1 

0.3 0.34 7 
?(-I) --- =__.~- 

0.34 0.348 0.3M 

.I6 Arithmctic coding examplc 

A nuinber of practical issues need to be taken into account when ji~~~lementing ar~thmetic 
coding in software or hardware. 

As with ~ L ~ ~ m a n  coding, it i s  not always practical to calculate symbol probabilities prior to 
coding. In several vidco coding standards ( 63, ~ ~ ~ - 4 ,  IX.26L), ar~thme~ic coding is 
provided as aa optional alternative to an coding and pre-calculated subrangeh 
are defined by the staiidard (based on ‘typical’ probability distributions). This 
advantage of avoiding the need to calculate and transmit probability d i~ t r~bu t~o t i~ ,  
disadvantage that conipressioii will be suboptimal for a video sequence that does not exactly 
follow the standard probability distributions. 

1x1 our example, wc stopped decoding after four Fteps. However, there is nothing contained in 
the transmitted number (0.394) to indicate the mirnber of symbols tha1 must be decoded: it 
could c ~ u a ~ ~ y  bc decoded as three symbols or five. The decoder must determine when to stop 
decoding by some other means. In the arithmetic coding option specified in 17.263. for 
example, the decoder can determine the niiniber of symbols to decode according tn the 
syntax of the coded data. Decoding of translorm coefficicnts in a block halts when an end-of- 
block code is dctecled. Fixed-length codes (such as picture start code) are included in the bit 
stream and these will ‘force’ the decoder to stop decoding (for example, if a Iraii%nission 
error has occurred). 
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~ ~ o a ~ I ~ g - ~ o i ~ ~ ~  binary arithmetic is generally less efficient than fixe 
o not support f l o a ~ ~ n g - ~ o ~ ~ i ~  arithmetic at all. A n  efficient i ~ ~ ~ e m e ~ i ~ a ~ ~ o n  

with ~ ~ ~ d - p o i n ~  arithmetic can be achievcd by specifying the subr iges as ~ x e d ~ p r e c ~ ~ i o n  
binary n~~i~xbers. For exainple, in ~ ~ . 2 6 ~ ,  each s ~ ~ ~ r a n ~ e  i s  specifie as an u n s ~ ~ n e ~  14-bit 

a I O I ~  range of 0-16 383). The subranges for the ~ j ~ ~ e r e n t ~ a ~  ~ ~ ~ ~ n t i s ~ ~ j o ~ i  
~~A~~ are livted as an example: 

2 0-4094 
1 4095-8 I91 

- 3  81 92-12 286 
- 2  12 287-16 383 

As more data symbols are encoded, the p rec~s io~~  of  the ~ r a c ~ ~ o n a l  number r e ~ ~ i r e ~ ~  to 
represent the sequence increases. It is possibl mher to exceed the precision of the 
processor after a relatively small number or and a practical a ~ t h ~ e ~ i c  encoder 
must take steps to ensure that this does no can be achicvcd by i i i c r e ~ ~ e ~ ~ t a ~ l y  
encoding bits of the fractional number as th ed by thc encoder. 111 our e x ~ ~ ~ ~ i ~ l e  

the range i s  0 . 3 ~ 4 ~ . 3 ~  at the final fractio~ial numb 
' and so we can send cant part (e.g. 0.3, or its 

ivalent) without prejutliciizg the rernainiiig e a l ~ ~ ~ ~ ~ ~ i ~ ~ i i s .  At the 
range are l e ~ - s h ~ f t e ~  to extend the rmgc. In h i s  w 
most signif~ean~ bits of the fractiQi~a1 nuniber 

e time, the limits of 
i ~ c r ~ I ~ i e n t a ~ l y  sends 
Ily r e a d j ~ s ~ i ~ i ~  the 

houiidmies of the range to avoid arithmelic overflow. 

tents have been file that cover aspects of ~ r ~ ~ ~ J ~ e t ~ c   c cod in^ (such as 
T' arithmetic coding algorithm1 '1. It is not entirely clear whether the 
g a l ~ o ~ i ~ ~ ~ s  specified in the inxage and video coding standards tire covered 
e developers of c(~mniercia1 video coding systenis havc avoided the use of 

~ ~ i t h i n ~ ~ ~ ~  coding because of concerns about poteiitial pa~e~l t  i n ~ ~ ~ ~ ~ e I ~ e n ~ s ,  despk i t s  
p ~ ~ ~ ~ ~ t i a ~  ~ o m ~ r ~ s s i o ~  advantages. 

er maps a sequence of data elements to a compressed bi 
tlancy in the process. In a block i r ans f~ rm"b~se~  video 

removing 
, tlie main 



REFERENCES 3 

atn clenients arc transform coefficients (run-level coded to efficiently represent sequen6:es 
ients), motloti vectori (which may he d i ~ ~ ~ ~ ~ t ~ ~ i a ~ l y  coded) and ~~~~~r 
t i ~ ~ u ~ ~  c ~ ~ p ~ ~ s s i ~ i i  r e ~ u i r e ~  the 1 ~ ~ ~ ) b a h i ~ j ~ y  ~ i s t ~ ~ ~ t i o ~ ~  of the data to be 

coding; for practical reasons, video CODECs use standard ~ ~ e - c a l c ~ l ~ t e ~ l  
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The visual quality at the output of a video coding system depeiids on the performance of the 
'core' coding ~ g o r i ~ s  described in Chapters 6-& but can dso be s i ~ i ~ c a i i t ~ y  iriilu 
and i ~ ~ ~ ~ t - p r ( ~ c e s s ~ n g  (dealt with ill this chapter) and bit-rate control (covered in r 10). 

In a practical video application, the source image i s  often far from perfect. ~ ~ i i p ~ ~ e c ~ ~ ~ n s  
such as camera noise (introd~ced during hiage capt~~re), poor g and c ~ ~ e r a  ~ h a ~ e  
may all alTecr the original images. Figure 9.1 shows a typical ex of an image captured 
hy a low-cost 'webcam'. ~nipe~-Eec~~ons such as camera noise can produce variation and high- 
frequency activity in o 
produce an increased 
amount of transmitted data (hence reducing compression perf~m~ance). 'The a i m  of prr- 
~ l t e ~ . ~ n ~  is to seduce these input i ~ i ~ ~ ~ e n t s  and improve c o ~ ~ r e s s i o n  efficiency w 
r e ~ a ~ n i ~ g  the i ~ i ~ ~ ~ a n ~  features of the ori~ixial image. 

wise static parrs of the video scene. These v a r ~ a ~ ~ ~ ) n ~  are likely 
Iber of t i " a ~ ~ s f ~ ~ ~ ~  coefficients &and can signi~cantly increase t 

uantisation leads to ~ i ~ c ~ ~ ~ t i n i ~ ~ ~ ~ e s  and distortions in  the transform coefficients that in 
her 

Thesc artefacts are clor?ely related to the lock-based structure of transform coding and it i s  

uce u ~ r e ~ ~ r ~ ~  { ~ i s t ~ ~ ~ ~ a ~  pa t t e~s )  in the decoded vidco ~ ~ ~ a ~ e ~ .  In gene 
ion ratios require 'cou~er '  ~ L I ~ ~ ~ ~ t ~ s a t ~ o ~  and introduce more obvious an. 

can be achieved by using filters designed to remove cod 
g and rirrging. The aim of ~ o ~ ~ - ~ i t ~ ~ ~ g  is lo reduce cocljiig a r ~ e ~ c t ~  whilst 

r e ~ ~ n ~ n g  v i s ~ a l ~ y  i ~ i ~ o r t a n t  image features. 
Figure 9.2 shows the locatjons of pre- and p o s ~ ~ ~ ~ ~ e r s  in a video C 

auscs of input variations and decoder artefacts and 

filterc. 

ssion a l g ~ ~ ~ ~ h n i s  can p e ~ o ~  well for smooth, ~ o i ~ e ~ f r e e  regions 
at texture or a gradual variation in texiu (like the face area 
roduces a very small number of ~ ~ ~ ~ i i ~ c a ~ i t  CT c ~ ~ ~ ~ c i e n ~ ~  and 

I.ience is c o ~ ~ r e s s e ~  e ~ ~ c ~ e i i t ~ y .  owever, to generate a 'clean' video image like Figure 9.3 
requires good ~ i ~ h t i n ~ ,  an c ~ ~ e ~ i 5 i v e  camera and a ~ i ~ ~ - ~ u d ~ ~ t y  video c a ~ ~ ~ ~ r ~  ~ y ~ ~ ~ ~ .  For 

lications, these ~ ~ ~ u i r e i n ~ ~ ~ ~ s  arc inxpractical. A typical desktop video-coti-Eerenciiig 
sce~ari{) i ~ i ~ g h ~  involve a lQW-COSt camera on top of the user's ~ o n ~ ~ o i . ,  poor  light^^^ and a 
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re 9.1 Typical ii?iage froni a low-cost "wiehcam' 

Low-lcvel noise with a ~ ~ f ~ r ~ ~  d ~ s t r i b ~ ~ j ( ~ n  i\ added to Figure 9.3 to 
image now coi~~ai i~s  ~ i g l ~ ~ f r e ~ ~ i e n c y  variati 
c ~ ~ r n p r e ~ s ~ ~ n  perforiiiance. After applying a 
~ r e ~ ~ e n c ~ ~  'AC' coeffic~e~i~s, s ~ m c  of which 
bits will remain dter 
(Figure 9.3). After JP 

but which will afkct 
duces I n ~ i ~ ~ b e ~  of higtr- 
n. T h i s  ~ l c a n s  that more 

ng the 'clean' image 
scale), Figure 9.3 coiii- 

32 I1  bytes and Figure 9.4 c o ~ p ~ e s ~ e s  to 4063 bytes. The noise added to Figure 
creased compres~ion efficiency by over 25% in this example. This i s  typical of the 

elfect ~ r ~ ~ ~ u ~ e ~  by camera noise (i.e. noise introduced by the camera and/or analoguc to 

Camera 

.2 Prc- and post-filters in it video CQDEC 
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~ ~ ~ ~ i r ~  9.3 Noise-free source image 

digital convers~on), A11 c~i~cras/cap~ure systems introduce noise, but it i s  more of 3 problem 
tor lower-cost canieras (such as ‘webcams’). 

~ e - ~ ~ t e ~ n g  the image data before e~ i~ [ ) (~ i ig  can improve compression e 
increase compression nance without aciversely affecting image 

Figure 9.3. The ‘noisy‘ imagc (Figure 9.4) 
to produce Figure 9.5. This simple low-pass filler 

successfully reduces the noise. After JPEG coinpressio~i~ Figure 9.5 requires 3 
the compression efficiency i s  only 10% worse than the noise-free image). 
c o ~ ~ r ~ s s i o n  gain is at the expense of a loss of image quality: the filter has ‘bhl 

lines in the image because i t  does not discriminate between ~ ~ h - f r e q u ~ ~ c y  noise 
and ‘genuine’ li~gh-fre~uency components of the image. With a more sophisticated pre-filter 
it i s  possible to n i i n ~ ~ i s e  the noise whilst retaining i i ~ i ~ o ~ ~ ~ n t  image features. 

.4 linage with noise 
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.5 ‘Noisy’ image after Gaussian filtering 

.2. 

Unwanted camera movements (camera ‘shake’ or ‘jifter’) are tznolhes cause of poor 
compression e-l‘ficiency. lock-based motion estimation perfonns best when the canera i s  

position or when it undergoes smooth linear movement (pan or tilt). In the case 
held camera, or a motorised pan/tilt operation (e.g. as a surveillance camera 

‘sweeps’ over a scene), the image tends to experience raiidom ‘jitter’ between successive 
franies. If the motion search algorithm does not detect this jitter correctly, the result is a large 
~ e s i ~ u a l  fmne after motion compensation. This in turn leads to a larger number of bits in 
the coclcd hit stream and hence poorer compression efficiency. 

Two vcrsions of a shofl 10-frame video sequence (the first frame i s  shown in Figure 9.6) 
are encoded with PEG-4 (simple profile, with half-pixel motion e5~inlation and 

First frame o f  vidco scquencr 



compensation). Version 1 (the origiixil seqiiencej has a fixed camera position. Version 2 is 
identical except that 2 ofthe 10 frames are shifted horizontally or vertically by up to 2 pixels (to 
simulate camera shake ). The sequences are coded with -263, using a fixed quantiser step 
size (10) in each case. For Version 1 (the original), the encoded sequence is 18 703 bits. 
For Version 2 (with ‘shaking’ of two frames), the encoded sequence i s  29 080 bits: the 
compression efficiency drops by over 50% due to a sinall displacenient within 2 of the 
10 frames. This example shows that camera shake can be very detrimental to video 
compression performance (despite the fact that the encoder attempts to conmpeiisate for the 
motion). 
The compression efficiency inay be increased (and the subjective appearance of the video 

seque~ice improved) with automatic camera stabilisation. ~ e c h a ~ i c ~ l  stabilisation is used 
in some hand-held cameras, but this adds weight and bulk to the system. ‘ ~ l e c t r o n ~ c ~  image 
stabilisation can he achieved without extra hardware (at the expense of extra processing). For 
example, one method’ attempts to stabilise the video frames prior to ~ncoding. In th is  
approach, a ~ a ~ c h i i i g  algorithm i s  used to detect global motion (i.e. common motion of all 
background areas, usually due to camera movement). The inatching algorithm examines 
areas mar the bou~ida~y of each image (not the centre of the image -since the centre usually 
contains foreground objects). T f  global motion is detected, the image i s  shifted to coi~~eimsate 
for small, short-term movements due to camera shake. 

or 

Lossy image or video co~ipress~on algorjthms (e .g .  PEG, MPEG and W.26~) ~Iitroduce 
distortion into video information. igher coinpressioii ratios produce inore distortion in the 
decoded video frames. The nature and appearance of the distortion depend on the type of 
c~)nipression algorithm. In a DCT-based CODE@, coding distortion is due to ~ ~ u ~ ~ t i ~ ~ t i o n  of 

CT coefficients. This has two main effects on the DCT coeFticients: those with siiiallei- 
~ ~ g n j t L ~ d e s  (particularly ~ igh~~-fKeque~~cy A c  coet ents) are set to zero, and h e  remain- 
ing coefficients (including the low-fre~ueiicy and coefficients) lose  recision due to 
quaneiwtion. These effects lead to characteristic types of distortion in the decoded image. 
Figure 9.7 shows the result of encoding Figure 9.3 with baseline JPEG, at x c ~ ) ~ ~ r e s s i o n  
ratio of 1 8 . 5 ~  (i.e. the compressed image is 18.5 times smaller than the original), Figure 9.8 
highlights three types of d istor n a close-up of this image, typical of any image or video 
sequence coinpresscd using a 

Wten, tbe most obvious distortion or artefact is the appearance of regular square blocks 
s u p e r i ~ ~ i p o s ~ ~  on the image. These blocking artefacts are a characteristic of bloc~-based 
transform ~ ~ ~ ~ C ~ ,  and lheir edges are aligued with the 8 x 8 regions processed via the 
DCT. There are two causes of blocking artefacts: over-quanlisation of the DC coefficient and 
suppression or over-quantisation of low frequency AC ~ o ~ f f i c ~ ~ n t s .  The L)C c o e f ~ c ~ e ~ ~  
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corresponds to the average (mean) value of each 6 x 8 block. In weas of SnKK%h s h ~ d ~ n g  
(such as the face area in Figure 9.7), ~ ~ v ~ r - ~ u a i i t ~ ~ a t ~ o n  of the DC c o e ~ ~ c ~ e i i t  means that there 
i s  a large change in level between n~ighbouring blocks. When m70 blacks with similar 
shades axe quan~j~ed  to different levels, the reconstructed blocks call have a Larger 
Level and hence a visible change of shade. This is mast obvious at the block b 

peariiig as a tiling effect on smooth areas of the image. A second cause of blocking is 
over-qirAntisatioia or elimination of significant AC coefficients. Where there should be a 
smooth ~ ~ i s j  tion between blocks, a ‘coarse’ recor~siruct~~)n of l~w-frequeiiey basi 
(see C~apter 7) leads to ~ iscon~in~i t ies  between block edges. Figam 0.9 ~ ~ l ~ i ~ ~ ~ a ~ e s  

ects in one d ~ ~ e n s i o n .  Image sample a ~ ~ ~ i t i i ~ ~ ~  for a flat region are shown on 
for a sn~oath~y varying region on the right, 

Iigh ~ ~ a n t ~ ~ a ~ i ( ~ n  can have a low-pas& filtering effect, since higher-f~eq~ency AC coeffi- 
cients tend to be removed during quaiitisa~ion. Wherc lhere are strorlg edges in the original 

is low-pacs effect c m  cause ’ringing‘ or ‘~pples’ near the edges. Thin i s  a ~ ~ l o g o u s  
to the effect of ~ ~ ~ l y ~ n g  a low-pass filter br:, a signal with a sharp change in  a ) ~ ~ ~ l i ~ u d c :  low- 
~ ~ e ~ u e n c y  ringing cornponetits appear near the change position. This effect appears in 
Figure 9.8 as ripples near the edge of the hat. 

Coarse ~ ~ t a n t i s ~ ~ ~ ~ ~ ~ ~  of ,K coeCficients can elimiiiate many of tht: original coefficients, 
leaving a few ‘strong’ A CT, the basis  patter^^ 
c o i ~ e s ~ o ~ d i ~ ~  to a strong AC coefficient can a p p e ~  in the recons~ructed image block (%ask 
patlem ~ ~ e a k ~ l ~ ~ ~ ~ ~ ~ g ~ ’  ). ,!in example i h i ~ ~ ~ l i g h ~ e ~  in Figure 9.8: ihe block in question 
a p ~ e ~ s  to be ~)\/crIaid with one of the C T  basis patterns. Basis pattern ~ ~ ~ e a ~ ~ h r o u g h  also 

coeflicients in B block. After the inverse 
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Close-up showing typical artefacts 

c ~ ) n ~ ~ b u ~ e s  to thc blocking effect (in this case, there i s  a sh 
basis pattern ancl the n e i ~ ~ ~ o u r i n g  blocks). 

Thcsc three distortion ef€ects degrade the appearance of decoded images or video frarxies. 
locking is p a r ~ i c ~ ~ l a r ~ y  obvious because thc large 8 x 8 patteriis are clearly visible in highly 

co~ip~essed frames. The artefacts can also affect the p e r f o r I ~ ~ a ~ ~ c ~  of motion-cornpensad 
video coding. A video encoder [hat uses ~~0~ ion"co i~pen~a ted  prediction form a recoii- 
structed ~ d e c o ~ e d ~  version of the cui~eat frame as a   re diction reference for further encodc~ 
frames: this eilsures that the encoder and decoder use identical reference frames and p r ~ v e ~ ~ s  
'drift' at the decoder. However, if a high qumtiser scale is used, the reference frame 
cncoder will c [ ~ n ~ ~ i n   ist tort ion artefacts that were not presciit in the 0 r i ~ ~ ~ a ~  frane. 
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(a) DC coefficient quantisalion (b) AC coeiljcient quantisation 
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~ ~ o ~ ~ i n ~  cffects iqhown in one dimension) 

the reference h m e  (containing dislottion) is subtracted from the next input frame (without 
dis~orti~?n), these artefacts will tend to increase the energy in the ~ o ~ ~ o n ~ c o n i ~ e ~ s a t e ~  
res~dL~a~ frame, l e ~ ~ i n g  to a reduction in coinpression efficiency. This effect caii ~ ~ o d u c e  a 

1 component even when there is no change belwecn successive frames. 
ales this effect. The ~ ~ s t ~ ~ r t ~ ~  reference frame (a) is ~ ~ b t r a c ~ e d  from the 
There i s  no change in the image content hut the di~~erence frame ( 6 )  

idual energy (the ‘specbled’ effect). This residual energy will he encoded 
cn t ~ o u ~ ~ i  tliere i s  no real change in the image. 
design po~t-fil~ers to reduce the effect of thcse ~ r e ~ ~ c ~ ~ b ~ e  artefbcts. 
ce the ‘strength’ of a particular type of artefact witlaout adversely 
nt features of the image (such as edges). Filters can be e ~ a ~ s i ~ e d  

a c c o r d ~ ~ i ~  to the type of artefact they are ad~res s in~  ~ u s ~ ~ ~ ~ l y  ~ ~ o c l ~ n ~  or ringin 
~ ~ ~ ~ p l ~ x ~ ~ ~  and whether they are a p ~ ~ ~ ~ ~  insitlc or outside the codin 
aCter decoding (outside the loop) c m  be made independe~t 01 the 
erf[)i~na~ice can be achieved by making use of p a r ~ ~ e ~ e r s  from the video 

decoder. A filter applied to the reconstructed frainc within rkte eticocler (inside 
the ~ d v ~ n t a ~ e  of i~proving corn~ression ef~iciency (as described above) but 

ecoder. The use o f  in-loop filters is ~ i ~ i t ~ d  to n o n ~ ~ i a ~ i ~  
cepr in the case of loop filters defined in the coding standards. ~ o s t - ~ ? ~ e r s  can be 

~ a t ~ ~ o r i s e d  as fooliows, de osition in the coding chain. 

The filter is appplicd to the reconstructed frame bo~h in the encoder nnd in the decti 
A ~ ~ ~ y ~ ~ ~ ~  the filter within the encoder loop can improve the ~iuality of the r~coi~str~icted 



(id) Reconstru- 
cted r'ramc; (17) input fmine; 
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Decoding parameters 

7 
Video decoder Encoded 

frame 

2 ~ e ~ ~ ~ ~ e r - d e p e n d e n t  filter 

rekrencc fraine, which i n  turn improves the accuracy of mot~on”coinpe~isate~ precl~ction for 
the next encoded frame since the quality of the ~redict~on reference is i m ~ r o ~ e d .  
shows the position of the filter within the encoder and decoder, iminediareiy prior to ~ n o t i o ~ ~  
estimat~oii or reco~astI~ict~o~i. ~ ~ a c i n g  the filter within the coding loop has two a ~ v a ~ i ~ a  
lirst, the decoder reference frame is identical to the encoder ref~rence frame (avo 
~redic~ioii  ‘drift’ between encoder and decoder) atid second, the quality of the dec 
frame i s  ~ n i ~ r [ ~ v e ~ .  The ~ s a d v a ~ ~ ~ a ~ e  of this approach is that the encoder and decoder 
use an i d e r ~ ~ i ~ ~ ~  filter and this limits in~erope~~bj l i~y  between C 
filters are used, such as 

Cs (unless s ~ ~ i n ~ ~ d i ~ e d  

ory, the filter is ap 
e x ~ m p ~ e  of a L ~ S C ~ L ~ !  

afirr the ~ecoder and makes use of 
dcr p~anaeter is the quan~iser step size: 

be used to prcdict the expected level of disfontion in the currcnt block, e.g. more d ~ s ~ o r ~ j ~ ~  i s  
Likely to occur when the qu~~ntiscr step size IS high than when it is low. This e n ~ ~ I e §  the 
decoder to adjust the ‘ ~ t r c n ~ t ~  of the filter acc~r~ i i ig  to the expected d~s~or~ion .  A ‘ ~ ~ r o ~ ~ g ’  
filfcr may be applied wlaen the yuantiser step size i s  high, reducing ihe relevant type OF 

stortion. A ‘weak’ filter applied when the step sir,e i s  low, p r e s e r v i ~ ~  detail in blocks 
ith lower ~ ~ ~ o ~ i ~ n ~  Go0 p e ~ ~ o ~ n ~ ~ n ~ e  can be achieved with this type of filter: ~ o w e v e ~ ,  

the filter must be ~ n c ~ ) r p ~ ~ ~ t e d  in the decoder or closcly linked to decoding parameters. The 
location of the de~oder-depen~ciit filter is shown in Figure 9.1 2. 

Jn order to minimise dependence on the decoder, the filter may be ap ied after decoding 
w ~ t h ~ } ~ t  ariy ‘ ~ i ~ o w l e d ~ e ’  f decoder pasanaeters~ as i l ~ u ~ ~ ~ a t e d  in Figure .13. This a ~ p r o a c ~  
gives the ~ i a ~ i n i ~ ~ ~ ~ i  Aexi ility (for e ~ ~ m p l e .  the decocler and the filter may be treated as 
separate ‘black boxes’ by the sysm-n designer). Howcver, filter performance is genera11y not 

Filtered ---7 frame 
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Horizontal block houiidary 

\ 

Filtered pixels 

VetZicnl block boundary 

H.263-t Annes J deblocking filter 

as good as decoder-dependent filters, since the filter has no infcmnation about the coding of 

Blocking artefacts are usually the most obvious and therefore the most important to 
~ ~ n j ~ i i s e  t~roLigh filtering. 

It is possible to implement a non-standard in-loop de-blocking filter, however, tlie LISC of 
such a filter is limited to proprietary systems. Annex J of the W.2631 standard defines an 
optional ~ e " ~ 1 o c ~ n g  filter that operates within the encoder and decoder 'loops'. A 1-D filter 
is applied across block bnrinclaries as shown in Figure 9.14. Four pixel positions at a time are 
~ ~ o o t ~ e d  across the block boundaries, first across the hosizontal boundaries and then across 
the vertical ~ ~ o L ~ n ~ ~ r i e s .  The 'strength' of the filter (i.e. tlie amount of smoo th~~~g  applied to 
the pixels) is chosen depending on the quantjser value (as described above). The filter is 
ef~ec~ively disabled if there is a strong d i ~ ~ ( ~ n t i n u i ~ ~  between the values o€ A and 
betwcen the values of G and D: this helps to prevent filtering of 'genuine' strong lior~zo~ital 
or vertical edges in the original picture. In-loop de-blocking filters have been compared2 and 
the a u h r s  conclude that the best performance is given by POCS algorithms (described 

I[ the filter is implemented only in the dccoder (not in the encoder), h e  desig~er has 
complcte Ilexihility and a wide range of filtering  neth hods have been proposed. 

PEG4 describes an optional de-blocking filter that operates acrosos:, each 
l ~ o r ~ ~ o i i t a ~  and vertical block boundary as above. The 'smoothness' of the image in the region 
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Horizontal block boundary 

Vedical block boundary 

.15 MPEG-4 deblocking filter 

of the boundary is estimated based on the values of 10 pixels (A to J in Figure 9.15). If the image 
is not deemed to be ‘smooth’, a default 1-D filter is applied to the two pixcls 011 either side of 
the boundary (E and F). I f  the image is ‘smooth’ in this region, then a more soph~st~cated 
filter is required to reduce blocking whilst preserving the smooth texture: in this case, 

to I) are filtered. The filter parameters depend on the quantiser step s i x .  By 
adapting the filter in this way, a more powerful (’but more coinputationally complex) filter is 
applied where it is needed in smooth regions whilst a less coiiiplex filter i s  applied 
elsewhere. 

Many alternative approaches can be found in the literatwe..3--11 These range from highly 
complex algorithms such as Projection Onto Convex Sets (PQCS), in which many candidate 
images are examined to find a close approximation to e decoded iniage that does not 
corrtain blocking arlefacts, to algorithms such as the EG-4 Annex F filter that are 
significaiitly less complex. The best image quality is usually achieved at the expense of 
computation: for example. PQCS algorithms are iterative a id  may be at least 2Qx more 
complex than the decoding algorithm itself. ~ecoder-dependei~~ algouithms can often 
outperform decoder-independent algorithms because the extra information about the coding 
pameters  niakes it easier to distinguish ‘true’ image features from blocking distortions. 

ers 

After blocking, ringing is often the next most obvious type of coding artefact. De-ringing 
filters receive somewhat less attention than de-blocking filters. MPEG-4 Annex E: describes 
<an optional post-decoder de-i-inging filter. In th is algorithm, a threshold thr i s  set for each 
reconstructed block based on the mean pixel value in the block. The pixel values within the 
block are compared with the threshold and 3 x 3 regions of pixels that are all either above or 
below the threshold are filtered using a 2-D spatial filter. This has the cffect of smoothing 
homogeneous regions of pixels on either side of strong image edges whilst preserving the 
edges theinselves: it is these regions that are likely to be affected by ringing. Figure 9.16 
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Edge between dark and light xeiu 

I ,/’ 
Pixels that may be filtered 

Figure 9.16 Application of MPEC-4 de-ringing filter 

shows an exanple of regions of pixels that inay be filtered in this way in a block containing a 
strong edge. In this example, pixels adjacent to the edge will be ignored by the filter (hence 
preserving the edge detail). Pixels in relatively ‘flat’ regions on either side of the edge ( w ~ i i c ~  
itre likely to contain ringing) will be filtered. 

A final category of decodcr Iilter is that of error concealment filters. When a decodes detects 
thal a ~ r ~ n ~ i n i s s j o ~  error has occurred, it is possible to estimate the area of the frame &at is 
likely to be corrupted by the error. Once the area i s  known, a spatial or temporal filter may be 
applied to attempt to conceal the error. ask error concealment fillers operate by 
i n t e ~ o ~ a ~ ~ n g  ij-om neighbouring error-free regions (sp tlly and/or temporally) to ’cover’ 
the d ~ a g e d  area. More advanced methods (such a GS filtering, r n e n t ~ ( ~ n e ~  above) 
attempt to maintain image features across the damaged region. Error c o ~ i c e ~ m e n ~  is 
discussed further in Chapter 11. 

e- and pos~-filteriiig can be valuable tools for a video CODEG designer. The goal of a pre- 
filter is to ‘clem up’ the SQUI’C~ image and compensate for imperfections such as camera 
noise and camera shake whilst retaining visually important image featuren. A well-designed 
pre-filter can significant improve compression efficiency by re~ucing the n~iinber of bits 
spent on coding noise. st-filters are designed to compelisate for c h ~ r a c t e ~ ~ ~ ~ ~ ~  artefacts 
in~rodiiced by h ~ ~ ~ ~ - b a s e ~  transform coding such as blocking and ringing effects, A post- 
filter can greatly improve subjective visual quality, reducing obvious distortions whilst 
retaining impomnf features in the image. There are three main classes of this type of  filter: 
loop filters (designed to improve motion compen~ati~)n p ~ r ~ o ~ ~ a n c ~  as well as image quality 
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The choice of video coding algorithm and encoding parameters affect the coded bit rate and 
the quality of the decoded video sequence (as well as the computational complexily of the 
video CODEC). The precise relationship between codiiig parameters, bit rate and visual 
quality varies depending on the characteristics of the video sequence (e.g. ‘noisy’ input VS. 

’clean’ input; high detail vs. low detail; complex motion vs. simple motion). At the same 
time, practical limits determined by the processor and the transmission environment put 
constraints on the bit rate and image quality that may be achieved. It i s  iinportant to control 
the video encoding process in order to maximise compression performance (i.e. high 
compression andlor good image quality) whilst remaining within the practical constraints 
of transmission and processing. 

Rate-distortion optimisation attempts 10 maximise image quality subject to transmission 
bit rate constraints. The best optimisation performance comes at the expense of impractically 
high computation. Practical algorithms for the control of bit rate can be judged according to 
how closely they approach optimum performance. Many alternative rate control ~gori thms 
exist; sophisticated algorithms can achieve excellent rate-distortion perfoimance, usually at 
a cost of increased cornput&ional complexity, The careful selection and irnplementatj on of a 
rate control algorithm cCm make a big difference to video CODEC performance. 

Recent trends in software-only CODECs and video coding in power-limited environme~~ts 
(e.g. mobile computing) mean that coinputational complexity is an inipoitant factor in video 
C O ~ ~ C  performance. In many application scenarios, video quality is constra~ned by 
available coinpulational resources as well as or instead of available bit rate. 
developments in viuiable-complcxity algorithms (VCAs) for video coding enable the 
developer to manage computational complexity and trade processing remurces for image 
quality. This leads to situations in which rate, complexity and distortion are interdependent. 
New algorithms are required to jointly control bit rate and computational coniplexity whilst 
miiiimising distortion. 

In this chapter we examine the factors that influence rate-distortion performance in a 
video CODEC and discuss how these factors can be exploited to efficieiitly control coded bit 
rate. We describe a nuinber of popular algorithms for rate control. We discuss the relation- 
ship between computation, rate arid distol-tion and show how new VGAs are beginning to 
influence the design of video CODECs. 
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A p~dctica~ video CO BC operates within an environmeIlt that places certain con~trai~its on 
its operation. One of the most important constraints i s  the rate at which the video encoder is 
'allowed' to produce encoded data. A source of video data usually supplies video data at a 
constant bit rate (a constant nuniber of bits per second) and a video encoder processes t h i s  
high, c o ~ s ~ a i i ~ - r a ~ ~  source to produce a conipressed sweiun of bits at a reduced hit rate. The 
a ~ o u ~ ~ ~  of c~~mp~ess io i~  (and hence the compressed bit rote) depends on a number of factors. 
These may include: 

1 .  The encoding algorithm tintra-frame or inter-frame, forward or hidirect~onal prediction. 
integer or sub-pixel motion compensation, DCT or wavelet, etc.). 

2. The type of video material (material containing lots of spatial detail andor rapid 
~ ( ~ v e i ~ e ~ ~ t  generally produces more bits than material containing little detail and/or 
motion). 

3 .  ~ ~ c 5 ~ i n ~  parame~ers and decisions (quantiser step size, picture or tnacroblock mode 
selection, motion vector search area, the numnbcr of intua-pictures, etc.). 

Some examples of hit rate 'profiles' are given below. Figure 10.1 plots the number of hits in 
each frame for a video sequence encoded using otion JPEC;. Each frame is coded 
indepe~3dentl~~ ('intra-coded') and the bit rate for each frame does no1 change significantly. 
 mall variations in bit rate are due to changes in the spatial content of the frames in the 
10-frame sequence. Figure 10.2 shows the bit ratc variation for the same sequence coded 

MJPffi 
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Bit-rate profile: Motion JPEG 
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.2 Bit-rate profile: N.263 (baseline) 

.263. The first fr<me is an intra-frame and following frames are 
c o ~ i ~ r e s s ~ o n  e&iency for a P-picture is approximately 10 x higher than €0 

this example and there i s  a mall variation between P-pictures due to changes in detail and 
in movement. Coding the same sequence using MPEG-2 gives the bit rate profile shown in 

examplc, tbc initial I-picture is followed by the following sequence of 
-B-B-P-B-B-I. There is cleafly a large variation between the three 

picture types, with B-pictures giving the best compression performance. There is also a 
sinaller variation between coded pictures of the same type (I, P or B) due to changes in detail 
and motion as before. 

0 1 2 3 4 5 6 7 8 9 

Frame 

e ~~.~ Bit-rite profile: MPEG-2 
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These examples show that the choice of algorithm and the content of the video 
sequence affect the bit rate (and also the visual quality) of the coded sequence. At the 
same time, the operating environment places important constraints on hit rate. These may 
include: 

I. The mean bit rate that may be transmitted or stored. 

2 .  The maxinium bit rate that may be transmitted or stored 

3. The max~nium variation in bit rate. 

4. The requirement to avoid underflow or overflow of storage buffers within the system. 

5 .  A requir~n~ent 10 minimise latency (delay). 

e~ The inean bit rate is determined by the duration of the video materjal. For 
if a 3-hour movie is to be stored on a single 4.7 Gbyte DVD, then the mean bit rate 

e maximum bit rate i s  
by the maximum transfer rate from the DVD and the throughput of the video 
t-rate variation (subject to these constraints) and latency are not such important 

(for the whole movie) must not cxceed around 3.5Mbps. 

issues. 

The ISDN channel operates at a constant bit rate (e.g. 
128khps). The encoded bit rate must match this channel rate exactly, i.e. no variation is 
allowed. The output of the video encoder is constant bit rate (CBR) coded video. 

~~~~ a The situation here i \  more 
complicated. The available mean and maximum bit rate inay vary, depending on the network 
routeiag and on the volume of other traffic. In some situations, latency and bik rate may be 
linked, i.e. a higher data rate may cause increased congestion and delay in the network. The 
video encoder can generate GBR or variable bit rate (VBR) coded video, but the mean and 
peak data rate may depend on the capacity of the network connection. 

Each of these application cxarnples has different requirements in terms of the rate of 
encoded video data. Rate controZ, the proccss of matching the encoder output to rate 
constraints, is a necessary coinponent of the majority of practical video coding applications. 
The rate control ‘problem’ is defined below in Section 10.2.3. There are many different 
approaches to solving this problem and in a given situation, the choice of rate control method 
can significantly influence video quality at the dccoder. Poor rate coiiti-01 may cause a 
number of problems such as low visual quality, fluctuations in visual quality and dropped 
frames leading to ‘jerky’ video. 

In the next section we will examine the relationship between coding parameters, bit rate 
and visual quality. 
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produces a reduction in d d t a  rate with no loss of fide~ty of the 
original data. A lossy enc on the other hand, reduces data rate at the expense of a loss of 
quality. A5 discussed previously, s i g ~ f i c ~ t l y  ~glierco~pression of image and video data can be 
achieved using lossy nicthods than with lossless methods. The output of a lossy video C: 
is  a sequence of images that are of a lower quality than the original images. 

‘The r ~ ~ e - ~ ~ ~ f ~ ~ ~ i o ~  ~ e ~ ~ ~ ~ ~ ~ n c ~  of a video EC provides a measure of the 
quality produccd at a range of coded bit rates. a given compressed bit rate, 
the distortion of the decoded sequence (relative to the original sequence). Repeal this for a 
range of compressed bit rates to obtain the rLite-distortiolz curve such as the 
in Figure 10.4. Each poirir on t h i s  graph i s  generated by encoding a video se 
MPEG-4 encoder with a different quantiscr step size Q. Smaller values of Q produce a 
higher encoded hit rate and lower distortion; larger values of Q produce lower bit rates at the 
expense of higher distortion. In this figure, ‘image distortion’ is measured by peak signal to 

), described in Chapter 2. PSNR is a logaritlimic measure, and a high vdue 
indicates low distortion. The video sequence is a relatively static, ‘bea 

cc (‘Claire‘). The shape of the rate-distortion curve i s  very typical: 
image quality (as measured by PSNR) occurs at higher bit rates, and the quality drops 
sharply once the bit rate is below a certain threshold. 

The fate-dis~ortioii performance of a video CODEC may be affected by many factors, 
including the following. 

Under identical encoding conditions, the rate-distortion performance may vary considerably 
depending on the video material that is encoded. Figure 10.5 compares the rate-distortion 

Clare encodsd rising WEG-4 (simple prohie) (30framos pcrsccond) 
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‘Claire’ aod ‘Fareman’ nmoded using WEG-4 (simple profile) 

. .. . . . . . .”_ . . __ .. .. 

Rate (kbps) comparison of two sequences 

p e ~ o r n i ~ c e  of two sequences, ‘Claire’ and ‘Foreman’, under identical ericoding conditions 
(MPEG-4, fixed quantiser step size varying frorii 4 to 24). The ‘Foreman’ sequence contains 
a lot of movement and delail and is thereforc more ‘difficult’ to compress than ‘Celaire’. At 
the same value of quantiser, ‘Foreman’ tends to have a much higher encoded bit rate arnd a 
higher distortion (lower PSNR) than ‘Clajw’. The shape of the rate-distortion curve is 
similar bul the rate and distortion values are very different. 

residual frame after motion compensation arid hence a low coded bit rate; i ~ ~ a - c o ~ e d  
macroblocks usually require more bits than inter-coded macroblocks; sub-pixel motion 
compensation produces a lower bit rate than integer-pixel ~ ( ~ I n p e n s a ~ i ~ n ;  and so on. Less 
obvious effects include, for example, the intervals at which the quantiser step size i s  varied 
during encoding. Each time the qtiantiser step size changes, the new value (or the change) 
must be signalled to the decoder and this takes more bits (and hence increases the coded 
bit rate). 

Figures 10.1-10.3 illustrate how the coded bit rate changes depending on the compression 
algorithm. In each of these figures, the decoded image quality is roughly the Lame but there 
i s  a big difference in compressed bit rate. 

A rate control algorithm chooses encoding parameters (such as those listed above) in order 
to try and achieve a ‘target’ bit rate. For a given bit rate, thc choice of rate control. 
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algorithm can have a significant effect on rate-distortion pei-formance, as discussed later in 
this chaptcr. 

So far we have discussed only spatial distortion (the variation in quality of individual frames 
in Lhe decoded video sequcnce). It is also important to consider temporal distortion. i.e. the 
situation where complete frames are ‘dropped’ from the original sequence in order to 
achieve acceptable perform‘mce. The curves shown in Figure 10.5 were generated for video 
sequences encoded at 30 frames per second. It would be possible to obtain lower spatial 
d i s ~ o ~ i o n  by red~~cing the frame rate to 15 frames per second (dropping every sec on^ frame), 
at the cxpense o f  an increase in temporal distortion (because the frame rate has been 
reduced). The effect of this type of temporal distortion is apparent as ‘jerky* video. This is 
usually just noticeable around 15-20 frames per second and very no~ieeable below 10 frames 
per second. 

The lrade-off between coded bit rate and image distortion i s  an example of the general rate- 
distortion problem in communications engineering. In a lossy conimunication system. the 
challenge is to achieve a target data rate with minimal distortion of the transniitted signal (in 
th is case, an image or sequence of images). This problem may be described as follows: 
‘Minimize distortion (D)  wliilst iiiaintaining a bit rate R that does not exceed a maximum bit 
rate R,,,, or 

min{D} s.t. R 5 K,,, (10.1) 

(where s.1. means ‘subject to’}. 
The conditions of Equation 10.1 can be met by selecting the optirnirrn encoding 

pwameters to give the ‘best’ image quality (i.e. the lowcsl distortion) withoL~t exceeding 
the target bit rate. This process can be viewed as follows: 

1. Encode a video sequence with a paizicuiar set of encoding parameters (quantiser step 
size, inacroblock mode selection, etc.) and measure the coded bit rate and decoded itnage 
quality (or distortion). This gives a particular combination of rate (R)  and distortion (D) ,  

2. Repeat the encoding process with a different set of encoding parameters to obtain another 

epeal for further combinat~ons of encoding parameters. (Note that the set of possible 

D operating pipit. 

R-Ct operating point. 

combinations of parameters i s  very large.) 

Figure 10.6 shows a typical set of operating points plotted on a graph. Each point represents 
the mean bit rate and distortion achieved for a parricular set of encoding parameters. (Note 
that distortion [D] increases as rate [RI decreases). Figure 10.6 indicates that Were are ‘bad’ 
and ‘good’ rate-distortion points. In this example, the operating points that give the best rate- 
distortkm performance (i.e. the lowest distortion for a given rate R)  lie close to the dorted 

-~istort~on theory tells LIS that this curve is convex (a convex hull). For a given 
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--D .B R-D operating points 

target rate R,,, the minimum distortion L) occurs at a point oc1 this convex curve. The aim of 
r u ~ ~ - d i . ~ t o r ~ ~ ~ ~ ~  ~ i ~ ~ i ~ v ~ ~ s ~ t ~ ~ ~  is to find a set of coding parameters that achieves iui operating 
point as close as possible to this optimum curve.' 

One way to find the position of the hull and hence achieve this optimal pe~ormance i s  by 
using Lagrungian o p ~ i ~ ~ ~ s a t ~ o ~ .  Equation 10.1 is d i ~ c u l ~  to minimise direcs~y and a popular 
method is to express it in a slightly different way as follows: 

min{.l- D + XR} ( 1  0.2) 

J is a new function that contains D and R (as before) as well as a h g m n g e  ~ ~ ~ ~ t ~ ~ l ~ e ~ ~  A. J is 
the equation of a straight line D i ,U, whcre X gives the slope of the line, There is a solulion 
to Equation 10.2 for every possible multiplier A, and each solution is a straight line that 
makes a tangent to the convex hull described earlier. The procedure may be summarised as 
follows: 

I .  Encode the sequence many times, each time with a different set of coding parameters. 

2. Measme the coded bit rate (I?) and distortion ( D )  of each coded sequence. These 
i~easL~renie~~ls are the 'operating points' (R, D) .  

3. For each value of A, find the operating point (X, D) that gives the smallest value J, where 
J = D + XX. This gives one point on thc convex hull. 

epeat step (3 )  for a range of X to find the 'shape' of the convex hull. 

This procedurc i s  illustrated in Figure 10.7. The (R, 0) operating points are plotted as before. 
Three values of X are shown: A,, X2. and A?. 111 each case, the solution to J = D + M i s  a 
straight line with slope A. The operating point (X, 0) that gives the sm'allest J is shown in black, 
and these p o d s  occur on the lower boundary (the convex hull) of all the operating points. 

The Lagrangian method will find the set (or sets) of encoding parameters that give the best 
yerforniance and these parameters may then be applied to the video encoder to achieve 
optimum rate-distortion pcrformance. However, this is tisually a prohibitively complex 



BTT RATE AND DISTORTION 219 

\ 

Operating points 

Figure 10.7 Finding the best (R, 
D )  points using Lagrangian opti- 
niisation 

process. Encoding decisions (such as quantiser step size, macroblock type, etc.) may change 
for every macroblock in the coded sequence and SO there are an extremely large number of 
combiiiations of encoding parameters. 

Macroblock 0 in a picture is encoded using MPEG-4 ( s h p k  profile) with a quantiser step 
in the range 2-3 1. The choice of Q,  for macroblock 1 is constrained to 

are 30 possible values of Qo; (almost) 30 x 5 = 150 possible conibina 
I ;  (almost) 30 x 5 x 5=750 combinations of Qo, Ql and Q2; and 50 on. 

The computation required to evaluate all possible choices of encoding decision becomes 
prohibitive even for a short video sequence. Furthermore, no two video sequelices produce 
the same rate-distortion perforinance for the same encoding parameters and so this process 
needs to be carried out each time a sequence is to be encoded. 

There have been a number of attempts to simplify the Lagrangian optiinisation method in 
order to make it more practically For example, certain assumptions may be made 
about good and bad choices of encoding parameters in order to limit the exponential growth 
of complexity described above. The comptitalional complexity of some of these methods i q  

slill much higher than the computation required for the encoding process itself however, this 
complexity may be justified in some applications, such as (for example) encoding a feature 
film to obtain optimum rate-distortion performance for storage on a 

An al~ernativ~ approach i s  to estimate the optimum operating points using a model of 
the rate-distortion characteristic.s Lagrange-based optimisation is first carried out on 
some representative video sequences in order to find the ‘true’ optimal parameters for 
these sequences. The authors propose a simple model of the relationship between encoding mode 
selection and X and the encoding mode decisions required to achieve minimal distortion for a 
given rate constraint R,, can be estimated froin this model. The authors rep011 a clear 
performance gain over previous methods with minimal computational complexity. Aiiothe~ 



attempt has been made6 to define an optimum parlition between the coded bitp r e p r e s ~ 1 1 ~ ~ ~  
inotion vector ~~~forniation and the coded bits representing isplaced frame difference (D 
in an ~nler-franie CQDEC. 

s 

Bit-rate control in a real-time video CQDEC requires a relatively low-co~n~~ex i~y  a ~ ~ o r i ~ l i ~ .  
The choice of rate control algorithm can have a significant effect on video quality anid many 
alternative algorithms have been developed. The choice of rate control algorithm is not 

tforward because a number of factors are involved, includ~n~:  

the ~ o ~ ~ i p u ~ a ~ i ~ ~ ~ ~ l  complexity of the algorithm 

wliether the rate control ‘model’ is a ~ ~ r o ~ ~ i a t ~  to the type of video i n a t e ~ ~ a ~  to be encoded 
(e.g. ‘static’ video-conferencing scenes or fast-action movies) 

the  constraint^ of the transmission channel (e.g. low-delay real-time c o ~ n ~ u n i c a t ~ ( ~ i i ~  or 
offline storage). 

A selection of a1~~)rithins i s  summarised here. 

Blne of the simplest rate control meclianisms i s  shown in Figure 10.8. A frame ~f video i i s  
encoded to produce b, bits. Because of the vaiiation in content of a video sequence, b, is 
likely to vay from framc to frame, i.e. the encoder output bit rate is variabl 
10.8 we assume that the channel rate is constant, %r, (this is the ctti7e for 
~ ~ a ~ n e l s ) .  In order to ~ n a ~ c ~ i  the v ~ i a ~ l e  rate R, to the constant 
bits are placed in a buffer, filled at rate R, and emptied at rate 

sequence. As each frame is encoded, the buffer fills at a v ~ i ~ b ~ ~  
each frame, a fixed number of bits h, are removed from the buffer. 

Figure 10.9 shows how the buffer contents vary during encodjng of a typical video 
and after encoding of 

th no constraint on the 

Video franies 

Encodcr - -- Channel 

Buffer feedback rate control 
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Buffer contents B 
Unconstrained 

Frame I Frame 2 Frarnc 3 Frame 4 Frame 5 Frame h Time 

Buffer contents: constrained and unconstrained 

y, i t  is possible for the buffkr contents to rise to a point at which the buffer 
overflows (B,xx2tx in the figure). The black h e  shows the uiiconslrained case: the buffer 
overflows in frames 5 and 6. 
where the buffer occupancy 
increases, Q also increases which has the effect of increasing coinpression and reducing the 
number o f  bits per frame b,. The grey line in Figure 10.9 shows that with feedback, the bul‘lb- 
contents are never allowed to i-ise above about 50% of I&,=. 

This method i s  simple and straightforward but has several disadvantage?;. A sudden 
increase in activity in the eo scene may cause R to increase too rapidly to be effectively 
controlled by the qiiantise so that the buffer overflows, and in this case the on 
action is to skip frmes,  rcsulting in a variable franie rate. As Figure 10.9 Yhows, 
towards the end of each encoded frame and this means that Q also tends to increase towards 
the end of the frame. This can lead to an effect whereby the top of each frame i s  encoded 
with a relatively high quality whereas the h o t  of the frame is highly quantised and has an 
ob\iious drop in quality, as shown in Figure 10.10. The basic bu~fer-feedback me~hod lends 
to produ~e decoded video with obvious quality variations. 

avoid this happening, a .feedback constraint i s  require 
s ‘fed back’ to control the quaiitiser step size Q, As 

EC-2 video Test Model (a reference design for G-2 encoding and 
~ecod ing~  describes a rare control algorithm for C encoding that takes account of the 
different properties of the three coded piclure types (I, P and B-pictures). The algorithm 
consist? of three steps: bit a ~ ~ o ~ a t i o n ,  rate control and i~~odu~ation. 
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0 Frame showing quality variation 

1 .  Bit allocation: 
(a) assign a target iiutnber of bits to the current GOP (based on the target constant bit 

rate); 
(b) assign a target number of bits T to the current pictnre based on: 

- the ‘complexity’ of the previous picture uf the same type (I, P, 

- the target number of bits for the GOP. 
temporal andor spatial activity); 

2. Rate control: 

so far, d; 

to try and meet the target T. 

(a) during encoding of the current picture, maintain a count of the riumber of coded bits 

(b) compare d with the target total iiuinber of bits Tand choose the quantiser step size Q 

3. Modulation: 
(a) measurc the variance of the luminance data in the currerit macroblock; 
(b) if the variance is higher than average ( ie ,  there is a high level of detail in the current 

region of the picture), increase Q (and hencc increase compression). 

The aim of this rate control algorithm is to: 

achieve a target number of coded bits for the current GOP; 

deal with I, P arid B-pictures separately; 

quaiitise areas of high dctail more ‘coarsely’. 
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This last aim should give improved subjective visual quality since the h m a n  eye is more 
sensitive to coarse q~aiitisation (high distortion) in areas of low detail (such as a smooth 
region of the picture). 

Version 8 (and later versions) of the ode1 use a rate control algorithm that 
consists of frame-level rate control (cleternlines whether to skip or code the current frame) 
and macmblock Icvel rate control (calculate the quantisation btep si7c for each macroblock). 

troB Each encoded frame adds to the encoder output buffer contents; each 
transmitled frame removes bits from the output buffer. If the number of bits in the 
exceeds a threshold M, skip the next frame; otherwise set a target number of bits 
cncoding the next frame. A higher tlireshold M means fewer skipped frames, but a larger 
delay through the system. 

cro This is based on a model for the number of bits B, required to 
encode macroblock i (Equation 10.3): 

( 1  0.3) 

A is the number of pixels in a macroblock, o, is the standard deviation of luminance and 
chrominance in the residual macroblock (i.e. a measure of variation within the ni~croblock), 
Qz i s  the quantisation step size and K and C are conslant model parameters. The foliow~ng 
steps are carried out for cach macroblock i :  

2. Calculate Q, based on , K ,  C, cr, and a macroblock weight a, 

3. Encode the rimroblock. 

4. Update the model parameters K and C lmed on the actual number of coded bits produced 
for the macroblock. 

The weight ( Y ,  controls the ‘importance’ of macroblock i to the subjective appearance of‘ the 
image: a low value of a, means that the current rnacroblock is likely to be h~ghly q ~ ‘ ~ t i s e d .  
In the lcst model, these weights are selected to minimise changes in iQ, at lower hit rates 
because each change involves scnding a modified quantisatiori parameter W 
means encoding an extra 5 bits per macroblock. It is important to minimise the number of 
changes to Q, during encoding of a franie at low bit rates becauw the extra 5 bits in a 
macroblock inay become significant; a1 higher bit rates, this DQUANT overhead is less 
important and we may change Q more frequently without significant penalty. 

This rate control method is effective at maintaining good visual quality with a small 
encoder output buffer which keeps coding delay to a minimum (important for low-delay 
real-time communications). 
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Carphone: W.263 T ~ ~ - ~  
I 4 -7 2500 i 

I , 
50 100 150 200 

I008 
0 

Fra 

.I1 Bit-rate profile: p1.263 T 

h 200-fsame video sequence, ‘earphone‘, i s  encoded using 
The original frame sate i s  30 fraincs per second, 
64 kbps. Figure 10.1 1 shows the bit-rate variati 
64kbps wjthou~ dropping any frames, the mean bit rate shoul 
the encoder clearly manages to inaint this bit rate (with occasional variations of about 
+/- 10%). Figure 10.12 shows the PS of each frame in the sequence after e i i c o ~ ~ ~ i ~  and 

. Towards the end of the se e inovernetit in the scene increases and it 
%harder9 10 code efficiently. Th cori~rol algoritlmi c 

~ n c s e a s i ~ ~  the ~ u a ~ t i s e s  step size and die drops accor~ingly, 
frames, thc encoder has to drop 6 frames to avoid buffer overflow. 

n e  -4 video standard describes an optional rate control a ~ g o r i t h ~ ~  in A n n e ~  L, 1,  
known as the Scalable Rate Control (S C) sclieme. This algorithm is appr(~~riate for a single 
video object (i.e. a rectangular V that covers the entire f rme)  and a range of hit rdtes and 
S p a ~ ~ ~ / t e ~ ~ p ~ ~ d l  i-eso~~tioi~s. Th chcme described in Amex L offers rate control at the 
frame-level only (i.e. a single quanfiser step size is chosen for a complete frame). The S 
attempts to achieve a target bit rate over a certain number of frames (a ‘segment’ of frames, 
usually starting with an I-picture). 
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N-8 n l e  control, 64kbps 
_I___ 

I I , 

C schenie assumes the following model for the encoder rate 

Q i s  the yuantiser step size, S i s  che mean absolute difference of the residual frame dler ino~on 
compensation and X ,  , X ,  are model parameters. S provides a ~neasui-e of franie complexity 
(easier to compute than the standard dcviation a used in the H.263 T 8 rate control scheme 
because the absolute di~erence, SAE, is calculated during motion e§ t i~ ia t~on~.  

Rate control consists of the following steps which are carried out after motion coipensa- 
lion and before encoding of each frame i: 

1. Calculate a target bit rate R,, based on the number of frames in the segment, the number 
of bits that are available for the r e ~ a ~ n ~ ~ r  of the segment, the i ~ a ~ ~ n l u ~  a~Ceptable 
buffer contents and the estimated complexity of frame i. (The ~ a x i ~ i u ~  buffer size 
aRects the lateiicy from encoder input to decoder output. If the previous frame was 
con~plex, i t  is assumed that the next frame will be complex and s h o ~ ~ d  therefore be 
allocated a suitable number of bits: the algoiithm attempts to balance this r ~ ~ ~ i r e n i e i i t  
against the limil on the total number of bits for the segment.) 

2. Compute the quantiser stcp size Q, (to be applied to the whole franie), calculate S for the 
complete residual frame and solve Equation 10.4 to find 

3. Encode Ihe frdnle. 
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4. Update the model parameters XI, X ,  based on the actual number of bits generated for 
frame i. 

C algorithm differs from H.263 TM8 in two significant ways: it aims to achieve a 
target bit rate across a segnieiit of frames (rather than a sequence of arbitrary length) and it 
does not modulate the quantntiser step size within a coded frame (this can give a more uniform 
visual appearance within each frame but makes it difficult to maintain a small buffer size and 
hence a low delay). An exlension to the SRC is described in Annex L.3 of ~ ~ ~ - 4  which 
supports modulation of the quaiitiser step size at the macroblock level and is therefore more 
suitable for low-delay applications. l h e  macroblock rate control extension (L.3) is similar to 

dcl 8 rate control. 
gorithm is dcescribed in some detail in the MPEG-4 standard: a further 

C-4 rate control issues can be fouiid el~ewhere.~ 

.3 

om Y 

So far we have considered the trade-off between bit rate and video quality. The discussion of 
rate distortion in Section 10.2.3 highlighted another trade-off between computational 
complexity and video quality. A video coding algorithm that gives excellent rate~d~stortion 
pei~ori~ance (good visual quality for a given bit rate) may be impractical because it requires 

There are a number of cases where it i s  possible to achieve higher visual cluality at the 
expense of iiicreased computation, A few exaniples are listed below: 

DCT block size: better decorrclakion can be achieved with a larger CT block size, at the 
expensc of higher complexity. The 8 x 8 block size is popul because it achieves 
reasonable perfoimance with manageable coinp~4tational complexity. 

estimation search algorithm: full-search motion estiination (where every possiblc 
i s  examined within the search area) can outperform most reduced-complexity 

algorithms. However. algorithm such as the ‘three step search’ which sample only a few 
of the possible matches are widely used because they reduce complexity at the expense of 
a certain loss of performance. 

ntion estimation search area: a good match (and hcnce better rak-distortion perf‘or- 
mance) i s  more likely i f  the motion estimation search area is large. 
video encoders limit the search asea to kccp computation to manageable levels. 

~ t ~ - d i s ~ o ~ t i ~ ~ ?  o ~ ~ ~ ~ z ~ ~ a ~ ~ ~ ~ :  obtaining optimal (or even i i e a r - ~ ~ ~ t i m ~ )  rate~dis~oition 
performance requires computationally expensive optirnisation of encoding parameters, 
i.e. the best visual quality for a given bit rate is achieved at the expense of‘ high complexity, 

Choice ~J’frume mfe:  encoding and decoding computation increases with frame rate and 
it may be necessary to accept a low frame rate (and ‘jerky’ video) because of 
coniputational constraints. 
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These cxamples show that many aspects of video encoding and decoding are a trade-off 
between computation and quality. Traditionally, hardware video CODECs have been 
des~gned with a fixed level of coniputational performance, The architecture and the clock 
rate determine the maximum video processing ratc. Motion search area, block size and 
~ a x ~ m u m  frame rate are fixed by the design and place a predetermined ‘ceiling’ on the rate- 
distortion performance of the COUBC. 

Recent trends in video C DEC design, however, require a more flexible approach to these 
trade-offs between complexity and quality. The following scenarios illustrate this. 

Video i s  captured via a capture board or ‘webcam‘. Encoding, decoding and display are 
carried out entirely in soliware. The ‘ceiling’ on computational complexity depeiid$ 011 the 
av&ihle processing resources. These resources are likely to vary from platfonii to platform 
(for example, depending on the specification of a PC) and may also vary depending 011 the 
number o f  other app~i~ations contending for resources. Figure 10.13 compares the resourceb 
available to a software CODEC in two cases: when it i s  the only intensive ap~lication 
running, the C81’9EC has most of the system resources available, whereas when the CODEC 
musE contend with other app~ications, fewer processing cycles me available to it. The 
computat~onal resources (and therefore the maximum achievable video qualicy) are no 
longer fixed. 

wer”?i~~ite~ video CO 

In a mobile or hand-held computing platform, power consumption is at a premiurn. It is now 
c o ~ ~ o n  for a processor in a portable PC or personal digital assistant to be ‘ p o ~ ~ ~ r - a w a r e ‘ ~  
e.g. a laptop PC may change the processor clock speed d e p e n ~ i n ~  on whether it i s  ~ ~ ~ ~ n g  
from a battery or from an AC supply. Power consumption increases depending on the 
activity of peripherals, e.g. hard disk accesses, display activity, etc. There i s  therefore a need 
to manage and limit ~oi i~pu~at ion in order to maximise battery life, 

Vidco CODEC 

~ Video CODEC 

(ailable c A\ 



28 RATE, D I S T O ~ T ~ ~ N  AND COMPLEXITY 

These scenarios illustrate the need for a more flexible approach to computation in a video 
CODEC. Inr this type of scenario, computation can no longer be cons~dere~  to be a 

EC performance is now a function of three variables: con1putationd 
complexity, coded bit rate video quality, Opthising {he complexity, rate aid distortion 
~ c ~ o ~ ~ a n c e  of a video C C requires llexible control. of  computation^ coinplexity and 
this has led to the d e v e l o p ~ e ~ t  of vcrriable ccmplcxity algcrrithnzs for video coding. 

A variable complexity algorithm (VCA) tank out a pasticular task with a controllable 
degree of c ~ m p u ~ a ~ i ~ n ~ l  o\rerhead. A9 discussed above, computation i s  often related to 
image quality andfor coinpression elficiency: in geiicral, better image quality andlor higher 
compressiori require a highcr ~omputat~onal overhead. 

In this class of algorithms, the computational complexity of the algorithm is i i i~e~endcnt  of 
the input data. Examples of ~iiput-in~e~endent VCAs include: 

Frame skipping: encoding a frame takes a certain amount of processing redources and 
‘s~pping’  frames (i.e. not coding certain frames in the input seyuciice) i s  a crude but 
effective way of  reducing processor utilisation. The relationship between frame rate and 
utilisation is not necessarily linear in an inter-frame CODEC: when the frame rate is low 
(because of frame skipping), there is likely to be a larger difference between successive 
frames and hence more data to code in the residual frame. Frame skipping Inay lead to a 
variable frame rate as the available resources change and this can be very distracting to 
the viewcr. Frame skipping is widely used in software video CO 

Motion estirnatinri (~~~ search winc1nl.v: increasing or decreasing the MIE search window 
changes the computational overhead of motion estimation. The relaiionship between search 
window size and co~p~itational complexity depends on the search algor~thn~. 
c o n ~ ~ ~ ~ s  the overhead of different search window sizes for the popular a-step search 
algorithm. With no search, only the (0, 0) position is matched; with a search window of 
i I -- 1, a total 01‘ nine positions are matched; and SO on. 

.I Computational overhead for n-step search (integer search) 

Search window 
Number of 

cornptlrisoii steps 
Computation 
(normalised) 

0 
I-/- 1 
3-1-3 
4-1-7 

+/- 1s 

1 
9 

17 
ZS 
33 

0.03 
0.27 
0.5 1 
0.76 
I .O 
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2x2 4x4 8x8DCT 

Frriried DCT 

Ptzined DCT: a forward T (FDCT) processes a block of samples (typically 8 x 8) and 
produces a block of coe ents. In a typical image block, many of the ~ o e ~ ~ c i e n t s  are 
zero alter quantisation and only a few non-zero coefficieuts remain to be coded and 
~ransm~t te~ .  These non-zero coefficients rend to occupy the lower-~requency positions in 
the block A ‘piuned’ DCT a l g o r ~ ~ h i ~  only calculates a subset of the X x 8 DCT 

ficirnts (usually lower frequencies), reducing the computational overhead of the 
Examples of possible subsets are shown in Figure 10.14: the ‘full9 X x 8 DCT 

may be reduced to a 4 x 4 or 2 x 2 CT, prodircing only low-frequency co~€~cieiits. 
However, applying a pruned CT to all blocks nieans that the small (but significant) 
nuniber of high-fre~Liency coefticie~~t~ are lost and this can have a very visible  act on 
image quality. 

?r* 1 0, I 1 

ut~de~endent VCA controls eoI~putationa1 complexity depending on the characeer- 
istics of the vidco sequence or coded data. Examples include the following. 

CT-based CODEC operating at medium or low bit rates, many 
blocks contain no AC coefficients after quantisalion (i.e. only the DC CO 

no coefficients remain). This tnay be exploited to reduce the complexity 
must be calculated in both the encoder and the decoder in an inter-frame 
or column o f  eight coefficients is tested for zeros. If the seven highest coef~~c~eiits are all 

, then the r o ~ ’  or column wili contain a uniform value (the DC CO 

T. In this case, the IDCT may be skipped and all saniples set to the 

if ( F a  = E’2 - F 3  = F 4  = F5 = E6 = F7 = 0 )  { 
fO :: fl =: f2 = f J  = f4 = f 5  = f6: €7 =: FO 

} else { 

1 
[ c a l c u l a t e  the IDCT..] 



There i s  a small overhead associated with testing for Lero: however, the c o n i ~ ~ ~ ~ a t i o n a ~  
saving can be very significant and there is no loss of quality. Further inp~~t-depcnden~ 
c o m p l e ~ ~ ~ ~  reductions c m  be applied to the IDCT,'2 

any blocks contain few non-7ero coefficients after 
q u ~ n ~ ~ s a t ~ o n  ( ~ ~ ~ ~ c ~ i ~ ~ l y  in inter-coded macroblocks). It is possible to predict {he occur- 
rence of some of these blocks before the IBGT is cai-ried out so that the FDCT and 
~ u a n ~ i s a t i o ~  steps may be skipped, saving coinp~ita~ioii. The siini of absolute differences 
(SAD or SAE) calculakd during motion est~ination can act as a useful predictor for these 
block is proponional to the energy r e r n ~ i n ~ n ~  in the block after motion c o n ~ p e ~ s a ~ i ( ~ ~ .  
If SA w, the energy iii the residual block is low and it is likely that the hlock will 
contain little or no data after FDC antisation. Figure i 0.1 

aim no cocfficients afte and quantisation. agair 
possible to skip the FU quantisation steps for an SAD of less 

than a threshold value T :  

if ( S A D c T )  { 

} else { 

). 

setblockcontentstozero 

calculate t h e  FDCT and quant i z e  

If we set T = 200 then any block with SA < 200 will not be cocled. According to the 
figure, this  r re diction' of Lero c~)e f~c ien~s  will he correct 90% of the time. ~ccas iona l l~  
(10% of the time in this case), the prediction will fail, i.e. a block will be skipped that should 
have been encoded. The reduction in complexity due to skipping FDCT and q ~ ~ ~ t i s a t i o ~  for 

blocks is therefore offset by an increase in distortion due to iricc)~eclly skipped 
b l o ~ ~ S . l ~ . I ~  

re 1 
ltlock vs. SAD 

Probability of zero 
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A description has been given’5 of a motion eslirna- 
tion algorithm with variable coniputational complexity. This i s  based on the nearest 
neighbours search (NNS) algoritluii (described in Chapter 61, where motion search ~osi t i~)ns  
are examined in B series of ‘layers’ until a miniinurn is detectcd. The NNS algorithm ic; 
extended to a VCA by adding a coiiipL~tationa1 constraitil on the nuniber of layers that are 
examined at each iteration of the algorithm. As with the S A D  pr~diction discussed above, 
this algorithm reduces computatioual complexity at the expense of increased coding 
distortion. Other co~n~u ta t ion~ ly  scalable algorithms for motion estimation a l ~ r i ~ I n s  are 
clescriibcd elsewhere.’ 6*17 

The V ~ A s  d ~ s c ~ ~ e d  above are useful for controlling the coni~uta~onal  complexity of video 
encoding and decoding. Some  as (such as zero testing in the CT) have no effect on 
image quality; hcr\nlever, the more flexible and powerful VCAs (such as zero DCl’ prediction) 
do have an effect on quality. These VCAs may also change the coded bit rate: for example, if 
a high proportrljon o f  DCT operations are ‘skipped’, fewer coded bits will hc produced and the 
rate will leiid to drop. Conversely, the ‘targel’ bit rate can affect computational complexity if 

used. For example, a lower bit rate and higher quantiser scale will tend to produce 
T coefficients and a higher proportion of zero blocks, reducing co~rip~tatio~~dl 

complexity. 

Complexity - Rate - Distortion Surface 
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It i s  therefore not necessarily correct to treat complexity control and rate control 
a& separate issues. An interesting recent development is the emergence of conplexiiy- 
~ ~ ~ ~ a ~ ~ ~ ~ ~ ? ~  theory.” ~radi~ional~y,  video CODECs have been judged by their rate-d~stor~~o~i 
p ~ r f o r ~ a n c e  as described in Section 10.22 With .the introduction of VCAs, it becomes 
necessary to examine performance in three axes: complexity, rate and distortion. The 
‘operatiiig point’ of a video CODEC i s  no longer restricted to a rate-distortion cuwe 
hut instead lies on a rate-distoi-tion-cornplexity su@ce, like the example shown in 
Figure 10.16. Each point on this surface represents a possible set of encoding parai~~et~rs,  
leading to a particular set of values for coded bit rate, distortion and c o i n p ~ t ~ t i o n ~  
complexity. 

C o n ~ r o ~ l i n ~  rate involves moving the operating point along this surface in the rate- 
dis~ort~on plane; controlling complexity involves moving the operating point in the coniplexiky- 

ecause of the interrelationship between computational complexity atid bit 
rate. i t  may be a~p~opriate  to control complexity and rate at the same time. This new area of 
comp~cxi~y~ra~e  control is at a very early stage and some preliminary results can be found 
elsewhere. 

DECs have to operate in a rate-constrained en~ i r~~~~ine i s t .  The 
problem o f  achieving the best possible rate-distortion pedorInance is difficult to solve 
and o p ~ ~ m ~ ~  perfo ance can only be obtained at the expense of Q ~ o ~ ~ ~ i t i v e l y  high 
c o ~ ~ u t a ~ ~ o ~ ~ ~  cost. tical sate control algorithms aim to achieve good, ~ o n s ~ s t ~ n ~  vidco 
quality within llie constraints of rate, delay and complex ecent developments in variable 
complexity coding a l g o r i t ~ ~ s  enable a further trade-o een ~ o ~ n p u t a ~ ~ o ~ i ~ l  complexity 
and ~ i s t o r t i ~ ~ n  and are likely to become impor~ant for s with limitcd c ~ ~ r n ~ u t a ~ i ( ~ n ~  
resources andfor power cunsumption. 

it rate i s  one of a nuniber of cons~raiiits that are imposed by the t rans~ss ion  or storage 
e n ~ ~ ~ r ( ~ n ~ ~ n ~ .  Video C O ~ ~ C s  are designed for use in comnlunicatio~~ systems and 1l.lese 
coiistraiilts mist be taken into account. In the next chapter we examine the key ‘quality OF 
service’ p~rameters required by a video CODEC and provided by ~ransniissiun channels. 
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A video comin~inication system transmits coded video data across a channel or network and 
the transmission cnvironrnent has a number of implications for encoding and decoding of 
video. The capabilities and constraints of the channel OS network vary considerably, for 
example from low bit rate, error-prone ~ra~ismission over a mobile network to high bit rate, 
reliable transmission over a cable television network. Transniissiori constraints should bc 
taken into account when designing or specifying video CODECs; the aim is not simply to 
achieve the best possible compression but to develop a video coding system that ic, well 
matched to the tr‘ansmnission environment. 

his problem of ‘matching’ the application to thc network is often described as a ‘quality 
OS required by the 

application (which relates to visual quality perceived by the uscr) and the QoS nflmxi by the 
~~ansmission channel or network (which depends on the capabilities of the network). In this 
chapter we examine QoS from these two points of view and discuss design approaches that 
help 10 match the offered and required QoS. We describe two exa~iples of transmission 
scenarios arid discuss how these scenarios influence video CODEC design. 

OS) problem. l’hcre are two sides to rhe problem: the 

ts 

Successful lransinission of coded video places a number of demands on the ~an~miss ion  
channel or network. The main requirements (‘QoS requirements’) for real-time video 
transmission are discussed below. 

A video eIicoder produces coded video at a variable or constant rate (as discussed in 
Chapter 10). The key parameters For transmission are the mean bit rate and the vta-intion of 
the bit rate. 



The mean rate (or the constant rate for C R video) depends on the cliaracteristics of the 
source video (frame size, number of bits per saniple. frame rate, amount of motion, etc.) and 
on the conipressio~i a ~ g ~ ~ r i t h m ~  Practical video coding algorith~s incorporate a degree of 
compression coritrol (e.g. quantiser step size and mode selection) that allows some control of 
the mean rate after encoding. However, for a given source (with a particular frame size and 
frame rate) there is an upper and lower limit on the achievable mean compressed bit rate. For 
example, ‘broadcast TV quality’ video (approximarely 704. x 576 pixels per frame, 25 or 
30 frames per second) encoded using ~ ~ ~ ~ - 2  requires a mean encoded bit rate of around 

bps for acceptable visual quality. In order to successl-ully transmit video at ‘broadcast’ 
the network or channel must support at least this bit rate. 

lained how the variatioii in coded bit rate depends on the video 
type of rare control algorithm used. Without rate control, a video G 

tends to generate more encoded data when the scene contiriiis a lot of spatial detajl m d  
he scene is relatively static. 

buEer together with a rate control algorithm may be used to ‘map’ this variable rate to either 
a constaiit bit rate (no bit rate variation) or a variable bit rate with ~ons t ra i~~ts  on the 
n i a ~ i m u ~  ~niount of variation. 

video) produce varying 

Most of the practical algorithms for encoding of real-time video are lossy, Le. some 
d~stor~ion i s  introduced by encoding and the decoded video sequence i s  not identjcal to 
the original video sequence. The amount of  distoiTion that is accepeable 
app~ication. 

A movie is displayed on a large, high-quality screen at DTV resolution. Capture and 
edi~ing of the video material is of a very high quality and the viewing conditions are good, 
In this example, there is likely to be a low ‘threshold’ for distortion introduced by the 

C, since any distortion will rend to be hig~ilighted by the quality of the 
materia~ and the viewing conditions~ 

A srfiaII video ‘window’ i s  d~s1)laye~ on a BC as part of a desktop v~deo-con~erencin~ 
app l i ca~Q~~.  The scene being displayed is poorly lit; the camera i s  cheap and place 
inconvenient angle; the video is displayed at a low resolution alongside a number or other 
application windows. In this example, we might expect a relativcly high threshold for 

factors limiting the quality of the visual image, 
distortion introduced by the video EC may not be obvious until it reaches significant 
levels. 

ecause of the many o 
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Ideally, distortion due to coding should be negligible, i.e. the decoded video should be 
le from the original iuncoded) video. More practical Kequire~~e~its for 
he s u ~ r n a ~ s e ~  as foilows: 

iscortioii should be ‘acceptable’ for the application. As discussed above. the definition 
of 'acceptable' varies depending on the transmission and viewing scenario: d ~ s ~ o ~ i o n  due 
to coding should pref-erably not be the dominanl limiting factor for video quality. 

i s ~ o ~ ~ o n  should be near constant from a subjective vicwpoint. The viewe 
become ‘used’ to a p a ~ c L ~ l a r  level of video quality. For example. analogue 
relativcly low quality but this has not limited popularity of the medium because 
viewers accept a p~~dictable level of distortion. ever, suddei~ changes in quality (for 
exaniple, ‘ b ~ 0 ~ 1 U n ~ ~  effects due to rapid motion or distortion due to tra~ismission er~ors) 
are obvious to the viewer and can have a very negative effect on pexceived quality. 

elay 

y i t s  nature, real-time video i s  sensitive to delay. Thc QoS requireii~ent~ in ternis of delay 
depend on whether video i s  transmi~ted one way (e.g. broadcast video. streaming video, 
playback from a storage device) or two ways (e.g. video conferencing). 

S ~ ~ n ~ l e x  (o~ie-way) video ~ ~ a ~ s m ~ s s i ~ ) ~  require? frames of video to be presented to the viewer 
at the correct points in time. Usually, this means a constant frame rate; in the case where a 
frame i s  not available at the decoder (for exxniple, due to frame skipping at the encoder), the 
other frames should be delayed as a ~ ~ r o ~ ~ a ~ e  so that the original temporal r 
between fsaiiies are preserved. Figure 11.1 shows an example: frame 3 from 
sequence i s  skipped by the encoder (because o f  rate constraints) and tlie frames 
decodes in order 1,2,4.. S,6 .  The deco er must ‘hold’ Game 2 for two frame periods so that 

es (4,5,6f are not displayed too early with respect to frames 1 and 2. hi effect, 
m a i n ~ a ~ ~ s  a constant delay between capture and clisplay of frames. Any 

media that is ‘linked’ to the video frames must remain 5 y ~ ~ ~ r o n ~ ~ j ~ d .  the 
most common example is accompanying audio, where a loss of synchronisation of more than 
about 0.1 s can be obvious to the viewer. 

/5/ ~ i s ~ i a y ~ f ~ a m ~  

hold 
fiame 2 

Prcserviug temporal relationship between 1r;unes 
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Duplex (two-way) video transmission has the above requirements (constant delay in each 
direction, s ~ n c ~ o n i s a t i o n  between related media) plus the requirement that the total delay 
from capture to display must be kept low. A ‘rule of t h u n i ~  for video conferencing i s  to keep 
the totd delay less than 0.4 s. If the delay is longer than this, normal conversation becomes 
dificult and artificial. 

Interactive appl~ca~ions, in which the viewer’s actions affect the encodcd video material, 
also have a requirement of low delay. An example is remote ‘VVCR’ controls (play, sto 
Sorward, etc.) for a 5tr~~ni ing video source. A long delay between the user action (e.g. 
fast forward button) and the coi~espoiiding effect 011 the video source may rnalie the 
~ ~ ) p l i c ~ ~ ~ o ~  feel ‘unresponsive’. 

Figure 1 L .2 illustrates these three application scenarios. 

L- A 
Display 

_ _ _ _  

Display 

(b) ~wo-way  transmission 

Capture 
Display 

(c) One-way transmission with interaction 

~ ~ ~ ~ I r ~  111.2 Delay scenarios 
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The previous section discussed the QoS ~ ~ ~ u i r ~ ~ e n t s  for coded video ~ransmissi~~n; thc other 
5ide of the equation is the OS that can be provided by practical transmission envi ron~~ie~~s .  

C i r c ~ i t - ~ ~ ~ i t c ~ e ~  networks such as the S T ~ / P ~ T S  provide a constant bit rate cot~nec~ioti. 
Examples include 33.6kbps [or a t w -  y modem coniiection over an analogue PSTN Une; 
56 kbps ‘downstream’ connection f?orn an Internet service provider (ESP) over an analogue 
PSTW line; 128 kbps over basic rate 1 ~ ~ ~ .  

Packet-switchcd networks such as hiternet Protocol (IF) and Asynchronous Transfer Mode 
) provide a variable rate packet transmission service. This implies that these networks 
e better suited to carrying coded video (with i t s  inherently variable bit rate). However, 

the mean and pet& packet transmission rate dcpend on the capacity of the network and may 
vary depending on the amount of other traffic in the network. 

The data ratc of a digital ssuhscriber line connection (e.g. Asymmetric 
SL) can vay depending on the quality of the line from the suhsciibcr to the local 

PSTN exchange (the Yocal loop’). The end-to-end rate achieved over this type of c ~ ~ ~ ~ ~ e c t i o n  
may depend 0x1 the ‘core’ network (typically IP) rather than the local ADSL connection speed. 

Dedicated trarwnission service5 such as satellite broadcast, terrestrial broadcast and cable 
TV provide a constant bit rate connection that i s  matched to the QoS r e ~ u i r e ~ ~ e ~ t s  of 
encoded television channels. 

Errors 

The circuit-switched PSTN and dedicated broadcast channels have a low rate of bit errors 
(randomly distributed, independent errors, case (a) in Figure 11.3). 

T r a n s ~ i t t ~  bit 
sequence 

(a) Bit errors 

(b) Lost packets 

(c) Burst errors 

1.3 (a) Bit errors; (b) lost packets; (c) burst errors 
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networks such as IP usually kave a low bit error rate but c‘dn suffer from packet loss dming 
periods of network connection (loss of the data ‘payload’ of a complete network packet, 
case (b) in Figure 11.3). Packet loss i s  often ‘bursty’, Le, a high rate of packet loss may be 
experienced during a particular period followed by a iiiuch lower rate of loss. Wireless 
networks (such as wireless LANs and personal communications networks) may experience 
high bit error rates due tn poor propagation conditio~s. Fading OS the t ~ d n ~ ~ i t t e ~  signal can 
lead to bursts of bit errors in this type of network (case (c) in Figure 2 I .3, a sequence of bits 
c o i ~ ~ i n ~ n ~  a signi~cant number of bit errors). Figure 11.4 shows the path loss (i.e. the 
variation in received signal power) between a base station and receiver in a mobile network. 
plotted as a function of distance. A mobile receiver can experience rapid Auctuatioas in 
signal s ~ ~ e n g ~ ~  (and hence in error rates) due to f a ~ n g  effects (such as the variat~oi~ with 
distance  show^ in the figure). 

~ircui~-sw~tchcd networks and dedicated broadcast channels provide a near-coi~stant, 
~ ~ r e ~ i c t a b ~ e  delay. elay through a point-to-point wireless connec~io~i is usually predictable. 
The dday through packet-switched network may be highly variable, depending on the route 
taken by the packet and tlie amount of other traffic. The delay through a network node, for 
example, increases if the traffic arrival rate is higher than the processing rate of the node. 
Figure 1.1.5 shows how two packets may experience very different delays as they traverse a 
~acket-switche~ network. In this example, a packet following route A passes thr 
routers arid experiences long queuing delays whereas a packet ~oliowing route 
through two routers with very little queuing time. (Some i ~ ~ p r ~ ) v e ~ n e n t  may he 
adopting virtual circuit switching where successive packets from the sane source Follow 
i ~ e ~ t i c a i  routes.) Finally, automatic repeat request (AR 
very variable delays whilst waiting for packet retransrni 
ap~ropr ia t~  for real-time video ~ ~ n ~ m i s s i o i i  (except in  certain special cases for cmor 
h a n ~ ~ i n ~ ,   describe^ later). 

Signal 
strength 

p. Distance 

Path loss variation with disldnce 
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JiE A 

Source 

Input Router 
queue 

.S Varying delays within R packet-switched nctwork 

62.2.3 Effect of Qo§ Const ts on Coded Video 

The practical QoS constraints described above can have a significant effect on the quality 
and performance OT video applications. 

Most transmission scen‘arios reqixire some form of rate control to adapt the inherently 
variable rate produced by a video encoder to a fixed or constrahed bit rate supported by a 
network or channel. A rate control mechanism generally consists of an output buffer and a 
feedback control algorithm; practical rate control algorithms are described in  Chapter 10. 

A bit error in a c o m ~ r e ~ ~ e ~  video sequence can cause a ‘cascade’ of effects that may lead to severe 
picture degradation. The following example illustrates the potential effects of a single bit error: 

1 .  A single bit error occws within variable-length coded transform coefficient data. 

2. The coefficient corresponding CO the affected VLC is incorrectly decoded. 
the magnitude of the coefficient, this may or nay not have a visible effect on the decoded 
image. ‘rhe incorrectly decoded coefficient may cause the current 8 x 6 block to appear 
distorted. I€ the current block is a luminance block, this will &ect 8 x 8 pixels in the 
displayed image; if the current block contains chrominance data, this wilt affect 16 x I6 
pixels (assuming 4 : 2 : 0 sampling of the chrominance). 

3. Subsequent VLCs may be incorrectly decoded because the error changes ;I valid VLC 
into another valid (but incorrect) VLC. In the worst case, the decoder may be unable to 



242 TRANSMISSION 01; C0Dh.U VIDEO 

Example of spatial error propagation 

regain synchronisation with the couect sequence of syntax elements. The decoder can 
cover at the next resynchronisation marker (such as a slice start code [M 
eader [MPEG-4/H.263]). However, a whole section of the current frame niay be 
before resynchronisdon occurs. This e-lfect is known as spritid error propap-  

tion, where a single error can cause a large spatial area of the frame to be distorted. 
Figure 11.6 shows an example: a single bit error affects a macroblock in the second-last 
row in this picture (coded using MPEG-4). Subsequent macroblocks aTe incorrectly 
decoded and the errnred region propagates until the end of lhe row of macroblocks 
(where a GOB header enables the decoder to resynchronise). 

4. If the current frame is used as a prediction reference (e.g. an I- or P-picture in 
H.263), subsequent decoded frames are predicted from the distorted region. Thus an 
error-free decoded frame may be distorted due to an error in a previous frame (in 
decoding order): the error-free frame is decoded to produce a residual or difference frame 
which is then added to a distorted reference frame to produce a new distorted frame. This 
effect i q  temporal error propagation and is illusiTated in Figure 1 I .7. The tuio frames 

(a) 
re 11.7 Example of Leeniporal error propagation 
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(a) Error in frame 1 
(b) Error spreads into neighbouring macroblocks 
in frame 2 due to motion compensation 

Increase in errored area during temporal propagation 

here were predicted from the errored frame shown in Figure 1 I .6: no further errors have 
occurrcd, but llie distorted area continues to appear in further predicted frames. Because 
the niacro~locks of the frames in Figure 1 1.7 are predicted using motion coinpensatio~i, 
the crrored region changes shape. The corrupted area may actually increase in subsequent 
predicted frames, as illustrated in Figure 11.8: in this example, motion vectors for 
n~acrobl~~eks in frame 2 point ‘towards’ an errored area in frame 1 and so the error 
spreads out in frame 2. Over a long sequence of predicted frames, an errored region will 

to spread out and also to fade as it i s  ‘added to’ by successive correctly decoded 
residual frames. 

In practice, packet losses a1.e more likely to occur than bit errors in many situations. For 
example, a network transport protocol may discard packets containing bit errors. 
packet i s  lost, an entire section of coded data is discarded. A large section of at least one 
frame will be lost and this area inay be increased due to spatial and temporal propagation, 

elay 

Any delay within the video encoder and decoder mnst not cause the total delay to exceed the 
limits imposed by the application (e.g. a total dday of 0.4s for video con~erenciiig). 
Figure 11.9 shows the main sources of delay withthin a video coding application: each of the 
components shown (from the capture bufkr through to the display buffer) introduces a delay. 
(Note that any ~nu~tiplexing/pack~tising delay is assumed to be included in the encoder 
output buffer and decoder input buffer.) 

Caature output 
buffer 

Input 
buffer 

Dispiay Dispiay 
buffer 

Sourccs of delay in a video CODEC application 
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The delay requirements place a constraint on certain aspects of the CODOC, inclucliing 
bidirectional prediction and output buffering -pictures (supported by the MPEG and 14.263 
standards) are predicted from two referen frames, one past, one future. The use of 
B-picture& introduces an cxtra delay of one frame in the decoder and a6 least one frame in the 
encoder (depending on the number of B-pictures between successive reference pictures) and 
so the improved compression efficiency of B-pictures needs to be balanced with delay 
constraints. A large encoder output buffer makes it easier to ‘smooth’ variations in encoded 

ut rapid changes in quantisation (and hence quality): however, delay through 
creases as the buffer size increases and so delay req~iremen~s limit the h e  of 

buffer that may be used. 

The problem of providing acceptable quality video over a channel with QoS constraints can 
be addressed by considering these constraints in the design and control of a video CODEC. 
There are a nurnbcr of mechanisms within the video coding standards that may be exploited 
to nieiiitain acceptable visual quality. 

Many diSfercnt approaches to video rate control have been proposed and video quality may 
be maximised by careful choice of a rate control algorithm to match the type of video 
material and the channel characteristics. Chapter 10 discusses rate control in detail: the aims 
of a rate control algorithm (often conflicting) are to maximise quality within the bit rate and 
delay constraints of the channel and the application. Tools that may be used to achieve these 
aims include quantisation control, encoding mode selection and (if necessary) frame skipp- 
ing. Further flexibility in the control of encoder bit rate is provided by some of the optional 
modes of H.263+ and MPEG-4, for example: 

0 Reference picture resampling (H.263+ Annex P) enables an encoder to change frame 
resolution ‘on the fly’. With this optional mode, a picture encoded at the new resolution may be 
predicted from a resampled reference picture at the old resolution. Changing the spatial 
resolution can significantly change the encoded bit rate without interrupting the flow of frames. 

0 Object-based coding (MPEG-4) enables individual ‘objects’ within a video scene (for 
example, foreground and background) to be encoded largely independently. This can 
s~rpport flexible rate control by, for example, reducing the quality and frame update rate of 
less important background objects whilst maintdning high quality and update rate for 
visually significant foreground objects. 

11.3.2 Error Resilience 

Performance in the presence of errors can be impmvcd at a iiumber of stages jn tlie CO 
1-3  ’ , including the following. 
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~ e s ~ c h r o n i s a ~ i o n  methods inay be used to limit error propagation. These ~ n c ~ u d ~  restart 
markers (e.g. slice start code, G header) to limit spatial error propagation. intra-coded 

EG I-pictures) to limit temporal error propagation and intra-coded macro- 
an enor-free update of a region of the p i ~ t u r e . ~  ~plitting an encoded frame 

into sections that may bc decoded independently limits the potential for error propagat~on 
263-i- Annex R ~indepenc~ent segment decoding) and the video packet mode of 
4 support this. A further e n h ~ c e m ~ i i t  of error resilience i s  providcd by the optional 

reversiMe variable length codes ( cribed in Chapler 8. 
Layered or scalable coding (such as the four scalable modes of C-2) can iiiiprove 
pe~orniance in the presence of errors. The ‘base’ layer in  a scalable coding algorithm is 
usually more sensitive to errors than the enhancement layer (s), and some i~~prove~i ie i~ t  in 
e m r  resilience has been de~iionstra~ed using unequal error protection, i.e. apply~ng 
increased error protection to the base layer.’ 

LCs) supported by MPEG-4 and 

uitable lechni~ues inciude the use of error control and ‘intelligent’ mapping 
of coded data into packets. The error control code specified in d H.263 (a 
code) cannot correct many errors. More robust coding inay 
example, concatenated K e ~ d ~ S o ~ o ~ i ( ~ n  and convolutional coding G-2 terrestxial or 
satellite ~an§ in i~s i~~ i i ,  see Section 11 A.3). Increased protection from eiwrs can be provided 
at the expense of higher error correction overhead in ~ a ~ i s ~ i t t e d  packets. eaerul  mapping 
of encoded daPa into network packets can minimise the impact of a lost packer. For example, 
placing an i~dependently decodeable unit (such as an iiidependen~ segment or video packet) 
into each ~a~ismil ted packet means that a lost paclccl will affect the smallest possible area of 
a decoded lranie (i.e. the error will not propagate spatially beyond the data contained within 

appropriate 

A transmission error may cause a ’violation’ of the coded data syntax that is expected at the 
decoder. This ~r io~at~on iiidicates the approximate location of the  correspond^^^ errorecl 
region in the decoded frame. Once this i s  known, the decoder inay i i n p ~ e ~ e n l  error 
concrc7lmmt to minimise the visual impact of the error. The extent of lhe crrored region 
can he estimated once the position of the error is known, as the crror will usually ~ r o ~ a ~ a t e  
spatially up to the next re~yiic~onisation point (e.g. GOB header or slice start code). The 
decoder attempts to conceal the errored region by making use of spatially and temporally 
a d j ~ ~ e n t  error-free regions. A number of error concealment algorithms exist and these 
usually hhe  ~dvantage of the fact that a human viewer i s  more sensitive to low-frequency 
components in the decoded image. An error conceainient algorithm titkmpth to restore the 
l o w - ~ e ~ i ~ e n c ~ /  information and (in some cases) selected high-frequency ~nrormation. 

Syatiul error ~ ~ ~ ~ z ~ ~ ~ ~ ~ z ~ r i t  repairs the damaged region by interpolation from iieig~iboi~ring 
error-free pixels.’ Errors typically affect a ‘stripe’ of inacrohloclcs across a picture (see for 
examp~e Figure 1 1.61 and so the best ~ ~ e t ~ i o d  of interpolation is to use pixels i ~ ~ e d i a t e l y  
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1 sl errored 
ma~roblo~k 

i ~ u ~ e  Spatial error concealment 

above and below the damaged area as shown in Figure 11.10. A spatial filter may be used to 
'smooth' the bouiidaries of the repaired area. advanced concealn~ent algorithms 
attempt to mainVairi significant features such as s across the damaged region. This 
usually requires a cornputationally complex algorithm, for exaixple using projection onto 
convex sets (see Section 9.3, 'Post-filtering'). 

Temporal error corzcealmeizt copies data from temporally adjacent error-free frames to 
hide the damaged a ~ e a . ~ . ~  A siniplc approach is to copy the vame region from the previous 
frame (often available in the frame store memory at the decoder). A problem occurs when 
there is a change between the frames due to motion: the copied area appears to be 'offset' 
and this can be visually disturbing, This effect can be reduced by cornpens 
and th is  i s  str~ghtforward if motion vectors are available for the damag 
However, in many cases the motion vectors niay be damaged themselves and must be 
reconst~cted, for example by interpolating from the motion vectors of undamaged macro- 
blocks. Good results may be obtained by re-estimating the motion veclors i n  the decoder, but 
this adds significantly to the computational coinplexity. 

Figure 11.1 1 shows how he error-resilient techniques described above niay be applied to 
the encoder, channel and decoder. 

ecenkly, some promising methods for error handling involving cooperation between 
several stages of the transmission 'chain' have been proposed."" In a real-time video 

4 
S y t ~ ~ ~ r o n i s ~ ~ i o n  markers Error control coding Error detection 

Intra-coding Packet isation Spatial concealment 
eversible VkGs Temporal concealment 

Unequal error protection 

~ ~ ~ u r e  11,11 Application of crrur-resilient techniques 
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coinniunicalion system it i s  nut usually possible to retrmsmit damaged or lost packets due to 
delay constraints: however, i t  is possible for the decoder to signal the location of a lost 
packet to the encoder. The encoder- can then determine the area of the kamc that is likely to 
be affected by the error (a larger area than the original errored region due to motion- 
compensated prediction front the errored region) and encode macroblocks in this area using 
intra-coding. This will have the effect of 'cleaning up" the errored region once the feedback 
message is received. Alternatively, the technique ol' re€erence picture selection enables the 
encoder (and decoder) to choose an older, error-free frame for prediction 0 1  the next inter- 
frame once the position of the error is known. This requires both encoder and decoder to 
store multiple reference frames. The reference picture selection modes of H.263 + (Amex N 
and Annex U) niay be used fur this purpose. 

These two methods of incorporating feedback are illustrated in Figures 11. I2 and 1 I.  13. 
In Figure 11.12, an error occtil;s during transmission of frame 1 .  The decoder signals the 
estimated location of the ~ K C X  to the encoder: meanwhile, the error propagates to frames 2 
and 3 and spreads out due to motion compensation. The encoder estimates the likely spread 
of the damaged area and intra-codes an appropriate region o f  fianie 4. The intra-coded 
macroblocks halt the temporal error propagation and 'clean up' decoded frames 4 and 
onwardrp. In Figure 1 1.13, ail error occurs in frame 1 and the ei-ror i s  signalled back to the 
encoder by the decocter. On rweiviiig the notification, the encoder selects a hiown 'good' 
reference frame (frame 0 in this case) to predict the next h m e  (frame 4). Frame 4 i s  iater- 
coded by L ~ o t i o r ~ - c ~ ~ ~ p e n s a t e ~  prediction from frame 0 at the encoder. The decoder also 
selects frame 0 for reconstructing fraiiie 4 and the result is an error-free frame 4. 

The components shown in Figure 11.9 can each add to the delay (latency) through the video 
coininunication system: 

intr acode this ama 

initial error temporal propagation error'cleaned up' 

igure '118.32 Error tracking via feedback 
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predict from older reference frame 

forward 
prediction 

predict from older reference frame 

Decoder 
Figure 11.13 Reference picture selection 

0 Capture buffer: this should only add delay if the encoder ‘stalls’, i.e. it takes too long to 
encode incoming frames. This may occur in a software video encoder when insufficient 
processing capacity is available. 

o Encoder: I- and P-frames do not introduce a significant delay: however, B-picture coding 
requires a multiple frame delay (as discussed in Chapter 4) and so the use of B-pictures 
should be limited in a delay-sensitive application. 

a Output hufler: tiie output buffer adds a delay that depends on its maximum size (in bits). 
For example, if the channel bit rate is 64kbps, a buffer of 32kbits adds a delay of 0.5 s. 
Keeping tiie buffer small minimises delay, but makes it difficult to maintain consistent 
visual quality (as discussed in Chapter 10). 

o Networkkhaiznel: if a resource reservation mechanism (such as those provided by RSVP 
[resource reservation protncoi] in the Internet, see Section 11.4.2) is available, it may be 
possible to reserve a path with a guaranteed maximum delay. However, many practical 
networks cannot guarantee a particular delay through the network. The best alternative 
may be to use a ‘low overhead’ transport protocol such as the user datagrain prolocol 
(UDP), perhaps in conjunction with a streaming protocol such as the real time protocol 
(RTP) (see Section 11.4.2). 

8 Input bu$&er: the decoder input buffer size should be set to match the encoder output 
buffer. I€ the cncoder and decoder are processing video at the same rate (Le. the same 
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number of frames per second), the decoder input buffer does not add any additional delay. 
(It can be shown” that the sum of the encoder buffer contents and decoder buffer contents 
is a constant if network delay is constant). 

0 Decoder: the use of B-pictures adds at most one frame’s delay at the decoder and so this 
is not such a critical issue as at the encoder. 

e Mqduy bufer: as with the capture buffer, the display buffer should not add a significant 
delay unless a queue of decoded €rmes is allowed to build up due to variable decoding 
speed. In this case, the decoder should pause until the correct time for decoding a frame. 

The design constraints and performance goals for a video CODEC are very dependent on the 
communications environment for which it is intended. Transmission scenarios for video 
communications applications range From high bit rate, high integrity transmission (e.g. 
television broadcasting) to low bit rate, unreliable environments (e.g. packet-based Iransmis- 
sion over the InternetL3). A number of ‘framework’ protocols have been developed to 
support video and audio transmission over different environments and some examples are 
listed in Table 11.1. 

In this section we choose two popular transmission environments (digital television and 
1,AN/lntemet) and describe the protocols used for video transmission and their impact on the 
design of video CODECs. 

11.4.1 Digital Television Broadcasting: MPEG-2 SystemD’ransprt 

The MPEG-2 family of standards was developed with the aim of supporting ’television- 
quality’ digital transmission of video and audio programmes. The video element is coded 
using MPEC-2 (Video} (described in Chapter 4) and the audio element is typically coded 
with MPEG-2 (Audio) Layer 3 (‘MP3’). These elements are combined and transmitted via 
the MPEG-2 ‘Systems’ framework. 

MPEG-2 transmission is currently used in a number of environments including terrestrial 
radio transmission, direct broadcasting via satellite (DBS) and cable TV (CATV). MPBG-2 
is also the chosen standard for video storage and playback on digital versatile disk (DVD). 
These transmission environments have a number of differences but they typically have some 
common characteristics: a fixed, ‘guaranteed’ bit rate, a predictable transmission delay and 
(usually) predictable levels of noise (and hence errors). 

Table Id. I Transmission/storage environments and protocols 
~~ 

Environment Protocots Notes 

PSTNLSDN H.320.I4 I-1.32415 Constant bit rate, low delay networks 
L A M P  H.323I6 Variable packet rate, variable delay, 

Digital television brcladcasting MPEG-2 Systc~ns’~ 
unreliablc transmission 

trttnsmission medium 
Constant bit rate5 error rates depend on 
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MPEG-2 (Systems) describes two nietliods of i ~ u ~ ~ i p l e ~ i i i g  audio. video and associatcd 
in~ormation. the program stream and the transport stream. In each case, streams of coded 
audio, video, data and system information are first packetised to form packetised cle~ien~ary 
stream packets (PES packets). 

The program stream 

This is the basic mult~plexing method, dcsigned for storage or distribution in a (relatively) 
error-free environment. A program stream ca-rics a single puogrurn. (e.g. a television 
programme) and consists of a stream of PES packets consisting of the video, audio and 
ancillary irifonnalioii needed to reconstruct the program. PES packets rnay he of variable 
leiigtii and these are grouped together in packs, each of which starts with a pack header. 

Accurate timing control is essential for high-quality presentation of video and audio and 
this i s  achieved by a systcm of time references and time stamps. A decoder maintains a local 
system time clock (STC). Each pack header contains a system clock reference (SC 
that is used to reset the decoder STC prior to decoding of the pack. PES packets contain lime 
stainps and the decoder uses these to determine when the data in each packet shoiild be 
decoded and presented. h this way, accurate synchronisation between the various dala 
streams is achieved. 

The b an sport stream (T ) i s  designed for transmission environments that are pronc to errors 
(such as terrestrial or satellite broadcast). The basic element of  the TS i s  the PES packet. 
However, variahle"1ength PES packets are further packetised to forni fixed length TS packets 
(each is 188 bytes) making it easier to add error protection and identify and recover froin 
traiisniission errors. A single TS may carry one or more progranis multiplexed together. 
Figure 11.14 illustrates the way in which informalion is multiplexed into programs and then 
into TS packers. 

Program 
,.___.__......_______........................................... -- ............, 

1 audio 
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grogram decoder _..._.....__..... .̂...... ~ ~ ~ ~ . .  ..... ..... ~..~~. . .. . . .... ---..-... ”.....~~ ----- 

Convolutional, 
RS decode 

video 

audio 

igure 11.15 Transport stream demultiplexing 

Two levels of error correcting coding provide protection froni transmission errors. First, 
16 parity bytes are added to each 188 byte TS packet to f o m  a 204-byte ~eed-Solomon 
codeword and the stream of codewords are further protected with a convolutional code 
(usually a 7/8 code, i.e. the encodcr produces 8 output bits for every 7 input bits). The total 
error coding overhead is approxiniately 25%. The ‘outer’ convolutional code can correct 
random bit errors and the ‘inner’ eed-Solomon code can correct burst errors up to 64 bits in 
length. 

correcting transmission errors, the stream of TS packets are detnultiplexed and YES packets 
corresponding to a particular program are buffered and decoded. The decoder STG i s  
periodically updated when a SC field is received and the STC provides a timing reference 
for the video and audio decoders. 

Figure 11.15 illuslrates the process of dernultiplexing and decoding an M 

The characteristics of a typical MPEG-2 program are as follows: 

601 resolution video, 25 or 30 f‘r-smes per second 

Stereo audio 

Video coded to approximately 3 5 Mbps 

Audio coded to approximately 300 kbps 

Total programme bit rate approximately 6 Mbps 

An MPEG-2 video encoderidecoder design aims to provide hi~~i-quality video within These 
transmission parameters. The channel coding (Reed-Solomon and convolutional EGG) is 
designed to corrcct most transmission errors and error-resilient video coding is generally 
limited to simple error recovery (and perhaps concealment) at tlic decoder to handle the 
occasional uncorrected error. The STC and the use of time stamp\; in each PES packet 
provide accurate sync~ronisation, 
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H.323 is xn ITU-T ‘unibrella’ standard, describing a franiework for multimedia cominu- 
nications over local area networks (LANs) and fP-based networks that do not s~ipport 
guaranlecd QoS. Since its release in 1996, H.323 has gained popdarity in Xntenx%-based 
video and audio applications. 

H.321 defines basic audio and video coding functionalilier so that H.323-compliant 
device3 and systems sbould be able to inter-operate with at least a m i n ~ u ~ ~  set of communi- 
cation capabilities. H.323 provides independence from a particular network or platform (for 
example, by supporting translation betwcen protocol frameworks for different network 
environments). It can assist with call set-up and management within a controlled ‘zone’ and 
i t  can support multi-point conferencing (three or more participants) and niulti-cast (trans- 
mission from one source to many receivers). 

This is the basic entity in an N.323-compliant ryslem. An W.323 terminal 
consists of a set of protocols and functions and its architecture is shown in Figure 1 I .  4 6. The 
mandatory requirements for an R.323 terminal (highlighted in the figure) are audio coding 
(using the G.71 I, 6.723 or G.729 audio coding standards) and three control protocols: 
H.245 (channel control), 9 3  1 (call set-up and ~ignalling) and registratiotl/admissio~/staeus 

AS) (used to communicate with a gatekeeper, see below), ~ p t i o n a ~  capaI~ilit~es include 
video coding (T-I.261, I-1.263), data communications (using T. 120) and the r e d  time protocol 
(RTP) for packet transmission over IP networks. All H.323 terminals support point-to-point 
conferencing (i.e. one-io-one communications), support for multi-point conferencing (three 
or more participants) is optional. 

System control Data Video I/O Audio I/O 

- . .. . - . .. ... ..... ....._......... ... 

LAN r LAN Interface 

H.323 
terminal 

Required 
components 

Figwe 11.46 H.323 terininal architecture 
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Figure 11.17 14.323 multi-point conferences 

,323 gateway provides an interface to other conferencing protocols such as 
.324 (PSTN-based conferencing) and also analogue H.320 ( ~ ~ ~ N - b a ~ ~ d  conl’erencing), 

telephone handsets via the PSTN. 

er This is an optional H.323 entity that inanages communications within a 
‘zone’ (a defined set of 11.323 components within the network). Gatekeeper funclions 
include controlling the set-up and routeing of conferencing ‘calls’ within its zone. The 
gatekeeper can manage bandwidth usage within the zone by tracking the number of active 
calls and the bandwidth usage of each and barring new calls once the network has reached 
saturation. 

Int ~ ~ n t ~ ~ ~  unit (MCU) This entity facilitates multi-point confirrencing within 
.323. The two main types of multi-point couference are centrdised and decentralised 

re 1 1.17). In a centralised conference, all calls in the conference are routed 
CU: hence each terminal only has to deal with point-to-point (‘unicast’) 

communications. This places a heavy processing burden on the MGU but is ~ a ~ ~ i ~ t e e ~  to 
work with all lI.323 terminals. A decentrdised conference requires H.323 terminals that 
support ~ ~ u l ~ j - ~ a s t ’  communications: each terminal multi-casts its data to all other. terminals 
in the conference and the MCU’s role is to set up tile conference and provide control <and 
status i n f ~ r ~ a ~ i o n  to each participant. 

video coding in the H.323 environment 

If an E323 terminal supports video communication, it must be capable of using H.261 
coding at Qcu; resolution (see Chapter 5). Optionally, it may support N.263 coding and 
other resolutions (e.g. CIF, 4CLF). The capabilities of each terminal in a conference are 

via the €3.245 protocol: in a typical session, the terminals will choose the ‘lowest 
inator’ of video support. This could be €3.26 1 (the minimum support), H.263 

H.323 i s  becoming popular for c o m ~ i ~ ~ i i i c a ~ ~ o n s  over the Internet. The Internet is 
i ~ ~ r e n ~ l y  ~~~ireliable and this in~ue~ices  the choice of video coding tools and ~ a n s ~ i s s i o n  
profocols. The basic transport p 01 is the unreliable datagram protocol (UDP):  packets 

i s a ~ ~ ~ r n i t t e ~  witho~it acknow ent and are not guaranteed to reach their ~ e s t i ~ ~ ~ ~ ~ i o n .  
s keeps delay to a minimu ckets may arrive out of order, late or not at all. 

63 with optional modes. 
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15/ r] Received packets 

Re-ordered packets 21 131 mm 
Figure 11.18 Packet sequencing using KTP 

RTP may be used ‘on top’ of UDP for transmission of coded video and audio. RTP adds 
time stanips and sequence nunibers to UDP packets, enabling a decoder to identify lost, 
delayed or out-of-sequence packets. If possible, a receiver will reorder the packets prior to 
decoding; if a packet does not arrive in time, its position is signalled to the decoder so that 
error recovery can be carried out. Figure 31.18 illustrates the way in which 
packets and signals the presence of lost packets. Packet 4 from the original se 
during transmission and thc remaining packets are received out of order. Sequence 
nunibering aid time stanips enable the packets to be reordered and indicate the absence 
of packet 4. 

The wal time cunti-ul polocol (RTCP) may be used to monitor and control an KI‘P 
session. RTCP sends quality control messages to each p ~ ~ ~ c i p a n t  in the session contain in^ 
useful QoS informat~o~i such as the packet loss rate. 

The r ~ s u u ~ c e  reservation proford (RSVP) enables terniinal s to request a ‘guaranteed’ 
bandwidth €or the duration of the communication session. This improves the 

S for real-time video and audio communications but requires support from every 
switch or router in the section of network traversed by the session. 

Video coding for two-way conferencing in an W.323 environment should Support low delay 
<and low bit-rate coding. Coding tools such as B-pictures that add to encoding delay should 
probably be avoided. Depending on (he packet loss rate (which may be signalled by the 
RTCP protocol), an encoder may choose to implement error-resilient features such as 
increased intra-coding and resyncbronisation markers (to limit spatial and temporal error 
propagation) and the use of slice-structured coding (e.g. Annexes 
coded video to equal-sized packets. A video decoder can use the inforniarion contained 
within an RTP packet header to determine the exact presentation time of each decoded packet 
aiid to implement error handling and error concealnient when a lost packet is detected. 

Successful video cominunications relies upon matching the QoS required by an application 
with the QoS provided by the trslnsmission network. In this chapter we discussed key QoS 
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pamietcrs from the point of view of the video CODEC and the network. Renioving 
subjective and statistical redundancy through the video compression process has the 
disadvantage that the compressed data becomes sensitive to transmission impairmentq 
such as delays atid errorb. Ail effective solution to the QoS problem is to deal with it 
both in the video CODEC (for example by introducing error-resilient features and matching 
the rate control algorithm to the channel) and i n  the network (for example by adopting 

P). We described two popular transmission scenarios, digital television 
o con€erencing, and their inthence on video CODEC design. The result 

of taking the transmission environment into account is a distinctly different CODEC in 
each case. 

Video CODEC design is also heavily influenced by the implementation platform and in 
the next chapter we discuss alternative plat€orms and their implications for the designer. 
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In the early days of video coding technology, systems tended to fa11 into two categories, 
de~icated ha 261 videophoi~es) or software 
designs for ‘ .g. JPEC coin~ression/deco~- 
pression software). The continued increases in processor performaiice, iiieinory density and 
storage c a I ~ a ~ ~ t y  have led to a blurring of these distinctions and \7ideo coding applica~~ons are 
now i ~ p l e m e n t e ~  on a wide range of processing platforms. ~eneral-purpose p ~ a ~ o r ~ s  such 
as personal computer (PC) processors can achieve respectable real-time coding ~ e ~ o r ~ ~ f l c e  
and benefit from e c ~ ) n o ~ i e s  of scale (Le. widespread availability“ good develop me^^ tools, 
competitive cost). There i s  still a need for dedicated hardware architectures in cerlain niche 
a ~ ~ l i c a ~ i o i i ~ ,  such as high-end 
g r o ~ ~ d 9  between the general-p latforrn and the dedicated hardware design (for 
app~~cat~ons that require more ng power than a gcneral-pu~ose proce~sor can 
provide but where a dedicated design is not feasible) was, riiitil recently, occupied by 
~ r o ~ r a ~ ~ a ~ ~ ~  ‘video ~ r ( ~ c e ~ ~ o r ~ ~ .  ~ o - c a ~ ~ e d  ‘media processors’, ~ r ~ v i ~ i ~ g  support fur wider 
funcuoi~al~ties such as audio and cor~~lunications processing, are b e ~ i n n ~ n g  to occupy this 
market. There is currently a coilvergelice of processing platforms, with media e x ~ e ~ ~ s ~ o n ~  
and features being added to tradilictn ly distinct processor families ( ~ ~ ~ ~ d d ~ d ,  
geiieral-p~i~~ose) so that the choice of latfarm for video GODEC designs i s  wider 
cver before. 

designs for real-time video coding (e.g. 
’ (not rea~-tiine) image or video coding 

oding or veiy low power systenrs. The ‘mi 

n this ch~pter wc attempt to categorise the main p l a ~ ~ ( ~ r r n  alternatives atid t 
r advantages and disadvantages for the designer of a video coding system, 

some ol  the infor~na~ion in this chapter w 
due to the rapid pace of deve~opine~it in 

be out  of date by the time this book is published, 
ocessing platforms. 

A desktop PC contains a processor that can be described as ‘general-pu ose’. The processor 
kble per~ormance for a wide range of ap~lication~ such as 

office, games and c o m ~ ~ ~ n i c a ~ o n s  applicalions. ~anufacturers need to balatice the user’s 
dernaiid for higber performance against the need to keep costs down for a ~iiass-i~~arket 
produc~. At tkc sarnc time, the large economies of scale in the PC market make it p o ~ ~ i b ~ e  for 
the major i~ia~~r~facturers to rapidly develop arid release ~ g h c r - p ~ r ~ ~ 3 ~ ~ ~ ~ ~ n ~ e  v e ~ s ~ o ~ s  of the 
processors. Table 12.1 lists mile of the main players in the inarket and their recent processor 
o ~ ~ r ~ ~ ~ ~ s  (as of August 200 1). 
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Table 12.1 Popular PC processors 

~ ~ n u ~ a c ~ u r ~ ~  Latest offering Features 

Intel 

Motorola PowerPC 6 4  
AlvlD Athlon 

~ 

Pentium 4 Clock speed up to 2 GHz; highly pipelincd; 128-bit single 

Clock speed up to about 1 GHz; 128-bar. vector processing 
Clock speed up to 1.4 GRz; multiple integer and floating- 

instruction multiple data (SIMD) 

point execution units; SlMD processing 

ies 

PC processors can be loosely cIiaracte~sed as follows: 

good performance at running ‘general’ applications; 

not optimised for particular class 01 application (though the recent trend is to add 
features such a5 S capabilitics to support multimedia applications); 

high power consumption (though lower-power versions of the above pro~~ess(~rs are 
available for mobile devjces); 

support word lengths of 32 bits or more, fixed and floating point ~ ~ t h n ~ e ~ i c ;  

words). 
D instructions (for example carrying out the same aperation on 4 x 32-bit 

The poplar PC operating systems (Windows and Mac O/S) .;upport. mdti-tasking applica- 
tions and offer good support for external hardware (via plug-in cards or interfaces such as 
WSB). 

Recent trends towards niultirnedia applications havc led to increasing support for rcal- 
There are several ‘frarneworks’ that map be used within the Windows 
to assist in the rapid development and deployinen~ of real-the applic 
and Windows Media frameworks provide s~and~d i sed  in t~r face~ and tools to 

support efficient capture, processing, stre,uning and display of video and audio. 
The increasing usage of multimedia hah driven processor xn~riufact i i r~~~ to add architec- 

tural and instniction support for typical ~u l~ i ined ia  processing operations. The thee 
processor families listed in Table 12.1 
of ‘single in s t~c t ion~  multiple data’ ( 
sioiis’,2 provide a nuniber of instructions ainied at media processing. A 
operates on inultiple data e1einenB simultaneously (e.g. inultiple 16-hilit words within a 64- 
bit or 128-bit register), This facilitates ~oniputationa~ly intensive. repetitive opcr~~tions such 

uni, Pocvei-PC, Athlo 
) p ~ o c ~ s s i n ~ .  fntel’s 
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.I SAD calculatioii using SIMD instruction 

as motion e ~ ~ j m a t ~ o n  (e.g. calculating sum of absolute differences, SA 
multiply-accunzula~e opcralions). Figure 12. I shows how the Bntel ins 
ma17 be used to calculate SAD for eight pairs oTinput sanlples (A[ ,  E,) in pardel, 
p o t e ~ ~ i a l l ~  large co rn~Lt t a~ i~ )n~~  saving. 

Takde 12.2 smrcinarkeu the main advantages and disadvantages of PC platforms for vidco 
coding tipplications. The large LWI- base and. comprehensive d ~ ~ ~ e ~ o ~ ~ ~ n t  support make i t  an 
attractive p la~~orm for a ~ p ~ ~ ~ ~ t ~ o n s  such a5 desktop video conlerenciiig (Figure 12.2) in 

DEC is coinbilled with R number of other components sucb as audio 
document sharing to provide a flexible, low-cost video c o ~ i ~ i u ~ ~ c a ~ ~ o n  

system. 

Advantages and disadvantages of PC platform 

Advantagcs Disadvantages 

High rnarkct penetration, very large potential 

Availability of efficient compilers and 

~ u l ~ i i n e ~ ~  extension functions to i m p  ove 

ELficient multi-ta\hng with other ~ ~ ~ p ~ ~ c a ~ i ~ n 5  

Availability ot m~iillimedia application 

~ - _  
Coniputatmonally intensive kideo coding functronb 

inust be carried out in soLtware 
h4ediurn Lo high power consumption 

U w  of ‘special’ instructions cuch BI, SIM 
the poi-tabilmty of the vrdco coding application 

Proccssor tcsources not always availlable (can be 
problematic for real-time video) 

mer basc 

powei tul development tools 

video piocessing performance 

development frameworks 
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Q Camera 

Microphone 

igure 12.2 PC-based video conferclicing 

AL s 
Digital signal processors (DSPs) are designed to efficiently handle applications that are 
based around computatioiially intensive sigrral processing algorithms. Typical applications 
include audio processing (e.g. tillering and compression), ~ l e ~ ~ n i ~ u ~ ~ i c a ~ i ~ ~ n s  functions 
(such as modem processing, filtering and echo cancellation) and signal conditioning 
(transformation, noise reduction, etc.). Mass-market applications for DSPs include FC 
modems, wireless and hand-held communications processing, speech coding and image 
processing. Thesc applications typically require good signal proceqsing perfomiance in a 
power, cost iuidor space-limited environnicnt. DSPs can be characterised as follows: 

high perfonnancc for a selected range of signal processing operations; 

ium power consumption; 

e ?ow/medium cost; 

fixed or point arithmetic capability; 

limited on- and ofl-chip code and data storagc (depending on the available address 
space); 

16- or 32-bit wordlength. 

Table 12.3 lists a €ew popular DSPs and compares their features: this is only a small 
selection of the wide range of DSPs on the market. As well as these discrete IC5, a nunibcr of 
manufacturers provide SP cores (hardware architectures designed to be integrated with 
other modules on a single IC). 
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. __ - ___ ____________ 
Manufacturer Device Features 

Texas Instr-timents C.5000 series Low pmer, 16-bit, rip to 500MIPS (instructions per 
sccond), optimised for poitablc devices and corn- 
municatioiis 

Medium power, 16 or 32-bi1, 1000-4000 MIIPS, fixed 
or floating-point arithmetic, optimised for broadband 
coiimuiiications and image procesmg 

C6000 series 

Analog Devices ADSP-218x and Low power, lS-bit, over 300MIPS 
219x series 

SNARC 32-bit, fixed and floating-point withmetic, SIMD 

Mom-ola DSPSG3xx &&bit, fixed-poiiit. up to 200MIPS, PCT bus inlcrface 
16-bit, fixed-point, combines DSP and microcontroller 

instnictioiis, 600 MOPS (operationc per second) 

DSPS68xx 
feature$ 

A key feature of DSPs is the ability to efficiently carry out repetitive processing 
algorithms such as filtering and transformation. This means that they are well suited to 
many of the cornputationally intensive functions required of a typical DCT-baced video 
CODEC, Such as motion cstimation, DCT and quantisation, and some promising perror- 
mance results have been r e p ~ r t e d . ~ . ~  Because a DSP is specifically designed for this type of 
application, this perfonnannce usually comes without the penalty of high power consumption. 
Support for related video processing functions (such as video capture, transmission and 
rendering) is likely to be limited. The choice of application development tools is no2 as wide 
as for the PC platform and high-level language support is often limited to the G language. 
Table 12.4 suinn?dses the advantages ancl disadvantages of the DSP platform for video 
coding applications. 

In a typical DSP development scenario, code is developed on a host PC in C ,  cross- 
compiled and downloaded to a development board for testing. The development board 

converters and other 
interfaces. To summarise, a DSP platform can provide good performance with low power 
consumption but operating system and development support is often limited. DSPs may be a 
suitable platforni for low-power, special-purpose applications (e.g. a hand-held videophone). 

SP IC together with peripherals such as memory, 

Tablie 12.4 Advantages and disadvantages of DSP platform 

Advantages Disadvanlages 

Low power consumption 

Relatively high comput&on,d performarnce 
Low price 
Built-in telecommunications support (e.g. 

modem functions, NI3 conversion) 

Less well suited to 'higher-lcvcl' complex aspects 

Limited dcveloprnent support 
Limited operating system support 
Limited support for external devices (e.g. frame 

of proccssing 

capture and display) 
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The term ‘embedded processor’ usually refers to a processor or controller that is “embed- 
ded” into a larger system, in order to provide programmable control and perhaps processing 
capabilities alongside more specialist, dedicated devices. Embedded processors are widely 
used in communications (mobile devices, network devices, etc) and control applications (e.g. 
automotive control). Typical characteristics are: 

0 low power consumption; 

0 low cost; 

e limited processing and addressing capabilities; 

0 limited word lenglhs; 

0 fixed-point arithmetic. 

Until recently, a11 embedded processor would not have been considered suitable for video 
coding applications because of severely limited processing capabilities. However, in common 
with oEhW types of processor, the processing ‘power’ of nccv geiieratioils of embedded 
processor continues to increase. Table 12.5 summarises the features of some popular eni- 
bedded processors, 

The popular ARM and MIPS processors are licensed as cores for integration into third- 
party systems. ARM is actively targctiiig low-power video coding applications, dernonslrat- 
ing 15 frames per second H.263 encoding and decoding (QCTF resolution) on an ARMg5 and 
developiiig co-processor timdwarc to further improve video coding performarxx. 

Table 12.6 summarises the advantagcs and disadvantages of embedded processors 
for video coding applicitions. Embedded processors are of interest because of their large 
market penetration (for example, in the high-volume mobile telephone market). Running 
low-complexity video coding fuuctions in software on an embedded processor (perhaps with 
limited dedicated hardware a tance) inay be a cost-effective way of bringing video 
tipplicadons to mobile and wireless platforms. For example, the hiind-held videophone is 
seen as a key application for the emerging ‘3G’ high bit-rate mobile network% Video cotling 
on low-power embedded or DSP processors may be a key enabling technology for this type 
of device. 

Table 12.5 Embedded processor features 

Manufacturer Device Features 

M I P S  4K series 

ARM ARMY serics Low power, lbbi t ,  up to 220 MTPS 
Low power. 32-bit, up to 270 MIPS ARNI/lnel 

. -I- 
Low power, 32-bit, up to approx. 400 MIPS, 

multiply-accumulate rupport (4KM) 

StrongARM series 
P 
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Advantages and disadvantages of embedded proccssors 

Advantages Disadvrtnlages 
~ ~~~ ~ ____ 

Low power consumption Limited performance 
I ,ow pnce 
High market penetration 
Good development tool support 
Increasing performance 

Limited word lengths, arilhmnetrc, addresq spaces 
(As yet) fee features to support vidco processing 

- 

12. CE 

DSPs have certain advantages over general -purpose processors for video coding applications; 
so-callcd ‘media processors’ go a step further by providing dedicated hardware f~nctions 
that support video and audio compression and processing. The general concept of a media 
processor is a ‘core’ processor together with a number of dedicated co-processors that carry 
out ap~lication-specj~c functions. 

The architectinre of the Philips Ti-iMedia platform is shown in Figure 12.3. The core of the 
TriMedia architecture i s  a very long instruction word (VLIW) processor. A V L W  processor 
can carry out operations on multiple data words (typically four 32-bit words in the case of 
the TriMedia) at the same time. This is a similar concept to the STMD instructions described 
earlier (see for example Figure 12.1 ) and is useful for video and audio coding applications. 
Co~~~putal io~al ly  intensive functions in a vidco CODEC such as motion estimation and DCT 
may be efficiently carried out using VLNV instruc lions. 

I 

System bus 

Figure 12.3 TriMedia block diagram 
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-7 Advaiitages and disadvantiges of inedia processors 
~ ~ ~~~ 

Advantages Disadvantages 

Good perforinance [or vidco coding 

App l~ca t io i~ -~~ec i~c  features (e.g. 

Iligh-level language support 

___ - ~ - -  
Application-~pecific Itatlures may not support future 

coding standards 
Good performance requires extensive code ophrnisation 

Limited development tool suppori 
Limited market penetration 

co-proceasors) 

ediurn power corisumptioii and cost 

The co-processors in the T ~ ~ e d i a  architecture are designed to reduce the computatioiial 
burden on the ‘core’ by carrying out intensive operation\ in hardware. Available CO- 
processor units, shown in Figure 12.3, include video and audio interfaces, memory and 
external bus interfdces, an image co-processor wd a v ~ a b ~ e - ~ e n g t h  decoder ( ~ L ~ ) .  The 
image co-processor is useful for pre- and post-processing operations such a& scaliiig and 
filtering, and the VLD can decode an -2 stream in hardware (hut does not currently 
~ n p ~ o ~  otlier coding stand~~rds). Wit 11 software design and opt~~nisation, a vidco 
coding ~ ~ ~ ~ i c a ~ i o n  running on the TriMeclia can offer good performance at a modest clock 
speed whilst r e~a in in~  some of the benefits of a genera~-pL~rpose processor (including the 
ability ro p r o g r a ~  the core processor in C or C-I-+ software).’ 

AP processor developed by Equator and lt-liiachi is another rnedia processor that has 
geiierated intescst recently, The heart of the processor i s  a VLIW core, surrounded by 
p e ~ p h e ~ l  units that deal with video 1/0. commu~ications, video ~ ~ t e r i n g  and ~ r a ~ a ~ ~ ~ - l e n g t l i  
coding. According to the manufacturer, the MAP-CA 
for video coding applications, for example encoding 
video at 30 frames per second using 63% of the available p r o c ~ ~ s i ~ g  re~ousces.~ This is 
higher than the reported performance of similar applications on the ~ r ~ M e d ~ ~ .  

Media processors have yet to capture a significant part of the market, and it is not yet clear 
whether the ‘halfway housc’ between dedicated hardware and ~enera~~purpo&e 5oftware 
platforms will be a marker winner. Table 12.7 wmmarises their main advantages and 
disa~va~tages for video coding. 

Video signal processors are positioned between media processors (which aim to process 
mutltiple media e~~c ie I i t l y~  and dedicated hardware CODECs (designed to deal with one 
video coding standard or a limited range of standards). A video signal processor contains 
dedicatec~ units for carrying out common video coding functions (such as motion estimation, 

CT and ~ ~ ~ ~ L ~ )  but allows a certain dcgrce of p r ~ ~ ~ a ~ n m a b i ~ i t y ,  enabling a 
common platform to support a number of s~an~asds  and to be at least partly ‘futuse p o f ’  
(Le. cap~ble of supporting future extensions and neu7 standards). An example is lhe QCPex 
offered by 8 x 8 Inc.: this is aimed at video coding ap~iica~ions (but also has audio coding 

VCPex architecture (Figure 12.4) consists of two 32-bit data buses, labelled 
RAM. The S R h M  bus is conriected to the main controller 
memory interface and other external interfaces. This ‘side’ CPex deals 

processor), 
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VCPex architecture 

with lower bit-rate data such as coinpresscd video, graphics and also coded audio. 'I' 
DRAM bus i\ connected to a dedicated 
and video input and output ports. The 
video and with most of the computationally intensive video coding operations. 
length encoding and decoding are handled by dedicated VLE and VLD mod 
par~~tioned architecture enables thc VCPex to achieve good video coding and 
performance with relatively low power consumption. Computationdly inlenshe vicleo 
coding functions ( d pre- and post-procewhg) are handled by dcdicsted modules, but at 
the same time the SC and VP6 processors may be r ~ ~ r ~ g r a m ~ ~ ~  to support a range of 
coding staiidsrds. 

Table 12.8 summarises the advantages and disadvantages o f  this type of proce~or .  Video 
signal processors do not appear to he a strong force in thc vidco c o i ~ ~ u ~ ~ c a ~ i o ~ i ~  market, 

Advantage5 and dimlvantages of vidco signal processors 

Advantages Disadvantagcs 

Good performance for video coding AppZicahon-specific teabures may riot support 
f h r e  coding standards (but generally more 
fiexible than deckdted hardware) 

___I __I__ ~ 

Applicadon-specific leatures 
Limited progranimability 

Reprogramining likely to rcquire high effort 
Limited development tool support 
Cost tends to be relatively high fix mass market 

Dependent on a smgle manuiacturcr 
applicahon\ 
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peshaps because they can be outperformed by a dedicated hardware design whilst they do not 
offer the same flexibility as a niedia processor or genera~-pur~~)se processor. 

G ~ n e ~ d 1 " ~ u ~ o s e  processors and (to a lcsser extent) media and video signal processors 
sacrifice a certain amount of perforniance in order to retain flexibility and program~'tbi~i~y. 
A dedicated hardware design, optimised for a specific coding standard, is likely to offer the 
~ g h e s t  p e r ~ ( ~ i ~ a i ~ c e  (in terms of video processing capacity and powcr consuin~~t~on) at the 
expense of i~f lex i~ i l i~y .  

6060 is a dedicated JPEG CQDEC on a single chip capable of encoding or 
nd using Motion JPEG (see C ~ a ~ t c r  4). 
uring encoding, video is captnred by a 

dedicated video interface and stored in a 'strip buffer' that stores eight lines of samples prior 
to block processing. The JPBG cosc carries out JPEG encoding and the coded bit 
passed to n first in first out (FZFO) buffer prior to output via the CODE interface. 
follows the reverse procedure. Control and status interfacing with a host psocessor is 

ST interface. The chip i s  designed specifically for JPEG coding: 
raminability of encoding and decoding p a ~ a ~ ~ t e r s  and q~a~tisat ion 
a the host interface. 

at 25 or 30 frames per 
is shown in Figure 12. 

~roshiba~s TC35273 i s  a single-chip solution for 
(Figure 12.6). Separate functional modules (on the left 
coding arid decocting (sii-rple protjle), audio coding and network col 
of these ~ n o d ~ l e s  consists of a RlSC controller and ~ c ~ i ~ ~ t e ~  proc 

PEG-4 video and 
the figure) handle 

nicatiom, artd each 
g h~rdware, Video 

Video 
1/8 Video 

1 J 

Data md Host interface MOSl G o d d  
Data 
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udio 

re 12.6 Toshiha TC35273 block diagram 

capture, display and filtering are handled by co-processing modules. The IC i s  aimed at low- 
power, low bit-rate video appl iea~~(~~is  and can IF video coding and d e c o d i ~ ~  at 15 
frames per second with a power C O ~ S U  A re~Liced-functionality version of 
this chip, the TC35274, handles only 

~ ~ b ~ e  12.9 ~ u ~ n i a ~ ~ e s  the advantages and disadvantages of dedicated ~ a r d ~ a r e  designs. 
This type of CODEC i s  becoming widespread for mass market applications such as digital 
television receivers and D players. Qne potential disadvsmtage is the reliance on a single 
m~n~factui-er in a specialist market; this i s  perhaps less likely to be a problem with general- 
purpose processors and niedia processors as they are targeted at a wider market. 

' 

-4 video decoding. 

A ca-processor is a separate unit dial i s  designed to work with a host processor (such as a 
general-purpose PC processor). The co-processor (or 'accelerator") carries out certain 
coniputationally intensive functions in hardware, removing some of the burden from the 
host, 

Advantages and disadvantages of dedicated hardware CODECs 
___ ~ 

Advantages Disadvantages 

Tligh performnnce for vidco coding 
Opfnmcd for target video coding standard 
Cost-cffective for maw-market applications 

-- 
No support for otlicr coding standards 
Limitcd control options 
Dependent on a single manufacturer 
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Accelerator 

Video 
data 

buffers 

Frame 
buffers 
4 Display 

Figure 12.7 DirectX VA architecture 

ard Inanufacturers have begun to add support for conirnon video coding 
ay card hardware and a recent attempt to standasdise the ialerface to 
ssor has led to the DirectX VA standard.' This aims to provide a 

standard AQI between a video decoding and display 'accelerator' and a host 
The genernl architecture is shown in Figure 12.7. Complex, stand~d-s~ecific functions such 
as variable-length decoding and header parsing are carried out by the host, whilst 

ally intensjve functions (but relatively regular and common to most standards) 
T and motion compensation are 'offloaded' to the accelerator. The basic 

operation of this type of system is as follows: 

1. The host decodes the bit streani and extracts rescaled block coefficients, motion vectors 

2. This ~~i~oriiiation i s  passed to the accelerator (using a standard API) via a sc1 of data 

3. The accelerator carries out IDCT and motion coinpensation and writcs the r e c o n ~ t ~ u c ~ e ~  

4. The display buf€er is displayed on the PC screen and is also used as a prediction for 

and header information. 

buffers. 

frame to a display buffer. 

further re~~nstructed frames. 

Table 11.10 lists the advantages and disadvantages of this type OS system. The flexibility 
or software ~ r ~ ~ ~ i n ~ a b i l i t ~  together with dedicated hardware support for key functions 
makes it an attractive option for PC-based video applications. Developers should benefit 
from Ihe large PC market which will tend to eiisure competitive pricing and perhnance for 
tlie technology. 
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Advantages Disadvantages 

Flexible support for computationally 

Supports all current DCT-based standards 

‘Front end’ of decoder remains in  software 
Large market for video display cards 4muld 

Dependent on specific platform and API 

Some intensive functions remain with host 

Currently supports video decoding oiily 

intensive decoding functions 

(e.g. VLD) 

lead to a nuinher of alternative suppliers €or 
this technology 

Table 12.1 1 a t t e i ~ ~ ~ t s  to compare the merits of the processing platfonns discussed in this 
chapter. It should be emphasised that the rankings in this table are not exact and there will be 

ber of cases (for example, a high-performance DS that comwnes more 
wever, the general trend is ~r[)bably correct: 
consumed power should be a~hievab~e with a d 

hardware design, but on the other liand PC and embedded platforms are likely to offer the 
n i a ~ i ~ i ~ i i ~  ~ e x i ~ i ~ i t y  and the best develo~men~ support due to their wi~espread usage. 

The recent trend i s  for a convergence between so-called ‘dedicated’ media proce~sors and 
~ene ra~-~urp (~se  processors, for example demonsti-ated by the ~ e v e l o ~ ~ e ~ i t  of 
type €Linclion~ for all the major PC processors. This trend i s  likely to continue as inu~~imedia 
ap~~ications services become inc~e~~s~ng ly  i n i p ~ ~ l a n t .  At the same time, rhe latest 
generation of video coding standards ( PEG-4, 11.263 + and H.26E) require relatively 
complex processing (e.g. to support object-based coding and coding mode d~c~sions) ,  as 
well as repetitive signal i~rocessin~ functions such as b~ock-based niotion est in~a~~on and 

Video coding Power Development 
p ~rfOlTlkUleC consumption Flexi bi I i ty support 

Best Dedicated Dedicated PC processor PC processor 
Iiardware hardware 

Video signal ~ m b ~ d d e d  Embedded ~ ~ ~ ~ e d ~ ~ d  
processor processor processor processor 

processor processor 

processor 

Media processor Digital signal Digital signal 

PC processor Video signal Media processor 

igital signal edia processor Video signal Video signal 
processor processor processor 

processor hardware hardware 
Worst Emlmbdcd PC processor Dedicated Dedj cated 
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transform coding. These higher-level complexities are easier to handle in software than in 
dedicated hardware, and it may be that dedicated hardware CBDECs will become less 
important (except for specialist, ‘high-end’ functions such as studio encoding) and that 
general-purpose processors will take care of mass-market video coding applications (perhaps 
with media processors or co-processors to hrundle low-level signal processing). 

111 the next chapter we examine the main issues that are faced by tlie designer of il software 
or hardwnre video CODEC, including issues common to both (such as interface require- 
ments) and the separate design goals for a sofcvlrase or hardware CODEC. 
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In this chapter we bring together some of the concepts discussed earlier and examine the 
s faced by designers of video CODECs and sysiems that interhce to video C 
issues include intcrfacing (the format of the input and output data, contro 

operation of the CODEC), performance (frame rate, compression. quality), resource usage 
(computational resoLtrces, chip area) and design time. This last issue is important because of 
the Fast pace of change in the market for multimedia comniunication systems. A short time-to- 
market is critical for video coding applications and we discuss methods o 
design flow. We present design strategies for two types of video CO 
implementation (suitable for a general-purpose processor) and a Iiardware i~pleme~~tat ion 
(for FPGA or ASK), 

.2 

Figure 13.1 shows the main interfaces to a video encoder and video ciccoder: 

(a) Encoder input: Eranzes of uncompressed video (from a frame grabber or other source); 
ccmtrol parameters. 

Encoder output: compressed bit strcam (adapted for the transmission network, see 
Chapter 11); status parameters. 

(c) Decoder input: compressed bit stream; control parameters. 

(d) Decoder output: frames of uncompressed video (send to a display unit); status 
parameters. 

(b) 

A video CODEC is typically controlled by a ‘host’ application OK processor that deals with 
higher-level application and protocol issues. 

There arc many options available for the format of uncompressed video into the encoder or 
out of the decoder and we list some examples here. (The four-character codes listed for 
options (a) and (b) are ‘FOTJRCC’ descriptors originally defined as part of the AVI video file 
FOr~ t . )  
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Contrd Status 

I Network adaDtation \i (rnuttipiexing, 
packstising, etc.) 

coded 
data out 

(a) Encoder 

(b) Decoder 

F i ~ ~ ~ g  13.1 Video encoder (a) and decoder (b) interfaces 

YUY2 (4 : 2 : 2). The stsuclure of this format is shown in Figure 13.2. A sample of Y 
(luminance) &dta is followed by a sample of Cb (blue colour difference), a second 
sample of U, a sample of Gr (red colour difference), and so on. The result is that the 
chrominance components have the same vertical resolution as the luminance compo- 
nent but half the horizontal resolution (i.e. 4 : 2 : 2 sampling as described in Chapter 2). 
It1 the example in the figure, the luminance resolution i s  176 x 144 and the chrorni- 
nance resolution is 88 x 144. 

W12 (4 : 2 : 0) (Figure 13.3). The luminance samples €or the current frame are stored 
in sequence, followed by tlic Cr samples and then the Gb samples. The Cr and gll., 
samples have half the horizontal and verlical resolution of the Y samples. Each colour 
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... 

... 

ixel in the original image maps to an average of 12 bits (effectively 1 Y sample, Gr 
saniple and Gb sample), hence the name 'W12'. Figure 13.4 shows an example of a 
frame stored in this hnnat, u7ith the luminance array lirst followed by the half-width 
and half-height Gr and Gb a~aj7s. 

(c) Separate buk'fers for each component (U, er,  Cb). The @ODE@ is passed a pointer to the 
start of each buffer prior to encoding or decoding a frame. 

As well as reading the source frames (encoder) and writing the decoded frames (decoder), 
both encoder and decoder require to store one or more reconstructed reference frames for 
motion-co~pensated prediction. These frame stores may be part of the G 
internally allocated arrays in a software CODEC:) or separate from the G 
external RAM in a hardwdrc CODEC). 



VIDEO CODEC DESIGN 

Figure 63.4 Exariiple oE VV12 data 

Mtvnmy bandwidth inay be a particular issue for large frame sizes and high frame rates. 
For example, in order to encode or decode video at ‘television’ resolution (ITU- 
app~(~xirnate1y 576 x 704 pixels per frame, 25 or 30 frames per second), the enc 
decoder video interface must be capable of transferring 216 Mbps. The data transfer rate 
may be higher if the encoder or decoder stores reconstructed frames in memory external to 
die CODBC. If iorward prediction is used, the encoder must transfer data coxresponding to 
three complete frames for each encoded frame, as shown in Figure 13.5: reading a new input 
frame, reading a stored frame for motion estimation and cornpcnsation and writing a 
reconstructed frame. This means that the memory bandwidth at the encoder input i s  at least 

rcferenccs are used for 
picture encoding), the 

for ITU-R 601 video. If two or more predicti 
ompeiisation (for example, during MPEG-2 

memory bandwidth is higher still. 

t 

Coded video data i s  a continuous sequence of bits describing the syntax elements of coded 
video, such as headers, transform coefficients and motion vectors. If modified Huffman 
coding is used, the bit sequence consists of a series of variable-lcngth codes (VLCs) packed 
together; X ar i t~me~ic coding is used, the hits describe a series of fractional numbers each 
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Reconstruction Reconstructed 

Figure 133 Memory access at encoder input 

representing a series of data elements (see Chapter 8). The sequence of bits must be mapped 
to a suitable data unit for transmissiodtrmsportltransport, for example: 

1. Bits: Zf the tmnsrnission channel is capable of dealing with an arbitrary number of bits, 
no special mapping i s  required. This may bc the case for a dedicated serial channel but is 
unlikely to be appropriate for most network transmission scenarios. 

2. Bytes or words: The bit sequence is mapped to an integral number of bytes (8 bits) or 
words (I6 bits, 32 bits, 64 bits, etc.). This is appropriate for many storage or transmission 
scenarios where data is stored in multiples of a byte. The end of the sequence may require 
to be padded in order to make up an integral number of bytes. 

3. Complete coded unit: Partition the coded stream along boundaries that make up coded 
units within the video syntax. Examples of these coded units include slices (sections of a 

sections of a coded picture in H.261 or 11.263) and complete coded pictures. The integrity 
of the coded unit is preserved during transmission, for example by placing each coded 
unit in a network packet. 

6-1, MPEG-2, MPEG-4 H.263+), GOBS (groups Of blocks, 
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Figure 13.6 GOB locations in a frame and variable-size coded units 

Figure 13.6 shows the locations of GOBS in a frame coded using N.263 PEG-4. The coded units 
i s  case} correspond to regular areas of the original frame: however, when e n d e d ,  

s a different number OS coded bits (due to variations in content within the 
that the GOBS generate the variable-sizc coded Units shown in Figurc 13.6. 

ed slices (e.g. using the slice structured mode in 
N.263-t, video packet mode in 4). Figure 13.7 shows slice boundaries that cover 
irregular numbers of macroblocks in the original frame and are chosen such that, when 
coded, each slice contains a similar number of codecl bits. 

An alternative is to use irreg 

Some of the more important control parameters are listed here (CODEC application 
programming interfaces [MIs] might not provide access to all of these parameters). 

I 0 I 

4 

Figure 13.7 Slice boundaries in a picturc and constant-size coded units 
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ay be specified as a number of frames per second or as s proportion of 
frames to skip during encoding (e.g. skip every second frame), If the encoder is operating in 
a rate- or computation-const~ained environment (see Chapter IO), then this will be a target 
frame rate (rather than an absolute rate) that may or may not be achievable. 

For example, a ‘stmdard’ frame size (QCIF, CIF, ITU- 601 ~ etc) or a non- 
standard size. 

equired for encoders operating in a rate-controlled e n ~ i r o i i ~ e n ~ .  

size If rate control is not used, a fixed quantiser step size may be specified: 
this will give n ~ ~ r - c t ~ ~ s t a n t  video quality, 

14 For example ‘intcr’ or ‘intra’ coding mode. 

MPEG-2, MPEG-4 and H.263 include a number of optional 
coding modes (for improved coding efficiency, improved error resilience, etc.). Most 
CXIDECs will only support a subset of these modes, and the choice of optional modes 10 
use (if any) must be signalled or negotiated between the encoder and the decoder. 

Start/stop encoding A series of video frames. 

ecodrr 

Most of the parameters h l e d  above are signalled to the decoder within the coded bit stream 
itself. For example, quantiser step size is signalled in frame/picture headers and (optionally) 
macroblock headers; kame rate is signalled by means of a timing reference in each picture 
header: mode selection i s  signalled in the picture header; and so on. Decoder control may be 
limited to ‘sstaxthtop’. 

There are many aspects of CO EC operatioii that may be useful as status parameters 
returned to the host application. These may include: 

actual frame rate (may differ from the target frame rate in rate- or compilation- 
constrained environments); 

numher of coded bits in each frame; 

macroblock mode statistics (e.g. number of ~ntr~ii i ter-mac~obloc~s);  

quantiscr step size for cach macroblock (this may be usefir1 for post-decoder filtering, see 
Chapter 9); 
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0 distribution of coded bits (e.g. proportion of bits allocated to coefficients, motion vector 
data, header data); 

e error indication (returned by the decoder when a transmissioii error has been detected, 
possibly with the estimafed location of the error in the decoded frame). 

13.3 DESIGN OF A SOFTWARE CODEC 

In this section we describe the design goals and the main steps required to develop a video 
CODEC for a software platform. 

.I Design Goals 

A real-time software video CODEC has to operate under a number of constraints, perhaps 
the most imporlant of' which are computational (determined by the available processing 
resources) and bit rate (determined by the transmission or storagc medium). Design goals €or 
a software video CODEC may include: 

1. Maximise encoded frame rate. A suitable target frame rate depends on the application, for 
example, 12-1 5 frames per second for desktop video conferencing and 25-30 frames per 
second for television-quality applications. 

2. Maximise frame size (spatial dimensions). 

3. Maximise 'peak' coded bit rate. This may seem an unusual goal since the aim of a 
CODEC is to compress video: however, it can be useful to take advantage of a high 
network transmission rate or storage transfer rate (if it is available) so that video can be 
coded at a high quality. Higher coded bit rates place higher demands on the processor. 

4.. Maximise video quality (for a given bit rate). Within the constraints of a video coding 
standard, there are usually many opportunities to 'trade off' video quality against 
computaSonal complexity, such as the variable complexity algorithms described in 
Chapter 10. 

5. Minimise delay (latency) through the CODEC. Tbis i s  particularly important for two-way 
applications (such as video conferencing) where low delay is essential. 

6.  Minimise compiled code m&or data size. This is important for platforms with limited 
available memory (such as embedded platforms). Some features of the popular video 
coding standards (such as the use of B-pictures) provide high compression efficiency at 
the expense of increased storage requirement. 

7. Provide a flexible API, perhaps within a standard framework such as DirectX (see 
Chapter 12). 

8. Ensure that code is robust (i.e. it functions comctly for any video sequence, all allowable 
coding parameters and under transmission error conditions), mdintainabk and easily 
upgradeable (for example to add support for future coding modes and standards). 
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Frame rate 

I b, Framesize 

Figure 13.8 Trade-off of frame size atid frame rate in a software CODEC 

9. Provide platform independence where possible. ‘Portable’ software that may be executed 
on a number of platforms can have advantages for development, future migration to other 
platforms and marketability. However, achieving maximum performance may require some 
degree of platform-specific optimisation (such as the use of SIMDlVLlW instructions). 

The first four design goals listed above may be mutually exclusive. Each of the goals 
(maximising f r m e  rate, frame size, peak bit rate and video quality) requires an increased 
allocation of processing resources. A software video CODEC is usually constrained by the 
available processing resources andor the available transmission bit rate. In a typical 
scenario, the number of macroblocks of video that a CODEC can process i s  roughly 
constant (determined by either the available bit rate or the available processing resources). 
‘This means that increased frame rate can only be achieved at the expense of a smaller frame 
size and vice versa. The graph in Figure 13.5 illustrates this trade-off between frame ske and 
frame rate in a computation-constrained scenario. It may, however, be possible to ‘shift’ the 
line to the right (i.e. increase frame rate without reducing frame size or vice versa) by 
making better use of the available computational resources. 

Based on the requirements of the syntax (for example, MPEG-2, MPEG-4 or H.263), an 
initial partition of the functions required to encode and decode a frame of video can be made. 
Figure 13.9 shows a simplified flow diagram for a bIocMmacroblock-based inter-frame 
encoder (e.g. MPEG-1, MPEG-2, H.263 or MPEG-4) and Figure 13.10 shows the equivalent 
decoder flow diagram. 

The order of some of the operations is fixed by the syntax of the coding standards. It is 
necessary to carxy out DCT and quantisation of each bIock within a macroblock before 
generating the VLCs for the macroblock header: th is  is because the header typically contains 
a ‘coded block pattern’ field that indicates which of the six blocks actually contain coded 
transform coefficients. There i s  grcater flexibility in deciding the order of some of the other 
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_._.. . 
Motion estlmate 
ancl compensate 

DCT, Quamse 

Repeat for 
6 blocks 

C o b  macroblock 
header + tmbon , 

Repeat for 
6 blocks 

,$! - 

--.- 

Repeat for 
all macroblocks 

Figure 13.9 Flow diagram: software encoder 
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igure 13-10 Row diagram: software decoder 
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Figure 13.11 Encoder and decoder interoperating points 

operations. An encoder may choose to carry out motion estimation and compensation for the 
entire frame before carrying out the block-level operations (DCT, qumtise, etc.), instead of 
coding the blocks immediately after motion compensating the macroblock. Similarly, an 
encoder or decoder may choose to reconstruct each motion-compensated macroblock either 
immediately after decoding the residual blocks or after the entire residual frame has been 
decoded. 

The following principles can help to decide the structure of the software program: 

1. Minimise interdependencies between coding functions in order to keep the software 

2. Minimise data copying between functions (since each copy adds computation). 

3. Minimise function-calling overheads. This rnay involve combining functions, leading to 

4. Minimise latency. Coding and transmitting each macroblock immediately after motion 
estimation and compensation can reduce latency. The coded data may be transmitted 
immediately, rather than waiting until the entire frame has been motion-compensated 
before coding and transmitting the residual data. 

modular. 

less modular code. 

A good approach is to start with the simplest possible implementation of each algorithm (for 
example, the basic form of the DCT shown in Equation 7.1) in order to dcvelop a functional 
CODEC as quickly as possible. The first ‘pass’ of the design will result in a wor!dng, but 
very inefficient, CODEC and the performance can then be improved by replacing the basic 
algorithms with ‘fast’ algorithms. The iirst version of the design may be used as a 
‘benchmark’ to ensure that later, faster versions still meet the requirements of the coding 
standard. 

Designing the encoder and decoder in tandem and taking advantage of ‘natural’ pojncs at 
which the two designs can interwork may further ease the design process. Figure 13.11 
shows some examples of interworking points. For example, the residual frame produced 
after encoder motion compensation may be ‘fed’ to the decoder motion reconstruction 
function and the decoder output frame should match the encoder input frame. 
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p ~ ~ ~ i ~ g  performance 

Once a basic working CODEC has been developed, the aim is to improve the performance in 
order to meet the design goals discussed above. This may involve some or all of the 
following steps: 

1. Carry out software profiling to measure the performance of individual functions. This is 
normally carried out automatically by the compiler inserting timing code into the 
software and measuring the amount of time spent within each function. This process 
identifies ‘critical’ functions, i.e. Lhose that take the most execution time. 

2. Replace critical functions with ‘fast’ algorithms. Typically, functions such as motion 
estimation, DGT and variable-length coding are computationally ciitical. The choice of 
‘fast’ algorithm depends on the platform and to some extent the design structure of the 
CODEC. Tr is often good practice to compare several alternative algorithms and to choose 
the best. 

3. Unroll loops. See Section 6.8.1 for an example of how a motion estimation function may 
be redesigned to reduce the overhead due to incrementing a loop counter. 

4. Reduce data interdependencies. Many processors have the ability to execute multiple 
operations in parallel (e.g. using SlMDNLIW instructions); however, this is only possible 
if the operations are working on independent data. 

5. Consider combining functions to reduce function calling overheads and data copies. For 
example, a decoder carries out inverse zigxag ordering of a block followed by inverse 
quantisation. Each operation involves a movement of data from one array into another, 
together with the overhead of calling and returning from a function. By combining the 
two functions, data movement and function calling overhead is reduced. 

6. For computationally critical operations (such as motion estimation), consider using 
platform-specific optimisations such as inline assembler code, coinpiler directives or 
platform-specific library functions (such as Intel’s image processing library). 

Applying some or all of these techniques can dramatically improve performance. However, 
these approaches can lend to increased design time, increased compiled code size (for 
example, due to unrolled loops) and conipiex software code that is difficult to maintain or 
modify. 

Example 

An H.263 CODEC was developed for the TriMedia TMIOOO platform.* AFter the ‘first 
pass’ of the software design process (i.e. without detailed optimisalion), the CODEC ran 
at the unacceptably low rate of 2 CIF frames per second. After reorganising the software 
(combining functions and removing iiiterdependencies between data), execution speed 
was increased to 6 CIF franies per second. Applying platform-specific optimisation of 
critical functions (using the TriMedia VLIW instructions) gave a further increwe to 15 
CIF frames per second (an acceptable rate for video-conferencing applications). 
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13.3. stin 

in addition to the normal requirements for software testing, the following areas should be 
checked for a video CODEC design: 

I) Interworking between encoder and decoder (if both are being developed). 

0 Performance with a range of video material (including ‘live’ video if possible), since 
some ‘hugs’ may only show up under certain conditions (for example, an incorrectly 
decoded VLC may only occur occasionally). 

0 Interworking with third-party encoder@) and decoder(s). Recent video coding standards 
have software ‘test models’ available that are developed alongside the standard and 
provide a useful reference for interoperability tests. 

0 Decoder performance under error conditions, such as random bit errors and packet losses. 

To aid in debugging, it can be useful to provide a ‘trace’ mode in which each of the main 
coding functions records Its data to a log file. Without this type of mode, it can be very 
difficult to identify the cause of a software error (say) by examining the stream of coded bits. 
A real-time test framework which enables ‘live’ video from a camera to be coded and 
decoded in real time using the CODEC under development can be very useful for testing 
purposes, as can be bit-stream analysis tools (such as ‘MPEGTool’) that provide statistics 
about a coded video sequence. 

Some examples of efficient software video GODEC impl~Inentations have been dis- 
cussed.2 ’ Opportunities have been examined for pnrallelising video coding algorithms for 
multiple-processor platforms:-7 and a method has been described for splitting a CODEC 
implementation between dedicated hardware and In the next section we will 
discuss approaches to designing dcdicated VLSI video CODEGs. 

13.4 DESIGN OF A HARDWARE GODEG 

The design process for a dedicated hardware implementation is somewhat different, though 
many of the design goals are similar to those for a software CODEC. 

1.3. 

Design goals for a hardware CODEC may include: 

1. Maximise frame rate. 

aximjse frame size. 

3. Maximise peak coded bit rate. 

4. Maximise video quality for a given coded bit rate. 

5 .  Minimise latency. 

6. Minimise gate countldesign ‘area’, on-chip memory and/or power consumption. 
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7. Minimise off-chip data trmskrs (‘memory bandwidth’) as these can often act as a 

8. Provide a flexible interface to the host yystem (very often a processor running higher-level 
performance ‘bottleneck’ for a hardware design. 

application software). 

In a hardware design, trdde-offs occur between the first four goals (maximise frame rate/ 
frame sizdpeak bit rate/quality) and numbers (6) and (7) above (minimise gate count/power 
consumption and meniory bandwidth). As discussed in Chapters 6-8, thcre are many 
alternative architectures for ihe key coding functions such as motion estimation, 
variable-length coding, but higher performance often requires an increased gate count. An 
important constraint is the cycle budget for each coded macroblock. This can be calculated 
based on the target frame rate and framc size and the clock speed of the chosen platform. 

Example 

Target frame size: 
Target frame rate: 
Clock speed: 20 MHz 

99 x 30 = 2970 
Clock cycles per macroblock: 20 x 106/2970 = 6374 

This nieans that all macroblock operations must be completed within 6374 clock cycles. 
If the various operations (niotion estimation, compensation, DCT, etc.) are carried out 
seridly then the sum total for all operations must not exceed this figure; if the operations are 
pipelined (see below) then any one operation must not take more than 6374 cycles. 

QCIF (99 inacroblocks per h m e ,  H.263/MPEG-4 coding) 
30 frames per second 

acroblocks per second: 

13. tion and Pastitio 

The same sequence of operations listed in Figures 13.9 and 13.10 need to be carried out by a 
h ~ d ~ a r e  CODEC. Figure 13.12 shows an example of a decoder that uses a ‘common bus’ 

Figure 13.12 Common bus architecture 
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architecture. This type of architecture may be flexible and adaptable but the performance 
may be constrained by data transfer over the bus and scheduling of the individual processing 
units. A fully pipelined achitecture such as the example in Figure 13.13 has the potential to give 
high performance due to pipelined execution by the separate functional units. However, this 
type of architecture may require significant redesign in order to support a different coding 
standard or a new optional coding mode, 

A further consideration for a hardware design is the partitioning between the dedicated 
hardware and the ‘host’ processor. A ‘co-processor’ architecture such as that described in the 
DirectX VA framework (see Chapter 13) implies close interworking between the host and 
the hardware on a macroblock-by-nlacrohlock basis. An alternative approach is to move 
more operations into hardware, for example by allowing the hardware to process a complete 
frame of video independently of the host. 

13. esig 

The choice of design for each functional block depends on the design goals (e.g. low area 
and/or power consumption vs. high performance) and to a certain extent on the choice of 
architecture. A ‘common bus’-type architecture may lend itself to the reuse of certain 
‘expensive’ processing elements. Basic operations such as multiplication may be reused by 
several functional blocks (e.g. DCT and quanlise). With the ‘pipelined’ type of architecture, 
individual modules do not usually share processing elements and the aim is to implement 
each function as efficiently as possiblc, for example using slower, more compact distributed 
designs such as the distributed arithmetic architecture described in Chapter 7. 

In general, regular, modular designs are preferable both fos ease of design md efficient 
implementation on the target platform. For example, a motion estimation algorithm that 
maps to a regular hardware design (e.g. hierarchical search) may be preferable to less regular 
algorithms such as nearest-neighbours search (see Chapter 6). 

13.4.4 Testin 

Testing and verification of a hardware CODEC can be a complicated process, particularly 
since it may be difficult to test with ‘real’ video inputs until a hardware prototype is 
available. It may be useful to develop a software model that matches the hardware design to 
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assist in generating test vectors and checking the results. A real-time test bench, where a 
hardware design is implemented on a reprogrammable FYGA in conjunction with a host syste~n 
and video cal~ture/d~sp~ay capabilities, can support testing with a range of real video sequenccs. 

VLSI video CODEC design approaches and examples havc been r e v i e ~ e d ~ - ’ ~  and two 
specific design case studics preTentcd.”.’2 

The design o f  a video CODEC depends on the target platform, the transmission envirorirnenl 
and the user r e ~ u i r ~ ~ e n t s .  However, there are some common goals and good design 
practices that inay be useful for a range of  designs. Interfacing to a video CODEC is an 
important issue, because of‘ the need to efficiently handle a high bandwidth of video data in 
real time and because flexible control of the GODEC can niake a significant difference to 
performance. There are many options for partitioning the design into functional blocks and 
the choice of partition will affect the performance and modularity of the system. A large 
number of alternative algorithms and designs exist for each o f  the main functions in a video 
CODEC. A good design approach is to use siniple algorithms where possible and to replace 
these with more complex, optimised algorithms in perfonnance-critical areas of the design. 
CoI~p~ehensivc testing with a range of video material and operating parameters is essential 
to ensure that aU modes of CODEC operation are working corrcctly. 
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This book has concentrated on the design of video CODECs that are compatible with current 
standards (in p ~ t ~ c ~ i l ~ ,  6-4 and H.263) and on the current ‘state of the at’ in 
video coding ~echno1o~y.l Video coding i s  a fast-moving subject and cui-rent research in the 
field moves beyond the bounds 01‘ the iiitcrnational standards; at the same time, improve- 
ments in processing technology will soon make it possible to i~plenient tecliiqaes that 
were previously considered too complex. This final chapter reviews trends in video coding 
staiidards, research and plaifornis. 

MPEG organisation is at pr ’ g 011 two ru;rill area:  upd 
tandards and a new standard, -4 is a large and cornplcx sta 

with many fariictions an tools that go well beyond the basic H.263-like functionality of the 
popular ‘siiiiple profil CODEC. It was originally designed with continual evolution in 
mind: as new t ec~n i~ues  and applications become mature, extra tools and profiles con~inue 

profiles that su -based applications for MFEG-4. 
the more advanced elenients of G-4 (such as sprite coding and ~n[~de l~~ased  c 
not yet widely used in practice, partly for reasons of coiiiplexity. As these element 
more popular (perhaps due to increased processor capabilities), it may be 

to be added to C’r-4 set of standards. ent work, for example, has inch 
e of the emerging Trite 

ion in the standard will need to be modified and updated. 
G212 b~i i~ds  on the coding tools 
7 standard to provide a ‘frame 

PEG-4 and the content d e s c ~ p ~ i i ~ n  tool 
for ~ ~ i u l t i ~ ~ e ( ~ ~ ~ ~  communication. The 

c o ~ i i ~ ~ i ~ ~ e e  has moved beyond the details of coding and description to an a n ~ b ~ t i ~ ~ ~  effort 
to ~ ~ a n ~ a r c ~ i s ~  aspects of the complete multimedia ”delivery chain’, from creation to 
‘consumption’ (viewing or interacting with the data). This process inay include the 
s ~ ~ ~ d a r ~ ~ i s a ~ ~ ~ ~ ~  of new coding and compression tools. 

The Video ~~)~~~~ E X ~ F T S  Group of the I‘TU continues to develop the 
biaiidxds. The recently added Aniiexes V3 W and X of H.263 are expecte 
major revisions to this standard. The main ongoing effort has to finalise the first version of 
W.26L: the core tools of the standard (described in Chapter 5) are reasonably well defined, 
but there is further work required to convert these into a published international standard. 
The technical aspects of 771.2611 were scheduled to be finalised during 2001. 
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is now an initiative between MPEG and VCEG to jointly develop a new coding standard 
based on H.26L3. 

14.3 VIDEO CODING RESEARCH 

Video coding technology remains a very active area for researchers. Research in this field 
falls into two main categories, ‘applied‘ research into the practical implementation of 
established video coding techniques and ‘speculative’ research into new and emerging 
coding algorithms. As a guide to the subjects that are nmently popular in the research 
community, it is interesting to examine the papers presented at the 2001 Picture Coding 
Symposium (a specialist forum for image and video coding research). The total of 110 
papers included: 

* 22 papers on the implementation and optimisation of the popular block DCT-based video 
coding standards; 

e 11 papers on transmission issues; 

* 7 papers on quality measurement and quality metrics; 

e 22 papers on content-based and object-based coding (including MPEG-4 object-based 
coding); 

e 5 papers on wavelet-based coding of video sequence; 

a 5 papers on coding of 3D/multi-view video. 

(Note that some papers were difficult to categorise.) This cross-section of topics implies that 
much of the current research effort focuses on practical implementation issues for the 
popular block-based coding standards. The object-based functions of the MPEG-4 standard 
attract a lot of research interest and the feeling is that there are still a number of practical 
problems to solve (such as reliable, automatic segmentation of video scenes into video object 
planes) before these tools become widely adopted by the multimedia industry. A surprisingly 
small number of papers were presented on ‘blue sky’ research into novel coding methods. It 
is important to research and develop the next generation of video coding algorithms; at the 
same time, there is clearly a lot of scope for improving and optimising the current generation 
of coding technology. 

14.4 PLATFORM TRENDS 

Chapter 12 summarised the key features of a range of platforms for video CODEC 
implementation. There is some evidence of convergence between some of these platforms; 
for example, PC processor manufacturers continue to add instructions and features that were 
formerly encountered in special-purpose video or media processors. However, it is likely that 
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there will continue to be distinct classes of platform for video coding, possibly along the 
following lines: 

1. PC processors with media processing functions and increasing use of basdware co- 

2. More ‘streamlined’ processors (e.g. embedded processors with internal or external 

edicated hardware CODECs (with limited programmability) for efficient iniplementa- 

processing (e.g. in video display cards). 

multimedia support, or media processors) for ernbedded niullimedia applications. 

t~on  of ‘mass-niaket’ applications such 2.1s digital TV dccoding. 

There is still a place in the market for dedicated hardware designs but at the same time there 
is a trend towards flexible, embedded designs for new applications such as mobile multi- 
media. The increasing use of ‘system on a chip’ (SoC) techniques, with which a complex 1C 
design can be rapidly put together from Intellectual Property building blocks, should make it 
possible to quickly reconfigure and redesign a ‘dedicated‘ hardware CUDEC. This will be 
necessary if dedicated designs are to continue to compete with the flexibility of embedded or 
general-purpose processors. 

1 IC 

Predicting future directions for multimedia applications is notoriously difficult. Few of the 
‘interactive’ applications that were proposed in the early 1990s, for example, have gained a 
significant market presence. The largest markets for video coding at present are probably 
digjtal television broadcasting and video (both utilising MPEG-2 coding). lnternet 
video is gaining popularity, but is ha by the limited Internet connections experienced 
by most users. There are some signs EG-4 coding for video compression, storage and 
playback may experience a boom in popularity similar to PEG Layer 3 Audio (‘MP3’ 
audio). However, much work needs to be done on the management and protection of 
intellectual property rights before this can take place. 

Video conferencing via the Internet (typically using the H.323 protocol family) is 
becoming more widely used and may gain further acceptancc with increases in processor 
and connection performance. It has yet to approach the popularity of’ communication via 
voice. e-mail and text niessaging. There are two application areas that are currently of 
interest to developers and communications providers, at opposite ends of the bandwidth 
spectrum: 

1 .  Very low power, very low bandwidth video for hand-held mobile devices (one or 
the hoped-fbr ‘killer applications’ for the costly third-generation mobile networks). The 
challenge here is to provide usable, low-cost video services that could match thc 
popularity of mobile telephony. 

(a) ‘Imiraersive’ video conferencing, for example displaying conference p a ~ i c ~ ~ ~ ~ n t s  on a 
video ‘wall’ as if they were sitting across a table from each other. The eventual goal 
i s  a video conference meeting that is almost indistinguishable from a lace-to-face 
meeting. 

2. High bandwidth, high quality video coding for applimtiuns such as: 
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gh definition television (IDTV. approximately twice the resolution of ITU-R 
601 ‘standard’ digital lelevision). Coding nietliods (past of MPEG-2) have been 
stand~dised for several years but this technoltrgy has not yet taken hold in the 
marketplace. 

(6) Digital cinema offers an alternative to the reels of projector film that are still u 
distributioii and display of cineina filins. There i s  cursenlly an effort by the 
committee (among o s) to develop standxd(s) to support cinema-quality coding 
of video and audio. G’s requirements document for digital cinema4 specifies 
‘visually lossless’ compression (i.e. no loss should be discernible by a human 
observer in a movie theatre) of frames contaiiiing up to 16 million pixels at f‘rame 
ralcs of up to 150 Hz. T n  coniparison, an ITU-K 601 framc contains around 
0.5 million pixels. Coding and decoding at cinema fidelity are likely to be extremely 
demanding and wilf pose some difficult challenges for CODEC developers. 

An interesting by-produc~ of the ‘mainstream’ video coding applications and standards is 
the growing list of new and innovative applications for digital video. Some exarnples include 
the use of ‘live’ video in computer games; video ‘chat’ on a large bcale with multiple part- 
icipants; video surveillance in increasingly hostile environments (such as in an oil well or 
inside the body of a patient); 3-D video conferencing; video conferencing for groups with 
special requirements (for example deaf users); and many others. 

Early experiences have taught designers of digital video app~ica~~ons that an application 
will only be sucGessfu1 if users find it to be a usable, useful iniproveinent over existing 
technology. In many cases the design o€ the user interfrtce is as impor~iit  as, or more 
iinpo~~ant than, the efiiciency of a video coding algori~~in.  Usabili~y i s  a vital hut often 
overlooked requirement for any new video-based application. 

The aim of this book has been to introduce seadess to the concepts, s tand~ds ,  design tcch- 
niques and practical considerations behind the design of video coding and comnunication 
systems. A questiou. that i s  often raised i s  whether the huge worldwide effort in video coding 
research and dev~~opmeiit will continue to be necessary, since transi~~ssion bandwid~s may 
perhaps reach the point at which compression becomes unnecessary. 

Video and multimedia applications have only begun to make a significant impact on 
businesses and consumers since the late 1990s. Despite continued improvements in 
 resource^ such processing power, storage and bandwidth, these resources continue to 
be stretched by iiicrea~ing demands for hi~ll-quality~ realistic ~ i i ~ l ~ i ~ ~ d i a  commun~cali~I~s 
with more Functiona~~~y. There i s  still a large gap between the expectati~ns of the user aiid 
the capbilities of present-day video applications and this gap shows no sign of ~ i n ~ n i s ~ n g .  
As digital video increases its share of the market, consumer demands fos ~ighe~-q~ial~ry,  
richer ~ u l ~ m e d ~ ~ ~  services will continue to increase. the gap (providing better 
qualiiy and ~ i inc t~ona l i t~  within the limits of bandwi rocessing power) requires, 
among other things, coritinued ~~nproveiiients in video design. 

In the past, market researchers have overeestimnted the rate of take-up of multimedia 
applications such as digital TV and video conferencing aiid i t  remains to be seen whether 
lhere i s  a real demand for some of the newer video services wcli as mobile video. Sorlle 
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interesting trends (for example, the continued popularity of MJPEG video ~ O ~ ~ C s  because 
of their design simplicity and inherent error resilience) imply that the video coiimunications 
market is likely to continue to be driven more by user needs than by impressive research 
dcvelopmcnts. This in turn implies that only some of the recent developments in vidcn 
coding (such as object-based coding, content-based tools, media processors and so on) will 
survive. However, video coding will remain a core element of the growing multimedia 
communications market. Platforms, algorithms and techniques for video coding will 
continue to change and evolve. It is hoped that this book will help to make the subject of 
video CODEC design accessible to a wider auclience of designers, developers, integrators 
and users. 
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4 : 2 : 0 (sampling) 

4 : 2 : 2 (sampling) 

4 : 4 : 4 (sampling) 

APT 
aritlimctic coding 
artefact 

block malching 
blocking 
B-picture 
channcl coding 
chronlinance 
CIF 
CODEC 
colour space 
DCT 
DFD 
DPC 
DSC 

DVD 
UWT 
entropy coding 
error concealment 

field 
flowgraph 
full search 
C;OB 
GOP 
H.261 
H.263 
W.26L 
HDTV 
~ u ~ i ~ a n  coding 

saiiipling mcthod : chrominance components havc half the hoiimiital 

sarnplriig method : chroininance components have half the horizontal 

sampling method : chrominmcc components have sanie resolution as 

application programmiiig inteitace 
coding method to reduce redundancy 
visual distortion in an imiigc 
binary alpha block, indicates the boundaries of a region (MPBG-4 Visual) 
a codec ~iiiple~ientiiig a basic set of features from a standard 
motion estimatioii carried out o n  rectangular picture area5 
square or rectangular distortion areas in an image 
coded prcture predicted using bidirectional motion conipensation 
emor control coding 
colour difference component 
comnion intermediate format, a colour image format 
CQderlDECodei pair 
method of rcprcsenting colour images 
discrete cosine tran $form 
displaced ft ame di ft'erence {residual imagc after motion compensation} 
differential pulse coclc modulation 
double shrnulus continuous quality scale, a scalc and method for suhjeciive 

quality meawwmxit 
digital versatile disk 
discrete wavelet transforni 
coding method to reducc redundancy 
post-processing of a decoded image to remove or reduce visible 

odd- or cvcn-numbered 1nie.s from a video iniagc 
pictorial repi-escntation of a traiisform algonthm (or the algonthm It\elf) 
a motion estimation algonthm 
group of block.;, a rectangular region of a coded picture 
group of pictures, a set of coded video images 
stanclard [or video coding 
standard for video coding 
'Long-term' dandard for video coding 
high definition television 
coding method to reduce redundancy 

and vertical resolution of luniiimnce component 

resolution of luminance component 

luminance component 

error effects 
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FIVS 

inter-frame (coding) 
interlaced (video) 
intra-frame (codiiig) 
IS0 
ITU 
TTU-R 601 
JPEG 

JPEG-2000 
ia:r 
latency 
loop filter 
MGU 
nicdia processor 
memory bandwidth 
MJPEC 
mobon compensation 
motion evtimation 
motion vector 

MPEG 
MPEG- 1 

objective quality 
OBMC 
profile 
progressive (video) 
pruning (Iransfom) 
PS N 

rate control 

RTP 
RVLC 
scalable coding 
shoi? header 

(MPEG-4) 

slice 
atati stical redundaiicy 
subjectivc quality 
subjective redundancy 
sub-pixel (motion 

compensation) 

human visual system, the system by whxh humans percleve and interpret 

coding of video frames wing temporal prediction or compensation 
video data represented as a series of ficlda 
coditig o f  video frames without tcniporal prediction 
Inlernational Standards Organisation 
International Telecoimuaication Union 
a colour video linage format 
Joint Photographic Experts Group, a commiltee of ISO; also aii image 

an image coding standard 
Karnuhen-IJoeve transform 
delay through a comniuiiication system 
spatial filter placed within encoding or decoding feedback loop 
mulli-point control unit, controls a multi-party conference 
processor with katures specific to inu~timed~a coding and processing 
Data transfer rate tolfrom RAM 
Syztem of coding a video sequence using P E G  intra-frame compression 
prediction of a vrdco frame with modelling of motion 
cstimation of relative iiiotion between two or iiiore video frames 
vcctor indicating 

coinpensation 
Motion Picture Experts Group, a conimittce of IS0 
a video coding standad 
a video coding srandard 
a video coding standard 
vjsu;il quality measured by algorithtn(s) 
overlapped block motion compensation 
a \et of f'unctionai capabilitics (of a vidco CODEC) 
video data represented as a series of complete frames 
ieducing the number of calculated transform coefficients 
peak signal to noise ratio, an objective quality measure 
quaifer cominon intermediate format 
quality of  service 
reduce the precision of a scalar or vector quantity 
control of bit rate o€ encoded video signal 
measure of CODEC performance (distortion at a range of coded bit rates) 
red/green/blue colour space 

reat-timc protocol, a tr;.msport protocol for real-time data 
reversible variable length code 
coding a vignal into a number of layers 
3 coding mode that i s  Cunctionally identical to W.263 ('baselmc') 

visual imagcs 

coding standard 

displaced block or region to bc used Lor motion 

round shilrp edgca in a decoded image 

single instruction multiple data 
a region o f  a coded picture 
redundancy due to the statistical distribution of dtltia 
visutil quality as perceived by human obscrver(s) 
redundancy due to coniponents of the data that arc subjectively insignificant 
motion-coinpensated prediction from a reference area that may be formed 

by interpolating between integer-valued pixel positioni, 
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test model 

TSS 
VCA 
VCEG 
video packet 

video processor 
(MFEG-4) 

VLC 
VLD 
V I E  
VLTW 

VO (MPEG-4) 
VOP (MPEG-4) 

v m  

VQEG 
YCrCb 

a software model and document that describe a reference implementation 
of a video coding standard 

Ux-ee-step search, a motion estirrration algorithm 
v i a b l e  complexity algorithm 
Video Coding Experts Group, a committee of ITU 
coded unit suitable for packetisabon 

processor with Peakires specific to video coding and processing 
variable length cock 
variable length decoder 
variable length encoder 
very long instruction word 
very large scale integrtited circuit 
video objcct 
video object plane 
Video Quality Experts Group 
luminanceked chsominancelblue chrominance colour space 
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Application Progranirniiig Interlace, 276 
artefacts 

blocking, 299 
ringing, 200 

block matching, 43, 95 
blockiness. See artefacts:hiocking 
B-picture, 59 

chrominance, I2 
CODEC 

entropy, 37,45, 163 
image, 33 
video, 41 

coded block pattern, 70, 167 
coding 

arithmetic, 188 
channel, 29 
contcnt-based, 70 
entropy, 163 
field, 64 
Hufhan, 169 
losslcss, 28 
lossy, 28 
mesh, 74 
model based, 32 
object-based, 70 
run-lcvel, 37, 164 
scalable, 65, 73 
shape, 70 
source, 29 
spite, 73 
transform, 31, 127 

colour space, 10 
RGR, 1 1  
YCrCh, 12 

complexity 
complexity-rate control, 23 1 
oompu ta tiona I, 226 
variable complexity algorithms, 228 

image and video, 28 
compression 

basis functions, 130 
distributed, 144 
fast algorithms, 138 
Aowgraph, 140 
forwwd, 127 
hardware, 148 
inverse, 127 
pruned, 228 
software. 146 

hardware CODEC, 284 
perlormance, 283 
software CODEC, 278 

Digital Cinema, 291 
Digital Versatile Disk, 24 
displaced framc difference, 94 
DPCM, 30 

design 

error concealment, 244 
error resilience, 73, 81, 244 
errors, 244 

filters 
deblocking, 82, 206 
de-ringing, 207 
error concealment, 208 

pre, 195 
stabilization, 198 

4CIF, 24 
ClF, 24 

QCIF, 24 

loop, 202 

formats 

ITU-R 601,23 

frame rates, 17, 8 

COB. S m  Group of Blocks 
Group of Blocks, 70 
Group of Pictures, 62 

N.261, X0 
H.263, 80 

annexes, 81 
baseline, 81 DCT, 31, 127 
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H.263 (Continued) 
PB-framcs, 82 
profiles, 86 

H.26L. X I .  289 
H.323,252 
high definition television, 67 
Human Visual System, 16 
HVS. See Iluman Visual Systeni 

intcrface 
coded data. 274 
control and stalus, 276, 27’9 
to video CQDEC, 271 
video, 271 

inteifmiie, 41 
~tit~ma~ional Standards Organisation, 47 
International Telecommiiiiications Union, 47 
intrafi ilme, 4 1 
I-picture, 59 
ISO. Sec International Standards Organisation 
ITU. See lnternational ‘relecomiiiunications 

Union 

JPEG, 51 
baseline CODEC, 51 
hierarchical, 55 
lossless, 54 
Nloht ,  56 

JPEG2000, 56 

KLT. 31 

latency, 240. 237, 243 
luminaiicc, 12 

inemoiy bandwidth, 274 
MJPEG. See JPEGmotion 
motion 

compcnsation, 43, 94 
estimation, 43. 94, 109 

Cross Search, 304 
fiill search, 99 
hardware, 122 
hierarchical, 107 
Logarithmic Search, 103 
nearest iieighboui s scarch, I OS 
OTA, 105 
performance, 100 
soffware, 117 
sub-pixel, 1 I 1 
Three Step Search, 102 

vectors, 43, 94, 161 
MPEG, 47 
MPEG- 1, 58 

syntax. 61 

MPEG-2, 64 
Program Stream, 250 
systems. 249 
Transport Stream, 250 
video, 64 

MPEG-21, 49, 289 
MPEG-4, 67 

Binary Alpha Blocks. 7 I 
profiles and levels, 14 
Short Header, 68 
Vety Low Bitrate Video core, 68 
Video Object, 68 
Video Object Plane, 6X 
video packet, 73 

MWC-7, 49, 289 
Multipoint Control Unit, 253 

OBMC. See motion compensation 

prediction 
backwards, I 13 
bidirectional, 1 13 
forward, 11 3 

co-processor. 267 
DSP, 260 
embedded, 262 
general purpose, 257 
media, 263 
PC, 257 
video signal, 264 

processors 

profiles and levels, 66, 74 

quality, 16 
USCQS, 17 

objective, 19 
PSNR, 19 
recency, I8 
subjective, 17 

ITU-K 500- 10. I7 

Quality of Service, 235 
yuantiration, 35, 150 

scale factor, 35 
vector, 157 

rate, 212 
control, 212, 220 
Lagrangian optimization, 21 8 
rate-distortion. 2 17 

Red Time Protocol, 252, 254 
redundancy 

statistical, 29 
subjcctive. 30 

referencc picture selection, 84, 247 
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re-ordering 
pictures, 60 
modified scan, 166 
zigzag, 166, 37 

RGB. SPC colour space 
ringing. See artefacts: ringing 
RVLC. See variable length codes 

sampling 
4-2-0, 212, 12 
4-2-2, 212, 12 
4 - 4 4  12 
spatial, 7 
temporal, 7 

acdability. See coding: scalable 
Single lristruction Multiple Data, 258 
slice, 63, 83 
sourcc model, 28 
still image, 5 
sub pixel motion estimation. See motion: 

test model, 50 
transform 

estimation 

DG?: See DCT 

fractal, 35 
integer, 145 
wavelet, 35, 57, 133 

variable length codes 
reversible, 73, 187 
table dcsign, 174 
universal, 175 

variable length decoder, 184 
variable length encoder, 180 
vectors. See rnotion:vectors 
Very Long Instruction Word, 263 
video 

capture, 7 
digital, 5 
interlaced, 9, 64 
progressive, 9 
stereoscopic, 7, 65 

Video Coding Experts Group, 48 
Video Quality Experts Group, 19 
VOP. See MPEG-4: Video Object Plane 

wavelet transform. See transfom:wavdet 

YCrCb. See colour space 
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