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Preface 

These are the proceedings of the tenth event of the Industrial Conference on Data 
Mining ICDM held in Berlin (www.data-mining-forum.de). 

For this edition the Program Committee received 175 submissions. After the peer-
review process, we accepted 49 high-quality papers for oral presentation that are  
included in this book. The topics range from theoretical aspects of data mining to appli-
cations of data mining such as on multimedia data, in marketing, finance and telecom-
munication, in medicine and agriculture, and in process control, industry and society. 
Extended versions of selected papers will appear in the international journal Transac-
tions on Machine Learning and Data Mining (www.ibai-publishing.org/journal/mldm). 

Ten papers were selected for poster presentations and are published in the ICDM 
Poster Proceeding Volume by ibai-publishing (www.ibai-publishing.org). 

In conjunction with ICDM four workshops were held on special hot application-
oriented topics in data mining: Data Mining in Marketing DMM, Data Mining in 
LifeScience DMLS, the Workshop on Case-Based Reasoning for Multimedia Data 
CBR-MD, and the Workshop on Data Mining in Agriculture DMA. The Workshop on 
Data Mining in Agriculture ran for the first time this year. All workshop papers will be 
published in the workshop proceedings by ibai-publishing (www.ibai-publishing.org). 
Selected papers of CBR-MD will be published in a special issue of the international 
journal Transactions on Case-Based Reasoning (www.ibai-publishing.org/journal/cbr).  

We were pleased to give out the best paper award for ICDM again this year. The 
final decision was made by the Best Paper Award Committee based on the presenta-
tion by the authors and the discussion with the auditorium. The ceremony took place 
at the end of the conference. This prize is sponsored by ibai solutions—www.ibai-
solutions.de––one of the leading data mining companies in data mining for marketing, 
Web mining and E-Commerce. 

The conference was rounded up by an outlook on new challenging topics in data 
mining before the Best Paper Award Ceremony. 

We thank the members of the Institute of Applied Computer Sciences, Leipzig, 
Germany (www.ibai-institut.de) who handled the conference as secretariat. We appre-
ciate the help and understanding of the editorial staff at Springer, and in particular 
Alfred Hofmann, who supported the publication of these proceedings in the LNAI 
series.  

Last, but not least, we wish to thank all the speakers and participants who contrib-
uted to the success of the conference. The next conference in the series will be held in 
2011 in New York during the world congress “The Frontiers in Intelligent Data and 
Signal Analysis, DSA2011” (www.worldcongressdsa.com) that brings together the  
 

 
 



 Preface VI 

International Conferences on Machine Learning and Data Mining (MLDM), the In-
dustrial Conference on Data Mining (ICDM), and the International Conference on 
Mass Data Analysis of Signals and Images in Medicine, Biotechnology, Chemistry 
and Food Industry (MDA).  

 
 

July 2010 Petra Perner 
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Moving Targets
When Data Classes Depend on Subjective Judgement, or
They Are Crafted by an Adversary to Mislead Pattern

Analysis Algorithms - The Cases of Content Based Image
Retrieval and Adversarial Classification

Giorgio Giacinto

Dip. Ing. Elettrica ed Elettronica - Università di Cagliari, Italy
giacinto@diee.unica.it

Abstract. The vast majority of pattern recognition applications assume
that data can be subdivided into a number of data classes on the basis of
the values of a set of suitable features. Supervised techniques assume the
data classes are given in advance, and the goal is to find the most suit-
able set of feature and classification algorithm that allows the effective
partition of the data. On the other hand, unsupervised techniques allow
discovering the “natural” data classes in which data can be partitioned,
for a given set of features.These approaches are showing their limitation
to handle the challenges issued by applications where, for each instance
of the problem, patterns can be assigned to different data classes, and
the definition itself of data classes is not uniquely fixed. As a conse-
quence, the set of features providing for an effective discrimination of
patterns, and the related discrimination rule, should be set for each in-
stance of the classification problem. Two applications from different do-
mains share similar characteristics: Content-Based Multimedia Retrieval
and Adversarial Classification. The retrieval of multimedia data by con-
tent is biased by the high subjectivity of the concept of similarity. On the
other hand, in an adversarial environment, the adversary carefully craft
new patterns so that they are assigned to the incorrect data class. In this
paper, the issues of the two application scenarios will be discussed, and
some effective solutions and future reearch directions will be outlined.

1 Introduction

Pattern Recognition aims at designing machines that can perform recognition
activities typical of human beings [13]. During the history of pattern recogni-
tion, a number of achievements have been attained, thanks both to algorithmic
development, and to the improvement of technologies. New sensors, the availabil-
ity of computers with very large memory, and high computational speed, have
clearly allowed the spread of pattern recognition implementations in everyday
life [16]. The traditional applications of pattern recognition are typically related
to problems whose definition is clearly pointed out. In particular, the patterns
are clearly defined, as they can be real objects such as persons, cars, etc., whose

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 1–16, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 G. Giacinto

characteristics are captured by cameras and other sensing devices. Patterns are
also defined in terms of signals captured in living beings. or related to environ-
mental condition captured on the earth or the atmosphere. Finally, patterns are
also artificially created by humans to ease the recognition of specific objetcs. For
example, bar codes have been introduced to uniquely identify objects by a rapid
scan of a laser bean. All these applications share the ssumption that the object
of recognition is well defined, as well as the data classes in which the patterns
are to be classified.

In order to perform classification, measurable features must be extracted from
the patterns aiming at discriminating among different classes. Very often the
definition itself of the pattern recognition task suggests some features that can be
effectively used to perform the recognition. Sometimes, the features are extracted
by understanding which process is undertaken by the human mind to perform
such a task. As this process is very complex, because we barely don’t know
exactly how the human mind works, features are often extracted by formulating
the problem directly at the machine level.

Pattern classifiers are based on statistical, stuctural or syntactic techniques,
depending on the most suitable model of pattern represention for the task at
hand. Very often, a classification problem can be solved using different ap-
proaches, the feasibility of each approach depending on the ease to extract the
related features, and the discriminability power of each representation. Some-
times, a combination of multiple techniques is needed to attain the desired
performances.

Nowadays, new challenging problems are facing the pattern recognition com-
munity. These problems are generated mainly by two causes. The first cause is
the midespread use of computers connected via the Internet netwoek for a wide
variety of tasks such as, personal communications, business, education, enter-
tainment, etc. Vast part of our daily life relies on computers, and often large
volumes of information are shared via social networks, blogs, web-sites, etc. The
safety and security of our data is threathened in many ways by different sub-
jects which may misuse our content, or stole our credentials to get access to bank
accounts, credit cards, etc.

The second cause is the possibility for people to easily create, store, and
share, vast amount of multimedia documents. Digital cameras allows capturing
an unlimited number of photos and videos, thanks to the fact that they are
also embedded in a number of portable devices. This vast amount of content
needs to be organised, and effective search tools must be developed for these
archives to be useful. It is easy to see that it is impractical to label the content
of each image or different portions of videos. In addition, even if some label is
added, they are subjective, and may not capture all the semantic content of the
multimedia document.

Summing up, the safety and security of Internet communication requires the
recognition of malicious activities performed by users, while effective techniques
for the organization and retrieval of multimedia data requires the understanding
of the semantic content. Why these two different tasks can be considered similar
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from the point of view of the theory of pattern recognition? In this paper, I
will try to highlights the common challenges that this novel (and urgent) tasks
pose to traditional pattern recognition theory, as well as to the broad area of
“narrow” artificial intelligence, as the automatic solutions provided by artificial
intelligence to some specific tasks are often referred to.

1.1 Challenges in Computer Security

The detection of computer attacks is actually one of the most challenging prob-
lems for three main reasons. One reason is related to the difficulty in predicting
the behavior of software programs in response to every imput data. Software de-
velopers typically define the behavior of the program for legitimate input data,
and design the bahavior of the program in the case the input data is not correct.
However, in many cases it is a hard task to exactly define all possible incorrect
cases. In addition, the complexity and the interoperability of different software
programs make this task extremely difficult. It turns out that software always
present weaknesses, a.k.a. vulnerabilities, which cause the software to exibit an
unpredicted behavior in responde to some particular input data. The impact of
the exploitation of these vulnerabilities often involves a large number of comput-
ers in a very short time frame. Thus, there is a huge effort in devising techniques
able to detect never-seen-before attacks. The main problem is in the exact defi-
nition of the behavior that can be considered as being normal and which cannot.
The vast majority of computers are general purpose computers. Thus, the user
may run any kind of programs, at any time, in any combination. It turns out
that the normal behaviour of one user is typically different to that of other users.
In addition, new programs and services are rapidly created, so that the behavior
of the same user changes over time. Finally, as soon as a number of measurable
features are selected to define the normal behavior, attackers are able to craft
their attacks so that it fits the typical feature of normal behavior.

The above discussion, clearly show that the target of attack detection task
rapidly moves, as we have an attacker whose goal is to be undetected, so that
each move made by the defender to secure the system can be made useless by a
countermove made by the attacker. The rapid evolution of the computer scenario,
and the fact that the speed of creation, and diffusion of attacks increases with
the computing power of today machines, makes the detection problem quite
hard [32].

1.2 Challenges in Content-Based Multimedia Retrieval

While in the former case, the computers are the source and the target of attacks,
in this case we have the human in the loop. Digital pictures and videos capture
the rich environment we experience everyday. It is quite easy to see that each
picture and video may contain a large number of concepts depending on the level
of detail used to describe the scene, or the focus in the description. Very often,
one concept can be prevalent with respect to others, nevertheless this concept
may be also decomposed in a number of “more simple” concepts. For example,
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Table 1. Comparison between Intrusion Detection in Computer Systems and Content
Based Multimedia Retrieval

Intrusion Detection in Computer
Systems

Content Based Multimedia
Retrieval

Data Classes
The definition of the normal

behavior depends on the Computer
System at hand.

The definition of the conceptual
data class(es) a given Multimedia

object belongs to is highly
subjective

Pattern
The definition of pattern is highly

related to the attacks the
computer system is subjected to

The definition of pattern is highly
related to the concepts the user is

focused to

Features

The measures used to characterise
the patterns should be carefully
chosen to avoid that attacks can
be crafted to be a mimickry of

normal behavior

The low-level measures used to
characterise the patterns should be

carefully chosen to suitably
characterise the high-level concepts

an ad of a car can have additinal concepts, like the color of the car, the presence
of humans or objects, etc. Thus, for a given image or video-shot, the same user
may focus on different aspects. Moreover, if a large number of potential users
are taken into acoount, the variety of concepts an image can bear is quite large.
Sometimes the differences among concepts are subtle, or they can be related
to shades of meaning. How can the task of retrieving similar images or videos
from an archive can be solved by automatic procedures? How can we design
automatic procedures that automatically tune the similarity measure to adapt
to the visual concept the user is looking for? Once again, the target of the
classification problem cannot be clearly defined beforehand.

1.3 Summary

Table 1 shows a synopsis of the above discussion, where the three main charac-
teristics that make these two problems look-like similar are highlighted, as well
as their differences. Computer security is affected by the so-called adversarial
environment, where an adversary can gain enough knowledge on the classifica-
tion/detection system that is used aither to mistrain the system, or to produce
mimicry attacks [11,1,29,5]. Thus, in addition to the intrinsic difficulties of the
problem that are related to the rapid evolution of design, type, and use of com-
puter systems, a given attack may be performed in apparently different ways,
as often the measures used for detection actually are not related to the most
distingushing features. On the other hand, the user of a Multimedia classifica-
tion and retrieval system cannot be modeled as an adversary. On the contrary,
the user expects the system to respond to the query according to the concept in
mind. Unfortunately, the system may appear to act as an adversary, by returning
multimedia content which are not related with the user’s goal, thus apparently
hiding the contents of interest to the user [23].
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The solutions to the above problems is far from being defined. However, some
preliminary guidelines and directions can be given. Section 2 provides a brief
overvuew of related works. A proposal for the design of pattern recogition sys-
tems for computer security and Multimedia Retrieval will be provided in Section
3. Section 4 will provide an example of experimental results related to the above
applications where the guidelines have been used.

2 Related Works

In the field of computer security, very recently the concept of adversarial clas-
sification has been introduced [11,1,29,5]. The title of one of the seminal works
on the topic is quite clear: “Can Machine Learning Be Secure?”, pointing out
the weaknesses of machine learning techniques with respect to an adversary that
aims at evading or misleading the detection system. These works propose some
statistical models that take into account the cost of the activities an adversary
must take in order to evade or mislead the system. Thus, a system is robust
against adversary actions as soon as the cost paid by the adversary is higher
than the chances of getting an advantage. Among the proposed techniques that
increase the costs of the actions of the adversary, the use of multiple features
to represent the patterns, and the use of multiple learning algorithms provide
solutions that not only make the task of adversary more difficult, but also may
improve the detection abilties of the system [5]. Nonetheless, how to formulate
the detection problem, extract suitable features, and select effective learning
algorithms still remain a problem to be solved. Very recently, some papers ad-
dressed the problem of “moving targets” in the computer security community
[21,31]. These papers address the problem of changes in the definition of normal
behavior for a given system, and resort to techniques proposed in the framework
of the so-called concept drift [34,14]. However, concept-drift may only partially
provide a solution to the problem.

In the field of content based multimedia retrieval, a number of review papers
pointed out the difficulties in provideing effective features and similarity mea-
sure that can cope with the broad domain of content of multimedia archives
[30,19,12]. The shorcomings of current techniques developed for image and video
has been clearly shown by Pavlidis [23]. While systems tailored for a particular
set of images can exhibit quite impressive performances, the use of these sys-
tems on unconstrained domains reveal their inability to adapt dynamically to
new concepts [28]. The solution is to have the user manually label a small set
of representative images (the so-called relevance feedback), that are used as a
training set for updating the similarity measure. However, how to implement
relevance feedback to cope with multiple low-level representation of images, tex-
tual information, and additional information related to the images, is still an
open problem [27]. In fact, while it is clear that the interpretation of an image
made by humans takes into account multiple information contained in the im-
age, as well as a number of concepts also related to cultural elements, the way
all these elements can be represented and processed at the machine level has yet
to be found.
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We have already mentioned the theory of concept drift as a possible framework
to cope with the two above problems [34,14]. The idea of concept drift arises in
active learning, where as soon as new samples are collected, there is some context
which is changing, and changes the characteristics of the patterns in itself. This
kind of behavior can be seen also in computer systems, even if concept drift
capture the phenomenon only partly [21,31]. On the other hand, in content
based multimedia retrieval, the problem can be hardly formulated in terms of
concept drift, as each multimedia content may actually bear multiple concepts. A
different problem is the one of finding specific concepts in multimedia documents,
such as a person, a car, etc. In this case, the concept of the pattern that is
looked for may be actually drifted with respect to the original definition, so
that it requires to be refined. This is a quite different problem from the one
that is addressed here, i.e., the one of retrieving semantically similar multimedia
documents.

Finally, ontologies have been introduced to describe hierarchies and interrela-
tionships between concepts both in computer security and multimedia retrieval
[17,15]. These approaches are suited to solve the problems of finding specific
patterns, and provide complex reasoning mechanisms, while requiring the anno-
tation of the objects.

3 Moving Targets in Computer Security

3.1 Intrusion Detection as a Pattern Recognition Task

The intrusion detection task is basically a pattern recognition task, where data
must be assigned to one out of two classes: attack and legitimate activities.
Classes can be further subdivided according to the IDS model employed. For
the sake of the following discussion, we will refer to a two-class formulation,
without losing generality.

The IDS design can be subdivided into the following steps:

1. Data acquisition. This step involves the choice of the data sources, and
should be designed so that the captured data allows distinguishing as much
as possible between attacks and legitimate activities.

2. Data preprocessing. Acquired data is processed so that patterns that do
not belong to any of the classes of interest are deleted (noise removal), and
incomplete patterns are discarded (enhancement).

3. Feature selection. This step aims at representing patterns in a feature
space where the highest discrimination between legitimate and attack pat-
terns is attained. A feature represents a measurable characteristic of the
computer system’s events (e.g. number of unsuccessful logins).

4. Model selection. In this step, using a set of example patterns (training
set), a model achieving the best discrimination between legitimate and attack
patterns is selected.

5. Classification and result analysis. This step performs the intrusion de-
tection task, matching each test pattern to one of the classes (i.e. attack or
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legitimate activity), according to the IDS model. Typically, in this step an
alert is produced, either if the analyzed pattern matches the model of the
attack class (misuse-based IDS), or if an analyzed pattern does not match
the model of the legitimate activity class (anomaly-based IDS).

3.2 Intrusion Detection and Adversarial Environment: Key Points

The aim of a skilled adversary is to realize attacks without being detected by
security administrators. This can be achieved by hiding the traces of attacks,
thus allowing the attacker to work undisturbed, and by placing “access points”
on violated computers for further stealthy criminal actions. In other terms, the
IDS itself may be deliberately attacked by a skilled adversary. A rational attacker
leverages on the weakest component of an IDS to compromise the reliability of
the entire system, with minimum cost.

Data Acquisition. To perform intrusion detection, it is needed to acquire input
data on events occurring on computer systems. In the data acquisition step these
events are represented in a suitable way to be further analyzed. Some inaccuracy
in the design of the representation of events will compromise the reliability of the
results of further analysis, because an adversary can either exploit lacks of details
in the representation of events, or induce a flawed event representation. Some
inaccuracies may be addressed with an a posteriori analysis, that is, verifying
what is actually occurring on monitored host(s) when an alert is generated.

Data pre-processing. This step is aimed at performing some kind of “noise
removal” and “data enhancement” on data extracted in the data acquisition step,
so that the resulting data exhibit a higher signal-to-noise ratio. In this context
the noise can be defined as information that is not useful, or even counterproduc-
tive, when distinguishing between attacks and legitimate activities. On the other
hand, enhancements typically take into account a priori information regarding
the domain of the intrusion detection problem. As far as this stage is concerned,
it is easy to see that critical information can be lost if we aim to remove all noisy
patterns, or enhance all relevant events, as typically at this stage only a coarse
analysis of low-level information can be performed. Thus, the goal of the data
enhancement phase should be to remove those patterns which can be considered
noisy with high confidence.

Feature extraction and selection. An adversary can affect both the feature
definition and the feature extraction tasks. With reference to the feature def-
inition task, an adversary can interfere with the process if this task has been
designed to automatically define features from input data. With reference to the
feature extraction tasks, the extraction of correct feature values depends on the
tool used to process the collected data. An adversary may also inject patterns
that are not representative of legitimate activity, but not necessarily related to
attacks. These patterns can be included in the legitimate traffic flow that is used
to verify the quality of extracted features. Thus, if patterns similar to attacks
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are injected in the legitimate traffic pool, the system may be forced to choose
low quality features when minimizing the false alarm rate [24].

The effectiveness of the attack depends on the knowledge of the attacker on the
algorithm used to define the “optimal” set of features, the better the knowledge,
the more effective the attack. As “security through obscurity” is counterproduc-
tive, a possible solution is the definition of a large number of redundant features.
Then, random subsets of features could be used at different times, provided that
a good discrimination between attacks and legitimate activities in the reduced
feature space is attained. In this way, an adversary is uncertain on the subset of
features that is used in a certain time interval, and thus it can be more difficult
to conceive effective malicious noise.

Model Selection. Different models can be selected to perform the same attack
detection task, these models being either cooperative, or competitive. Again,
the choice depends not only in the accuracy in attack detection, but also in
the difficulty for an attackers to devise evasion techniques or alarm flooding
attacks. As an example, very recently two papers from the same authors have
been published in two security conferences, where program behavior has been
modelled either by a graph structure, or by a statistical process for malware
detection [6,2]. The two approaaches provide complementary solutions to similar
problems, while leveraging on different features and differetn models.

However, no matter how the model has been selected, the adversary can use
the knowledge on the selected model and on the training data to craft malicious
patterns. However, this knowledge does not imply that the attacker is able to
conceive effective malicious patterns. For example, a machine learning algorithm
can be selected randomly from a predefined set [1]. As the malicious noise have
to be well-crafted for a specific machine learning algorithm, the adversary cannot
be sure of the attack success. Finally, when an off-line algorithm is employed, it
is possible to randomly select the training patterns: in such a way the adversary
is never able to know exactly the composition of the training set [10].

Classification and result analysis. To overstimulate or evade an IDS, a good
knowledge of the features used by the IDS is necessary. Thus, if such a knowledge
cannot be easily acquired, the impact can be reduced. This result can be attained
for those cases in which a high-dimensional and possibly redundant set of fea-
tures can be devised. Handling high-dimensional feature space typically require
a feature selection step aimed at retaining a smaller subset of high discrimina-
tive features. In order to exploit all the available information carried out by a
high-dimensional feature space, ensemble methods have been proposed, where
a number of machine learning algorithms are trained on different feature sub-
space, and their results are then combined. These techniques improve the overall
performances, and harden the evasion task, as the function that is implemented
after combination in more complex than that produced by an individual machine
learning algorithm [9,25]. A technique that should be further investigated to pro-
vide for additional hardness of evasion, and resilience to false alarm injection is
based on the use of randomness [4]. Thus, even if the attacker has a perfect
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knowledge of the features extracted from data, and the learning algorithm em-
ployed, then in each time instant he cannot predict which subset of features is
used. This can be possible by learning an ensemble of different machine learning
algorithm on randomly selected subspaces of the entire feature set. Then, these
different models can be randomly combined during the operational phase.

3.3 HMM-Web - Detection of Attacks against Web-Applicationa

As an example of an Intrusion Detection solutions designed according to the
above guidelines, we provide an overview of HMM-Web, a host-based intrusion
detection system capable to detect both simple and sophisticated input valida-
tion attacks against web applications [8]. This system exploits a sample of Web
application queries to model normal (i.e. legitimate) queries to e web server.
Attacks are detected as anomalous (not normal) web application queries. HMM-
Web is made up of a set of application-specific modules (Figure 1). Each module
is made up of an ensemble of Hidden Markov Models, trained on a set of normal
queries issued to a specific web application. During the detection phase, each web
application query is analysed by the corresponding module. A decision module
classifies each analysed query as suspicious or legitimate according to the output
of HMM. A different threshold is set for each application-specific module based
on the confidence on the legitimacy of the set of training queries the proportion
of training queries on the corresponding web application. Figure 2 shows the
architecture of HMM-Web. Each query is made up of pairs <attribute,value> .
The sequences of attributes is processed by a HMM ensemble, while each value is
porcessed by a HMM tailored to the attribute it refers to. As the Figure shows,

Fig. 1. Architecture of HMM-Web
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Fig. 2. Real-world dataset results. Comparison of the proposed encoding mechanism
(left) with the one proposed in [18] (right). The value of α is the estimated proportion
of attacks inside the training set.

Fig. 3. Real-world dataset results. Comparison of different ensemble size. The value of
α is the estimated proportion of attacks inside the training set.

two simbols (’A’ and ’N’) are used to represent all alphabetical characters and
all numerical characters, respectively. All other characters are treated as differ-
ent symbols. This encoding has been proven useful to enhance attack detection
and increase the difficulty of evasion and overstimulation. Reported results in
Figures 2 and 3 show the effectiveness of the encoding mechanism used, and the
multiple classifier approach employed. In particular, the proposed system pro-
duce a good model of normal activities, as the rate of false alarms is quite low. In
addition, Figure 2 also shows that HMM-Web outperformed another approach
in the litearture [18].

4 Content Based Mutimedia Retrieval

The design of a content-based multimedia retrieval system requires a clear plan-
ning of the goal of the system. As much as the multimedia documents in the
archive are of different types, are obtained by different acquisition techniques,
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and exhibit different content, the search for specific concepts is definitely a hard
task. It is easy to see that as much as the scope of the system is limited, and
the content to be searched is clearly defined, than the task can be managed by
existing techniques. In the following, a short review of the basic choices a de-
signer should make is presented, and references to the most recent literature are
given. In addition, some results related to a proof of concept research tool are
presented.

4.1 Scope of the Retrieval System

First of all, the scope of the system should be clearly defined. A number of
content-based retrieval systems tailored for specific applications have been pro-
posed to date. Some of the are related to sport events, as the playground is fixed,
camera positions are known in advance, and the movements of the players and
other objects (e.g., a ball) can be modeled [12]. Other applications are related
to medical analysis, as the type of images, and the objects to look for can be
precisely defined. On the other hand, tools for organizing personal photos on the
PC, or to perform a search on large image and video repository are far from pro-
viding the expected perfromances. In addition, the large use of content sharing
sites such as Flickr, YouTube, Facebook, etc., is creating very large repositories
where the tasks of organising, searching, and controlling the use of the shared
content, requires the development of new techniques. Basically, this is a matter
of the numbers involved. While the answer to the question: this archive contains
documents with concept X? may be fairly simple to be given, the answer to the
question: this document contains concept X? is definitely harder. To answer the
former question, a large number of false positives can be created, but a good
system will also find the document of interest. However, this document may be
confused in a large set of non-relevant documents. On the other hand, the latter
request requires a complex reasoning system that is far from the state of the art.

4.2 Feature Extraction

The description of the content of a specific multimedia document can be pro-
vided in multiple ways. First of all, a document can be described in term of
its properties provided in textual form (e.g., creator, content type, keywords,
etc.). This is the model used in the so-called Digital Libraries where standard
descriptors are defined, and guidelines for defining appropriate values are pro-
posed. However, apart from descriptor such as the size of an image, the length of
a video, etc., other keywords are typically given by a human expert. In the case
of very narrow-domain systems, it is possible to agree on an ontology that helps
describing standard scenarios. On the other hand, when multimedia content is
shared on the web, different users may assign the same keyword to different
contents, as well as assign different keywords to the same content. Thus, more
complex ontologies, and reasoning systems are required to correctly assess the
similarity among documents [3].

Multimedia content is also described by low-level and medium-level features
[12,23]. These descriptions have been proposed by leveraging on the analogy
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that the human brain use these features to assess the similarity among visual
contents. While at present this analogy is not deemed valid, these features may
provide some additional hint about the concept represented by the pictorial
content. Currently, very sophisticated low-level features are defined that take
into account multiple image characteristics such as color, edge, texture, etc [7].
Indeed, as soon as the domain of the archive is narrow, very specific features
can be computed that are directly linked with the semantic content [28]. On the
other hand, in a broad domain archive, these feature may prove to be misleading,
as the basic assumptions does not hold [23].

Finally, new features are emerging in the era of social networking. Aadditional
information on the multimedia content is currently extracted from the text in
the web pages containing the multimedia document, or in other web sites linked
to the page of interest. Actually, the links between people sharing the images,
and the comments that users posts on each other mutlimedia documents, provide
a reach source of valuable information [20].

4.3 Similarity Models

For each feature description, a similarity measure is associated. On the other
hand, when new application scenarios require the devlopment of new content
descriptors, suitable similarity measures should be defined. This is the case of
the exploitation of information from social networking sites: how this informa-
tion can be suitably represented? Which is the most suitable measure to assess
the influence of one user on other users? How we combine the information from
social networks with other information on multimedia content? It is worth not-
ing that the choice on the model used to weight different multimedia attributes
and content descriptions, heavily affect the final performance of the system. On
the other hand, the use of multiple representations may allow for a rich repre-
sentation of content which the user may control towards feedback techniques.

4.4 The Human in the Loop

As there is no receipt to automatically capture the rich semantic content of
multimedia data, except for some constrained problems, the human must be in-
cluded in the process of cathegorisation and retrieval. The involvment can be
implemented in a number of ways. Users typically provide tags that describe
the multimedia content. They can provide impicit or explicit feedback, either
by visiting the page containing a specific multimedia document in response to
a given query, ot by expliciting reporting the relevance that the returned im-
age exhibits with repect to the expected result [19]. Finally, they can provide
explicit judgment on some challenge proposd by the system that helps learning
the concept the user is looking for [33]. As we are not able to adquately model
the human vision system, computers must rely on humans to perform complex
tasks. On the other hand, computers may ease the task for human by providing
a suitable visual organization of retrieval results, that allows a more effective
user interaction [22].
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Fig. 4. ImageHunter. (a) Initial query and retrieval results (b) retrieval results after
three rounds of relevance feedback.

4.5 ImageHunter: A Prototype Content-Based Retrieval System

A large number of prototype or dimostrative systems have been proposed to
date by the academia, and by computer companies1. ImageHunter is a proof
of concept system designed in our Lab (Figure 4)2. This system performs vi-
sual query search on a database of images from which a number of low-level
visual features are extracted (texture, color histograms, edge descriptors, etc.).
Relevance feedback is implemented so that the user is allowed to mark both rele-
vant and non-relevant images. The system implements a nearest-neighbor based
learning systems which performs again the search by leveraging on the additional
information available, and provides for suitable feature weighting [26]. While the
results are encouraging, they are limited as the textual description is not taken
into account. On the other hand these results clearly point out the need for the
human in the loop, and the use of multiple features, that can be dynamically
selected according to the user’s feedback.

1 An updated list can be found at
http://savvash.blogspot.com/2009/10/image-retrieval-systems.html

2 http://prag.diee.unica.it/amilab/?q=video/imagehunter
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5 Conclusions

This paper aimed to provide a brief introduction on two challenging problem
of the Internet Era. The Computer security problems, where humans leverage
on the available computing power to misuse other computers, and the Content
Retrieval tasks, where the humans would like to leverage on computing power
to solve very complex reasoning tasks. Completely automatic learning solutions
cannot be devised, as attacks as well as semantic concepts are conceived by
human minds, and other human minds are needed to look for the needle in a
haystack.
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Abstract. The field of bioinformatics shows a tremendous growth at the cross-
roads of biology, medicine, information science, and computer science. Figures 
clearly demonstrate that today bioinformatics research is as productive as data 
mining research as a whole. However most bioinformatics research deals with 
tasks of prediction, classification, and tree or network induction from data. Bio-
informatics tasks consist mainly in similarity-based sequence search, microar-
ray data analysis, 2D or 3D macromolecule shape prediction, and phylogenetic 
classification. It is therefore interesting to consider how the methods of bioin-
formatics can be pertinent advances in data mining and to highlight some  
examples of how these bioinformatics algorithms can potentially be applied to 
domains outside biology. 

Keywords: bioinformatics, feature selection, phylogenetic classification. 

1   Introduction 

Bioinformatics can be defined in short as the scientific discipline concerned with 
applying computer science to biology. Since biology belongs to the family of experi-
mental sciences, generation of knowledge in biology derives from analyzing data 
gathered through experimental set-ups. Since the completion of the Human Genome 
Project in 2003 with the complete sequencing of the human genome [1], biological 
and genetic data have been accumulating and continue to be produced at an increasing 
rate. In order to make sense of these data, the classical methods developed in statisti-
cal data analysis and data mining have to adapt to the distinctive challenges presented 
in biology. By doing so, bioinformatics methods advance the research in data mining, 
to the point that today many of these methods would be advantageous when applied to 
solve problems outside of biology.  

This article first reviews background information about bioinformatics and its chal-
lenges. Following, section three presents some of the main challenges for data mining 
in bioinformatics. Section four highlights two areas of progress originating from bioin-
formatics, feature selection for microarray data analysis and phylogenetic classifica-
tion, and shows their applicability outside of biology. It is followed by the conclusion. 
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2   Bioinformatics and Its Challenges 

Bioinformatics encompasses various meanings depending upon authors. Broadly 
speaking, bioinformatics can be considered as the discipline studying the applications 
of informatics to the medical, health, and biological sciences [2]. However, generally, 
researchers differentiate between medical informatics, health informatics, and bioin-
formatics. Bioinformatics is then restricted to the applications of informatics to such 
fields as genomics and the biosciences [2]. One of the most famous research projects 
in this field being the Human Genome Project, this paper adopts the definition of 
bioinformatics provided in the glossary of this project: “The science of managing and 
analyzing biological data using advanced computing techniques. Especially important 
in analyzing genomic research data” [1].  

Among the biosciences, three main areas have benefitted the most from computa-
tional techniques: genomics, proteomics, and phylogenetics. The first field is devoted 
to “the study of genes and their functions” [1], the second to “the study of the full set 
of proteins encoded by a genome” [2], and the last one to the study of evolutionary 
trees, defined as “the basic structures necessary to think clearly about differences 
between species, and to analyze those differences statistically” [3].  

Biosciences belong to the category of experimental sciences, which ground the 
knowledge they gain from experiences, and therefore collect data about natural phe-
nomena. These data have been traditionally analyzed with statistics. Statistics as well 
as bioinformatics has several meanings. A classical definition of statistics is “the 
scientific study of data describing natural variation” [4]. Statistics generally studies 
populations or groups of individuals: “it deals with quantities of information, not with 
a single datum”. Thus the measurement of a single animal or the response from a 
single biochemical test will generally not be of interest; unless a sample of animals is 
measured or several such tests are performed, statistics ordinarily can play no role [4]. 
Another main feature of statistics is that the data are generally numeric or quantifiable 
in some way. Statistics also refers to any computed or estimated statistical quantities 
such as the mean, mode, or standard deviation [4].  

More recently, the science of data mining has emerged both as an alternative to sta-
tistical data analysis and as a complement. Finally, both fields have worked together 
more closely with the aim of solving common problems in a complementary attitude. 
This is particularly the case in biology and in bioinformatics. 

The growing importance of bioinformatics and its unique role at the intersection of 
computer science, information science, and biology, motivate this article. In terms of 
computer science, forecasts for the development of the profession confirm a general 
trend to be “more and more infused by application areas”. The emblematic application 
infused areas are health informatics and bioinformatics. For example the National 
Workforce Center for Emerging Technologies (NWCET) lists among such application 
areas healthcare informatics and global and public health informatics. It is also nota-
ble that the Science Citation Index (Institute for Scientific Information – ISI – Web of 
Knowledge) lists among computer science a specialty called “Computer science, 
Interdisciplinary applications”. Moreover this area of computer science ranks the 
highest within the computer science discipline in terms of number of articles pro-
duced as well as in terms of total cites. These figures confirm the other data pointing 
toward the importance of applications in computer science. Among the journals 
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within this category, many relate to bioinformatics or medical informatics journals. It 
is also noteworthy that some health informatics or bioinformatics journals are classi-
fied as well in other areas of computer science. In addition, the most cited new papers 
in computer science are frequently bioinformatics papers. For example, most of the 
papers referenced as “new hot papers” in computer science in 2008 have been bioin-
formatics papers.  

This abundant research in bioinformatics, focused on major tasks in data mining such 
as prediction, classification, and network or tree mining, raises the question of how to 
integrate its advances within mainstream data mining, and how to apply its methods 
outside biology. Traditionally, researchers in data mining have identified several chal-
lenges to overcome for data miners to apply their analysis methods and algorithms to 
bioinformatics data. It is likely that it is around solutions to these challenges that major 
advances have been accomplished – as the rest of this paper will show. 

3   Data Mining Challenges in Bioinformatics 

Data mining applications in bioinformatics aim at carrying out tasks specific to bio-
logical domains, such as finding similarities between genetic sequences (sequence 
analysis); analyzing microarray data; predicting macromolecules shape in space from 
their sequence information (2D or 3D shape prediction); constructing evolutionary 
trees (phylogenetic classification), and more recently gene regulatory networks min-
ing. The field has first attempted to apply well-known statistical and data mining 
techniques. However, researchers have quickly met with specific challenges to over-
come, imposed by the tasks and data studied [5]. 

3.1   Sequence Searching 

Researchers using genetic data frequently are interested in finding similar sequences. 
Given a particular sequence, for example newly discovered, they search online data-
bases for similar known sequences, such as previously sequenced DNA segments, or 
genes, not only from humans, but also from varied organisms. For example, in drug 
design, they would like to know which protein would be encoded by a new sequence by 
matching it with similar sequences coding for proteins in the protein database SWISS-
PROT. Examples of software developed for this task is the well-known BLAST (“Basic 
Local Alignment and Search Tool”) available as a service from the National Center for 
Biotechnology Information (NCBI) (http://www.ncbi.nlm.nih.gov/blast/) [5]. Sophisti-
cated methods have been developed for pair-wise sequence alignment and for multiple 
sequence alignments.  

The main challenge here has been that two sequences are almost never identical. 
Consequently searches need to be based on similarity or analogy – and not on exact 
pattern-matching.  

3.2   Microarray Data Analysis 

One of the most studied bioinformatics applications to date remains the analysis of 
gene expression data from genomics. Gene expression is defined as the process by 
which a gene’s DNA sequence is converted into a functional gene product, generally 
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a protein [6]. To summarize, the genetic material of an individual is encoded in DNA. 
The process of gene expression comprises two major steps: translation and transcrip-
tion. During translation, excerpts of the DNA sequence are first encoded as messenger 
RNA (mRNA). Following during transcription, the mRNA is transcribed into func-
tional proteins [6]. Since all major genes in the human genome have been identified, 
measuring from a blood or tissue sample which of these has been expressed can pro-
vide a snapshot of the activity going on at the biological level in an organism. The 
array of expressed genes, called an expression profile, at a certain point in time and at 
a certain location, permits to characterize the biological state of an individual. The 
amount of an expression can be quantified by a real number – thus expression profiles 
are numeric. Among interesting questions studied in medical applications, are 
whether it is possible to diagnose a disease based on a patient’s expression profile, or 
whether a certain subset of expressed genes can characterize a disease, or whether the 
severity of a disease can be predicted from expression profiles. Research has shown 
that for many diseases, these questions can be answered positively, and medical diag-
nosis and treatment can be enhanced by gene expression data analysis. Microarray 
technologies have been developed to measure expression profiles made of thousands 
of genes efficiently. Following microarray-based gene expression profiling can be 
used to identify subsets of genes whose expression changes in reaction to exposure to 
infectious organisms, various diseases or medical conditions, even in the intensive 
care unit (ICU). From a technical standpoint, a microarray consists in a single silicon 
chip capable of measuring the expression levels of thousands or tens of thousands of 
genes at once – enough to comprehend the entire human genome, estimated to around 
25,000 genes, and even more [6]. Microarrays come in several different types, includ-
ing short oligonucleotide arrays, cDNA or spotted arrays, long oligonucleotide arrays, 
and fiber-optic arrays. Short oligonucleotide arrays, manufactured by the company 
Affymetrix, are the most popular commercial variety on the market today [6]. See 
Fig. 1 for a pictorial representation of microarray data expressions.  

 

 

Fig. 1. A heatmap of microarray data 
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Fig. 2. Process-flow diagram illustrating the use of feature selection and supervised machine 
learning on gene expression data. Left branch indicates classification tasks, and right branch 
indicates prediction, with survival analysis as a special case. 

Microarray data present a particular challenge for data miners, known as the curse 
of dimensionality. These datasets often comprise from tens to hundreds of samples or 
cases for thousands to tens of thousands of predictor genes. In this context, identifying 
a subset of genes the most connected with the outcome studied has been shown to 
provide better results – both in classification and in prediction. Therefore feature 
selection methods have been developed with the goal of selecting the smallest subset 
of genes providing the best classification or prediction. Similarly in survival analysis, 
genes selected through feature selection are then used to build a mathematical model 
that evaluates the continuous time to event data [7]. This model is further evaluated in 
terms of how well it predicts time to event. Actually, it is the combination of a feature 
selection algorithm and a particular model that is evaluated (see Fig. 2).  

3.3   Phylogenetic Classification 

The goal of phylogenetic classification is to construct cladograms (see Fig.3) follow-
ing Hennig principles. Cladograms are rooted phylogenetic trees, where the root is the 
hypothetical common ancestor of the taxa, or groups of individuals in a class or spe-
cies, in the tree. 
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Fig. 3. A phylogenetic tree or cladogram 

Methods in phyloinformatics aim at constructing phylogenetic classifications based 
on Hennig principles, starting from matrices of varied character values (see Fig. 4) – 
morphological and/or genetic and/or behavioral. There have been many attempts at 
constructing computerized solutions to solve the phylogenetic classification problem. 
The most widely spread methods are parsimony-based [8]. Another important method 
is compatibility.  

The parsimony method attempts to minimize the number of character state changes 
among the taxa (the simplest evolutionary hypothesis) [9, 10]. The system PAUP [10], 
for Phylogenetic Analysis Using Parsimony, is classically used by phylogeneticists to 
induce classifications. It implements a numerical parsimony to calculate the tree that 
totals the least number of evolutionary steps. Swofford 2002 defines parsimony as the 
minimization of homoplasies [10]. Homoplasies are evolutionary mistakes. Examples 
are parallelism - apparition of the same derived character independently between two 
groups -, convergence - state obtained by the independent transformation of two char-
acters -, or reversion - evolution of one character from a more derived state to a more 
primitive one -. Homoplasy is most commonly due to multiple independent origins of 
indistinguishable evolutionary novelties. Following this general methodic goal of 
minimizing the number of homoplasies defined as parsimony, a family of mathemati-
cal and statistical methods has emerged over time, such as:  

• FITCH method. For unordered characters.  
• WAGNER method. For ordered undirected characters.  
• CAMIN-SOKAL method. For ordered undirected characters, it prevents  

reversion, but allows convergence and parallelism.  
• DOLLO method. For ordered directed characters, it prevents convergence 

and parallelism, but not reversion.  
• Polymorphic method. In chromosome inversion, it allows hypothetical  

ancestors to have polymorphic characters, which means that they can have 
several values.  

All these methods are simplifications of Hennig principles, but have the advantage to 
lead to computationally tractable and efficient programs. The simplifications they are  
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Fig. 4. Sample taxon matrix. Rows represent taxa and columns characters. The presence of a 
character is indicated by a ‘1’. 

based on are that parsimony is equivalent to Hennig principles, and that numeric par-
simony perfectly handles the complexity of parsimony programs.  

Compatibility methods [11, 12] aim at maximizing the number of characters mutu-
ally compatible on a cladogram. Compatible characters are ones that present no  
homoplasy, neither reversion, nor parallelism, nor convergence. The phylogenetic 
classification problem is solved here by the method of finding the largest clique of 
compatible characters, a clique being a set of characters presenting no homoplasy (see 
Fig. 5). These methods present the same advantages, and the same disadvantages, as 
the parsimony methods. First, their goal is similar to parsimony, since maximizing the 
number of characters not presenting homoplasy, is a problem equivalent to minimiz-
ing homoplasies. Following, these methods are also a simplification of Hennig princi-
ples, they are also numeric methods, but they lead to computationally tractable and 
efficient algorithms 
 

 
 
 
 
 

Fig. 5. Two monophyletic groups from two exclusive synapomorphies. Black dots represent 
presence of a character, while white dots represent its absence. 

4   Contributions of Bioinformatics to Data Mining 

For many years statistical data analysis and data mining methods have been applied to 
solving bioinformatics problems, and in particular its challenges. As a result the meth-
ods developed have expanded the traditional data analysis and mining methods, to the 
point that, today, many of these enhancements have surpassed the research continued 
outside of bioinformatics. Following these novel methods are becoming more and 
more applied to yet other application domains. Two examples will illustrate how these 
bioinformatics methods have enriched data analysis and data mining in general, such 
as in feature selection, or could be applied to solve problems outside of bioinformat-
ics, such as in phylogenetic classification. 

4.1   Feature Selection 

As explained previously, classification or prediction systems in bioinformatics often 
include a feature selection step. One particular method having shown excellent results 

 C0 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 
T1 1 0 0 0 1 0 1 1 0 0 0 0 
T2 1 0 0 0 1 1 1 0 1 0 0 0 
T3 1 1 1 1 0 1 1 0 0 1 0 0 
T4 1 1 1 1 0 0 0 0 0 0 1 0 
T5 1 0 0 1 0 0 0 0 0 0 0 1 
 

 {T1, T2} {T3, T4, T5} 

C4 
C3 
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is Bayesian Model Averaging (BMA) feature selection. The strength of BMA lies in 
its ability to account for model uncertainty, an aspect of analysis that is largely ig-
nored by traditional stepwise selection procedures [13]. These traditional methods 
tend to overestimate the goodness-of-fit between model and data, and the model is 
subsequently unable to retain its predictive power when applied to independent data-
sets [14]. BMA attempts to solve this problem by selecting a subset of all possible 
models and making statistical inferences using the weighted average of these models’ 
posterior distributions. 

In the application of classification or prediction, such as survival analysis, to high-
dimensional microarray data, a feature selection algorithm identifies this subset of 
genes from the gene expression dataset. These genes are then used to build a mathe-
matical model that evaluates either the class or the continuous time to event data. The 
choice of feature selection algorithm determines which genes are chosen and the num-
ber of predictor genes deemed to be relevant, whereas the choice of mathematical 
framework used in model construction dictates the ultimate success of the model in 
predicting a class or the time to event on a validation dataset. See Fig. 2 for a process-
flow diagram delineating the application of feature selection and supervised machine 
learning to gene expression data – left branch illustrates classification tasks, and right 
branch illustrates prediction tasks such as survival analysis. 

The problem with most feature selection algorithms used to produce continuous 
predictors of patient survival is that they fail to account for model uncertainty. With 
thousands of genes and only tens to hundreds of samples, there is a relatively high 
likelihood that a number of different models could describe the data with equal pre-
dictive power. Bayesian Model Averaging (BMA) methods [13, 15] have been  
applied to selecting a subset of genes on microarray data. Instead of choosing a single 
model and proceeding as if the data was actually generated from it, BMA combines 
the effectiveness of multiple models by taking the weighted average of their posterior 
distributions. In addition, BMA consistently identifies a small number of predictive 
genes [14, 16], and the posterior probabilities of the selected genes and models are 
available to facilitate an easily interpretable summary of the output. Yeung et al. 2005 
extended the applicability of the traditional BMA algorithm to high-dimensional mi-
croarray data by embedding the BMA framework within an iterative approach [16]. 

Following their iterative BMA method has further been extended to survival analy-
sis. Survival analysis is a statistical task aiming at predicting time to event informa-
tion. In general the event is death or relapse. This task is a variant of a prediction task, 
dealing with continuous numeric data in the class label (see Fig. 2). However a dis-
tinction has to be made between patients leaving the study for unrelated causes (such 
as end of the study) – these are called censored cases - and for cause related to the 
event. In particular in cancer research, survival analysis can be applied to gene ex-
pression profiles to predict the time to metastasis, death, or relapse. Feature selection 
methods are combined with statistical model construction to predict survival analysis. 
In the context of survival analysis, a model refers to a set of selected genes whose 
regression coefficients have been calculated for use in predicting survival prognosis 
[7, 17]. In particular, the iterative BMA method for survival analysis has been devel-
oped and implemented as a Bioconductor package, and the algorithm is demonstrated 
on two real cancer datasets. The results reveal that BMA presents with greater predic-
tive accuracy than other algorithms while using a comparable or smaller number of 
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genes, and the models themselves are simple and highly amenable to biological inter-
pretation. Annest et al. 2009 [7] applied the same BMA method to survival analysis 
with excellent results as well. The advantage of resorting to BMA is to not only select 
features but also learn feature weights useful in similarity evaluation. 

These examples show how a statistical data analysis method, BMA, had to be ex-
tended with an iterative approach to be applied to microarray data. In addition, an 
extension to survival analysis was completed and several statistical packages were 
created, which could be applied to domains outside biology in the future. 

4.2   Phylogenetic Classification 

Phylogenetic classification can be applied to tasks involving discovering the evolution 
of a group of individuals or objects and to build an evolutionary tree from the  
 

 

Fig. 6. Language Tree: This figure illustrates the phylogenetic-like tree constructed on the basis 
of more than 50 different versions of “The Universal Declaration of Human Rights” [19] 
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characteristics of the different objects or individuals. Courses in phylogenetic classifi-
cation often teach how to apply these methods to domains outside of biology or 
within biology for other purposes than species classification and building the tree of 
life. Examples of applications of cladograms (see Fig. 3) are explaining the history 
and evolution of cultural artifacts in archeology, for example paleoindian projectile-
points [18], comparing and grouping languages in families in linguistics [19] (see  
Fig. 6), or tracing the chronology of documents copied multiple times in textual criti-
cism. Recently, important differences have been stressed between the natural evolu-
tion at work in nature and human-directed evolution [19]. Phylogenetic trees represent 
the evolutions of populations, while in examples from other domains classify indi-
viduals [20]. In addition, applications are often interested in finding explanations for 
what is observed, while in evolution, it is mostly classification that is of interest [20]. 
Nevertheless, researchers who have used phylogenetic classification in other domains 
have published their findings because they found them interesting: “The Darwinian 
mechanisms of selection and transmission, when incorporated into an explanatory 
theory, provide precisely what culture historians were looking for: the tools to begin 
explaining cultural lineages—that is, to answer why-type questions” [18]. Although 
the application of phylogenetic classification outside of biology is relatively new, it is 
destined to expand. For example, we could think of tracing the history and evolution 
of cooking recipes, or of ideas in a particular domain, for example in philosophy.  

Interestingly, the methods developed for phylogenetic classification are quite dif-
ferent from the data mining methods building dendrograms – these do not take history 
or evolution through time into account. These methods have proved not adapted to 
phylogenetic classification, therefore the building of cladograms brings a very rich set 
of methods to build them that do not have equivalents in data mining.  

5   Conclusion 

In this paper, we have highlighted the richness and specificity of some of the major 
bioinformatics methods, and defended the idea that these methods can be very useful 
to domains outside of biology – and even to biological tasks different from those they 
were originally developed for. In this sense, bioinformatics has much to bring to the 
field of data mining in general. The near future will likely see many more applications 
of bioinformatics methods outside of biology. We have presented the examples of 
feature selection from microarray data analysis and of phylogenetic classification. 
Similarly sequence searching could be applied to information search, protein 2D or 
3D shape reconstruction to information visualization and storage, and regulatory net-
work mining to the Internet. The possibilities are really endless. 
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Abstract. Small number of samples with high dimensional feature space
leads to degradation of classifier performance for machine learning, statis-
tics and data mining systems. This paper presents a bootstrap feature
selection for ensemble classifiers to deal with this problem and compares
with traditional feature selection for ensemble (select optimal features
from whole dataset before bootstrap selected data). Four base classifiers:
Multilayer Perceptron, Support Vector Machines, Naive Bayes and De-
cision Tree are used to evaluate the performance of UCI machine learn-
ing repository and causal discovery datasets. Bootstrap feature selection
algorithm provides slightly better accuracy than traditional feature se-
lection for ensemble classifiers.

Keywords: Bootstrap, feature selection, ensemble classifiers.

1 Introduction

Although development of computer and information technologies can improve
many real-world applications, a consequence of these improvements is that a
large number of databases are created especially in medical area. Clinical data
usually contains hundreds or thousands of features with small sample size and
leads to degradation in accuracy and efficiency of system by curse of dimension-
ality and over-fitting. Curse of dimensionality [1] , leads to the degradation of
classifier system performance in high dimensional datasets because the more fea-
tures, the more complexity, harder to train classifier and longer computational
time. Over-fitting usually occurs when the number of features is high compared
to the number of instances. The resulting classifier works very well with training
data but very poorly on testing data.

To overcome this high dimensional feature spaces degradation problem, num-
ber of features should be reduced. There are two methods to reduce the dimen-
sion: feature extraction and feature selection. Feature extraction transforms or
projects original features to fewer dimensions without using prior knowledge.
Nevertheless, it lacks comprehensibility and uses all original features which may
be impractical in large feature spaces. On the other hand, feature selection se-
lects optimal feature subsets from original features by removing irrelevant and
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redundant features. It has the ability to reduce over-fitting, increase classification
accuracy, reduce complexity, speed of computation and improve comprehensibil-
ity by preserving original semantic of datasets. Normally, clinicians prefer feature
selection because of its understandbility and user acceptance.

There are many applications that applied feature selection as an important
pre-processing step to improve systems efficiency, such as web text mining and
e-mail classification, intrusion detection, biomedical informatics, gene selection
in micro array data, medical data mining, and clinical decision support systems.

Feature selection is important whether the classifier is Multilayer Percep-
tron (MLP), Support Vector Machines (SVM) or any other classifier. Generally,
feature selection can be divided into four categories: Filter, Wrapper, Hybrid
and Embedded methods [2], [3], [4]. Filter method is independent from learn-
ing method used in the classification process and uses measurement techniques
such as correlation, distance and consistency to find a good subset from entire
set of features. Nevertheless, the selected subset may or may not be appropri-
ate with the learning method. Wrapper method uses pre-determined learning
algorithm to evaluate selected feature subsets that are optimum for the learn-
ing process. This method has high accuracy but is computationally expensive.
Hybrid method combines advantage of both Filter and Wrapper. It evaluates
features by using an independent measure to find the best subset and then uses
a learning algorithm to find the final best subset. Finally, Embedded method
interacts with learning algorithm but it is more efficient than Wrapper method
because the filter algorithm has been built with the classifier. Example of Em-
bedded method is Recursive Feature Elimination (RFE) that is embedded with
Support Vectors Machines.

Feature selection has four basic processes [2]: Subset generation, subset eval-
uation, stopping criterion and subset validation. Subset generation produces

Fig. 1. Ensemble classifiers without feature selection
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Fig. 2. Ensemble classifiers with feature selection

Fig. 3. Bootstrap feature selection for ensemble classifiers

candidate subset by complete, sequential or random search with three direc-
tions: forward, backward and bidirectional. After that, the candidate subset is
evaluated based on criteria such as distance, dependency, information gain or
consistency measurement. The process will stop when it reaches the stopping
criterion. Finally, the selected subset is validated with validation data.

An ensemble classifier or multiple classifier system (MCS) is another well-
known technique to improve system accuracy [5]. Ensemble combines multiple
base classifiers to learn a target function and gathers their prediction together.
It has ability to increase accuracy of system by combining output of multiple
experts to reduce bias and variance, improve efficiency by decomposing complex
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problem into multiple sub problems and improve reliability by reducing uncer-
tainty. To increase accuracy, each classifier in the ensemble should be diverse or
unique in order to reduce total error such as starting with different input, initial
weight, random features or random classes [6].

A typical ensemble classifier system without using feature selection is shown
in Figure 1. Normally, feature selection is an essential pre-processing step to
improve system performance by selecting optimal features from entire datasets
as shown in Figure 2. In this paper, we present a bootstrap feature selection for
ensemble classifiers as shown in Figure 3. The original dataset is divided into
m bootstrap replicates and uses feature selection in order to remove redundant
or irrelevant features of each bootstrap replicate. After that, selected features
are passed through ensemble classifier using ensemble algorithm for training and
predicting output.

The structure of the paper is the following: Introduction and related research
are briefly described in section 1 and Section 2. Section 3 explains theoritical
approach of feature selection, bootstrap and ensemble classifiers. The dataset
and evaluation procedure are described in Section 4. Experimental results are
presented in Section 5 and are discussed in Section 6. Finally, Conclusion is
summarized in Section 7.

2 Related Research

Feature selection and ensemble classification have received attention from many
researchers in statistics, machine learning, neural networks and data mining areas
for many years. At the beginning of feature selection history, most researchers
focused only on removing irrelevant features such as ReliefF [7], FOCUS [8] and
Correlation-based Feature Selection(CFS) [9]. Recently, in Yu and Liu (2004)
[10], Fast Correlation-Based Filter (FCBF) algorithm was proposed to remove
both irrelevant and redundant features by using Symmetrical Uncertainty (SU)
measurement and was successful for reducing high dimensional features while
maintaining high accuracy.

According to Deisy et al. (2007) [11], SU does not have enough accuracy to
quantify the dependency among features and does not take into account the
effect of pairs of features on the class label during redundancy analysis. Deci-
sion Independent Correlation (DIC) and Decision Dependent Correlation (DDC)
were proposed instead of using SU to remove irrelevant and redundant features,
respectively. DIC and DDC provide better performance than FCBF algorithm
in terms of number of selected features, computational time and accuracy.

In Chou et al. (2007) [12], modified FCBF algorithm was used to eliminate
both redundant and irrelevant features for intrusion detection. In redundancy
analysis, they proposed to calculate SU between features and all original features.
They found that FCBF algorithm possibly keeps redundant features in the final
optimal subset because it considers only SU between selected features and the
rest of features at a time.

In this paper, to overcome this problem of FCBF algorithm, bootstrap feature
selection for ensemble classifiers is proposed. Dataset is divided to m bootstrap
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replicates and selects optimal features from each bootstrap replicate. Finally, en-
semble classifiers are considered by using majority vote. This algorithm also solves
the small sample size problem by using bootstrap and feature selection techniques.

2.1 Feature Selection with Ensemble Classification

Although feature selection is widely used, there has been little work devoted ex-
plicitly to handling feature selection in the context of ensemble classifiers. Many
previous researches have focused on determining feature subsets to combine with
different ways of choosing subsets. Ho (1998) [13] presented the Random Sub-
space Method (RSM), one of best known feature selection with ensemble clas-
sification. It was shown that a random choice of feature subset, which allows
a single feature to be in more than one subset improves performance for high
dimensional problems. In Oza and Tumer (2001) [14], feature subsets are se-
lected based on correlation between features and class. Bryll et.al. [15] presented
Attribute Bagging that ranks subsets of randomly chosen features before com-
bining. In Skurichina and Duin [16], random selection without replacement and
forward features methods are used to find optimal subset. Moreover, most pre-
vious approaches have focused on determining selecting optimal features, but
rarely to combine with ensemble classification.

2.2 Ensemble Feature Selection and Its Stability

In 1999, Opitz [17] proposed Genetic Ensemble Feature Selection (GEFS) algo-
rithm by using a genetic algorithm (GA) to search and generate multiple good
sets of features that are diverse from each other to use for ensemble classifiers.
Asymmetric bagging of support vector machines by Li et al. [18] was proposed on
predicticting drug activities for unbalanced problem between number of positive
and negative samples. Munson and Caruana [19] used Bias-Variance analysis of
feature selection for single and bagged model. Hybrid parallel and serial ensem-
ble of tree-based feature selection are proposed by Tuv et al. [20] to find subset
of non-redundant features after removing irrelevant features.

Y. Saeys [21] proposed a method to evaluate ensemble feature selection by
measuring both stablility (robusness) and classification performance. Gulgezen et
al. [22] also proposed stability measurement of MRMR (Minimum Redundancy
Maximum Relevance) feature selection by using two feature selection criteria:
MID (Mutual Information Difference) and MIQ (Mutual Information Quotient)
and proposed new feature selection criterion MIDα.

3 Theoretical Approach

In our research, two correlation-based feature selection: Fast Correlation-Based
Filter (FCBF) [10] and Correlation-based Feature Selection with Sequential For-
ward Floating Search (CFS+SFFS) [9],[23] are investigated for Bagging [24] en-
semble classifiers, described in Section 2.2, and experimentally compared with
different learning algorithms.
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3.1 Feature Selection

FastCorrelation-BasedFilter (FCBF). FCBF [10] algorithm is a correlation-
based filter that ranks and removes irrelevant and redundant features by measur-
ing Symmetrical Uncertainty (SU) between feature and class and between feature
and feature. FCBF has two stages: relevance analysis and redundancy analysis.

Relevance Analysis. Normally, correlation is widely used to analyze relevance.
In linear systems, correlation can be measured by linear correlation coefficient.

r =
∑

i(xi − xi)(yi − yi)
√∑

i(xi − xi)2
√∑

i(yi − yi)2
(1)

However, most systems in real world applications are non-linear. Correlation in
non-linear systems can be measured by using Symmetrical Uncertainty (SU).

SU = 2
[ IG(X |Y )
H(X)H(Y )

]
(2)

IG(X, Y ) = H(X) − H(X |Y ) (3)

H(X) = −
∑

i

P (xi)log2P (xi) (4)

where IG(X |Y ) is the Information Gain of X after observing variable Y . H(X)
and H(Y ) are the entropy of variable X and Y , respectively. P (xi) is the prob-
ability of variable x.

SU is the modified version of Information Gain that has range between 0 and
1 and considers each feature separately (Univariate method). FCBF removes
irrelevant features by ranking correlation (SU) between feature and class. If SU
between feature and class equal to 1, it means that this feature is completely
related to that class. On the other hand, if SU is equal to 0, the feature is
irrelevant to this class.

Redundancy analysis. After ranking relevant features, FCBF eliminates re-
dundant features from selected features based on SU between feature and class
and between feature and feature. Redundant features can be defined from mean-
ing of predominant feature and approximate Markov Blanket. In Yu and Liu
(2004) [10], a feature is predominant (both relevant and non redundant feature)
if it does not have any approximate Markov blanket in the current set.

Approximate Markov blanket: For two relevant features Fi and Fj (i �= j), Fj

forms an approximate Markov blanket for Fi if

SUj,c ≥ SUi,c and SUi,j ≥ SUi,c (5)

where SUi,c is a correlation between any feature and the class. SUi,j is a corre-
lation between any pair of feature Fi and Fj (i �= j).
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Correlation-based Feature Selection (CFS). CFS [9] is one of well-known
techniques to rank the relevance of features by measuring correlation between
features and classes and between features and other features.

Given number of features k and classes C, CFS defined relevance of features
subset by using Pearson’s correlation equation

Merits =
krkc√

k + (k − 1)rkk

(6)

where Merits is relevance of feature subset, rkc is the average linear correla-
tion coefficient between these features and classes and rkk is the average linear
correlation coefficient between different features.

Normally, CFS adds (forward selection) or deletes (backward selection) one
feature at a time, however, in this research, we used Sequential Forward Floating
Search (SFFS) as the search direction.

Sequential Forward Floating Search (SFFS). SFFS [23] is one of a classic
heuristic searching method. It is a variation of bidirectional search and sequen-
tial forward search (SFS) that has dominant direction on forward search. SFFS
removes features (backward elimination) after adding features (forward selec-
tion). The number of forward and backward step is not fixed but dynamically
controlled depending on the criterion of the selected subset and therefore, no
parameter setting is required.

3.2 Ensemble Classifier

Bagging. Bagging [24] or Bootstrap aggregating is one of the earliest, sim-
plest and most popular for ensemble based classifiers. Bagging uses Bootstrap
that randomly samples with replacement and combines with majority vote.
Bootstrap is the most well-known strategy for injecting randomness to improve
generalization performance in multiple classifier systems and provides out-of-
bootstrap estimate for selecting classifier parameters [5]. Randomness is de-
sirable since it increases diversity among the base classifiers, which is known
to be a necessary condition for improved performance. However, there is an
inevitable trade off between accuracy and diversity known as the accuracy/
diversity dilemma [5].

Bootstrap Feature Selection algorithm. The dataset is divided to m boot-
strap replicates. Feature selection will select optimal features from each bootstrap
replicate and selected features will be trained by base classifier. m bootstrap repli-
cates are randomly sampled with replacement. Each bootstrap replicate contains,
on average, 63.2 % of the original dataset or (1−1/m)m ∼= 36.8 % will be removed.
Final output will be selected from majority vote from all classifiers of each boot-
strap replicate. The architecture is given in Figure 2.
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4 Experimental Setup

4.1 Dataset

The medical datasets used in this experiment were taken from UCI machine learn-
ing repository [25] : heart disease, hepatitis, diabetes and Parkinson’s dataset and
from Causality Challenge [26]: lucas and lucap datasets. The details of datasets
are shown in Table 1. The missing data are replaced by mean and mode of that
dataset. The causal datasets were chosen since they are high-dimension, and fur-
thermore our ultimate goal is to apply ensemble feature selection to causality.

Table 1. Datasets

Dataset Sample Features Classes Missing Values Data type

Heart Disease 303 13 5 Yes Numeric (cont. and discrete)

Diabetes 768 8 2 No Numeric (continuous)

Hepatitis 155 19 2 Yes Numeric (cont. and discrete)

Parkinson’s 195 22 2 No Numeric (continuous)

Lucas 2000 11 2 No Numeric (binary)

Lucap 2000 143 2 No Numeric (binary)

Heart disease dataset was contributed by Cleveland Clinic foundation has
303 samples, 13 attributes with 138 samples presenting for heart disease class
and 165 samples for absent class.

Diabetes dataset. Prima Indians Diabetes dataset was donated by John Hop-
kins University has 768 samples, 8 numeric features with tested positive and
tested negative classes.

Hepatitis dataset was donated by G.Gong from Carnegie-Mellon University
contains 155 instances, 19 attributes with live or die classes.

Parkinson’s dataset. Parkinson’s disease dataset is the speech signals recorded
by Max Little from University of Oxford collaborated with the National Centre
for Voice and Speech, Denver, Colorado. It has 197 samples, 23 features with
two classes (healthy and Parkinson’s patient).

Lucas dataset. Lucas (LUng CAncer Simple set) dataset is toy data generated
artificially by causal Bayesian networks with binary features. This dataset is
modeling a medical application for the diagnosis, prevention and cure of lung
cancer. Lucas has 11 features with binary classes and 2000 samples.

Lucap dataset. Lucap (LUng CAncer set with Probes) is Lucas dataset with
probes which are generated from some functions plus some noise of subsets of
the real variables. Lucap has 143 features, 2000 samples and binary classes.
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4.2 Evaluation

To evaluate the feature selection process, we use four widely used classifiers: Naive-
Bayes(NB), Multilayer Perceptron (MLP), Support Vector Machines (SVM) and
Decision Trees (DT). The parameters of each classifier were chosen based on the
base classifier accuracy. MLP has one hidden layer with 16 hidden nodes, learn-
ing rate 0.2, momentum 0.3, 500 iterations and uses backpropagation algorithm
with sigmoid transfer function. SVMs uses polynomial kernel with exponent 2 and
set the regularization value to 0.7 and Decision Trees use pruned C4.5 algorithm.
The number of classifiers in Bagging is varied from 1, 5, 10, 25 to 50 classifiers. The
threshold value of FCBF algorithm in our research is set at zero for heart disease,
diabetes, parkinson’s and lucas and 0.13 and 0.15 for hepatitis and lucap dataset,
respectively.

The classifier results were validated by 10 fold cross validation with 10 repeti-
tions for each experiment and evaluated by average percent of test set accuracy.

5 Experimental Result

Table 2 shows the average number of selected features for each dataset. Figure
4 and 5 present example of the average accuracy of heart disease and lucap
dataset. Y-axis presents the average percent accuracy of the four base classifiers
and X-axis shows the number of ensemble from 1 to 50 classifiers. Solid line
presents original data set, dashed line is the result of bootstrap feature selec-
tion using FCBF and bootstrap feature selection using CFS+SFFS is shown as
short-dashed line. FCBF before Bootstrap result is presented in dotted line and
CFS+SFFS before bootstrap is shown in dashed with dotted line.

Figure 6 and 7 show the average accuracy of six datasets for each classifier
and average of all classifiers for all six datasets, respectively. Finally, Table 3

Table 2. Average number of selected features

Dataset (Original Algorithm Average number of selected features from bootstrap
features) Whole features 1 5 10 25 50

Heart Disease(13) FCBF 6.00 4.00 5.60 5.70 5.96 6.08
CFS+SFFS 9.00 7.00 7.60 7.80 7.88 7.90

Diabetes(8) FCBF 4.00 4.00 3.80 3.80 3.80 3.84
CFS+SFFS 4.00 5.00 4.80 4.50 4.32 4.40

Hepatitis(19) FCBF 3.00 3.00 3.40 3.40 3.20 3.38
CFS+SFFS 10.00 5.00 6.60 7.10 7.24 7.48

Parkinson’s(23) FCBF 5.00 5.00 4.00 4.30 4.28 4.36
CFS+SFFS 10.00 10.00 8.20 8.00 8.12 8.18

Lucas(11) FCBF 3.00 3.00 3.00 3.00 3.08 3.10
CFS+SFFS 3.00 3.00 3.20 3.40 3.52 3.50

Lucap(143) FCBF 7.00 7.00 6.60 8.60 7.88 7.94
CFS+SFFS 36.00 36.00 32.60 33.40 33.32 32.96
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Fig. 4. Average Percent Accuracy of heart disease dataset
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 78.4

 78.6

 78.8

 79

 79.2

 79.4

 79.6

 79.8

 80

 80.2

1 5 10 25 50

P
er

ce
nt

 A
cc

ur
ac

y

Number of Classifiers

Average Accuracy for six medical datasets and four classifiers

 Original 
 Bootstrap FCBF 

 Bootstrap CFS+SFFS 
 FCBF before Bootstrap 

 CFS+SFFS before Bootstrap 

Fig. 7. Average Percent Accuracy of six datasets, four classifiers



Bootstrap Feature Selection for Ensemble Classifiers 39

Table 3. T-statistic test for 50 MLP classifiers of heart disease dataset

T-test Original bootstrap feature selection
feature selection before bootstrap

FCBF CFS+SFFS FCBF CFS+SFFS

Original - 1 1 0 1

Bootstrap FCBF 0 - 1 0 0
feature selection CFS+SFFS 0 0 - 0 0

Feature Selection FCBF 1 1 1 - 1
before bootstrap CFS+SFFS 0 1 1 0 -

Note: 1 = column did score significant win with regard to row
Note: 0 = column did not score significant win with regard to row

presents the example of T-statistic test (T-Test) for heart disease dataset using
50 MLP classifiers (the number of significant win of column compared to row).

6 Discussion

According to figures 4-7, bootstrap feature selection (figure 3) provides slightly
better average accuracy than traditional feature selection for ensemble (fig-
ure 2 - feature selection from whole dataset before bootstrap selected data)
in both FCBF and CFS+SFFS algorithms. On average over four classfiers and
six datasets, figure 7 shows that bootstrap feature selection using CFS+SFFS
provides better average accuracy than original features, bootstrap feature se-
lection using FCBF, traditional feature selection for ensemble using CFS+SFFS
and traditional feature selection for ensemble using FCBF algorithm, repectively.
From table 2, it can be seen that FCBF algorithm can eliminate more redundant
and irrelvant features than CFS+SFFS algorithm. Note that the average number
of selected features for each number of bootstrap from 1-50 bootstrap replicates
are dissimilar. This means that when we random sample with replacement, the
selected feature can be different for each bootstrap replicate.

From the example of T statistic test (T-Tset) in Table 3 for heart disease dataset
with 50 MLP classifiers, bootstrap feature selection using CFS+SFFS significantly
improves average accuracy compared to other feature selection algorithms for en-
semble. Bootstrap feature selection using FCBF algorithm also significantly
outperforms other feature selection algorithms except bootstrap feature selection
using CFS+SFFS. Feature selection before bootstrap using FCBF algorithm does
not have significant accuracy improvement compared to other algorithms.

Furthermore, bootstrap feature selection has higher complexity than tradi-
tional feature selection for ensemble because it has to select optimal features for
each bootstrap replicate.

7 Conclusions

In this paper, bootstrap feature selection for ensemble classifiers is presented and
compared with conventional feature selection for ensemble classifiers. According
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to the average results, bootstrap feature selection for ensemble classifiers pro-
vides accuracy slightly higher than the traditional feature selection for ensemble
classifiers. The only drawback of this algorithm is the complexity which is in-
creased due to selection of optimal features of each bootstrap replicate. Future
work will investigate the result of bootstrap causal feature selection for ensemble
classifiers.
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Abstract. Many real world systems can be modeled as networks or
graphs. Clustering algorithms that help us to organize and understand
these networks are usually referred to as, graph based clustering algo-
rithms. Many algorithms exist in the literature for clustering network
data. Evaluating the quality of these clustering algorithms is an impor-
tant task addressed by different researchers. An important ingredient of
evaluating these clustering techniques is the node-edge density of a clus-
ter. In this paper, we argue that evaluation methods based on density are
heavily biased to networks having dense components, such as social net-
works, but are not well suited for data sets with other network topologies
where the nodes are not densely connected. Example of such data sets
are the transportation and Internet networks. We justify our hypothesis
by presenting examples from real world data sets.

We present a new metric to evaluate the quality of a clustering al-
gorithm to overcome the limitations of existing cluster evaluation tech-
niques. This new metric is based on the path length of the elements of
a cluster and avoids judging the quality based on cluster density. We
show the effectiveness of the proposed metric by comparing its results
with other existing evaluation methods on artificially generated and real
world data sets.

Keywords: Evaluating Cluster Quality, Cluster Path Length.

1 Introduction

Many real world systems can be modeled as networks or graphs where a set of
nodes and edges are used to represent these networks. Examples include social
networks, metabolic networks, world wide web, food web, transport and Internet
networks. Community detection or Clustering remains an important technique
to organize and understand these networks [6] where [22] provides a good survey
of graph based clustering algorithms. A cluster can be defined as a group of
elements having the following properties as described by [24]:

– Density: Group members have many contacts to each other. In terms of
graph theory, it is considered to be the ratio of the number of edges present
in a group of nodes to the total number of edges possible in that group.

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 42–56, 2010.
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– Separation: Group members have more contacts inside the group than out-
side.

– Mutuality: Group members choose neighbors to be included in the group. In
a graph-theoretical sense, this means that they are adjacent.

– Compactness: Group members are ‘well reachable’ from each other, though
not necessarily adjacent. Graph-theoretically, elements of the same cluster
have short distances.

The Density of a cluster can be measured by the equation d = eactual/etotal

where eactual represents the actual number of edges present in the cluster and
etotal represents the total number of possible edges in the cluster. Density values
lie between [0,1] where a value of 1 suggests that every node is connected to
every other node forming a clique.

The Separation can be calculated by the number of edges incident to a cluster,
i.e the number of edges external to the clusters. This is often referred to as the cut
size and can be normalized by the total number of edges incident to the cluster.
Low values represent that the cluster is well separated from other clusters where
high values suggest that the cluster is well connected to other clusters.

Mutuality and Compactness of a cluster can easily be evaluated using a single
quantitative measure: the average path length between all the nodes of a cluster.
The path length refers to the minimum number of edges connecting node A to
node B. The average path length represents how far apart any two nodes lie
to each other and is calculated by taking the average for all pairs of nodes.
This value can be calculated for a cluster giving us the average path length of
a particular cluster. Low values indicate that the nodes of a cluster lie in close
proximity and high values indicate that the cluster is sparse and its nodes lie
distant to each other.

Cluster Detection has a wide range of applications in various fields. For ex-
ample, in social networks, community detection could lead us towards a better
understanding of how people collaborate with each other. In a transport network,
a community might represent cities or countries well connected through trans-
portation means. There are many algorithms addressing the issue of clustering
and readers are referred to various surveys on the topic [22,9,3] for further infor-
mation. Evaluating different clustering algorithms remains essential to measure
the quality of a given set of clusters. These evaluation metrics can be used for
the identification of clusters, choose between alternative clusterings and compare
the performance of different clustering algorithms [22].

Most of the evaluation metrics consider density as a fundamental ingredient
to calculate the quality of a cluster. From the definition of clusters given above,
density is an important factor but not the only factor to be considered while eval-
uating the quality of clustering. Having a densely connected set of nodes might
be a good reflection of nodes being adjacent to each other or lying at short dis-
tances but the inverse conjecture might not necessarily be true as illustrated in
Fig. 1. Consider the set of five nodes in Fig. 1(a,b,c) being identified as clus-
ters by some clustering algorithm. The density of graph in Fig. 1(a) is 1 and that
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Fig. 1. (a) Represents a clique (b) presents a star-like structure and (c) is a set of
nodes connected to each other in a chain-like structure

of (b) and (c) is 0.4. Intuitively (b) is more cohesive than (c). Moreover the
average path length of (b) is lower than that of (c) suggesting that the elements
of cluster (b) are closer to each other. From this example, we can deduce that, if
we consider density as the only criteria, then for such an evaluation metric, (b)
and (c) will be assigned a similar value which is not consistent with Mutuality
and Compactness.

Another important class of evaluation metric uses connectivity of clusters to
capture the notion of Separation. The simplest way to measure this is the cut
size which is defined as the minimum number of edges required to be removed so
as to isolate a cluster. Consider the graphs in Fig. 2(a,b,c) with enclosed nodes
representing clusters. Calculating the cut size for all these clusters will give the
same cut size, which is 1 in these examples, as each cluster is connected to the
rest of the graph through exactly one edge. The example suggests that cut-size
alone is not a good representation of the quality of clustering as all the clusters
in Fig. 2 have the same cut-size.

More sophisticated measures combining density and cut size have been in-
vestigated with the most important example being relative density [13]. Even
combining these two metrics, the clusters in Fig. 2(b) and (c) will be assigned
an equal score, failing to incorporate Mutuality and Compactness of a cluster.
Calculating the density and the cut size of these two clusters will result in the
exact same value. We present other cluster evaluation techniques in Sect. 2.

If we consider Density, Mutuality and Compactness together to evaluate the
quality of clusters present in Fig. 2, the highest measure should be associated

Fig. 2. Represents three graphs with enclosed nodes being the clusters. All the clusters
have the same cut size which is equal to 1. Based on the cut size alone the quality of
the clustering cannot be judged.
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Fig. 3. Air Traffic network drawn using Hong Kong at the center and some airports
directly connected to Hong Kong. We can see the worlds most important cities having a
direct flight to Hong Kong whereas there are lots of regional airports connected to Hong
Kong representing a star-like structure as discussed previously in Fig. 1(b) and 2(b).

to cluster (a) as it is the cluster with the highest Density, Mutuality and Com-
pactness. Then cluster (b) where it has high Mutuality and Compactness but
low density and finally cluster (c) which is the least Dense, Mutual and Com-
pact cluster of the three clusters present in Fig. 2. We show that the existing
cluster evaluation metrics do not evaluate the quality of clusters in this order.
We discuss the details in Sect. 4.

Until now, we have argued that ignoring Mutuality and Compactness of a
cluster to evaluate its quality can give inconsistent results. A simple question
can be raised about the importance of these two criterion especially for real world
data sets. To answer this question, we turn our focus towards some real world
data sets. Consider the example of an Air Traffic Network which represents
an airport-airport graph where two airports are connected through an edge if
a direct flight exists between them [21]. In this particular case, we took Hong
Kong as an example by taking some airports directly connected to it as shown in
Fig. 31. On one side, we can see some of the world’s biggest cities having direct
flights to Hong Kong where on the other hand, we have lots of regional airports
also directly connected to Hong Kong. If we consider a cluster by putting Hong
Kong with the regional airports, the resulting cluster will have very low density
and high cut size which are undesirable features for a cluster. In the other case,
where we consider Hong Kong as part of the cluster with the biggest cities in
the world, the cluster with Hong Kong will have a high cut size. Moreover, the
regional airports could not be clustered together as they will no longer remain
connected to each other. We will end up with lots of singleton clusters which
again will reduce the overall quality of any clustering algorithm.

Another example of these star-like structures comes from Internet Tomog-
raphy Networks which is a collection of routing paths from a test host to other

1 All the images in this paper are generated using TULIP software which is an open
source software for the analysis and visualization of large size networks and graphs
available at: http://www.tulip.labri.fr/
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Fig. 4. Internet Tomography Network representing routing paths from a test host to
other networks. Two nodes clearly dominate the number of connections as they play
the role of hubs to connect several clients. Another example of star-like structures in
the real world.

networks on the Internet. The database contains routing and reachability
information, and is available to the public from the Opte Project website
(http://opte.org/). Considering two hubs from this data set and taking all
the nodes lying at distance five from these hubs, we obtain a structure as shown
in Fig. 4. The two hubs dominate the number of connections in these networks
presenting the star-like behavior in real world data sets.

As opposed to these star-like structures, the other most common structure
present in most real world data sets is the presence of cliques. Social networks are
good examples of networks having cliques. As an example data set, consider the
collaboration network of researchers usually called the Co-Authorship Net-
work [18]. Two authors are connected by an edge if they appear as authors in
an article. Scientists co-authoring an article will end up having edges with every
other co-author thus forming a clique. Another example of such a network is
the Movie network where two actors are connected to each other if they have
acted in a movie together [1]. Just as in the case of co-authorship network, ac-
tors appearing in a movie together will form a clique and thus represent dense
communities.

Metrics based on density and cut size prove to be adequate for networks having
densely connected nodes or cliques. Results have shown that different clustering
algorithms perform well for these networks [6,16,1]. On the other hand, in case
where lots of star-like structures exist (see Fig. 3 and 4), an evaluation based
on density and cut size fails to perform well as shown in the examples discussed
previously. To resolve this problem, we propose a new cluster evaluation metric
which takes into account the underlying network structure by considering the
average path lengths to evaluate the cluster quality.
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Apart from these cliques and star-like structures, other interesting topologies
exist in different data sets but are highly dependent on the application domain.
Examples include motifs in Chemical Compounds [4] or Metabolic Networks [11]
where the goal is to search motifs in graphs and not to cluster them based
on some similarity. We focus our attention to generic data sets and evaluating
clustering algorithms for specific data sets remains out of the scope of this paper.

The design principle for the proposed metric is very simple and intuitive.
Instead of considering density as the fundamental component to evaluate the
quality of a clustering algorithm, we use the average path length to determine
the closeness of the elements of a cluster. It is obvious that in case of a clique,
the path length between the nodes is 1 which is the minimum possible value for
two connected nodes. But the important aspect here is that a star-like structure
will have a higher average path length as compared to a chain like structure thus
providing a way to evaluate how close the nodes are of a cluster, irrespective of
the density of edges. We discuss the details of the proposed metric further in
Sect. 3.

The paper is organized as follows. In the following section, we provide a brief
overview of some widely used metrics to evaluate cluster quality. In Sect. 3
we present the proposed metric and we discuss our findings by performing a
comparative study of the different evaluation metrics in Sect. 4. Finally in Sect. 5
we present our conclusions and future research directions in light of the newly
proposed metric.

2 Related Work

The different approaches to evaluate cluster quality can be classified as external,
relative or internal. The term external validity criteria is used when the results
of the clustering algorithm can be compared with some pre-specified clustering
structures [7] or in the presence of ground truth [20]. Relative validity criteria
measure the quality of clustering results by comparing them with the results
of other clustering algorithms [12]. Internal validity criteria involve the develop-
ment of functions that compute the cohesiveness of a clustering by using density,
cut size, distances of entities within each cluster, or the distance between the
clusters themselves etc [14,19,8].

For most real world data sets, an external validity criteria is simply not avail-
able. In the case of relative validity criteria, as Jain[9] argues, there is no cluster-
ing technique that is universally applicable in uncovering the variety of structures
present in multidimensional data sets. Thus we do not have an algorithm that
can generate a bench mark clustering for data sets with varying properties. For
these reasons we focus our attention on internal quality metrics only. Further
more, we deal with quality metrics for partitional or flat clustering algorithms
that are non-overlapping.

Modularity(Q) [16] (Q metric) is a metric that measures the fraction of the
edges in the network that connect within-community edges minus the expected
value of the same quantity in a network with the same community divisions but
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random connections between the vertices. If the number of within-community
edges is no better than random, we will get Q = 0. Values approaching Q = 1,
which is the maximum, indicate strong community structure.

Another metric used by Auber et al. [1] to effectively evaluate the quality of
clustering for small world graphs is the MQ metric initially proposed by Mitchell
et al. [15] as a partition cost function in the field of software reverse engineering.
It comprises of two factors where the first term contributes to the positive weight
represented by the mean value of edge density inside each cluster. The second
term contributes as a negative weight and represents the mean value of edge
density between the clusters.

The Relative Density [13] of a cluster calculates the ratio of the edge density
inside a cluster to the sum of the edge densities inside and outside that cluster.
The final Relative Density is the averaged sum of the these individual relative
densities for all clusters.

For our experimentation and comparison, we use the three metrics presented
above. Other notable metrics used to evaluated the quality of clustering include
coverage [2], conductance [10], performance [2] but since they are based on more
or less the same principles to evaluate the quality of clusterings, we do not
include them in this study.

3 Proposed Metric for Cluster Evaluation: Cluster Path
Lengths

As we discussed earlier, the design principle which makes our metric novel, is
the fact that we consider the path length of elements of a cluster. The metric is
composed of two components, the positive component(M+(G)) which assigns a
positive score to a cluster and a negative component(M−(G)) which attributes
a negative score to edges between clusters. The positive score is assigned on
the basis of the density, compactness and mutuality of the cluster whereas the
negative score is assigned on the basis of the separation of the cluster from other
clusters. The final quality of a cluster is simply the sum of the two components
given by the equation:

M(G) = M+(G) − M−(G) (1)

In the above equation, the two components are weighted equally. An option can
be to assign different weights to the two components, for example a higher weight
to the positive component, for the sake of simplicity, we have not experimented
with different weights. We discuss the details of how the positive and the negative
components are calculated below.

3.1 Positive Component

The goal is to assign a quantitative value to a cluster based on its density,
compactness and mutuality. Looking at the different clusters in Fig. 2, if we
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calculate the average path length of the nodes within the cluster, the least value
would be assigned to cluster (a), then cluster (b) and finally (c). This is quite
intuitive as we reduce the average distance between nodes of a cluster, the density
tends to increase. Lets call the average path length of each cluster Cluster Path
Length. The best possible average path length for any cluster can be 1 in the
case when every node is connected to every other node forming a clique. The
normalized cluster path length can be given by the following equation:

CPLi =
1

AvgPathLeni
(2)

Where CPLi represents the normalized cluster path length of cluster i and
AvgPathLeni represents the average path length of the nodes in cluster i. Higher
this value is for a cluster, better is the quality of the cluster where the values
lie in the range of [0,1]. The overall cluster path length is then averaged for
all clusters where k is the total number of clusters, giving us the value for the
positive component to evaluate the quality of the clustering:

M+(G) = CPL1···k =
1
k

k∑

i=1

CPLi (3)

3.2 Negative Component

The next step is to assign a negative score to penalize the inter-cluster edges.
The value of M− evaluates the separation of the two clusters. This score is
calculated for each pair of clusters and is based on the number of edges that link
two clusters i and j compared to the total number of edges possible between
these two clusters. Let ni and nj be the number of nodes contained in clusters
i and j respectively. Therefore, the edge penalty for the edges present between
these two cluster would be given by the equation:

EdgePenalty(i,j) =
eij

ni ∗ nj
(4)

Where eij is the number of edges present between clusters i and j. The overall
Edge Penalty (M−(G)) is the average calculated for all pair of clusters given by
the equation:

M−(G) =
2

k ∗ (k − 1)

k∑

i=1,j=1

EdgePenalty(i,j) where(i �= j) (5)

The negative score sums all edge penalties over all pairs of clusters and then nor-
malizes the value by k(k − 1)/2 to produce an overall penalty in the range [0,1].
This value is linearly proportional to the number of edges present between clusters
where low values correspond to few broken edges and a better clustering quality.

To summarize the proposed metric, we use the cluster path lengths to assign
a positive score to evaluate the quality of clustering subtracted by a negative
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score which is based on the inter-cluster density. The values lie in the range of
[0,1] where low values indicate poor clustering and high values indicate better
clustering. We refer to the metric as CPL for Cluster Path Lengths (although
we subtract the Edge penalties from the CPLs calculated).

4 Experimentation

For evaluating different cluster quality metrics, we use two different experiments.
The first, where we generate artificial data sets and the second where we use real
world data sets.

4.1 Artificial and Clustered Data Set

For the artificial data set, we directly generate clusters to avoid biasing the
experiment using any particular clustering algorithm. We generate three clus-
tered graphs of size n. We generate a random number k between 1 and Max to
determine the size of a cluster. For the first graph, we add k nodes such that
each node is connected to the other forming a clique. For the second graph, k
nodes are added such that a star-like is formed and finally k nodes are added
to the third graph forming a chain like structure. The process is repeated un-
til the maximum number of nodes in the graphs reach n. The clusters in each
of these graphs are connected by randomly adding RandE edges. This number
decides the number of inter-cluster edges that will be produced for each graph.
The choice of selecting the variables n, Max and RandE are independent of the
experiment and do not change the final evaluation. For our experiment, we used
n = 200, Max = 20 and RandE = 40.

Two important inferences can be drawn from the experiment described above.
The first, where we compare how the different evaluation metrics perform for
evaluating the quality of clusters where each cluster is a clique with some inter-
cluster edges. Looking at the high values for the all the evaluation metrics,
we can justify that all the metrics are consistent in evaluating the quality of
clusters including the newly proposed metric. As discussed previously, density
based metrics perform well when the clusters are densely connected, and so does
the proposed metric.

The other important result can be derived by comparing the values assigned
to the star-like clusters and chain-like clusters by different evaluation metrics.

Table 1. Evaluating the quality of clustering using three topologically different and
artificially generated clustered data sets

Cluster Quality Metric Cliques Star-like Chain-like

Cluster Path Length 0.998 0.611 0.374

Q metric 0.975 0.281 0.281

MQ metric 0.998 0.844 0.844

Relative Density 0.862 0.711 0.711
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Clearly the other metrics fail to differentiate between how the edges are dis-
tributed among the clusters ignoring the Mutuality and Compactness of a clus-
ter whereas CPL does well by assigning higher values to star-like clusters as
compared to chain-like clusters. This justifies the use of cluster path length as a
metric to evaluate the quality of clusters specially where dense clusters are not
expected.

4.2 Real World Data Sets and Clustering Algorithms

The second experiment uses real world data sets. We use four different data sets,
two of them were briefly introduced earlier in Sect. 1. We give the source and
description of each data set below.

The Co-authorship network is network of scientists working on network theory
and experiments, as compiled by M. Newman in May, 2006 [18]. The network
was compiled from the bibliographies of two review articles on networks, M.
E. J. Newman, SIAM Review and S. Boccaletti et al., Physics Reports, with a
few additional references added by hand. The biggest connected component is
considered for experimentation which contains 379 nodes and 914 edges.

The Air Transport Network is an undirected graph where nodes represent air-
ports and edges represent a direct flight from one airport to the other.
The network contains 1540 nodes and 16523 edges. The node-edge density of
the graph indicates that the average degree of node is around 10, but actually
the graph follows a scale free degree distribution where some nodes have very
high degree and many nodes have low degree (see [21] for more details). This is
quite understandable because the worlds busiest airports like Paris, New York,
Hong Kong, London etc have flights to many other destinations and small cities
or regional airports have very restricted traffic as shown in Fig. 3.

The Internet network is a network mapping data which consists of paths from
a test host towards other networks on the Internet containing routing and reach-
ability information. The complete data set is available from the Opte Project
website (www.opte.org). The entire data set contains 35836 nodes and 42387
edges. Since the Divisive Clustering algorithm has a high time complexity, we
only consider a subset of the actual data set constructed by considering a hub
and the nodes connected at distance 5 from it. The subset consists of 1049 nodes
and 1319 edges.

The fourth data set is a Protein-Protein interactions network. The data repre-
sents a set of S. cerevisiae interactions identified by TAP purification of protein
complexes followed by mass-spectrometric identification of individual components
used by [5]. The data is available from http://dip.doe-mbi.ucla.edu/dip and
contains 1246 nodes and 3142 edges. Around 80 nodes were disconnected from the
biggest connected component and were removed for this experimentation.

The choice of Air Traffic, the Internet Tomography and the Protein network
is purely based on the fact that these networks do not have densely connected
components. Rather there are components that have chain-like structures and
star-like structures. On the other hand we use the co-authorship network to show
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the efficiency of the clustering algorithms used as they perform well in detecting
communities present in the network.

To cluster these data sets, we use two known clustering algorithms, the Bi-
secting K-Means algorithm [23] and the Divisive Clustering algorithm based on
Edge Centrality [6]. The choice of these algorithms is based on the criteria that
these algorithms do not try to optimize or influence the clustering algorithm
based on the density or some other cluster quality metric as compared to other
algorithms present in the literature such as [17]. We also use the Strength Clus-
tering algorithm proposed by [1] which was initially introduced to cluster social
networks. The algorithm has been shown to perform well for the identification
of densely connected components as clusters.

The Bisecting K-Means algorithm and the Divisive Clustering algorithm based
on Edge Centrality are both divisive algorithms, i.e. they start by considering
the entire graph as a single cluster and repeatedly divide the cluster into two
clusters. Both these algorithms can be used to create a hierarchy where the
divisive process stops when each cluster has exactly one node left. Instead of
generating the entire hierarchy, we stop the process as soon as the minimum
number of nodes in the cluster reaches around 20 nodes. Moreover since we do not
propose a method to evaluate the quality of a hierarchical clustering algorithm,
we consider the leaves as a single partitional clustering. Note that the clustering
algorithm might create singletons but while evaluating the quality of clusters we
do not consider clusters having a single element. The results for evaluating the
clusters obtained for the two data sets are given in Table 2.

The Strength clustering algorithm uses the strength metric for clustering. This
metric quantifies the neighborhoods cohesion of a given edge and thus identifies
if an edge is an intra-community or an inter-community edge. Based on these
strength values, nodes are judged to be part of the same cluster (see [1] for more
details). The reason for using this clustering algorithm is to demonstrate that
irrespective of the clustering algorithm, the CPL metric evaluates the quality
of a clustering. Since the other two algorithms do not force the detection of
strongly connected components, we use Strength clustering as a representative
of clustering algorithms that try to detect densely connected nodes.

Analyzing the results presented in Table 2, first we look at the Co-authorship
network. The high values of the Divisive algorithm for all the evaluation metric
suggest that the algorithm does well to find the good clusters. Bisecting K-Means
seem to perform quite well also for this data set although values for the CPL
and MQ metric are comparatively lower than the divisive algorithm. Looking
at the results of Strength Clustering using CPL and MQ, the values are quite
high indicating that the algorithm found high quality clusters but the low Q
metric and Relative Density values create some doubt about the performance of
the algorithm. This variation is due to the large number of clusters generated
by Strength clustering (122) as compared to Divisive (23) and Bisecting K-
Means (38) algorithm. While evaluating the quality using Q metric and Relative
Density, this high number of clusters reduces its quality as it results in high
number of inter-cluster edges.
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In case of the Air Traffic network, the clusterings generated by the Bisecting
K-Means and Divisive algorithms are relatively poorly judged as compared to the
CPL and MQ metric. This is a clear indication that when considering the star-like
structures as clusters which are present in abundance in the Air-Traffic network,
the evaluation metrics judge the performance of the clustering algorithms to
be poor. This is because there are not many densely connected airports in the
network. High values of CPL indicate that even though, the clusters are not
densely connected, they lie in close proximity and thus are judged to be good
clusters. The overall node-edge density plays an important role as well since
the entire network has a high node-edge density, Q metric and Relative Density
expect highly dense clusters to be found and their absence results in low values
for these metrics. As mentioned in the introduction, there are a few nodes that
have a very high number of connections, airports such as Paris, London and
New York, which increases the overall density of the network, but most of the
airports have a very low number of connections. Thus many clusters found are
representatives of regional or with-in country airports connecting all its cities, as
shown in Fig 3. These results are a good justification of why the CPL is a good
cluster evaluation metric as it does not rate the quality of such clusters poorly
as compared to the other metrics.

Next, we look at the Internet Network. Almost all the evaluation metrics rate
the quality of clustering highly for the three clustering algorithms except for
the Strength clustering-Q metric value. Again, we refer to the overall node-edge
density of this graph which is quite low. Due to this, Q metric and Relative
Density do not expect highly dense clusters and thus even though there are lots
of star-like clusters found in this network, their quality is rated as good.

Finally the analysis of the Protein network is quite close to that of the Airport
network. The overall density is not that high, but still the node-edge ratio is 1:3.

Table 2. Evaluating the quality of clustering real world data sets using the existing
and the proposed cluster evaluation technique

Cluster Quality Metric

Data Set Clustering Algorithm CPL MQ Q Relative Density

Co-Authorship
Divisive Clustering 0.672 0.531 0.772 0.630
Bisecting K-Means 0.589 0.425 0.775 0.636
Strength Clustering 0.846 0.832 0.264 0.232

Air Traffic
Divisive Clustering 0.614 0.399 0.093 0.105
Bisecting K-Means 0.499 0.238 0.012 0.122
Strength Clustering 0.676 0.528 0.024 0.078

Internet
Divisive Clustering 0.498 0.324 0.790 0.697
Bisecting K-Means 0.581 0.415 0.592 0.582
Strength Clustering 0.666 0.503 0.356 0.554

Protein
Divisive Clustering 0.527 0.315 0.638 0.498
Bisecting K-Means 0.595 0.410 0.336 0.316
Strength Clustering 0.683 0.529 0.165 0.291
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The network is a good mix of some highly dense clusters and some star-like
and/or chain-like clusters. The strength algorithm again generates a very high
number of clusters (169) as compared to Divisive (91) and Bisecting K-Means
(117). The divisive algorithm has the lowest number of clusters and thus has
relatively high Q metric and Relative Density values.

For all the different data sets and algorithms, the CPL metric assigns high
values consistently. This is an indication that by definition and from previous
experimental results on a wide variety of data sets, these algorithms perform
well in grouping similar items together. The Q metric and the Relative density
are heavily dependent on the overall node-edge density for the evaluation of a
clustering. In case of high node-edge density, these metrics expect highly dense
clusters and in case of low node-edge density, less dense clusters can be rated
as high quality irrespective of the underlying cluster topology, where we have
argued that Mutuality and Compactness should be taken into consideration.
The CPL metric is consistent with algorithms and dense data sets where tightly
connected clusters are expected as is the case with the co-authorship network
and to some extent, the protein network.

We would like to mention that the experimentation and the results described
in this paper compare different cluster evaluation techniques and should not
be generalized to compare the different clustering algorithms. This is because
the number of clusters and their sizes vary from one clustering algorithm to
the other. Specially, Bisecting K-Means and Divisive Clustering based on Edge
Centrality can not be compared with the Strength clustering algorithm in terms
of performance and quality of clusters generated as strength clustering generates
many small size clusters as compared to the other clustering algorithms.

5 Conclusion and Future Research Directions

In this paper we introduced a new metric called the CPL metric to evaluate the
quality of clusters produced by clustering algorithms. We argued that Density
and Cut Size based metrics play an important role in the evaluation of dense
graphs but Mutuality and Compactness are also important for the evaluation of
clusters in graphs that are not densely connected. The proposed metric takes into
account the underlying network structure and considers the average path length
as an important factor in evaluating the quality of a cluster. We evaluated the
performance of some existing cluster evaluation techniques showing that the new
metric actually performs better than the metrics used largely by the research
community.

As part of future work, we intend to extend the metric to evaluate the qual-
ity of hierarchical clustering algorithms based on the principles introduced in
this paper. A more extended study is needed to compare different clustering
algorithms for data sets having varying network topologies to comprehend the
behavior of different clustering algorithms which in turn can lead us towards a
better understanding of how to judge these algorithms.
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Abstract. In data clustering the more traditional algorithms are based on similar-
ity criteria which depend on a metric distance. This fact imposes important  
constraints on the shape of the clusters found. These shapes generally are hyper-
spherical in the metric’s space due to the fact that each element in a cluster lies 
within a radial distance relative to a given center. In this paper we propose a 
clustering algorithm that does not depend on simple distance metrics and, there-
fore, allows us to find clusters with arbitrary shapes in n-dimensional space. Our 
proposal is based on some concepts stemming from Shannon's information 
theory and evolutionary computation. Here each cluster consists of a subset of 
the data where entropy is minimized. This is a highly non-linear and usually non-
convex optimization problem which disallows the use of traditional optimization 
techniques. To solve it we apply a rugged genetic algorithm (the so-called  
Vasconcelos’ GA). In order to test the efficiency of our proposal we artificially 
created several sets of data with known properties in a tridimensional space. The 
result of applying our algorithm has shown that it is able to find highly irregular 
clusters that traditional algorithms cannot. Some previous work is based on algo-
rithms relying on similar approaches (such as ENCLUS' and CLIQUE's). The 
differences between such approaches and ours are also discussed. 

Keywords: clustering, data mining, information theory, genetic algorithms. 

1   Introduction 

Clustering is an unsupervised process that allows the partition of a data set X in k 
groups or clusters in accordance with a similarity criterion. This process is unsuper-
vised because it does not require a priori knowledge about the clusters. Generally the 
similarity criterion is a distance metrics based in Minkowsky Family of metrics [1] 
which is given by: ݀ሺܲ, ܳሻ ൌ ඥ∑ | ܲ െ ܳ|ୀଵ                     (1) 
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where P and Q are two vectors in an n-dimensional space. From the geometric point 
of view, these metrics represent the spatial distance between two points. However, 
this distance is sometimes not an appropriate measure for our purpose. For this reason 
sometimes the clustering methods use statistical metrics such as Mahalanobis' [2], 
Bhattacharyya's [3] or Hellinger's [4], [5]. These metrics statistically determine the 
similarity of the probability distribution between random variables P and Q. In addi-
tion to a similarity criterion, the clustering process typically requires the specification 
of the number of clusters. This number frequently depends on the application domain. 
Hence, it is usually calculated empirically even though there are methodologies which 
may be applied to this effect [6].  

1.1   A Hierarchy of Clustering Algorithms 

A large number of clustering algorithms has been proposed which are usually classi-
fied as follows: 

 

Partitional. Which discover clusters iteratively relocating iteratively elements of the 
data set between subsets. These methods tend to build clusters of proper convex 
shapes. The most common methods of this type are k-means [7], k-medoids or PAM 
(Partitioning Around Medoids) and CLARA (Clustering Large Applications) [8].  

 

Hierarchical. In which large clusters are merged successively into smaller clusters. 
The result is a tree (called a dendrogram) whose nodes are clusters. At the highest 
level of the dendrogram all objects belong to the same cluster. At the lowest level 
each element of the data set is in its own unique cluster. Thus, we must select the 
adequate cut level such that the clustering process is satisfactory. Representative me-
thods in this category are BIRCH [9], CURE and ROCK [10].  

 

Density Based. In this category a cluster is a dense (in some pre-specified sense) 
region of elements of the data set that is separated by regions of low density. Thus, 
the clusters are identified as areas highly populated with elements of the data set. Here 
each cluster is flexible in terms of their shape. Representative algorithms of this cate-
gory are DBSCAN [11] and DENCLUE [12].  

 

Grid Based. Which use space segmentation through a finite number of cells and from 
these performs all operations. In this category are STING (Statistical Information 
Grid-based method) described by Wang et al. [13] and Wave Cluster [14]. 
 

Additionally, there are algorithms that use tools such as fuzzy logic or neural net-
works giving rise to methods such as Fuzzy C-Means [15] and Kohonen Maps [16], 
respectively. The performance of each method depends on the application domain. 
However, Halkidi [17] present several approaches that allow to measure the quality of 
the clustering methods via the so-called "quality indices".  

1.2   Desired Properties of Clustering Algorithms 

In general a good clustering method must: 

– Be able to handle multidimensional data sets.  
– Be independent of the application domain. 
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– Have a reduced number of settings.  
– Be able to display computational efficiency. 
– Be able to yield irregular shaped clusters.  
 

With respect to last point, the great majority of the clustering methods restrict the 
shape of the clusters to hyperspherical shapes (in the space of the metric) owing to the 
use of some sort of distance as a similarity criterion. The distance between each point 
inside a cluster and its center is smaller than the radius of an n-dimensional sphere as 
illustrated in Figure 1 (for  n=2). 

An ideal case would allow us to obtain arbitrary shapes for the clusters that ade-
quately encompass the data. Figure 2 illustrates this fact. 

Therefore, we propose a clustering algorithm that better approaches the problem of 
finding clusters with irregular shapes. 

 

Fig. 1. Clusters with circular shapes 

 

Fig. 2. Clusters with arbitrary shapes 

2   Related Work 

Our proposal is based on maximizing density in terms of the entropy of the area of the 
space that represents a cluster. There are previous works with similar approaches. 
Cheng et al [18], for example, present an algorithm called ENCLUS (Entropic Clus-
tering) in which they link the entropy with two concepts that the authors call coverage 
and density. These are determined by the space's segmentation. Segmentation is made 
iteratively. Henceforth, several conditions have to be satisfied for every iteration of 
the algorithm. The space segmentation is a partition on non-overlapping rectangular 
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units based on CLIQUE (Clustering in Quest) algorithm where a unit is dense if the 
fraction of the elements contained in the unit is greater than a certain threshold. A 
cluster is the maximum set of connected dense units. Another work is the so-called 
COOLCAT algorithm [19] which also approaches the clustering problem on entropic 
considerations but is mainly focused on categorical sets of data. The difference of our 
proposal is that the space is quantized through a hypercube that encapsulates all ele-
ments of the data set. The hypercube is composed of units of quantization that called 
“hypervoxels” or, simply, “voxels”. The number of voxels determines the resolution 
of the hypercube. Contrary to ENCLUS, our algorithm does not iterate to find the 
optimal space quantization. Here the hypercube is unique and its resolution is given a 
priori as a parameter. The units of quantization become the symbols of the source's 
alphabet which allow an analysis through information theory. Our working hypothesis 
is that areas with high density have minimum entropy with respect to areas with low 
density.  

3   Generalities 

In what follows we make a very brief mention of most of the theoretical aspects hav-
ing to do with the proper understanding of our algorithm. The interested reader may 
see the references. 

3.1   Information Theory  

Information theory addresses the problem of collecting and handling data from a 
mathematical point of view. There are two main approaches: the statistical theory of 
communication (proposed by Claude Shannon [20]) and the so-called algorithmic 
complexity (proposed by Andrei Kolmogorov [21]). In this paper we rely on the sta-
tistical approach in which information is a series of symbols that comprise a message, 
which is produced by an information source and is received by a receiver through a 
channel. 
 
Where: 
Message. It is a finite succession or sequence of symbols.  
Information Source. It is a mathematical model denoted by S which represents an 
entity which produces a sequence of symbols (message) randomly. The space of all 
possible symbols is called source alphabet and is denoted as Σ (see [22]). 
Receiver. It is the end of the communication's channel which receives the message. 
Channel. It is the medium used to convey a message from an information source to a 
receiver. 

 
In this document we apply two key concepts which are very important for our  
proposal. 

Self Information.  It is the information contained in a symbol si, which is defined as1: 

                                                           
1 The base for the logarithms is arbitrary. When (as above) we choose base 2 the information is 

measured in "bits". 
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ሻݏሺܫ  ൌ െ logଶ  ሻ                                                  (2)ݏሺ
 

Where p(si) is the probability that the symbol si is generated by the source S. We can 
see that the information of a symbol is greater when its probability is smaller. Thus, 
the self information of a sequence of statistically independent symbols is: 
ଶݏଵݏሺܫ   … ሻݏ ൌ ଵሻݏሺܫ  ଶሻݏሺܫ  ڮ   ሻ                      (3)ݏሺܫ

 
Entropy. The entropy is the expected value of the information of the symbols gener-
ated by the source S. This value may be expressed as: 
ሺܵሻܪ  ൌ ∑ ሻୀଵݏሺܫሻݏሺ ൌ െ ∑ ሻݏሺ logଶ ሻୀଵݏሺ   (4) 
 
Where n is the size of the alphabet Σ. Therefore, we see that entropy is greater the 
more uniform the probability distribution of symbols is.  

3.2   Genetic Algorithms 

Genetic Algorithms (GA) (a very interesting introduction to genetic algorithms and 
other evolutionary algorithms may be found in [23]) are optimization algorithms 
which are frequently cited as “partially simulating the process of natural evolution”. 
Although this is a suggestive analogy behind which, indeed, lies the original motiva-
tion for their inception, it is better to understand them as a kind of algorithms which 
take advantage of the implicit (indeed, unavoidable) granularity of the search space 
which is induced by the use of the finite binary representation in a digital computer.  

In such finite space numbers originally thought of as existing in  actually map 
into Bm space. Thereafter it is simple to establish that a genetic algorithmic process is 
a finite Markov chain (MC) whose states are the populations arising from the so-
called genetic operators: (typically) selection, crossover and mutation. As such they 
display all of the properties of a MC. From this fact one may infer the following  
mathematical properties of a GA: 1) The results of the evolutionary process are inde-
pendent of the initial population and 2) A GA preserving the best individual arising 
during the process will converge to the global optimum (albeit the convergence 
process is not bounded in time). For a proof of these facts the interested reader may 
see [24]. Their most outstanding feature is that, as opposed to other more traditional  
optimization techniques, the GA iterates simultaneously over several possible solu-
tions. Thereafter, other plausible solutions are obtained by combining (crossing over) 
the codes of these solutions to obtain hopefully better ones. The solution space (SS) 
is, therefore, traversed stochastically searching for increasingly better plausible solu-
tions. In order to guarantee that the SS will be globally explored some bits of the 
encoded solution are randomly selected and changed (a process called mutation). The 
main concern of GA-practitioners (given the fact that well designed GAs, in general, 
will find the best solution) is to make the convergence as efficient as possible. The 
work of Forrest et al. has determined the characteristics of the so-called Idealized GA 
(IGA) which is impervious to GA-hard problems [25]. 
 

nℜ



62 A. Kuri-Morales and E. Aldana-Bobadilla 

3.3   Vasconcelos’ Genetic Algorithms 

The implementation of the IGA is unattainable in practice. However, a practical ap-
proximation called the Vasconcelos’ GA (VGA) has been repeatedly tested and prov-
en to be highly efficient [26]. The VGA, therefore, turns out to be an optimization 
algorithm of broad scope of application and demonstrably high efficiency. 
A statistical analysis was performed by minimizing a large number of functions and 
comparing the relative performance of six optimization methods2 of which five are 
GAs. The ratio of every GA’s absolute minimum (with probability P=0.95) relative to 
the best GA’s absolute minimum may be found in Table 1 under the column “Relative 
Performance”. The number of functions which were minimized to guarantee the men-
tioned confidence level is shown under “Number of Optimized Functions”. 

Table 1. Relative Performance of Different Breeds of Genetic Algorithms 

Algorithm Relative  
Performance 

Number of Optimized 
Functions 

VGA 1.000 2,736 
EGA 1.039 2,484 
TGA 1.233 2,628 
SGA 1.236 2,772 
CGA 1.267 3,132 
RHC 3.830 3,600 

 
It may be seen that the so-called Vasconcelos’ GA (VGA) in this study was the 

best of all the analyzed variations. Interestingly the CGA (the classical or "canonical" 
genetic algorithm) comes at the bottom of the list with the exception of the random 
mutation hill climber (RHC) which is not an evolutionary algorithm. According to 
these results, the minima found with the VGA are, on the average, more than 25% 
better than those found with the CGA. Due to its tested efficiency, we now describe in 
more detail the VGA. 

Outline of Vasconcelos’ Genetic Algorithm (VGA) 
 
1. Generate random population of n individuals (suitable solutions for the  

problem). 
2. Evaluate the fitness f(x) of each individual x in the population. 
3. Order the n individuals from best (top) to worst (bottom) for i=1, 2,. . . , n 

according to their fitness. 

4. Repeat steps A-D (see below) for . 

A. Deterministically select the i-th and the  individu-

als (the parents) from the population. 

                                                           
2 VGA: Vasconcelos’ GA; EGA: Eclectic GA; TGA: Elitist GA; SGA: Statistical GA; CGA: 

Canonical (or Simple) GA; RMH: Random Mutation Hill Climber. 

⎣ ⎦n/21,2,...,i =
th-1)i-(n +
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B. With probability Pc cross over the selected parents to form two 
new individuals (the offspring). If no crossover is performed, 
offspring are an exact copy of the parents.  
C. With probability Pm mutate new offspring at each locus (position 
in individual).  
D. Add the offspring to a new population  

5. Evaluate the fitness f(x) of each individual x in the new population 
6. Merge the newly generated and the previous populations 
7. If the end condition is satisfied, stop, and return the best solution. 
8. Order the n individuals from best to worst (i=1, 2,  . . . , n) according to their 

fitness   
9. Retain the top n individuals; discard the bottom n individuals 

10. Go to step 4  
 

As opposed to the CGA, the VGA selects the candidate individuals deterministically 
picking the two extreme (ordered according to their respective fitness) performers of 
the generation for crossover. This would seem to fragrantly violate the survival-of-
the-fittest strategy behind evolutionary processes since the genes of the more apt 
individuals are mixed with those of the least apt ones. However, the VGA also retains 
the best n individuals out of the 2n previous ones. The net effect of this dual strategy 
is to give variety to the genetic pool (the lack of which is a cause for slow conver-
gence) while still retaining a high degree of elitism. This sort of elitism, of course, 
guarantees that the best solutions are not lost. On the other hand, the admixture of 
apparently counterpointed plausible solutions is aimed at avoiding the proliferation of 
similar genes in the pool. In nature as well as in GAs variety is needed in order to 
ensure the efficient exploration of the space of solutions3. As stated before, all GAs 
will eventually converge to a global optimum. The VGA does so in less generations. 
Alternatively we may say that the VGA will outperform other GAs given the same 
number of generations. Besides, it is easier to program because we need not to simu-
late a probabilistic process. Finally, the VGA is impervious to negative fitness's  
values.We, thus, have a tool which allows us to identify the best values for a set of 
predefined metrics possibly reflecting complementary goals.  

For these reasons we use in our work the VGA as the optimization method. In what 
follows we explain our proposal based in the concepts mentioned above. 

4   Evolutionary Entropic Clustering  

Let X be a data set of elements xi such that ݔୀሼݔଵ, ,ଶݔ … , -ሽ, let D be an nݔ
dimensional space such that  ݅ݔ א  and let cj be a subset of D called cluster. Then   ܦ
we must find a function that associates each element of X to the j-th cluster cj  as: 

 

                  (5) 

                                                           
3 The Latin American philosopher José Vasconcelos proposed that the admixture of all races 

would eventually give rise to a better one he called the cosmic race; hence the algorithm’s 
name. 

kjXxcxf iji ≤≤∧∈∀= 2;)(
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Where k is the number of clusters and  ݂ሺݔሻ is called the membership function. Now 
we describe a method which attempts to identify those elements within the data set 
which share common properties. These properties are a consequence of (possibly) 
high order relationships which we hope to infer via the entropy of a quantized vector 
space. This space, in what follows, will be denoted as the Hypercubic Wrapper. 

4.1   Hypercubic Wrapper 

A Hypercubic Wrapper denoted as HW is an n-dimensional subspace of D  such that: 
 

ݔ                                               א ݔ    ܹܪ א ܺ     (6)  

HW is set of elements vm called voxels, which are units in n-dimensional that can 
contain zero or more elements of the set X. The cardinality of HW depends on the 
maximum number of voxels that we specify in each dimension of the space D such 
that:  

 
|ܹܪ|    ൌ ∏ ୀଵܮ                                  (7) 

 
Where ܮ is the number of voxels in the i-th dimension and n is the dimension number 
of D.   From equation (7) it follows that ݒ א  :ܹܪ

 
    0 ൏ ݉  ∏ ୀଵܮ      (8) 

 

 
Fig. 3. Hypercubic Wrapper in a tri-dimensional space where the points represent elements of 
the data set and the subdivisions are voxels 

 

Fig. 4. Hypercubes with different lengths per dimension 
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Figure 4 shows a graphical representation of HW in a tri-dimensional space, where 
the cardinality is equal to 27 (since Li=3 for all i). 

In general,  and it is, therefore, possible to define different HWs by 

changing the values of the Li's as shown in Figure 4 
Once this wrapper's characteristics are defined, we may use a clustering method 

based in the concept of Self Information, Entropy, and VGA.  We describe our propos-
al (which we call the Fixed Grid Evolutionary Entropic Algorithm (FGEEA)).  

4.2   Fixed Grid Evolutionary Entropic Algorithm  

Definition 1. Every voxel that includes at least one element of the data set X is called 
a non-empty voxel; otherwise it is called an empty voxel 

 
Definition 2.  For the purpose of entropy calculation, any non-empty voxel is identi-
fied with the i-th symbol and will be denoted by si.  
 
Definition 3. The space of all symbols is an alphabet denoted by Σ. 
 
Definition 4. The data set is equivalent the source of information S. Such source only 
produces symbols of  Σ. 
 
Definition 5. The probability that the symbol si is produced by S is the cardinality of S 
divided by the cardinality of the data set X. This probability is denoted as p(si).  
 
Corollary. The density of a symbol si is proportional to its probability p(si). 
 
It follows that:  
 |Σ|   (9)        |ܹܪ|
ሺܵሻܪ  ൌ ∑ ሻୀଵݏሺܫሻݏሺ ൌ െ ∑ ሻݏሺ logଶ ሻୀଵݏሺ    (10) 
 
Our idea is to use the entropy for determine the membership of every symbol in the j-
th cluster, based on the follows assumptions: 
 
Assumption 1. The source S always produces the same symbols for a given data set X. 
 
Assumption 2. The spatial position of each symbol (voxel) is invariant for a given data 
set X. Therefore, H(S) is constant. 
 
According to the working hypothesis, the areas with high density have minimum 
entropy with respect to areas with low density. Therefore the areas with minimum 
entropy correspond to a cluster. 

To determine the entropy of a cluster we introduce a concept we call intracluster 
entropy, defined as: 
 

ሺܿሻܪ       ൌ െ ∑ ൯ݏ൫ logଶ ݏ    ሻݏሺ א  ܿ   (11) 
 

jiLL ji ,∀≠
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Where  ܪሺܿሻ  is the intracluster entropy of i-th cluster. In order to determine that sj 
belongs to ci we use a genetic algorithm, as discussed in what follows. 

Application of Vasconcelos’ Genetic Algorithm 
 
Our aim is to find the areas of the subspace HW where the entropy is minimal. We 
find groups of voxels such as each group have minimal entropy (intracluster entropy). 
Clearly this is an optimization problem. For reasons already discussed we use a VGA. 
The individuals of the algorithm have been encoded as follows. a) The length of the 
genome is equal to the cardinality of Σ. [It is composed by all symbols (or genes)]. b) 
Each gene is assigned a label that represents the cluster to which it belongs. c) It has a 
sequential index. Such index will allow mapping all symbols to subspace HW. Fig.5 
exemplifies a genome for k=3.  

 

 
Fig. 5. Genome of the individual (k=3)  

Now, we defined the fitness function as: 
 ݂൫݅݊݀݅ܽݑ݀݅ݒ ݈൯ ൌ ݉݅݊ ∑ ݆ ݎ݂     ሺܿሻܪ  ܰୀ  (12) 

Subject to: ∑ ሺܿሻܪ  ሺܵሻୀܪ     (13) ห∑ ሺܿሻܪ െ ሺܵሻୀܪ ห  ∆ଵ    (14) 
 

Where N is the size of the population and  ∆ଵ is a parameter that represents a thre-
shold of the difference between the sum of intracluster entropies and the entropy of 
source S. Additionally we have introduced a constraint called intracluster density 
defined as: ݀ܿ   (15)      ߝ
 
where ε is the threshold density. One last constraint is the intracluster density (dci). It 
is the number of elements of data set X which belong to the symbols of i-th cluster: 

 ݀ܿ ൌ ఈఉ      (16) 
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Here the effectiveness decreases significantly in general. But FGEEA showed the 
better results. 

Finally we tested our algorithm with a data set in tridimensional space with an un-
known spatial distribution. For k = 3 (number of clusters) the algorithm found a solu-
tion that is shown in Fig. 8. Here the clusters are irregularly shaped. 

These last results were not compared with other clustering algorithms. However, 
we can see that in principle our approach is feasible. 

6   Conclusions and Future Work  

These results allow us to test the feasibility of our algorithm. This is not enough, 
however, to assume its effectiveness in general. To achieve this proof we require 
testing with several data sets and applying more solid clustering validation tech-
niques. Computationally, the analysis of the geometric and spatial membership rela-
tion between elements of a multidimensional data set is hard. Our approach showed 
that in principle, membership relations in a data set can be found through of its entro-
py without an excessive demand on computational resources. Even though the results 
obtained are limited (since they correspond to particular cases and in tri-dimensional 
data) they are promissory. Therefore, future work requires to generalize our method 
for a data set in n-dimensional space (with n>3), to analyze its computational com-
plexity and to test its detailed mathematical formulation. We will report on these 
issues shortly. 
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Abstract. Grouping unknown data into groups of similar data is a necessary 
first step for classification, indexing of data bases, and prediction. Most of to-
day’s applications, such as news classification, blog indexing, image classifi-
cation, and medical diagnosis, obtain their data in temporal sequence or  
on-line. The necessity for data exploration requires a graphical method that al-
lows the expert in the field to study the determined groups of data. Therefore, 
incremental hierarchical clustering methods that can create explicit cluster de-
scriptions are convenient. The noisy and uncertain nature of the data makes it 
necessary to develop fuzzy clustering methods. We propose a novel fuzzy con-
ceptual clustering algorithm. We describe the fuzzy objective function for  
incremental building of the clusters and the relation among the clusters in a  
hierarchy. The operations that can incrementally re-optimize the fuzzy-based 
hierarchy based on the newly arrived data are explained. Finally, we evaluate 
our method and present results. 

1   Introduction 

Grouping unknown data into groups of similar data is a necessary first step for classi-
fication, indexing of data bases, and prediction. Most of today’s applications, such as 
news classification, blog-indexing, image classification, and medical diagnosis, obtain 
their data in temporal sequence or on-line. The necessity for data exploration requires 
a graphical method that allows the expert in the field to study the determined groups 
of data and their relations. Therefore, incremental hierarchical clustering methods that 
can create explicit cluster descriptions are convenient. The noisy and uncertain nature 
of the data makes it necessary to develop fuzzy clustering methods. We propose a 
novel fuzzy conceptual clustering algorithm. This algorithm can generate clusters and 
the relations among the clusters based on the actual available data. As soon as new 
data arrive, the algorithm is able to update the clusters and the hierarchy based on the 
new data without reconsidering the old data. 

To ensure this behavior we developed hierarchy-construction operators that check 
based on a fuzzy objective-function if a new item should either be placed into existing 
groups or create a new group or merge or split groups. The algorithm can incremen-
tally learn the cluster hierarchy from the arriving data and redesign and optimize the 
cluster hierarchy. The explicit concept-description of a cluster is worked out during 
the clustering process and updated according to the new data. An off-line calculation 
process as it is done for conventional hierarchical clustering is thus not necessary. The 
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hierarchical structure shows the clusters and their data from a coarse to grain level. 
Displayed on a graphical user interface, the hierarchical structure provides a domain 
expert with an excellent data exploration capability. The number of clusters must not 
be determined in advance; the algorithm is able to determine them automatically. 

In Section 2 we describe related work. In Section 3, our novel fuzzy conceptual 
clustering algorithm is described. We describe the fuzzy objective function for incre-
mental building of the clusters. The operations that can incrementally re-optimize the 
fuzzy-based cluster hierarchy based on the newly arrived data are explained. In  
Section 4, we present the data we used for the evaluation of our algorithm and the 
ordering of the data. We evaluate our method and present results in Section 5. Finally, 
we discuss the characteristic of the algorithm in Section 6 and present directions for 
further studies. Conclusions are given in Section 7. 

2   Related Work 

Fuzzy c-means (FCM) is a method of clustering, which allows to group data accord-
ing to its degree of membership in two or more groups. It takes into account the  
uncertainty of the data and can create overlapping clusters, not only crisp clusters. For 
many applications this representation of the problem solutions space is much more 
convenient since it considers the uncertain nature of the data existing for many appli-
cations. The method was developed by Dunn in 1973 [1] and improved by Bezdek in 
1981 [2]. Fuzzy c-means is frequently used for many applications. Meanwhile many 
variations of the original fuzzy c-means algorithm have been developed. They can be 
roughly divided into fuzzy clustering based on fuzzy relations [5] and fuzzy clustering 
based on objective function [5][3]. For example, the Gustafson-Kessel-Algorithm [3] 
employs an adaptive distance norm. In their paper, Fadili et al. [6] review different 
objective fuzzy functions and finally use a function based on the ratio of a) the ratio 
of the fuzzy compactness and the average separation between the clusters and b) the 
fuzzy relationship between clusters in terms of fuzzy union and intersection.  

The fuzzy c-mean is a partitioning algorithm and does not structure the clusters in 
hierarchical fashion; this is not convenient for explanation, classification or data base 
indexing purposes. The main drawback of the algorithm is that it cannot automatically 
decide on the number of clusters. The number of clusters has to be known or deter-
mined in advance. Otherwise, an optimization strategy has to be applied that selects 
the best number of clusters while iteratively applying the fuzzy c-mean with different 
numbers of clusters to the same data set [2][6].  

The fuzzy c-mean does not consider the on-line nature of the data existing for 
many applications such as in text classification for newswires and blogs or image 
processing. The full data set has to be available for clustering. Once new data arrive, 
the data set has to be updated by the new data and the whole clustering procedure has 
to be repeated in order to obtain the new clusters underlying the updated data set. 

A few hierarchical fuzzy clustering algorithms are known. However, hierarchical 
fuzzy clustering algorithms have not yet been extensively studied. 

Torra [8] studied hierarchical clustering with the help of fuzzy c-mean for text 
document classification in newswires. In the top-down strategy the fuzzy c-mean are  
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iteratively applied to the clusters that are too large. In the bottom-up strategy, the last 
clustering result is the starting set for the next fuzzy c-mean clustering. Therefore, the 
selection of the number of clusters for the fuzzy c-means is still a problem. The algo-
rithm is not incremental because most clusters do not change if some new documents 
arrive as input.  

Rodriques et al. [9] developed an algorithm for streaming time series. A top-down 
strategy is used to build a binary tree hierarchy with a semi-fuzzy assignment. This 

means that, the membership-function for a vector ix to a cluster c is 
1( )ic ip ipu u n −= , where  p is the parent of c and ipn

 
the number of clusters to which 

the vector ix was assigned (at level p)). The hierarchy is restricted to binary trees but 

the algorithm is incremental. However as described before, the fuzzy membership 
function is very simple. 

Bordogna et al. [10] developed an (incremental) hierarchical fuzzy clustering al-
gorithm for news-filtering. This algorithm has two modes. In the online mode news 
can belong either to an existing cluster or it creates a new cluster. During this mode 
only the membership functions are updated, but not the prototypes (centroids) of the 
clusters. In an offline mode the hierarchy is rebuilt based on the updated data  
set with a bottom up algorithm and the fuzzy c-mean using the cosine similarity. The 
online mode is incremental but the hierarchy building operator can only add new 
instances and update the membership function but not re-optimize the whole cluster 
hierarchy. After a while this strategy results in a non-optimal cluster hierarchy that 
must be redesigned during the off-line mode based on the old and newly collected 
data set. 

All these hierarchical fuzzy clustering algorithms do not generate an explicit con-
cept of a cluster. The concept has to be calculated after the hierarchy has been built. 

Fuzzy conceptual clustering for text categorization is proposed by Quan et. al. [11]. 
The algorithm is a three step approach. First, a formal concept analysis of the data 
based on fuzzy logic is performed to create a fuzzy concept lattice. Next, a fuzzy 
conceptual clustering technique is proposed to cluster the fuzzy concept lattice into 
fuzzy clusters. In the third step, the hierarchical relations are generated among con-
ceptual clusters for constructing the concept hierarchy. Although the concepts are 
explicit, the algorithm is not incremental. 

Hierarchical conceptual clustering algorithms can create an explicit concept de-
scription for a cluster while forming the clusters and incrementally update the cluster-
hierarchy based on the new data. Well known algorithms are COBWEB [12],  
UNIMEM [13], and CLASSIT [14]. These algorithms differ in the kind of data repre-
sentations (numerical, symbolical or mixed data) they can handle, the kind of opera-
tions they can perform to re-optimize the hierarchical structure of the clusters, and the 
kind of objective function they use to decide which operations should be carried out 
next to update the hierarchical structure. They employ a similarity-based or a prob-
abilistic concept description. 

We propose a fuzzy conceptual clustering algorithm that can build explicit con-
cepts while forming the hierarchy and update the hierarchy based on the new data. 
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3   The Algorithm 

Hierarchical conceptual clustering constitutes learning the clusters incrementally. It 
enables flexibly learning the hierarchy of observations according to the arriving data 
stream. There is no need to know the number of groups in advance; this will be learnt 
while clustering the instances. The concept description of a class is explicit. We pro-
pose a fuzzy conceptual clustering algorithm. Therefore, we need a fuzzy concept 
building function and, in contrast to crisp concepts in a fuzzy framework, a case may 
belong to one or more classes with a membership value. 

A fuzzy concept may be described as follow: 

Let N be the number of samples { Ni xxxx ,...,,...,, 21 } that can be partitioned 

into M  clusters { Mk CCCC ,...,,...,, 21 }. The cluster may overlap and a particular 

sample tx  may belong to one or more clusters kC  with a particular membership 

degree ktu : 
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A particular cluster lC  may be described by the prototype lm , the sam-

ples lNlill xxxx ,...,,...,, 21  and the membership values ltu : 

( ) ( ){ } { }llilslililllll muxuxuxuxC ∧= ),(),...,,(,...,,,, 2211  (3) 

In general the algorithm can be described as follow: 
 

 Each new case is tentatively placed into the actual concept hierarchy level by 
level beginning with the root node until a terminal node is reached.  
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 In each hierarchy level one of these four different kinds of operations is per-
formed:  

 The case is incorporated into one or more existing child nodes with a mem-

bership value *uukt > (tested 1.0* =u  and 2.0* =u ), 

 A new empty child node is created where the case is incorporated,  
 A child node is split into grandchild nodes. 

 
Which action is performed to create the hierarchy is decided based on a fuzzy objec-
tive function. Figures 1 and 2 show the overall algorithm.  

 

 
Fig. 1. The Algorithms Part A 

1. Input:   Concept Hierarchy CB with current node N 
2.     An unclassified instance g 
3. Output:   Modified Concept Hierarchy CB’ 
4. Top-level call:  ConceptHierarchy(top-node, g) 
5. Variables:  A, B, C, D, E are nodes in the hierarchy 
6.     W, X, Y, Z are (clustering)partition scores  
7.      
8. ConceptHierarchy(N,G) 
9.   If N is a terminal node 
10.    Then  CreateNewTerminals(N,g) 
11.     Incorporate(N,g) 
12.   Else  
13.    For each child A of node N 
14.     Compute the score for placing g in A. 
15.    Let B be the node with the highest score W. 
16.    Let C be the node with the second highest score. 
17.    Let X be the score for placing g in a new node D. 
18.    Let Y be the score for merging B and C into one node E. 
19.    Let Z be the score for splitting B into its children. 
20.   
21.   If W is the best score  
22.    Then   ConceptHierarchy(B,G)(place g in case class B) 
23.     For each child A (without B) of node N 

24.             If *
Agu u>  

25.      Then ConceptHierarchy(A,G) 
26.   Else If X is the best score 
27.    Then  Input an new node D  
28.   Else If Y is the best score 
29.    Then  Merge(B,C,N) 
30.     Let E be the node from merging B and C. 
31.     ConceptHierarchy(E,g) 
32.   Else If Z is the best score 
33.    Then  Split(B,N) 
34.     ConceptHierarchy(N,g)  
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Fig. 2. The Algorithm Part B 

3.1   Evaluation Function 

The evaluation score expresses the average separation between the clusters and the 
fuzzy compactness as follow: 
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with                      the cluster cardinality, the membership degree ktu  (see formula 1), 

and M the number of clusters on the particular hierarchy level. The ratio 
N
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has been introduced to force the algorithm to prefer clusters with a large number 

of samples. To be able to perform the fuzzy clustering in incremental hierarchical 

fashion, we calculate the prototype by
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Operations over Concept Hierarchy
1:  Variables:   X,O,B, C and E are nodes in the hierarchy 
2:      g is the new instance 
3:    
4:  Incorporate(N,g) 
5:    Update the prototype and the variance of the instances of node N 
6:    
7:  CreateNewTerminal(N,g) 
8:    Create a new child O of node N 
9:    Copy the instance of N into O. 
10:    Create a new child P of node N and the instance g into P. 
11:    Initialize prototype and variance 
12:    
13:  Merge(B,C,N) 
14:    Create a new child E of N 
15:    Remove B and C as children of N 
16:  Add the instances of B and C and all children of B and C to the node E 
17:  Compute prototype and variance from the instances of node E 
18:   
19:  Split(B,N) 
20:  Remove the child B of node N 
21:  Promote the children of B to be children of N. 
22:    Test if node N has now double children. Delete these children. 
23:  Compute prototype and variance of the instances of Node N. 
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prototype in formula 2. It is clear that this is a limitation but our tests have shown that 
this calculation is not that far from being optimal (see Section 4.3). In case of fuzzy 
clustering the clusters may overlap. A sample may belong to several nodes at a par-
ticular level of the hierarchy. Therefore, this must be tested. For this purpose, we 
perform with the sample the operations with the four best scores under the condition 
that the membership is below a threshold T. 

3.2   Reoptimization of the Hierarchy 

The hierarchy is adapted to each single new instance. For this purpose, several opti-
mization operators are needed to adapt the hierarchy to the new samples. There are 
five new operators. Figure 3 shows how to insert a new node into the hierarchy. Fig-
ure 4 shows how to create a terminal node while Figure 5 demonstrates merging two 
clusters and Figure 6 demonstrates splitting two clusters. Inserting a case into several 
nodes of a certain level of the hierarchy according of its membership values is pre-
sented in Figure 7.  

 
 

 

 

 

Fig. 3. Input a New Node Fig. 4. Create a Terminal Node 

 
 

Fig. 5. Merge Cluster B and C into a New 
Node E 

Fig. 6. Split Cluster B into Cluster O and P 

 

Fig. 7. Add a case to a one or more nodes 
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4   The Data Set 

For testing we created a synthetic data set for a two-dimensional feature space. The 
diagram is shown in Figure 8. The real data values with their reference number are 
shown in table 1. 

 
 

 
 

 
 
 
 

 
 
 

 

Fig. 8. Synthetic data set 

Table 1. Data table with reference number for the data sample data and class 

Class&Number X1 X2  2-5 6,00 5 
1-1 2,00 5  2-6 4,80 5 
1-2 3,00 5,3  2-7 7,50 7,6 
1-3 3,50 6  2-8 7,40 5 
1-4 4,50 7,8  2-9 7,00 8 
1-5 4,50 5  2-10 5,50 6,5 
1-6 3,00 5  3-1 10,00 20 
1-7 3,80 6  3-2 10,00 15 
1-8 2,30 7  3-3 7,50 19 
1-9 2,50 7,9  3-4 7,75 16 
1-10 3,30 6  3-5 8,50 17 
1-11 5,00 6,4  3-6 8,00 18,5 
2-1 4,70 7,8  3-7 9,00 15,5 
2-2 6,00 8,3  3-8 9,00 18,5 
2-3 5,00 6,8  3-9 9,50 17,75 
2-4 6,50 7  3-10 8,75 17 

Table 2. Ordering_1 of the Samples 

1-1,1-2,1-3,1-4,1-5,1-6,1-7,1-8,1-9,1-10,1-11 2-1, 2-2, 2-3, 2-4, 2-5, 2-6, 2-7, 2-8, 
2-9, 2-10, 3-1, 3-2, 3-3, 3-4, 3-5,3-6,3-7,3-8,3-9,3-10 
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Table 3. Ordering_2 of the Samples 

3-2,1-1,2-1,1-2,1-3,2-9,1-5,1-8,2-6,1-9,1-10,1-11,3-3,2-2,2-4,1-4,2-5,3-10,2-7,2-8,2-
10,3-1,2-3,3-4,3-5,3-6,1-6,3-7,3-8,3-9,1-7 

 
We chose two different orderings for the sample set. The ordering_1 is shown in 

table 2 that contains the samples of each class one followed by the other. This is the 
worst case for a sample sequence that might not so often happening in reality but can 
give us insights in the limitation of the algorithm. The ordering_2 is shown in table 3 
and is a randomly created sequence. 

As a second data set we chose the well-known IRIS data set. This data set is larger 
than the synthetic data set. It has 150 samples and 3 classes. Each class has 50 sam-
ples and four features. It is well known that the class Setosa is separated well from the 
classes Versicolor and Viriginica while the later two classes overlap. 

5   Results 

5.1   Cluster Structure and Separation 

The performance of the clustering algorithm was tested under several conditions. 
Figure 9 shows the hierarchy of clusters with the threshold 2.0≥ktu  and before the 

input of instance 3-9. The tree becomes too bushy. It has four clusters under the root 
node. The analytical analysis of these observations showed that under certain condi-
tions the merge-operator does not work optimally. The algorithm suggests this opera-
tion too often. 

The final cluster hierarchy obtained from two different orderings of the samples 
and after introduction of a threshold for the membership value into the algorithm is 
shown in Figures 10 and 11 for a membership value 2.0≥ktu and is shown for a 

membership value of 1.0≥ktu in Figures 12 and 13. The tree in Figure 10 shows three 

clusters after the root node and the tree in Figure 13 two clusters after the root node. 
Four clusters after the root node are shown in Figure 12 and two clusters after the root 
node are shown in Figure 13. The class distribution in the two dimensional solution-
space for the different variations of the method are shown in Figure 14 to Figure 17. 
The results show that the value of the threshold for the fuzzy membership has a great 
influence on the final result, as expected. Besides that, the order of the samples has an 
influence on the result. This means that the reorganization of the hierarchy according 
to the operators described in Section 3.2 is not optimal yet. 

The result shown in Figure 14 represents the distribution of the classes very well 
except for the two green samples next to cluster_1 and cluster_2. These samples are 
wrongly classified. Because of the low number of samples left in the data stream, the 
algorithm is no longer able to merge these two samples to any of cluster_1 or clus-
ter_2. This is a general problem of an incremental algorithm.   

Next, we tested our algorithm on the well-known IRIS data set. The result for 
2.0* =u  is shown in table 4. Compared to our synthetic data set, the IRIS data set has 

many more samples (see Section 4). We obtain four clusters after the root node.  
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Fig. 9. Hierarchy of Clusters before input Instance 3-9 

 

Fig. 10. Hierarchy of Clusters after data sample input order_1 and 2.0* =u   

 

Fig. 11. Hierarchy of Clusters after data sample input order_2 and 2.0* =u  

 

Fig. 12. Hierarchy of Clusters after data sample input order_1 and 1.0* =u  

 

Fig. 13. Hierarchy of Clusters after data sample input order_2 and 1.0* =u  
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Fig. 14. Class distribution after data sample 
input order_1 and 2.0* =u  

Fig. 15. Class distribution after data sample 
input order_2 and 2.0* =u  

 

Fig. 16. Class distribution after data sample 
input order_1 and 1.0* =u  

Fig. 17. Class distribution after data sample 
input order_2 and 1.0* =u  

Table 4. Results for the IRIS Data Set with 2.0* =u  

class Cluster_1 
(node 97) 

Cluster_2 
(node 
101) 

Cluster_3 
(node 90) 

Cluster_4 
(node 
548) 

Cluster_4.1 
(node 470) 

Cluster_4.2 
(node 232) 

Cluster_4.3 
(node 526) 

Cluster_4.4 
(node 549) 

n_k 33 20 24 100 38 9 45 67 

Setosa 31 20 21 0 0 0 0 0 

Versicolor 2 0 3 50 2 8 8 42 

Virginica 0 0 0 50 36 1 37 25 

 
 

 
The cluster_4 has four sub-clusters. Cluster_1 and Cluster_2 represent mainly the 

class Setosa. Cluster_3 represents the class Setosa with 21 samples and the class Ver-
sicolor with 3 samples. This cluster should have been merged by the algorithm with 
Cluster_1, Cluster_2, and Cluster_3; in this case, the class Setosa would have been 
well represented. Cluster_4 represents Versicolor and Virginica with 50 samples each. 
Cluster_4.1 is based on 36 samples of the class Virginica and two samples of the class 
Versicolor. Cluster_4.3 represents 37 samples of the class Virginica and 8 samples of 
the class Versicolor. It would have been better if these two sub-clusters had been 
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merged to one cluster but unfortunately the samples that come in later do not force the 
algorithm to choose this operation. 

Cluster_4.2 is based on 8 samples of the class Versicolor and one sample of the 
class Virginica. The cluster contains the lowest number of samples. 

Cluster_4.4 mostly represents the class Versicolor (42 samples) and the class Vir-
ginica with 25 samples. 

Next, we have established the cluster-hierarchy in table 4. We studied the influence 
of the samples. We inserted the following data again at the end of the data list: Versi-
color8, Versicolor11, Versicolor13, Versicolor30, Versicolor31, Versicolor32, Versi-
color44, Versicolor49, and Virginica7. The number of samples is no longer 150, it is 
now 159. This means that we have some repetition in the data set. The result is shown 
in table 5. We obtain two main clusters in which the class Setosa is well represented 
in cluster_1. Cluster_2 represents the class Versicolor and Virginica and confirms the 
observation of table 4. Cluster_2.1 and cluster_2.2 represents mainly the class Vir-
ginica while the class Versicolor is represented in cluster_2.3.  

Table 5. Test with the IRIS data set and with 2.0* =u  

class Cluster_1 
(node 592) 

Cluster_2 
(node 603) 

Cluster_2.1 
(node 462) 

Cluster_2.2 
(node 518) 

Cluster_2.3 
(node 604) 

n_k 60 107 38 46 77 

Setosa 50 0 0 0 0 

Versicolor 10 6 2 9 45 

Virginica 0 51 36 37 22 

5.2   Prototype Calculation 

The influence of the kind of prototype calculation has been studied by calculating the 
prototype and the fuzzy prototype on each level of the established hierarchy of the 
tree. The fuzzy prototype was calculated according to the formula 2 on the data  
samples of each hierarchy level. The relative mean squared error between the crisp 
prototype and the fuzzy prototype and the recalculated fuzzy prototype and the fuzzy 
prototype after updating the hierarchy is shown in table 6. 

Table 6 shows that it is better to update the prototype after updating the hierarchy.  

5.3   Prediction with the Established Classes of the Clustering Algorithm 
Compared to the Expert´s Classification 

Finally, based on the different labeled data sets obtained from the clustering algo-
rithms, we learnt a decision tree classifier based on our tool Decision Master 
(www.ibai-solutions.de) and calculated the accuracy of the pruned and unpruned 
decision tree classifier by cross validation. The result for the pruned decision tree is 
shown in Figure 18. We achieve the highest accuracy of 87.10% for the expert labeled 
data set. For the crisp standard fuzzy c-mean algorithm we achieve 74.19% and for  
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Table 6. Relative mean squared error between prototype and fuzzy prototype and updated 
prototype and fuzzy prototype 

Node 1 2( , )k k kerror m m  
1 3( , )k k kerror m m  

2 3( , )k k kerror m m  

1 0,02984876 0,21629228 0,2452405 

2 0,01220975 0,01220975 0 

7 0,09943115 0,09943115 0 

8 0,05337351 0,05337351 0 

9 9,01024581 9,9054681 0,84087822 

10 0,6281344 0,6281344 0 

13 0,17688003 0,14734399 0,05814645 

18 0,04961404 0,04961404 0 

19 0,08370257 0,08370257 0 

22 0,10734538 0,10734538 0 

23 0,00554033 0,00554033 0 

24 0,65608652 0,65608652 0 

25 8,80472526 12,8536812 4,01109733 

28 0,16614215 0,16614215 0 

31 1,81287314 3,24509496 1,41410651 

32 0,9467677 1,46209474 0,51190012 

33 0,63681832 0,63681832 0 

36 0,28670425 0,28670425 0 

37 0,06902223 0,06902223 0 

39 2,73639036 1,63861976 1,42009094 

40 0,04244045 0,04244045 0 
41 0,15389293 0,15389293 0 

42 0,00123248 0,00123248 0 

43 0,00149571 0,00149571 0 

48 0,03889242 0,03889242 0 

49 0,1823191 0,1823191 0 

50 0,3848048 0,44396147 0,08170046 

53 0,37145551 0,37145551 0 

54 10,0228777 10,7817879 0,92098506 

55 0,12090512 0,12090512 0 

56 1,02624322 1,34545759 0,3540054 

57 0,24419508 0,24419508 0 

 
 

 

 

Fig. 18. Accuracy of the pruned Decision 
Tree Classifier based on the data set from 
different clusterings 

Fig. 19. Accuracy of the Decision Tree  
Classifier based on the data set from different 
clusterings 

 
the fuzzy conceptual clustering algorithm we achieve 81.82% accuracy in case of 

2.0* =u , ordering_1 of the data.  
The lowest accuracy we obtain for the standard fuzzy c-mean and the fuzzy con-

ceptual clustering algorithm with .1.0* =u   
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In summarizing the above, the fuzzy conceptual clustering algorithm with 

2.0* =u  achieves, after the classifier derived from the expert data, the best accuracy, 
followed by the crisp fuzzy c-mean algorithm.  

Figure 19 shows the unpruned decision tree illustrating different circumstances.  
The best result is achieved for the crisp fuzzy c-mean followed by the fuzzy con-

ceptual clustering algorithm with 2.0* =u . 
When pruning the tree we see the opposite for the accuracy for the fuzzy c-mean. 

This is not the case for the fuzzy conceptual clustering. The results are more stable 
and not so noisy as in case of the fuzzy c-mean. 

6   Discussion 

We have tested our new fuzzy conceptual clustering algorithm on two different data 
samples: the standard IRIS data set and a synthetic data set. Our synthetic example 
has a low number of samples in each class. This fact might have a great influence on 
the result but the chosen example allowed us to visualize the result.  

In general, we can say that our new clustering algorithm works very well and can 
incrementally produce a cluster hierarchy that needs no human interaction. The 
threshold for the membership value is necessary to come up with clusters that repre-
sent the natural uncertainty of the data. Otherwise the algorithm produces too much 
overlapping clusters. It seems that the value of 0.2 seems to be the best value. 

The chosen calculation for the fuzzy prototype works well and comes close to the 
true value. 

The chosen operations to re-optimize the hierarchy work well but need to have 
some improvement for the merge-operation. This will be studied in future work. 

The evaluation of the decision tree classifier shows that the accuracy of the deci-
sion tree is very good for the fuzzy conceptual clustering algorithm and the accuracy 
comes close to the expert´s accuracy. 

7   Conclusions 

We have developed a new fuzzy conceptual clustering algorithm. We studied the 
behavior of the algorithm on a synthetic data set and the IRIS data set. 

The algorithm can cluster samples in temporal sequence in the way the samples 
appear in most of the nova-day applications. It is an incremental clustering algorithm. 
When to perform which operation is decided based on a fuzzy score. This fuzzy score 
averages the separation between the clusters and the compactness. 

The fuzzy conceptual clustering algorithm can well establish fuzzy concepts.  
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Abstract. We consider the problem of discovering pairs of similar con-
cepts, which are part of two given source ontologies, in which each con-
cept node is mapped to a set of instances. The similarity measures we
propose are based on learning a classifier for each concept that allows to
discriminate the respective concept from the remaining concepts in the
same ontology. We present two new measures that are compared exper-
imentally: (1) one based on comparing the sets of support vectors from
the learned SVMs and (2) one which considers the list of discriminat-
ing variables for each concept. These lists are determined using a novel
variable selection approach for the SVM. We compare the performance
of the two suggested techniques with two standard approaches (Jaccard
similarity and class-means distance). We also present a novel recursive
matching algorithm based on concept similarities.

1 Introduction

In A[rtificial] I[ntelligence], an ontology, in the broadest sense, is understood
as a collection of concepts and relations defined on these concepts, which alto-
gether describe and structure the knowledge in a certain domain of interest. The
O[ntology] M[atching] problem stems from the fact that different communities,
independently from one another, are likely to adopt different ontologies, given
a certain domain of interest. In consequence, multiple heterogeneous ontologies,
describing similar or overlapping fractions of the world are created. An ontology
matching procedure aims at reducing this heterogeneity by yielding assertions on
the relatedness of cross-ontology concepts, in an automatic or semi-automatic
manner. To these ends, according to [5], a matching procedure commonly re-
lies on extensional (related to the concepts instances), structural (related to the
inter-ontology concepts relations), terminological (language-related) or semantic
(related to logical interpretation) information, separately or in combination.

In this paper, we will expand on one of these general types of ontology match-
ing, known as instance-based matching. This comprises a set of approaches for
measuring the similarity of concepts from two source ontologies based on their
extensions – the instances that populate the respective concepts [9]. We consider
two training sets with classified examples, one for each of the two source ontolo-
gies. We assume that the examples in each training set are described using the

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 86–100, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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same set of variables or attributes. The classes of the examples, however, belong
to two separate conceptual systems that serve as taxonomies and possess a hier-
archical, tree-like structure. The ontology nodes are thus implicitly assigned the
relevant examples from the training set, taking into account that the hierarchical
structure represents an is a-relationship between concept nodes.

Being given these two training sets together with the source ontologies, we
now consider the data mining task of discovering similarities between concepts of
the source ontologies based on the instances and the structures of the ontologies.
In the case that the similarities imply a suitable one-to-one mapping between
concept nodes of the two source ontologies, they can be used for computing the
“intersection” of the two source ontologies which forms the result of the matching
process.

In contrast to other learning-based matching approaches, which aim at es-
timating joint probabilities for concept pairs [4], we compute the similarity of
two concepts based on the similarity of their intra-ontology classifiers. In the
case of the S[upport] V[ector] M[achines] [3], this can be achieved by comparing
the support vectors characterizing the respective concepts. The support vectors
are examples for the respective concept that can be considered important for
discriminating it from other classes in the same ontology, and are thus relevant
for characterizing it with respect to the whole ontology.

We present a second generic approach, which bases concept similarity on vari-
able selection techniques that capture characteristics of the data in terms of the
relevance of variables for classifier learning. In the case of text documents, these
approaches allow to determine those words or terms that discriminate the re-
spective concept from other concepts in the same ontology. We introduce a new
technique for selecting variables for SVMs and use it for determining the simi-
larity of two concepts by comparing their lists of discriminative attributes. The
two novel similarity measures are tested against two standard techniques used in
state-of-the-art approaches: the Jaccard similarity and the class-means distance.

The remainder of the paper has the following structure. Section 2 presents
relevant related approaches to ontology matching. Section 3 sets the ontology
matching framework in terms of definitions and assumptions. The two new ap-
proaches to measure concept similarity are suggested further in Section 4 (com-
parison of support vectors) and Section 5 (variable selection). A variable selection
criterion for SVM, together with a short introduction to the classifiers is pre-
sented in Section 6. Section 7 descriebs a recursive matching procedure based on
the proposed similarity measures. Finally, we present our experimental results
in Section 8 before we conclude with Section 9.

2 Related Work

As mentioned in the introduction, an important part of the existing OM-
approaches, including ours, are characterized as extensional, i.e. grounded in
the external world, relying on instances in order to judge intensional similarity.
Among the basic assumptions of such approaches is that two ontologies use the
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same instances to populate different conceptual structures and when this is not
so, mechanisms for extracting instances (from text corpora or other external
sources) should be made available (FCA-merge [15]). Other techniques rely on
estimating the concepts similarity by measuring class-means distances (Caiman
[11]) or estimating joint probabilities by the help of machine learning techniques
(Glue [4]). Most of these standard approaches are based on rather restrictive
assumptions, tend to be costly on a large scale or perform well for leaf-nodes
but fail to capture similarities on higher levels.

It is a relatively old idea that the gap between two conceptual systems can
be bridged by using the relations of the concepts within each of the systems.
The use of structure for judging concept similarities has found response in the
OM community, some examples of such algorithms being Anchor-Prompt [13],
Absurdist [6] and Onion [12].

Our work is much in line with the tradition of extensional concept represen-
tation and similarity measurement. The relations between concepts are used in
order to improve and optimize the extensional similarity judgments. They are
taken into account by the recursive matching algorithm that is based on pairwise
concept similarities. In technical terms, an advantage of our method is that most
of it is accomplished with the training phase of the classification task. In con-
trast to most instance-based techniques, our matching approach does not rely
on intersections of instance sets, nor on the estimation of joint probabilities. It
works with instance sets that might be different for both ontologies, which avoids
taking the costly step of extracting instances from external sources. Finally, in
case of textual instances, the method makes available the list of the most impor-
tant words that characterize a similar pair of concepts - information not readily
available in the approaches cited above.

3 Populated Ontologies: Definition and Assumptions

Throughout this paper, an ontology, whose concepts are labels of real-world
instances of some kind, will be defined in the following manner (modifying a
definition found in [15]).

Definition 1. A populated ontology is a tuple O = {C, is_a, R, I, g}, where
C is a set whose elements are called concepts, is_a is a partial order on C, R is
a set of other (binary) relations holding between the concepts from the set C, I
is a set whose elements are called instances and g : C → 2I is an injection from
the set of concepts to the set of subsets of I.

In the formulation above, a concept is intensionally defined by its relations to
other concepts via the partial order and the set R, and extensionally by a set of
instances via the mapping g. We note that the sets C and I, are compulsorily
non-empty, whereas R can be the empty set. In view of this remark, the definition
above describes a hierarchical ontology: an ontology which, although not limited
to subsumptional relations, necessarily contains a hierarchical backbone, defined
by the partial order on the set of concepts. If non-empty, R contains relations,
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defined by the ontology engineer (for instance, graduated_at, employed_by,
etc.). The set I is a set of concept instances – text documents, images or other
(real world data) entities, representable in the form of real-valued vectors. The
injection g associates a set of instances to every concept. By definition, the empty
set can be associated to a concept as well, hence not every concept is expected
or required to have instances. Whether g takes inheritance via subsumption into
account in defining a concept’s instance-set (hierarchical concept instantiation)
or not (non-hierarchical instantiation) is a semantics and design-related issue [9].

Let us consider two ontologies O1 and O2 and their corresponding instance-
sets I1 = {i11, ..., i1m1

} and I2 = {i21, ..., i2m2
}, where each instance is represented

as an n-dimensional vector and m1 and m2 are integers. For a concept A ∈ C1

from ontology O1, we define a labeling SA = {(i1j , yA
j )}, where yA

j takes a value
+1 when the corresponding instance i1j is assigned to A, and −1 otherwise, for
j = 1, ..., m1. The labels split the instances of O1 into those that belong to the
concept A (positive instances), and those that do not (negative ones) defining
a binary classification training set. The same representation can be acquired
analogously for any concept in both ontologies O1 and O2.

4 Concept Similarity via Comparison of Intra-ontlogy
Classifiers

A straightforward idea for determining the similarity sim(A, B) of two concepts
A and B consists in comparing their instance sets g(A) and g(B). For doing
so, we thus need a similarity measure for instances iA and iB. We can use,
for instance, the scalar product and the cosine s(iA, iB) = 〈iA,iB〉

‖iA‖‖iB‖ (i.e. the
normalized scalar product). Based on this similarity measure for elements, the
similarity measure for the sets can be defined by computing the similarity of
the mean vectors corresponding to class prototypes, i.e.

simproto(A, B) = s
( 1
|g(A)|

|g(A)|∑
j=1

iAj ,
1

|g(B)|
|g(B)|∑
k=1

iBk
)

. (1)

This method underlies the Caiman approach [11] in which concepts are assumed
to be represented by their mean vector. While this approach might be suitable for
leaf nodes, in which the data might be characterized by a unimodal distribution,
it is generally bound to fail for nodes higher up in the tree, whose instance set
might be composed of several subsets resulting in a multi-modal distribution.

The theory of hierarchical clustering (e.g., [1]) provides alternative methods
for defining similarities for pairs of sets. Examples are the similarity measures

simmin(A, B) = min
j,k

s(iAj , iBk ), simmax(A, B) = max
j,k

s(iAj , iBk ) (2)

and
simavg(A, B) =

1
|g(A)||g(B)|

∑
j,k

s(iAj , iBk ) . (3)
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The three measures correspond to different types of clustering methods: complete
link, single link, and average link clustering.

It is well-known that computing the similarity based on these measure can be
quite complex if the training sets are large. Moreover, the min- and max-based
measures can get easily spoiled by outliers in the training sets, whereas the
average link approach is also prone to the problem of multi-modal distributions.

Ontologies are based on the idea of discriminating between different concepts
or classes in order to conceptualize a domain. This idea also forms the basis of
the SVM described in more detail in Section 6. After successfully learning a clas-
sifier, the support vectors of class A correspond to those examples in g(A) that
have turned out to be most important for discriminating it from the other class
containing the instances for the concepts in C1 \ {A}. This means in particular
that the support vectors for the A-classifier are elements of g(A), whereas those
for B can be found in g(B). The idea which we propose is to base the measures
in (2) and (3) only on the support vectors. If we can train the classifiers success-
fully (i.e., with a low error), this will reduce complexity and can help solve the
problem of outliers and irrelevant examples.

5 Concept Similarity via Variable Selection

V[ariable] S[election] techniques (reviewed in [7]) serve to rank the input vari-
ables of a given problem (e.g. classification) by their importance for the output
(the class affiliation of an instance), according to certain evaluation criteria.
Technically speaking, a VS procedure assigns to each variable a real value –
a score – which indicates the variable’s pertinence. This can be of help for di-
mensionality reduction and for extracting important input-output dependencies.
Assuming that instances are represented as real-valued vectors, a VS procedure
in our study indicates which of the vector dimensions are most important for the
separation of the instances (within a single ontology) into those that belong to
a given concept and those that do not. In the case of documents, these might be
words or tokens that distinguish the respective concept from others in the same
ontology.

By the help of variable selection procedures carried out independently for two
concepts A ∈ C1 and B ∈ C2, on their corresponding sets SA = {(i1j , yA

j )},
j = 1, ..., m1 and SB = {(i2k, yB

k )}, k = 1, ..., m2, one scores the input variables
by their importance for the respective class separations. In that, the concepts A
and B can be represented by the lists of their corresponding variables scores in
the following manner:

Scores(A) = (sA
1 , sA

2 , ..., sA
n ), Scores(B) = (sB

1 , sB
2 , ..., sB

n ), (4)

Note that to score the input variables, one could rely on various selection
techniques. In previous studies, we have tested structural dimension reducing
methods (discriminant analysis), standard feature selection techniques for text
categorization (point-wise mutual information, chi-square statistics and docu-
ment frequency thresholding), as well as an SVM-based method [16]. The latter
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falls in the focus of the current paper and will be, therefore, introduced in more
detail in the following section.

On the basis of the concept representations in (4), different measures of con-
cept similarity can be computed [16]. The k -TF measure looks for re-occurring
elements in two lists of top k−scored variables. Alternatively, parameter-free
measures of statistical correlation, which act as measures of similarity, can be
computed over the ranks or directly over the scores associated to the variables.
Pearson’s coefficient, which has been used in the experimental part of this paper,
is given by

r =
∑n

i=1(s
A
i − sA

mean)(sB
i − sB

mean)√∑n
i=1(s

A
i − sA

mean)2
√∑n

i=1(s
B
i − sB

mean)2
, (5)

where sA
mean and sB

mean are the means of the two respective score lists over all
n variables.

6 A Variable Selection Method for the SVM

In the following, Section 6.1 aims at familiarizing the reader with several concepts
from the SVM theory that are relevant for the introduction of our SVM-based
variable selection criterion described, in turn, in Section 6.2.

6.1 Support Vector Machines

The SVMs are inductive machine learners, initially designed to solve binary
classification tasks [3]. For reasons of space, we will provide knowledge about
the method limited to what is sufficient to understand the ideas behind SVM-
based variable selection (comprising existing methods and our approach).

Let us consider the following binary classification layout. Assume we have
l observations xi ∈ R

n and their associated ”truth” yi ∈ {−1, 1}. Data are
assumed to be i.i.d. (independent and identically distributed), drawn from an
unknown probability distribution P (x, y). The goal of binary classification is to
”learn” the mapping xi �→ yi which is consistent with the given examples. Let
{f(x, σ)} be a set of such possible mappings, where σ denotes a set of parameters.
Such a mapping is called a classifier and it is deterministic - for a certain choice
of x and σ it will always give the same output f .

The actual risk, or the expectation of the test error for such a learning
machine is

R(σ) =
∫

1
2
|y − f(x, σ)|dP (x, y).

The quantity 1/2|y − f(x, σ)| is called the loss. Based on a finite number, l, of
observations, we calculate the empirical risk

Remp(σ) =
1
2l

l∑
i=1

|yi − f(xi, σ)|,
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which is a fixed number for a given training set {(xi, yi)} and a certain choice
of parameters σ.

For losses taking values 0 or 1, with probability 1 − η, 0 ≤ η ≤ 1, the two
risks are related in the following manner:

R(σ) ≤ Remp(σ) +

√
h log(2l

h ) + 1 − log(η
4 )

l
, (6)

where h is a nonnegative integer which will play a core role in our variable
selection procedure, called the VC dimension. The bound (6) gives an insight in
one very important aspect of generalization theory of statistical learning. The

term
√

hlog( 2l
h )+1−log( η

4 )

l , called VC confidence is ”responsible” for the capacity
of the learner, i.e. its ability to classify unseen data without error. The other
right-hand quantity in (6) - the empirical risk, measures the accuracy attained
on the particular training set {(xi, yi)}. What is sought for is a function which
minimizes the bound on the actual risk and thus provides a good balance between
capacity and accuracy - a problem known in the literature as capacity control.

The presented risk bound does not depend on P (x, y) and it can be easily com-
puted provided the knowledge of h. We introduce what does this parameter stand
for. Let us consider the set of functions {f(x, σ)} with f(x, σ) ∈ {−1, 1}, ∀x, σ.
In a binary classification task there are 2l possible ways of labeling a set of l
points. If for each labeling there can be found a member of {f(σ)} which cor-
rectly assigns these labels, we say that the given set of points is shattered by
the given set of functions. The VC dimension is a property of such a family of
functions, which is defined as the maximum number of training points that can
be shattered by that family. Although in general difficult to compute directly, an
upper bound for the VC-dimension can be computed depending on the weight
vector w and on properties of the data. In the SVMlight implementation, which
we have used for our experiments in Section 8.4, the VC dimension is estimated
based on the radius of the support vectors [10].

Now, let us return to binary classification. Consider the input space
X ⊆ R

n and the output domain Y = {−1, 1} with a training set S =
{(x1, y1), ..., (xl, yl)} ∈ (X, Y )l. SVM is a linear real function f : X → R with

f(x) = 〈w·x〉 + b,

where σ = (w, b) ∈ R
n × R. The separating hyperplane in the input space X

is defined by the set {x|f(x) = 0}. The decision rule assigns an input vector x
positive if and only if f(x) ≥ 0 and negative - otherwise. (The inclusion of 0 in
the first case and not in the second is conventional.)

We are looking for the best decision function f(x) which separates the input
space and maximizes the distance between the positive and negative examples
closest to the hyperplane. The parameters of the desired function are found by
solving the following quadratic optimization problem:

min
w∈Rn,b∈R

1
2
‖w‖2
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under the linear constraints

∀i = 1, ..., l, yi(〈w,xi)〉 + b) ≥ 1.

When data are not linearly separable in the input space, they are mapped into a
(possibly higher dimensional) space, called feature space where a linear boundary
between both classes can be found. The mapping is done implicitly by the help
of a kernel function which acts as a dot product in the feature space.

When solving the above optimization problem, the weight vector w can be
expressed as a linear combination of the input vectors. It turns out that only
certain examples have a weight different from 0. These vectors are called support
vectors for they define the separating hyperplane and can be considered the
examples closest to it.

6.2 VC-Dimension-Based Variable Selection

SVM-based variable selection has already been studied in the past couple of
years. Guyon et al. proposed the SVM-RFE algorithm [8] for selecting genes
which are relevant for cancer classification. The removal criterion for a given
variable is minimizing the variation of the weight vector ‖ w ‖2, i.e. its sensitivity
with respect to a variable. Rakotomamonjy et al. carried out experiments for
pedestrian recognition by the help of a variable selection procedure for SVMs
based on the sensitivity of the margin according to a variable [14]. A method
based on finding the variables which minimize bounds on the leave-one-out error
for classification was introduced by Weston et al. [17]. Bi et al. developed the
VS-SSVM variable selection method for regression tasks applied to molecules
bio-activity prediction problems [2].

The variable selection criterion that we propose is based on the sensitivity
of the VC dimension of the SVM classifiers with respect to a single variable or
a block of variables. As we have seen in the previous subsection, for different
values of the VC dimension h, different values of the VC confidence (describing
the capacity of the classifier) will be computed and thus different bounds on the
actual risk (6), where from the generalization power of the classifier will change.
Our main heuristics can be formulated as ”a less informative variable is one,
which the VC confidence of the classifier is less sensitive to”.

For computational reasons the evaluation function of our variable selection
procedure will be formulated in terms of VC dimension directly, instead of
in terms of the VC confidence. This is plausible since the VC confidence is
monotonous in h. Thus, the i-th variable is evaluated by

evali = h(H) − h(H(i)), i = 1, ..., n, (7)

where h(H) is the VC dimension of a set of SVM hypotheses H constructed over
the entire data set and h(H(i)) is the same quantity computed after the removal
of the i-th variable (whose pertinence is to be evaluated) from the data set.

Tests of the performance of suggested variable evaluation criterion are pre-
sented in [16].
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7 A Similarity-Based Matching Procedure

Fig. 1 shows two ontologies that intend to organize news articles in different
structurally related topics. This example will help us introduce (in the current
section) and evaluate (in the following section) a recursive ontology matching
procedure. We abstract from the concept names being similar, for they are not
taken into consideration in the concept similarity measurement. We have pop-
ulated the concepts of the ontologies with documents taken from the 20 News-
groups1 dataset in a way that any two document sets across both ontologies are
largely non intersecting.

Fig. 1. Two news ontologies

One could construct an ontology matching procedure based on a concept
similarity measure by producing a set of N 1-to-M similarity assertions for an
ontology with N and an ontology with M concepts. However, it is likely that
such an initiative turns out to be rather costly, in spite of it being semantically
unjustified, for in this case structure is not taken into account.

We suggest that the concept similarity measure should be applied recursively
on the sets of concepts found on corresponding levels of the two ontologies, de-
scending down the hierarchies. In a properly designed ontology, the classes on a
single level (also referred to as unilevel classes) are internally homogeneous and
externally heterogeneous. The search of potentially similar concepts is optimized
by taking the concepts intra-ontology relations into account. The proposed re-
cursive procedure stems from a simple rule: concept similarity is tested only for
those cross-ontology concepts, whose parents have already been judged similar.

Considering the ontologies in Fig. 1, we start by mapping the set of con-
cepts {Computers(1), Religion(1), Politics(1), Recreation(1)} against the set
{Computers(2), Religion(2), Science(2), Recreation(2), Electronics(2)}. Let the
mappings identified by the help of the similarity measure be {Computers(1)
→ Computers(2)}, {Religion(1) → Religion(2)}, and {Recreation(1) → Recre-
ation(2)}. We proceed to map the sets of the children of each pair of concepts
mapped in the first step (the children of the two Computer-classes and the
children of the two Recreation-classes). The procedure stops when reaching the
leaves of the trees.

If our source ontologies are more complex than the ones considered above
and are of different granularities, we have to ensure that at each step we are
1 http://people.csail.mit.edu/jrennie/20Newsgroups/
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matching corresponding levels. To these ends, we suggest to set a threshold of
the measured concept similarity: if the values found are under that threshold,
the levels do not correspond and we should descend on the following level of
O2. A pseudo-code of the procedure is given in Algorithm 1, which also allows
skipping of levels for the first ontology and additionally employs an anchoring
technique. The procedure can be adapted for ontologies that contain other than
strictly hierarchical relations in addition to a well-defined hierarchical backbone
(see definition 1 and the comments thereafter) by matching the hierarchical
backbones prior to the remaining concepts.

procedure Map(Set1, O1, Set2, O2)
// Returns a set of mappings for the concepts of Set1 and Set2,
// and for their descendants in O1 and O2

begin
if Set1 = ∅ or Set2 = ∅ then return ∅
Σ = {} // Initialize the set of mappings
for A ∈ Set1 do // Find matches

for B ∈ Set2 do
if sim(A,B) ≥ threshold then

Σ := Σ + {(A, B)}
break// ... to enforce injectivity of mapping

if Σ �= ∅ then // Add mappings for descendants
Mappings = Σ
for (A, B) ∈ Σ do // Recursions

Mappings = Mappings ∪ Map(children[A], children[B])

return Mappings

// Sigma is empty: Skip one level or more in O2

Σ1=Map(Set1, children[Set2])
if Σ1 �= ∅ then return Σ1

// None of the concepts in Set1 could be mapped: skip this level of O1

return Map(children[Set1], Set2)
end

procedure Main(O1, O2)
begin

// Find potential anchors and compute mappings for their descendants:
for A in O1 using breadth-first-search do

for B in O2 using breadth-first-search do
if sim(A, B) ≥ threshold then

return {(A, B)}∪ Map(children[A], O1, children[B], O2)

return ∅
end

Algorithm 1. An algorithm for matching ontologies O1 and O2
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Table 1. Matching the news ontologies: simproto

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Electr(2)

Computers(1) 0.924 0.188 0.457 0 .514 0 .6

Religion(1) 0.175 0.972 0.154 0.201 0.191

Politics(1) 0.414 0.246 0.441 0 .522 0.47
Recreation(1) 0 .539 0.218 0.369 0.843 0 .586

8 Experiments

In the following, we present experimental results obtained for the news ontologies
in Fig. 1. We will start with the methods presented in Section 4, including
the cosine similarity for class prototypes, simproto(A, B) defined in equation 1,
the Jaccard similarities simjaccard, defined below and the methods derived from
clustering, simmin, simmax, and simavg. For these methods, we will only present
the results for the top-level categories of the news ontologies shown in Figure 1.
For the similarity measure based on the VC-dimension, we additionally evaluate
the application of the recursive matching procedure (see Section 7).

In the test ontologies, leaf nodes were assigned about 500 documents on the
related topic. Parent nodes were assigned the union of the documents assigned
to their children plus some additional documents on their topic, in order to
account for documents annotated directly by the parent concept. Each top-level
has between 1900 and 2500 instances. Each instance is described by 329 features
corresponding to a selection of the words occurring in the original news articles.
Note that we reduced the initial number of terms substantially by removing
stop words, applying stemming, and deleting high and low frequency words. The
results are presented in the form of similarity matrices, where underlined entries
mark the pairs of concepts that are supposed to be mapped onto each other,
like Computers(1) and Computers(2). Numbers in italics mark values above the
threshold of 0.5. If Alg. 1 establishes a mapping for a pair of classes that are not
supposed to be mapped, the mapping might be considered as incorrect.

8.1 Prototype Method

The prototype method 1 based on the Caiman idea simply consists in first
computing the class (concept) means in the usual manner, and then applying
the instance based similarity measure to it. Since all vectors have non-negative
feature values, the similarity lies always between 0 and 1.

The similarities for the concepts in the two news ontologies can be found in
Table 1. It can be determined that the prototype approach is able to detect
similar pairs of concepts. However, it fails to properly detect dissimilar pairs,
provided a natural threshold of 0.5 (see e.g. the pair Politics(1)/Recreation(2)).
This makes it difficult to use this measure for the recursive matching procedure,
which relies on being able to make such decisions. We assume that the rela-
tively high similarity values for dissimilar concept pairs result from the averaging
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Table 2. Matching the news ontologies: simjaccard

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Electr(2)

Computers(1) 0.597 0.03 0.14 0.02 0.16

Religion(1) 0.0 0.99 0.0 0.0 0.0
Politics(1) 0.008 0.003 0.12 0.02 0.005
Recreation(1) 0.02 0.04 0.007 0.86 0.06

process that is used for computing the means: compared to the more “extremal”
vectors in each class, the means tend to be more similar.

8.2 Jaccard Similarity-Based Method

For completeness of our proof of concept, we tested the similarities of the first
levels of the two news ontologies by the help of one of the most popular measures
found in the extensional OM literature, the Jaccard similarity which is in the
core of the Glue matcher, given by

simjaccard(A, B) =
P (A ∩ B)
P (A ∪ B)

. (8)

The quantities P (A ∩ B) and P (A ∪ B) were estimated by learning an SVM
on the instances of O1 and testing it on the instances of O2 and vice versa, as
explained in [4]. The concept similarities are found in Table 2. The results by
using the corrected Jaccard coefficient, suggested by [9], were similar to the ones
presented here. Below, these results will be compared with the results achieved
with the proposed approaches.

8.3 Comparing the Sets of Support Vectors (SSV)

In the following, we present the results for comparing the sets of support vectors.
The similarities for the sets are based on minimizing, maximizing, and averaging
the similarities of pairs of instances for the two sets to be compared. The results
can be found in Table 3.

The similarity values of simmin are relatively low for all considered concept
pairs and it also fails to correctly map Recreation(1) to Recreation(2). simmax

shows the opposite effect and judges the similarity of all concept pairs as rela-
tively high. For instance, the similarity value of Recreation(2) and Politics(1) is
equal to 0.886 and thus much higher than the natural threshold of 0.5. simavg

also attains relatively low values for all concept pairs, but in contrast to simmin

it can at least determine the most similar concepts for each concept correctly.
Our conclusion is that all three measures present problems when being used in
the matching procedure, since they require the user to choose a suitable thresh-
old different from 0.5 for discriminating between similar and dissimilar concept
pairs. Note that we also applied all three similarity measures to the full instance
sets instead of the sets of support vectors. The findings were quite similar, but
computation times were much higher.
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Table 3. Matching the news-ontologies: simmin, simmax, and simavg

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Electr(2)

Computers(1) 0.00269 1.97 · 10−9 3.03 · 10−9 6.99 · 10−9 4.76 · 10−9

Religion(1) 8.27 · 10−9 0.0181 1.29 · 10−6 4.46 · 10−9 4.44 · 10−9

Politics(1) 7.33 · 10−9 1.93 · 10−9 8.23 · 10−9 4.35 · 10−9 7.02 · 10−9

Recreation(1) 5.98 · 10−9 2.82 · 10−9 5.37 · 10−9 5.49 · 10−9 4.46 · 10−9

Computers(1) 0.889 0 .503 0 .713 0 .892 0 .917
Religion(1) 0 .604 0.874 0 .543 0 .679 0.629

Politics(1) 0 .867 0 .568 0 .839 0 .886 0.885
Recreation(1) 0 .921 0 .536 0 .746 1 0 .919

Computers(1) 0.0175 0.008 0.0122 0.0138 0.0148
Religion(1) 0.00808 0.0216 0.00848 0.00907 0.0086
Politics(1) 0.013 0.0109 0.0133 0.0147 0.0137
Recreation(1) 0.0164 0.00962 0.0133 0.0198 0.0165

Table 4. Matching the news ontologies by selecting variables with MI

Concept Names Computers(2) Religion(2) Science(2) Recr(2) Electr(2)

Computers(1) 0.548 −0.405 0.119 0.146 0.464

Religion(1) −0.242 0.659 −0.105 −0.201 −0.271
Politics(1) −0.105 0.019 0.276 0.138 −0.015
Recreation(1) 0.318 −0.301 0.001 0.528 0.356

8.4 Similarity Based on VC Dimension (VC-VS)

We present an evaluation of the instance-based matching procedure suggested
in Section 7 as well as of the finding that the VC dimension of SVMs can pro-
vide a criterion for selecting variables in a classification task. As a measure of
similarity we have used Pearson’s measure of correlation (wherefrom the nega-
tive numbers), given in (5). The measure indicates high similarity for positive
values and low similarity for non-positive values. The results achieved by using
the novel SVM-based variable selection technique (Table 5) proved to be better
than those achieved by a standard point-wise mutual information-based criterion
(Table 4). The results presented below come from using the former method.

After the root nodes of O1 and O2 have been matched, we proceeded to
match the sets of their direct descendants. The results are shown in the upper
similarity matrix on Table 5. Our similarity criterion identified successfully the
three pairs of similar concepts (the Computers, the Religion, and the Recreation
pairs). Following the matching procedure, as a second step we matched the sets
of the descendants of the concepts that were found to be similar in the first step.
The obtained similarity values for the children of the computer- and recreation-
classes are shown in Table 6. Finally, in order to show the effect of not respecting
the rule of hierarchical matching, we have matched the first level of O2 with the
descendants of the computer class in O1. The obtained similarity values are
shown in the lower matrix in Table 5: although the potentially similar classes
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Table 5. Matching the news-ontologies by selecting variables with VC-SVM: first levels
vs. mixed levels

Concept Names Comp(2) Religion(2) Science(2) Recr(2) Elec(2)

Computers(1) 0.78 0.08 0.04 0.40 0.06

Religion(1) 0.07 0.94 0.02 0.10 0.01

Politics(1) 0.08 0.12 0.08 0.14 0.01
Recreation(1) 0.29 0.09 0.06 0.60 0.06

Graphics(1) 0.30 -0.01 -0.1 -0.01 -0.002
HW:PC(1) 0.18 -0.03 -0.01 -0.02 -0.03
HW:Mac(1) 0.03 -0.02 -0.01 -0.02 -0.09

Table 6. Similarities of the descendants of the computer- and the recreation-classes

Concept Names Graphics(2) HW-Mac(2) HW-PC(2)

Graphics(1) 0.954 -0.475 -0.219

HW-Mac(1) -0.266 0.501 -0.073
HW-PC(1) -0.577 0.304 0.556

Concept Names Autos(2) Motorcycles(2) Baseball Hockey

Autos(1) 0.978 0.478 0.117 0.095

Motorcycles(1) 0.560 0.989 0.121 0.452
Sports 0.452 0.491 0.754 0.698

are accorded higher similarity values, the similarity coefficients are much lower
than in the previous cases and much closer to the values for the dissimilar classes.

The similarity values are computed on the sets of input variables which, in case
of text, correspond to actual words. Thus, the most important words that dis-
criminate between a pair of similar concepts and the rest of the pairs of concepts
can be readily made available in contrast to related methods (e.g. Caiman or
Glue). For example, our selection procedure found out that among the most im-
portant tokens that characterize the concept Computers are comp, chip, graphic,
card, devic, file. In contrast, the features with highest scores for Religion were
christ, church, faith, bibl, jesu, for Politics – polit, govern, legal, talk and for
Recreation – motorcycl, auto, speed and engin. This information is useful to
verify the quality and coherence of the matching results.

9 Conclusion

The paper focuses on extension-grounded approaches to identify cross-ontology
concept similarities by applying machine learning techniques for classification.
Four similarity criteria have been tested on two source ontologies populated
with textual instances: one based on comparing the support vectors learned per
concept (SSV), one based on variable selection with VC-dimension (VC-VS), the
Jaccard similarity used in the Glue tool and one, prototype method based on
the Caiman system. A matching procedure, using one of the proposed measures
has been described and evaluated.
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Our results showed that the VC-VS method outperforms the other considered
measures, yielding a clearcut difference between the similarity values obtained for
pairs of similar and pairs of dissimilar concepts. The method shows to respond
properly to a natural similarity threshold of 0.5 on a 0-1 scale. Although the
results achieved with the Jaccard similarity are competitive, the VC-VS approach
makes a step further in terms of similarity verification, since the discriminant
features (words) for each class are readily made available. The SSV technique,
although inferior to VC-VS, tends to outperform the prototype method, provided
an appropriate choice of similarity threshold from the user.
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Abstract. Positive and negative association mining are well-known and
extensively studied data mining techniques to analyze market basket
data. Efficient algorithms exist to find both types of association, sepa-
rately or simultaneously. Association mining is performed by operating
on the transaction data. Despite being an integral part of the transaction
data, the pricing and time information has not been incorporated into
market basket analysis so far, and additional attributes have been han-
dled using quantitative association mining. In this paper, a new approach
is proposed to incorporate price, time and domain related attributes into
data mining by re-mining the association mining results. The underlying
factors behind positive and negative relationships, as indicated by the as-
sociation rules, are characterized and described through the second data
mining stage re-mining. The applicability of the methodology is demon-
strated by analyzing data coming from apparel retailing industry, where
price markdown is an essential tool for promoting sales and generating
increased revenue.

1 Introduction

Association mining is a data mining technique in which the goal is to find rules
in the form of X ⇒ Y , where X and Y are two non-overlapping sets of items or
events, depending on the domain. A rule is considered as significant if it is sat-
isfied by at least a percentage of cases specified beforehand (minimum support)
and its confidence is above a certain threshold (minimum confidence). Conven-
tional association mining considers “positive” relations as in the rule X ⇒ Y .
However negative associations such as X ⇒ ¬Y , where ¬Y represents the nega-
tion (absence) of Y , might also be discovered through association mining.

Association mining has contributed to many developments in a multitude of
data mining problems. Recent developments have positioned the association min-
ing as one of the most popular tools in retail analytics, as well [1]. Traditionally,
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association mining generates positive association rules that reveal complemen-
tary effects. In other words, the rules suggest that purchasing an item can gen-
erate sales of other items. Association mining can also be used to find so-called
“Halo effects”, where reducing the price of an item can entice and increase the
sales of another item. Although positive associations are an integral part of retail
analytics, negative associations are not. However negative associations are highly
useful to find out the substitution effects in a retail environment. Substitution
means that a product is purchased instead of another one.

There have been numerous algorithms introduced to find positive and nega-
tive associations since the pioneering work of Agrawal et al. [2]. Market basket
analysis is considered as a motivation and a test bed for these algorithms. Since
the price data are readily available in the market basket data, one might expect
to observe the usage of price data in various applications. Conceptually quanti-
tative association mining [3,4] can handle pricing data and other attribute data.
However pricing data have not been utilized before as a quantitative attribute
except in [5], which explores a solution with the help of singular value decom-
position. Quantitative association mining is not the only answer to analyze the
attribute data by conventional association mining. Multidimensional association
mining [4] is also a methodology that can be adapted in analyzing such data.
Inevitably, the complexity of association mining will increase with the usage of
additional attribute data where there might be both categorical and quantitative
attributes in addition to the transaction data [6]. Even worse, the attribute data
might be less sparse compared to transaction data.

The main objective of this paper is to develop an efficient methodology that
enables incorporation of attribute data (e.g. price, category, sales timeline) to
explain both positive and negative item associations. Positive and negative item
associations indicate the complementarity and substitution effects respectively.
To the best of our knowledge, there exists no methodological research in data
mining literature that enables such a multi-faceted analysis to be executed ef-
ficiently and is proven on real world attribute data. A practical and effective
methodology is developed to discover how price, item, domain and time related
attributes affect both positive and negative associations by introducing a new
data mining process.

As a novel and broadly applicable concept, we define data re-mining as min-
ing a newly formed data from the results of an original data mining process.
Aforementioned newly formed data will contain additional attributes on top of
the original data mining results. These attributes in our case will be related to
price, item, domain and time. Our methodology combines pricing as well as other
information with the original association mining results within the framework of
a new mining process. We thereby generate new rules to characterize, describe
and explain the underlying factors behind positive and negative associations. Re-
mining is a different process from post-mining where the latter only summarizes
the data mining results. For example visualizing the association mining results
[7] could be regarded as a post-mining activity. Our methodology extends and
generalizes post-mining process.
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Our work contributes to the field of data mining in three ways:

1. We introduce a new data mining concept and its associated process, named as
Re-Mining, which enables an elaborate analysis of both positive and negative
associations for discovering the factors and explaining the reasons for such
associations.

2. We enable the efficient inclusion of price data into the mining process in
addition to other attributes of the items and the application domain.

3. We illustrate that the proposed methodology is applicable to real world data
from apparel retailing.

The remainder of the paper is organized as follows. In Section 2, an overview
of the basic concepts in related studies is presented through a concise literature
review. In Section 3, Re-Mining is motivated, defined, and framed. The method-
ology is put into use with apparel retail data and its applicability is demonstrated
in Section 4. In Section 5, the limitations of the quantitative association regard-
ing the retail data used in this paper are shown. Finally, Section 6 summarizes
our work and discusses the future directions.

2 Related Literature

Data mining can simply be defined as extracting knowledge from large amounts
of data [4]. An extended definition additionally requires that findings are mean-
ingful, previously unknown and actionable [8]. Interpreting the results is an
essential part of the data mining process and can be achieved through the post-
mining analysis of multi-dimensional association mining results.

Quantitative and multi-dimensional association mining techniques can inte-
grate attribute data into the association mining process where the associations
among these attributes are also found. However, these techniques introduce
significant additional complexity, since association mining is carried out with
the complete set of attributes rather than just the market basket data. In the
case of quantitative association mining quantitative attributes are transformed
into categorical attributes through discretization, transforming the problem into
multi-dimensional association mining with only categorical attributes. This is an
NP-Complete problem as shown in [6], with the exponentially increasing running
time as the number of additional attributes increases linearly.

In re-mining single dimensional rules are generated and then expanded with
additional attributes. Multi-dimensional association mining, on the other hand,
works directly towards the generation of multi-dimensional rules. It relates all
the possible categorical values of all the attributes to each other. In our method-
ology, the attribute values are investigated only for the positively and negatively
associated item pairs, with much less computational complexity.

2.1 Negative Association Mining

The term association mining is generally used to represent positive associa-
tion mining. Since positive association mining has been studied extensively,
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Fig. 1. (a) Taxonomy of Items and Associations [9]; (b) Indirect Association

we limit ourselves to review some of the approaches described in the literature
for finding negative associations. One innovative approach utilizes the domain
knowledge of item hierarchy (taxonomy), and seeks negative association between
items in a pairwise way [9]. Authors in [9] propose the interestingness measure
(RI) based on the difference between expected support and actual support:
RI = E[s(XY )]−s(XY )

s(X) . A minimum threshold is specified for the interestingness
measure RI besides the minimum support threshold for the candidate negative
itemsets. Depending on the taxonomy (e.g. Figure 1(a)) and the frequent item-
sets, candidate negative itemsets can be generated. For example, assuming that
the itemset {CG} is frequent in Figure 1(a), the dashed curves represent some
candidate negative itemsets.

In [10], negative associations are found through indirect associations. Figure
1(b) depicts such an indirect association {BC} via item A. In Figure 1(b) item-
sets {AB} and {AC} are both assumed to be frequent, whereas the itemset
{BC} is not. The itemset {BC} is said to have an indirect association via the
item A and thus is considered as a candidate negative association. Item A in this
case is called as a mediator for the itemset {BC}. Just like the aforementioned
method in [9], indirect association mining also uses an interestingness measure
-dependency in this case- as a threshold. Indirect mining selects as candidates
the frequent itemsets that have strong dependency with their mediator.

Even though both methods discussed above are suitable for retail analytics,
the approach in [10] is selected in our study to compute negative associations
due to convenience of implementation.

2.2 Quantitative and Multi-dimensional Association Mining

The traditional way of incorporating quantitative data into association mining
is to discretize (categorize) the continuous attributes. An early work by Srikant
and Agrawal [3] proposes such an approach where the continuous attributes are



Re-mining Positive and Negative Association Mining Results 105

first partitioned and then treated just like categorical data. For this, consecutive
integer values are assigned to each adjacent partition. In case the quantitative
attribute has few distinct values, consecutive integer values can be assigned to
these few values to conserve the ordering of the data. When there is not enough
support for a partition, the adjacent partitions are merged and the mining pro-
cess is rerun. Although [3] emphasizes rules with quantitative attributes on the
left hand side (antecedent) of the rules, since each partition is treated as if it
were categorical, it is also possible to obtain rules with quantitative attributes
on the right hand side (consequent) of the rules.

A more statistical approach is followed in [11] for finding association rules
with quantitative attributes. The rules found in [11] can contain statistics (mean,
variance and median) of the quantitative attributes.

As discussed earlier, re-mining does not investigate every combination of
attribute values, and is much faster than quantitative association mining. In
Section 5, quantitative association mining is also carried out for the sake of
completeness.

Finally, in [5], where the significant ratio rules are found to summarize the
expenses made on the items. An example of ratio rule would be “Customers who
buy bread:milk:butter spend 1:2:5 dollars on these items” [5]. This is a potentially
useful way of utilizing the price data for unveiling the hidden relationships among
the items in sales transactions. According to this approach, one can basically
form a price matrix from sales transactions and analyze it via singular value
decomposition (SVD) to find positive and negative associations. Ensuring the
scalability of SVD in finding the ratio rules is a significant research challenge.

2.3 Learning Association Rules

In [12,13] a framework is constructed based on the idea of learning a classifier
to explain the mined results. However, the described framework considers and
interprets only the positive association rules, whether they are interesting or not.
The approach obligates human intervention for labeling the generated rules as
interesting or not. The framework in [12,13] is the closest work in the literature to
our re-mining approach. However our approach is very different in the sense that
it includes negative associations and is suitable for the automated rule discovery
to explain the originally mined results. Unlike in [12,13], our approach is applied
to a real world dataset.

Based on correlation analysis, authors in [14] propose an algorithm to classify
associations as positive and negative. The learning is only used on correlation
data and the scope is narrowly determined to label the associations as positive
or negative.

3 The Methodology

In this section we introduce the proposed methodology, which transforms the
post-mining step into a new data mining process. The re-mining algorithm con-
sists of following steps.
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1. Perform association mining.
2. Sort the items in the 2-itemsets.
3. Label the item associations accordingly and append them as new records.
4. Expand the records with additional attributes for re-mining.
5. Perform exploratory, descriptive, and predictive re-mining.

Fig. 2. Re-Mining Algorithm

Potentially, re-mining algorithm can be conducted in explanatory, descriptive,
and predictive manners. Re-mining can be considered as an additional data
mining step of KDD process [8]. We define re-mining process as combining the
results of an original data mining process with a new set of data and then mining
the newly formed data again. Conceptually, re-mining process can be extended
with many more repeating steps since each time a new set of the attributes can
be introduced and a new data mining technique can be utilized. However the re-
mining process is limited to only one additional data mining step in this paper.
In theory, the new mining step may involve any appropriate set of data mining
techniques.

Data mining does not require any pre-assumptions (hypotheses) about the
data. Therefore the results of data mining may potentially be full of surprises.
Making sense of such large body of results and the pressure to find surprising
insights may require incorporating new attributes and subsequently executing a
new data mining step, as implemented in re-mining. The goal of this re-mining
process is to explain and interpret the results of the original data mining pro-
cess in a different context, by generating new rules from the consolidated data.
The results of re-mining need not necessarily yield an outcome in parallel with
the original outcome. In other words, if the original data mining yields for ex-
ample frequent itemsets, it is not expected from re-mining to output frequent
itemsets again.

The main contribution of this paper is to introduce the re-mining process to
discover new insights regarding the positive and negative associations. However
the usage of re-mining process is not limited to this. We can potentially em-
ploy the re-mining process to bring further insights to the results of any data
mining task.

The rationale behind using the re-mining process is to exploit the domain
specific knowledge in a new step. One can understandably argue that such back-
ground knowledge can be integrated into the original data mining process by
introducing new attributes. However, there might be certain cases that adding
such information would increase the complexity of the underlying model [6], and
diminish the strength of the algorithm. To be more specific, it might be neces-
sary to find attribute associations when the item associations are also present,
which requires constraint-based mining [15]. Re-mining may help with grasping
the causality effects that exist in the data as well, since the input of the causality
models may be an outcome of the another data mining process.
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4 Case Study

In this section the applicability of the re-mining process is demonstrated through
a real world case study that involves the store level retail sales data originating
from an apparel retail chain. In our study, we had access to complete sales, stock
and transshipment data belonging to a single merchandise group (men’s clothes
line) coming from the all stores of the retail chain (over 200 of them across
the country) for the 2007 summer season. Throughout the various stages of the
study, MS SQL Server, SAS, SPSS Clementine, Orange, and MATLAB software
packages have been used as needed.

First, the retail data and its data model used in this study are described. Then
the application of the re-mining methodology on the given dataset is presented.
Re-mining reveals the profound effect of pricing on item associations and frequent
itemsets, and provides insights that the retail company can act upon.

4.1 Retail Data

A typical product hierarchy for an apparel retailer displays the following se-
quence: merchandise group, sub-merchandise group, category, model, and SKU.
The products at the Stock Keeping Unit (SKU ) level are sold directly to the
customers. At the SKU level, each color and size combination that belongs to a
model is assigned a unique SKU number. A category is composed of similar mod-
els, e.g. long sleeve shirts. A merchandise group can represent the whole product
line for a gender and age group, e.g. men’s clothes line. A sub-merchandise group
divides this large group. Notice that this particular product hierarchy is just a
typical representation and the hierarchy may vary from one firm to another.

Since the SKU level store data exhibit high variability, the dataset is aggre-
gated at the model level, the immediate parent of the SKU level. Sales transac-
tion data consist of a collection of rows generated by a sale, that includes an item
numbers, and their prices, a transaction identifier, and a time stamp. Positively
and negatively associated item pairs can thus be found using transactional data.
For apparel products, price is an important factor influencing the purchasing
decisions of consumers, and markdown management (planning the schedule and
price levels of discounts) is an essential activity for increasing the revenue of
an apparel chain. Consequently, pricing is an important driver of the multiple-
item sales transactions and is highly relevant to association mining activities in
apparel retailing.

Out of the 710 models available in the dataset, the top 600 models have
been selected according to sales quantities. Most of the sales consist of single-
item purchases. There exist 2,753,260 transactions and 4,376,886 items sold.
Technically it is hard to find positive associations in sparse data and the sparsity
of the data is very high with ∼99.74%. Although single-item transactions could
be removed from a traditional association mining task, they are included in
the case study to observe the effect of the pricing. In other words, inclusion of
single item purchases does not change the association mining statistics (support
values), yet enables accurate calculation of the values of additional attributes.
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For example, for calculating the average price of an item across the season,
one will obtain a more accurate statistic when single item transactions are also
included.

4.2 Conventional Association Mining

As the first step of re-mining methodology, conventional association mining has
been conducted. Apriori algorithm was run with a minimum support count of
100 to generate the frequent itemsets. All the 600 items were found to be fre-
quent. In re-mining, only the frequent 2-itemsets have been investigated and
3930 such pairs have been found. Thus frequent itemsets were used in the analy-
sis, rather than association rules. The top-5 frequent pairs given in Table 1 have
support counts of 22131, 17247, 17155, 14224, and 11968 respectively, within
the 2,753,260 transactions. We utilize the retail data in transactional format
as known in conventional association mining. Item names are replaced by the
alphabet letters for brevity.

Table 1. Top-5 Frequent Pairs

Item 1 Item 2 S Count

A B 22131
B F 17247
A E 17155
B E 14224
C B 11968

The frequent pairs were then used in finding the negatively related pairs via
indirect association mining. Negative relation is an indicator of product sub-
stitution. Implementing indirect association mining resulted in 5,386 negative
itemsets, including the mediator items. These itemsets were reduced to a set of
2,433 unique item pairs when the mediators were removed. This indeed shows
that a considerable portion of the item pairs in the dataset are negatively related
via more than one mediator item.

4.3 Re-mining the Expanded Data

Following conventional association mining, a new data set E∗ was formed from
the item pairs and their additional attributes A∗ for performing exploratory,
descriptive and predictive re-mining. In this paper, we only illustrate descrip-
tive re-mining by using decision tree analysis and a brief exploratory re-mining
example due to space considerations. As a supervised classification method, de-
cision tree approach usually requires the input data in a table format, in which
one of the attributes is the class label. The type of association, positive (‘+’) or
negative (‘-’), was selected as the class label in our analysis.

An item pair can generate two distinct rows for the learning set - e.g. pairs
AB and BA, but this representation ultimately yields degenerate rules out of
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learning process. One way of representing the pair data is to order (rank) items
in the pair according to a sort criterion. In the case study, sort attribute was
selected as the price, which marks the items as higher and lower priced items,
respectively.

For computing price-related statistics (averages and standard deviations) a
price-matrix was formed out of the transaction data. The price-matrix resembles
the full-matrix format of the transaction data with the price of the item replacing
the value of 1 in the full-matrix. The price-matrix was normalized by dividing
each column by its maximum value, enabling comparable statistics. A price value
of 0 in the price-matrix means that the item is not sold in that transaction. The
full price-matrix has the dimensions 2, 753, 260× 600.

Besides price related statistics such as minimum, maximum, average and stan-
dard deviations of item prices (MinPriceH, MaxPriceH, MinPriceL, MaxPriceL,
AvgPriceH H1 L0, . . ., StdDevPriceH H1 L0, . . .), attributes related with time
and product hierarchy were appended, totaling to 38 additional attributes. All
the additional attributes have been computed for all sorted item-pairs through
executing relational queries.

Once the new dataset is available for the re-mining step, any decision tree
algorithm can be run to generate the descriptive rules. Decision tree methods
such as C5.0, CHAID, CART are readily available within data mining software
in interactive and automated modes. An interactive decision tree is an essential
tool for descriptive discovery, since it grows with user interaction and enables
the verification of the user hypotheses on the fly.

If decision tree analysis is conducted with all the attributes, support count
related attributes would appear as the most significant ones, and data would
be perfectly classified. Therefore it is necessary to exclude the support item
attributes from the analysis to arrive a conclusive description of the data.

The C5.0 algorithm was executed in automated mode with the default set-
tings, discovering 53 rules for the ‘-’ class, and 11 rules for the ‘+’ class (the
default class). One example of the rule describing the ‘-’ class is as follows:
If StartWeekH > 11 and AvgPriceL H0 L1 > 0.844 and CategoryL = 0208 and
CorrNormPrice HL ≤ 0.016 Then ‘-’. This rule reveals that when

– the higher priced is sold after 11th calendar week and
– average (normalized) price of lower priced item is greater than 0.844 (that

corresponds to roughly maximum 15% discount on average) when it is sold
and the higher priced item is not sold and

– category of lower priced item is “0208” and
– correlation coefficient between normalize prices of higher and lower price

items is less than or equal to 0.016 then the target class is ‘-’.

An example of ‘+’ class rule is that If MaxPriceH≤ 14.43 and StdDevPriceH H1 L0
≤ 0.05 Then ‘+’. Another example of the ‘+’ class rule is the rule If LifeTimeH >
23 and LifeTimeL <= 21 and MaxPriceH > 12.21 and CorrNormPrice HL > 0.003
Then ‘+’. This rule basically emphasizes on the lifetime of the higher priced item
and its maximum price with respect to item association.
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Fig. 3. An Illustrative Decision Tree Model in Re-Mining

Fig. 4. Exploratory Re-Mining Example: Analyzing Item Introduction in Season

The decision tree in Figure 3 is obtained by interactively pruning the full-
tree. It can be observed that LifeTimeL, the lifetime of the lowered price item
(in weeks) is the most significant attribute to classify the dataset. If LifeTimeL
greater than or equal to 27.5 weeks,the item pair has much higher chance of
having positive association.

As seen from Figure 4, positive (“Target Class=+”) and negative (“Target-
Class=-”) associations can be separated well at some regions of the plot. For
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example, if StartWeekL is around 5 (calendar week) then the associations are
mainly positive regardless of the starting week of the higher priced item. In
addition, a body of positive associations up to ’StartWeekL=15’ can be seen in
Figure 4. It means that there is a high possibility of having a positive association
between two items when the lower priced item is introduced early in the season.
We can maybe conclude that since basic items are usually introduced early in
the season, there is a big chance of having a positive association between two
items when the lower priced item is a basic one but not a fashion one.

Similar conclusions can be attained when the maximum prices of items con-
sidered are compared in Figure 5. It can easily be seen that negative associations
usually occur when the maximum prices of items are higher than 25. It should
be noted that the basic items may be priced below 20-25 range. Thus it is very
likely that many of the fashion items might have negative associations between
themselves.

Fig. 5. Exploratory Re-Mining Example: Effect of the Maximum Item Price

5 Comparison with Quantitative Association Mining

Additional attribute data used can also be incorporated through quantitative
association mining, as an alternative to re-mining. This type of analysis has also
been conducted to illustrate its limitations on analyzing retail data. Quantitative
association mining has been studied extensively in the literature and some of the
major applications like [3] were reviewed in Section 2.2. After an initial analysis
of the price data, it was observed that there are not too many price levels for the
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products. Therefore a straight-forward discretization, which does not require a
complex transformation, exists.

Notice that one of the most important steps in the quantitative association
mining is the discretization step. Instead of utilizing a more complex quantita-
tive association mining, we take the liberty to conjoin the item and the price
information into a new entity to conduct our quantitative association analysis
in a simplified way.

Two main seasons in apparel retailing, winter and summer have approximately
equal length. As a common business rule, prices are not marked down too often.
Usually, at least two weeks pass by between subsequent markdowns. Thus, there
exist a countable set of price levels within each season. There might be temporary
sales during the season, but marked down prices remain the same until the
next price markdown. Prices are set at the highest level in the beginning of
each season, falling down by each markdown. If the price data of a product is
normalized by dividing by the highest price, normalized prices will be less than or
equal to 1. When two significant digits are used after the decimal point, prices
can be easily discretized. For example, after an initial markdown of 10%, the
normalized price will be 0.90. Markdowns are usually computed on the original
highest price. In other words, if the second markdown is 30% then the normalized
price is computed as 0.70.

Table 2. Top-10 Frequent Pairs for the Quantitative Data

Pair ID Item 1 Item 2 Sup. Count

1 A 0.90 B 0.63 14312
2 A 0.90 E 0.90 10732
3 B 0.63 E 0.90 8861
4 C 0.90 B 0.63 7821
5 A 1.00 B 0.70 7816
6 A 1.00 E 1.00 6377
7 B 0.63 F 0.90 5997
8 B 0.70 E 1.00 5344
9 B 0.63 F 0.78 5318

10 D 0.90 B 0.63 4402

After using this discretization scheme, 3,851 unique product-normalized price
pairs have been obtained for the 600 unique products of the original transaction
data. Each product has 6 price levels on the average. The highest number of
price levels for a product is 14 and the lowest number of price levels is 2. This
shows that markdowns were applied to all the products and no product has been
sold at its original price throughout the whole season. Technically, a discretized
price can be appended to a corresponding product name to create a new unique
entity for the quantitative association mining. For example appending 0.90 to
the product name ‘A’ after an underscore will create the new entity ‘A 0.90’. One
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can easily utilize the conventional association mining to conduct a discretized
quantitative association mining after this data transformation (discretization).

The top-10 frequent pairs and their support counts are depicted in Table 2
where item IDs are masked. As can be observed from Table 2, a large portion
of the frequent purchases occurs at the discounted prices. Among the top-10
frequent item pairs, only the sixth one has full prices for both of the items. The
remaining pairs are purchased at marked down (discounted) prices.

The retail company does not allow price differentiations by locations at any
give time. In other words, an item will have the same price across all the stores
at any given time. Quantitative association mining can identify negative asso-
ciations between items for value combinations that actually never occur. For
example, even though an item A is sold only at the normalized price of 0.70 in
the time interval that B is sold, quantitative association mining can still suggest
other price combinations of A and B, such as (A 1.00, B 1.00) as negative item
pairs. Thus, many item-price combinations will have negative associations due to
the nature of the business and the way quantitative association mining operates,
yielding misleading results.

Even though both positive and negative quantitative association mining can
be run on any given dataset conceptually, it is not guaranteed to yield useful
outcomes. Alternatively, re-mining operates only on the confirmed positive and
negative quantitative associations and does not exhibit the discussed problem.

6 Conclusion

A framework, namely re-mining, has been proposed to enrich the original data
mining process with a new set of data and an additional data mining step. The
goal is to describe and explore the factors behind positive and negative associa-
tion mining, and to predict the type of associations based on attribute data. It is
shown that not only categorical attributes (e.g. category of the product) but also
quantitative attributes such as price, lifetime of the products in weeks and some
derived statistics, can be included in the study while avoiding NP-completeness.

The framework has been demonstrated through a case study in apparel retail
industry. Only descriptive and a brief exploratory re-mining have been performed
in this paper. Predictive re-mining can also be conducted, and this is planned as
a future study. Our case study has revealed some interesting outcomes such as
the negative associations are usually seen between fashion items and the price of
an item is an important factor for the item associations in apparel retailing. The
scope of the current study has been limited to the proof of concept and the fu-
ture work is planned towards extending the retail analytics to include re-mining
as an important component.
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Abstract. A framework for Multi Agent Data Mining (MADM) is de-
scribed. The framework comprises a collection of agents cooperating to
address given data mining tasks. The fundamental concept underpinning
the framework is that it should support generic data mining. The vision
is that of a system that grows in an organic manner. The central issue to
facilitating this growth is the communication medium required to sup-
port agent interaction. This issue is partly addressed by the nature of the
proposed architecture and partly through an extendable ontology; both
are described. The advantages offered by the framework are illustrated
in this paper by considering a clustering application. The motivation
for the latter is that no “best” clustering algorithm has been identified,
and consequently an agent-based approach can be adopted to identify
“best” clusters. The application serves to demonstrates the full poten-
tial of MADM.

Keywords: Multi Agent Data Mining, Agent-Based Clustering.

1 Introduction

The advantages offered by Multi-Agent Systems (MAS) with respect to dis-
tributed cooperative computing are well understood. Broadly the work presented
in this paper seeks to demonstrate how the general advantages offered by MAS
may be applied to data mining, i.e. Multi Agent Data Mining (or MADM).
MADM can provide support to address a number of general data mining issues,
such as:

1. The size of the data sets to be mined: Ultimately data miners wish to
mine everything: text, images, video, multi-media as well as simple tabular
data. Data mining techniques to mine tabular data sets are well established,
however ever larger data sets, more complex data (images, video), and more
sophisticated data formats (graphs, networks, trees, etc.) are required to be
mined. The resources to process these data sets are significant; an MADM
approach may therefore provide a solution.

2. Data security and protection: The legal and commercial issues associ-
ated with the security and protection of data are becoming of increasing
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significance in the context of data mining. The idea of sharing data for data
mining by first compiling it into a single data warehouse is often not viable,
or only viable if suitable preprocessing and annonimization is first under-
taken. MADM provides a mechanism to support data protection.

3. Appropriateness of Data mining Algorithms: An interesting observa-
tion that can be drawn from the data mining research conducted to date
is that for many data mining tasks (for example clustering) there is little
evidence of a “best” algorithm suited to all data. Even when considering
relatively straightforward tabular data, in the context of clustering, there is
no single algorithm that produces the best (most representative) clusters in
all cases. An agent-based process of negotiation/interaction, to agree upon
the best result, seems desirable.

The vision of MADM suggested in this paper is that of a generic framework
that provides the infrastructure to allow communities of data Mining Agents to
collectively perform specific data mining tasks. However, although this MADM
vision offers a potential solution to the above, there are a number of issues to be
resolved if this vision is to be achieved:

1. The disparate nature of data mining: The nature of the potential data
mining tasks that we might wish the envisioned MADM to perform is ex-
tensive.

2. Organic growth: For the MADM vision to be truly useful it must be al-
lowed to grow “organically”.

Thus the envisioned MADM must support facilities to allow simple inclusion of
additional agents into the framework in an “ad hoc” manner. The communication
mechanism that supports the MADM is therefore a key issue. The mechanism
must support appropriate agent interaction; so that agents may undertake many
different data mining tasks, and so that more and more agents can be included
into the system by a variety of end users.

This paper describes an operational generic MADM framework that supports
communication through means of an extendable data mining ontology. To pro-
vide a focus for the work described a clustering scenario is addressed. The moti-
vation for the scenario is to employ a number of clustering algorithms and select
the result that has produced the “best” (most cohesive) set of clusters. How-
ever, the scenario features many of the more general MADM issues identified
above.

The rest of this paper is organised as follows. In Section 2 some previous
work in the field of MADM, and some background to the clustrering application
used to illustrate this paper, is described. The broad architecture for the MADM
framework is described in Section 3. Section 4 presents a discussion of the com-
munication framework adopted. In Section 5 the proposed MADM mechanism
is illustrated and evaluated in the context of data clustering. Some conclusions
are presented in Section 6.
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2 Previous Work

This previous work section provides some necessary background information for
the work described. The section is divided into two sub-sections. The first gives a
“state-of-the-art” review of current work on MADM. The second provides back-
ground information regarding the data clustering application used to illustrate
the work described in this paper.

2.1 Multi-Agent Data Mining

A number of agent-based approaches to data mining have been reported in the
literature, including several directed at clustering. These include PADMA [1],
PAPYRUS [2] and JABAT [3]. PADMA is used to generate hierarchical clus-
ters in the context of document categorisation. Local clusters are generated at
local sites, which are then used to generate global cluster at the central site.
PAPYRUS is clustering MAS where both data and results are moved between
agents according to given MAS strategies. JABAT is a MAS for both distributed
and non-distributed clustering (founded on the K-means algorithm). JABAT is
of note in the context of this paper because it uses ontologies to define the
vocabularies and semantics for the content of message exchange among agents.
None of these MAS support the concept of using an MADM approach to identify
“best” clusters.

Another example of a MADM system is that of Baazaoui Zghal et al. [4] who
proposed a MAS, directed at geographically dispersed data, that uses pattern
mining techniques to populate a Knowledge Base (KB). This KB was then used
to support decision making by end users.

There is very little reported work on generic MADM. One example is EMADS
(the Extendible Multi-Agent Data Mining Framework) [5]. EMADS has been
evaluated using two data mining scenarios: Association Rule Mining (ARM) and
Classification. EMADS can find the best classifier providing the highest accuracy
with respect to a particular data set. A disadvantage of EMADS is that fixed
protocols are used, whereas the proposed MADM uses a more accessible ontlogy
based approach. However, the work described here borrows some of the ideas
featured in EMADS.

2.2 Data Clustering

A clustering scenario is used in this paper to illustrate the operation of the
proposed generic MADM. The objective is to identify the best set of clusters
represented in a given data set. The demonstration comprises three cluster-
ing agents each possessing a different clustering algorithm: (i) K-means [6], K-
Nearest Neighbour (KNN) [7], and (iii) DBSCAN [8].

The K-means algorithm is a partitional clustering technique that takes a pa-
rameter K (the desired number of clusters) and then partitions a given set of
data into K clusters. Cluster similarity is measured with regard to the mean
value of the objects in a cluster. The K-means algorithm operates as follows: (i)
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selects K random points as centres, called centroids, (ii) assigns objects to the
closest of centroids, based on the distance between the object and centroids, (iii)
when all objects have been assigned to a cluster compute a new centroid for each
cluster and repeat from step two until the clusters converge. A disadvantage of
K-means is the need to specify the number of clusters in advance.

The KNN algorithm uses a threshold, t, to determine the nearest neighbour.
If the distance between an item and the closet object is less than the threshold,
this item should be put into the same cluster with the closest object. A new
cluster is created when the distance is more than the threshold. The value of t
thus significantly affects the number of clusters.

DBSCAN is a density-based clustering algorithm that generates clusters with
a given minimum size (minPts) and density threshold (ε). This feature allows
the algorithm to handle the “outlier problem” by ensuring individual outliers
will not be include in a cluster. The overall number of clusters, K, is determined
by the algorithm.

For evaluation purposes the F-Measure has been adopted, in this paper, to
compare the “fitness” of clustering results. The F-Measure is popularly used
in the domain of Information Retrieval [9]. The technique measures how well
cluster labels match externally supplied class labels. The F-measure combines the
probability that a member of a cluster belongs to a specific partition (precision),
and the extent to which a cluster contains all objects of a specific partition (recall)
[10]. Let C = {C1, C2, ..., Ck} be a clustering result, P = {P1, P2, ..., Pk} is
the ground-truth partition of data set. The precision of cluster i with respect
to partition j is precision(i, j) = |Ci ∩ Pj|/|Ci|. The recall of cluster i with
respect to partition j is defined as recall(i, j) = |Ci ∩ Pj|/|Pj|. The F-measure
of cluster i with respect to partition j is then defined as:

Fij =
2 × precision(i, j) × recall(i, j)

precision(i, j) + recall(i, j)
(1)

and the overall F-measure of the cluster is calculated using:

F =
m∑

i=1

|Pi|
|P | × max(Fij) (2)

In the context of the clustering scenario used to illustrate this paper, the “best”
clustering algorithm is defined as the algorithm providing a cluster result with
the highest overall F-measure in the context of a given data set.

3 MADM Framework

The proposed generic MADM framework comprises 5 basic types of agent, each
agent type may have several sub-types associated with it, as follows:

1. User Agents: Provide a graphical user interface between the User and Task
Agents.
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2. Task Agents: Facilitate the performance of data mining tasks. Three dis-
tinct sub-types of Task Agent are identified corresponding to three high level
data ming tasks: Association Rule Mining (ARM), Classification, and Clus-
tering. Task Agents are responsible for managing and scheduling a mining
request. The Task Agents identify suitable agents required to complete a
data mining task through reference to a “yellow pages” service.

3. Data Agents: Agents that possess meta-data about a specific data set
that allows the agent to access that data. There is a one-to-one relationship
between Data Agents and data sets.

4. Mining Agents: Responsible for performing data mining activity and gen-
erating results. The result is then passed back to a Task Agent.

5. Validation Agents: Agents responsible for evaluating and assessing the
“validity” of data mining results. Several different sub-types of Validation
Agent are identified, in a similar manner to the sub-types identified for Task
Agents, associated with different generic data mining tasks: Association Rule
Mining (ARM), Classification, and Clustering

In some cases a specific agent may have secondary sub-agents associated with it
to refine particular MADM operations.

The MADM framework was implemented using JADE (Java Agent Develop-
ment Environment) [11], a well established, FIPA1 compliant, agent development
toolkit. JADE provides a number of additional “house keeping” agents that are
utilised by the MADM framework. These include: (i) The AMS (Agent Man-
agement System) agent responsible for managing and controlling the lifecycle of
other agents in the platform, and (ii) The DF (Directory Facilitator) agent that
provides the “yelllow pages” service to allow agents to register their capabilities
and to allow Task Agents to identify appropriate agents when scheduling data
mining tasks.

Figure 1 shows an example agent configuration for the proposed generic
MADM. The configuration given in the figure includes examples of the different
types of agent identified above. The figure actually illustrates an agent configu-
ration to achieve data clustering, the MADM application used for demonstration
purposes in this paper (see Section 5). The “flow of control” starts with the User
Agent that creates a specific Task Agent, in this case a clustering Task Agent.
The created Task Agent interacts with the House Keeping Agents to determine
which agents are available to complete the desired task and then selects from
these agents. In the example given in Figure 1 a total of five agents are se-
lected: three Mining Agents (C1, C2 and C3), a Validation Agent and a Data
Agent. In the example the Task Agent communicates with the three data Mining
Agents that interact with a single Data Agent (but could equally well interact
with multiple Data Agents). The Mining Agents pass results to the Validating
Agent, which (with the assistance of its secondary agent) processes the results
and passes the final result back to the User Agent via the Task Agent. Note
that the Task Agent ceases to exist when the task is complete while the other
1 Foundation for Intelligent Physical Agents, the international association responsible

for multi-agent system protocols to support agent interoperability.
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Fig. 1. Architecture of the proposed MADM system for clustering

agents persist. The interaction and communication between agents occurs using
the structure, vocabularies and properties defined in the ontology (see Section
4). Figure 1 also includes a number of additional Data and Mining Agents that
are not used to resolve the given task.

4 Intra Agent Communication

An essential aspect of interactions within a multi-agent system is the ability for
the agents to be able to communicate effectively. The development of agent com-
munication languages has been influenced by work from philosophy on speech act
theory, most notably [12] and [13], yet there is no one definitive agent communica-
tion lanaguage appropriate to all applications. There are, however, some notable
examples of popular languages that have been developed for use in multi-agent
systems, with two of the most prominent proposals being: KQML (Knowledge
Query and Manipulation Language) and the associated Knowledge Interchange
Format (KIF) [14]; and FIPA ACL (Foundation for Intelligent Physical Agents
Agent Communication Langauge) [15].

Firstly, regarding KQML and KIF, KQML is defined as the message-based
“outer” language of the communication, classifying messages into particular
groups, called performatives, to establish a common format for the exchanges.
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Conversely, KIF is concerned only with providing a representation for the “inner”
content of the communication, i.e. the knowledge applicable in the particular do-
main. Although KQML proved to be influential amongst agent developers and
has formed the basis of a number of implementations, numerous criticisms have
been directed at it on a number of grounds including its interoperability, lack of
semantics and the omission of certain classes of messages to handle particular
expressions.

The criticisms of KQML led to the development of a separate though similar
agent communication language, FIPA ACL, which was aimed at establishing a
standard communication language for use by autonomous agents. FIPA ACL
is similar to KQML in terms of syntax; and also, like KQML, the FIPA ACL
uses an outer language to enable message passing of the separate inner content,
which may be expressed in any suitable logical language. For the outer language,
FIPA ACL provides twenty two performatives to distinguish between the differ-
ent kinds of messages that can be passed between agents. Examples of FIPA ACL
performatives are inform, to pass information from one agent to another, and
request, to ask for a particular action to be performed. The full specification of
FIPA ACL performatives can be found in [15]. In order to avoid some of the crit-
icisms that were directed against KQML the developers of FIPA ACL provided
a comprehensive formal semantics for their language. These semantics made use
of the work on speech act theory, as mentioned earlier, through the definition of
a formal language called Semantic Language (SL). SL enables the representation
of agents’ beliefs, uncertain beliefs, desires, intentions and actions available for
performance. To ensure that agents using the language are conforming to it, SL
contains constraints (pre-conditions) in terms of formulae mapped to each ACL
message that must be satisfied in order for compliance to hold e.g., agents must
be sincere, and they must themselves believe the information they pass on to
others. Additionally, SL enables the rational effects of actions (post-conditions)
to be modelled, which state the intended effect of sending the message e.g., that
one agent wishes another to believe some information passed from the first to
the second.

Despite the enhancements that the FIPA ACL provided over KQML it has not
escaped criticism itself and we return to consider this point later on in section 6.
For now we discuss the communication mechanism used in our MADM frame-
work. As noted above, our implementation was done using the JADE toolkit,
which promotes the use of the standard FIPA ACL to facilitate the interac-
tion among agents. Agents apply an asynchronous message passing mechan-
sim, ACLMessage, to exchange messages through the computer infrastructure.
Through the content language a particular expression is communicated from a
sender to a recipient. The content expression might be encoded in several ways;
JADE provides three types of content language encoding as follows:

1. SL: The SL (Semantic Language) content language is a human-readable
string encoded content language and suitable for open-based applications
where agents come from different developers, running on different platforms
and have to communicate.



122 S. Chaimontree, K. Atkinson, and F. Coenen

2. LEAP: The LEAP (Lightweight Extensible Agent Platform) content lan-
guage is a non-human readable byte-codec content language. Therefore,
LEAP is lighter than SL and adopted for agent-based applications that have
a memory constraint.

3. User Defined: User-defined content language is consistent with the lan-
guages handled by the resources, e.g. SQL, XML, RDF, etc.

FIPA does not define a specific content language but recommends using the SL
language when communicating with the AMS and DF agents. In the proposed
MADM framework the SL language was adopted because the MADM frame-
work is an open-agent based application where agents could come from different
developers, running on different platforms and have to communicate.

In our MADM system the agents communicate by making and responding to
requests. As noted above, the communicative exchanges proceed in accordance
with the FIPA ACL. Each FIPA ACL message comprises a number of different
elements. For example, consider Table 1 which shows an excerpt of the commu-
nication with respect to a particular “mining request” message sent by a Task
Agent to a Mining Agent. In this example the performative being used is “re-
quest” and details are given of which agent is the sender, which is the receiver,
the language being used, and the conversation id. Regarding the actual content
of the messages, this is taken from the ontology, which is defined in the form
of a Resource Description Framework Schema (RDFS). Within the ontology are
defined the objects, atttibutes and relationships that are of concern to the task
at hand and thus need to be referred to within the communication that takes
place. Thus, the RDFS ontology enables a vocabulary to be defined, and the
RDF message content that can be generated given this onotology provides the
semantics for the content of messages exchanged among agents. As can be seen
from the example in Table 1, the content of the message is expressed in RDF, as
taken from the ontology, where the type of task is stated (clustering), the data
set to be used is stated (userd1), and the values for minPts and ε parameters
(to be used by the DBSCAN algorithm) are supplied. The Mining Agent that
received this message can subsequently reply as appropriate to the Task Agent
that sent the request.

Figure 2 gives details of the generic MADM ontology in the context of the data
clustering application. In this framework, the instance of ontology is represented
in RDF format.

5 Data Clustering Demonstration

To illustrate the operation of the proposed MADM framework a clustering ap-
plication is described and evaluated in this section. The scenario was one where
an end user wishes to identify the “best” set of clusters within a given data
set. Three Mining Agents were provided with different clustering algorithms: (i)
K-means, (ii) KNN and (iii) DBSCAN (brief overviews for each were given in
Section 2).
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Fig. 2. MADM ontology for clustering task

The F-measure, also described in Section 2, was adopted as the criteria for
comparing clusters and identifying a best clustering (however any other system of
measuring the quality of clusters could equally well have been used and discussed
amongst agents). A Validation Agent was provided with the ability to calculate
FI measures given specific clusterings. For this purpose a further, secondary
Validation Agent, which had access to an appropriate “ground truth partition”
(a set of records identified, apriori, with predefined clusters), used to calculate
the F-measure, was included. Recall that a cluster result providing a large overall
F-Measure value is better than one with a small value.

Within the context of the proposed MADM framework the clustering sce-
nario is resolved as follows (the reader may find it useful to refer to Figure 1).
The process commences with an end user request. The user supplies details of
the data set to be processed: a ground-truth partition together and the neces-
sary parameters used for the three clustering algorithms. The parameters were
as follows: the desired number of K-means clusters (k), the KNN t threshold,
and the DBSCAN minimum size (minPts) and density (ε) thresholds. The User
Agent then creates an appropriate Task Agent. Once the Task Agent is created
it interacts with the DF agent so as to identify appropriate Mining, Data and
Validation Agents. The original mining request message is then sent to each
identified (clustering) Mining Agent. Data is accessed locally agent-based using
the identified Data Agent which interacts with the Mining Agents. The clus-
tering results, from the Mining Agents, are sent to the Validation Agent where
(employing the F-measure and the secondary “ground-truth” Validation Agent)
the best set of clusters is identified. This result is then returned to the user via
the Task Agent and User Agent. On completion of the process the Task Agent
is destroyed.
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Table 1. Example of request message

(request
:sender usert1
:receiver DBSCANAgent1
:content
<rdf:RDF

xmlns:j.0=“http://protege.stanford.edu/”
xmlns:rdf=“http://www.w3.org/1999/02/22−rdf−syntax−ns#”>
<rdf:Description rdf:about=“http://somewhere/ClusteringOntology”>

<j.0:Eps>5.0</j.0:Eps>
<j.0:MinPts>3</j.0:MinPts>
<j.0:dataset>userd1</j.0:dataset>
<j.0:taskType>clustering</j.0:taskType>

< /rdf:Description>
< /rdf:RDF>
:language SL
:conversation-id data mining
)

For evaluation purposes ten data sets taken from the UCI machine learning
data repository [16] were used. Table 2 lists the results obtained using the MADM
approach for these ten data sets. The table gives the size of the data set (in terms
of the number of data attributes and records), the number of clusters produced
and the associated F-measure for each of the three clustering algorithms used
and the values of the required parameters (K, t, minPts and ε). Note that with
respect to the K-means algorithm, for the number of desired clusters to be pre-
specified we have used the number of classes given in the UCI repository. The
KNN algorithm makes use of the threshold, t, to determine whether items will
be added to a cluster or not. The t value which provided the closest number of
classes given in the UCI repository was selected in this exercise so as the give
KNN the best opportunity to correctly cluster the given data. The values for
the minPts and ε parameters used by DBSCAN was determined in a similar
manner to the KNN t parameter.

Table 3 gives the best result, returned to the end user in each case. The
results were generated by the Validation Agent. Table 3 supports the observation
that there is no single best clustering algorithm consequently supporting the
motivation for the scenario. From the table it can be seen that there is no
obvious link between particular clustering algorithms and the features associate
with individual data sets. The only thing that can be said is that DBSCAN and
K-means tend (in many cases) to outperform KNN.

The demonstration presented above indicates firstly the versatility of the
MADM approach. New agents can be added to the framework and operate within
it provided that they subscribe to the defined ontology. A new data mining tech-
nique, DM evaluation technique, or a data set can be shared to other users in
the system by using the existing agent templates. The intention is that through
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Table 2. The clustering results as produced by the MADM framework

No. Data sets No.
Attr

No.
Recs.

K-means KNN DBSCAN

Num F-Measure t Num F-Measure MinPts ε Num F-Measure

Classes Classes Classes

1. Lenses 4 24 3 4.69 1.00 1 14.40 1 1.0 4 3.70

2. Iris Plants 4 150 3 44.26 1.00 4 29.41 1 5.0 4 32.48

3. Zoo 18 101 7 10.72 2.00 9 8.10 2 4.0 7 11.06

4. Wine 13 178 3 40.53 135.00 4 30.05 10 2700.0 7 8.36

5. Heart 13 270 2 78.97 94.00 3 59.94 3 55.0 3 3.22

6. Ecoli 7 336 8 38.39 0.45 6 35.23 1 0.4 7 44.89

7. Blood Trans-
fusion

4 748 2 265.36 1100.00 6 86.17 15 120.0 8 18.35

8. Pima Indians
Diabetes

8 768 2 246.84 135.00 4 128.41 10 300.0 5 4.63

9. Yeast 8 1484 10 58.84 0.35 9 66.95 2 0.5 9 89.40

10. Car 6 1782 4 176.70 1.45 5 195.95 2 35.0 4 226.93

Table 3. The “best” cluster result provided by the MADM framework

No. Data sets Overall F-Measure Best clustering alg.

1 Lenses 14.40 KNN

2 Iris Plants 44.26 K-means

3 Zoo 11.06 DBSCAN

4 Wine 40.53 K-means

5 Heart 78.97 K-means

6 Ecoli 44.89 DBSCAN

7 Blood Transfusion 265.36 K-means

8 Pima Indians Diabetes 246.84 K-means

9 Yeast 89.40 DBSCAN

10 Car 226.93 DBSCAN

the adoption of the ontology the system will be allowed to grow organically.
The clustering scenario also indicates how MADM can be used to select the
most appropriate data mining algorithm for a particular application (clustering
in the case of this paper). The privacy and security advantages, although not
specifically discussed in this paper, are self evident.

6 Conclusions

In this paper a proposed generic MADM framework was described. The frame-
work is intended to support generic multi-agent data mining by providing mech-
anisms for the multi-agent system to grow organically. This is facilitated partly
by the architecture of the proposed MADM framework and partly by the adop-
tion of the advocated ontology. The utility of the framework was illustrated using
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a data clustering scenario. The scenario demonstrated the effectiveness of the
proposed MADM approach.

The data mining ontology, a segment of which was presented in this paper,
is not yet complete. Indeed it can be argue that it will never be fully complete.
However, the current ontology is extendible and the research team are currently
working towards increasing the breadth (scope) of the ontology. There are also
aspects of the communication mechanism that we intend to develop in future
work. As noted in section 4, despite the enhancements that the FIPA ACL pro-
vides over earlier ACLs, a number of criticisms have been directed against it,
e.g. in [17] a comprehensive analysis and critique has been given. Some of the
main points of contention are that the semantics are difficult to verify, the lan-
guage and rules provide little structure as there are no rules to avoid disruptive
behaviour (which can be an issue in open MASs), and the ACL was intended for
purchase negotiation dialogues and as such is not fully relevant for alternative
types of application (such as data mining). However, a particularly noteworthy
criticism of the FIPA ACL relevant for our considerations is that its argumen-
tative capabilities are severely limited, with an under-provision of locutions to
question and contest information. In future work we hope to allow our agents
to engage in more expressive types of dialogue where they argue about what
constitutes the ‘best’ cluster and why (for example, agents could argue about
which clustering algorithm is the most appropriate to use in a particular sce-
nario and why). We intend to explore this aspect in future work by making use
of argumentation approaches (see [18] for an overview of this topic) that give rise
to richer, more expressive forms of communication between autonomous agents.
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Abstract. Distributed data streams mining is increasingly demanded in most 
extensive application domains, like web traffic analysis and financial transac-
tions. In distributed environments, it is impractical to transmit all data to one 
node for global model. It is reasonable to extract the essential parts of local 
models of subsidiary nodes, thereby integrating into the global model. In this 
paper we proposed an approach SVDDS to do this model integration in distrib-
uted environments. It is based on SVM theory, and trades off between the risk 
of the global model and the total transmission load. Our analysis and experi-
ments show that SVDDS obviously lowers the total transmission load while the 
global accuracy drops comparatively little. 

Keywords: Support Vector Machines, Shell, Model Integration. 

1   Introduction 

1.1   Background 

In the present practical environment of data mining, most data are or can be regarded 
as data streams. With the rapid development of Internet, it is increasingly required to 
process the massive input data in real-time. Such cases exist extensively in most ap-
plication domains (like web traffic analysis, intrusion detection, financial transactions 
analysis, etc.). Data stream mining has gained many intensive studies [1-3], including 
adapting most traditional algorithms to single data stream mining [4, 5], as well as 
mining in distributed environments [6, 7]. However, few studies focus on integrating 
local models into global model. 

A (single) data stream is a data sequence that is temporally ordered, continuous, 
massive, potentially infinite, and fast changing with varying update rates [8], of which 
each item is consistently defined beforehand. In contrast with traditional static, finite 
data sets, accompanied by their corresponding mining algorithms, data stream con-
sume exponentially more time and space to process. Despite modern hardware that 
has especially powerful computation speed and storage capacity, it is still impossible 
or impractical to store data streams for future offline analysis. 
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Due to the above characteristics of data stream, online algorithm is the only practi-
cal way of processing data streams. The term “online” does not only denote process-
ing data stream in real-time, instead of putting them away into storage systems of 
massive capacity, but also indicates processing data stream by single-pass (or single-
scan), in incremental manner. 

A group of parallel single data streams comprise multiple data streams. All data 
streams can be synchronous or asynchronous. They can be merged (conditionally) 
into one single data stream. 

The multiple data streams in distributed system are distributed data streams. They 
are correlated and thus must be analyzed globally. Similar to the time-series theory, it 
is helpful to introduce auto-correlation and cross-correlation. Auto-correlation de-
scribes the correlation between subsequences of same data stream at different phases. 
Cross-correlation describes the correlation between different data streams of same 
distributed system. In distributed environments, the parallel data streams may have 
similar patterns, but the patterns may arrive at different time. The repeated patterns of 
the same data stream can be discovered by auto-correlation, and the similar patterns 
between some subsequences of different data streams at same or different time dis-
covered by auto-correlation. 

Centralized and decentralized architectures are typical architectures of distributed 
system. In this paper, centralized architecture refers to the multi-level topology with 
one or more centers, decentralized architecture the topology with no centers, like ring 
network. 

The goal of mining distributed data streams is to discover the global model among 
the distributed streams: they are not independent ones, but related. Discovering the 
global model requires integrating distributed models, rather than simply merging 
them. However, because those data streams and their models are distributed, integrat-
ing them, or even transmitting them is rather expensive. 

1.2   SVM Algorithms 

Support Vector Machines (SVMs) and related kernel methods are well-performed 
algorithms optimizing generalization performance. SVM theory is based on statistical 
learning theory and structural risk minimization (SRM) thereof. It optimizes the 
tradeoff between empirical risk of generalization that only replies on subset of input 
data and the complexity of approximating function (structural risk of the machine, 
such as classification, regression, etc.), and targets the function that for the fixed 
amount (essential subset) of data achieves the minimum of the guaranteed risk. [9] 

The essential subset of data, named support vectors (SVs), is determined by actual 
distribution, but with least priori knowledge of the distribution. Other data than sup-
port vectors do not affect the final decision hyperplane. 

1.2.1   SVM Preliminary 
The goal of SVM is to maximize the margin around the decision hyperplane between 
two data sets for maximal generalization performance. This optimization is a quad-
ratic programming (QP) problem. The classical SVM model, named soft-margin 
method, can be applied to both linearly separable and inseparable cases (in mapped 
RKHS space). 



130 P. Wang and G. Mao 

For a given kernel mapping Φ( ) from input space into a dot product feature space, 
in the feature space the dot product of images can be computed by K(xi, xj) satisfying 

 ( , ) ( ) ( )K = Φ ⋅Φi j i jx x x x  (1) 

This (kernel trick) makes the computation of dot product in feature space available 
without ever explicitly knowing the mapping. See [10, 11] for more details. 

The optimization model is tunable via presetting different regularization constant 
C, which determines the tradeoff between the structural risk and the empirical risk. 
By setting larger C, the empirical errors (ξ) get more punished i.e. less data are al-
lowed to be in the margin; and vice versa. 

The outline of particular data set varies in different contexts. To adapt to a specific 
case, certain suitable kernel function has to be chosen in advance, usually from poly-
nomial functions, radial basis functions (RBF), hyperbolic tangent functions. 

In geometric viewpoint [12-14], SVM (including classification, outlier detection, 
regression, etc.) can be regarded as convex hull problem, in which every class of the 
data corresponds to a convex hull. In particular, for SVM classification, maximizing 
the margin is equivalent to finding the maximum margin between the closest points 
between the convex hulls (or reduced convex hulls, RCH, for inseparable cases). 
“SVs lie on the boundary of the convex hulls of the two classes, thus they possess 
supporting hyperplanes. The SV optimal hyperplane is the hyperplane which lies in 
the middle of the two parallel supporting hyperplanes (of the two classes) with maxi-
mum distance.” [10]. 

1.2.2   SVDD Preliminary 
By applying the same methodology of SVM to a data set without labels, support vec-
tor data description (SVDD) [15] algorithm provides an efficient approach to outlier 
or novelty detection, which is named one-class classification [16]. 

The decision hyperplane between the outliers and the normal data outlines the 
boundary of the data set. Through kernel mapping, every data set can be transformed 
to a hypersphere-like shape in feature space, whose boundary is a hypersphere. 

In geometric viewpoint, every class is contained in a convex hull, which corre-
sponds to the boundary hypersphere produced by SVDD. SVDD actually finds the 
smallest enclosing hypersphere [10, 11, 16]. 

1.3   Integrating SVMs in Distributed Environments 

The SVM family provides an approach to reducing the massive input data to a fairly 
small subset – the support vectors. The decision hyperplane can be recovered from the 
support vectors without any losses, provided that the settings (kernel function and 
parameter values) are identical. As those essential data account for a small portion of 
the model, and in turn the labeled data (which need learning) a small portion of the 
input data, SVM family is suitable for mining data stream. 

Since the decision hyperplane is determined by SVs but independent of non-SVs, it 
is reasonable to integrate different models by their SVs. That is, for each SVM, the 
SVs accompanied with the respective settings comprise the SVM model, whereas the  
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decision hyperplane is optional. For example, given two SVM 1 and 2 (Fig. 1 ) in 
same 2-dimensional space, which classify respective data of same two classes, respec-
tively marked by “X” and “+”, Fig. 2 shows the decision hyperplane and the support 
vectors trained by batch SVM based on the combined data of SVM 1 and SVM 2; 
Fig. 3 shows two possible decision hyperplanes trained by the batch SVM only based 
on the combined SVs of SVM 1 and 2. Note that the points with circles and squares 
are not the new support vectors trained by the batch SVM, but the original support 
vectors of SVM 1 and 2. Other data points are shown in order to check the perform-
ance of the classification only based on the combined SVs of SVM 1 and 2. It can be 
seen that the classification performance of both classifiers are well, compared to that 
of Fig. 2. 

 

Fig. 1. SVM 1 and 2 

 

Fig. 2. The decision hyperplane and the support vectors trained by the batch SVM based on the 
combined data of SVM 1 and SVM 2. The solid curve shows the decision hyperplane and the 
points with circles the support vectors. 

 

Fig. 3. Two possible decision hyperplanes trained by the batch SVM only based on the com-
bined SVs of SVM 1 and 2. For a linear classifier, the solid line shows the decision hyperplane 
and the dotted line the margin. For a non-linear classifier, the solid curve shows the decision 
hyperplane. 
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Fig. 4. SVM 3 and 4 

 

Fig. 5. The decision hyperplane and the support vectors trained by the batch SVM based on the 
combined data of SVM 3 and SVM 4. The solid line shows the decision hyperplane, the dotted 
line the margin, and the points with circles the support vectors. 

Nevertheless, the support vectors are the vulnerable points for SVMs, because any 
loss or even any unintentional deviation of the support vectors (e.g. transmission 
errors) will damage the final decision hyperplane. Furthermore, different settings of 
kernel function and parameter values, such as decreasing the value of C, can cause 
more data points of non-SVs to enter into the margin (join SVs), which in turn ruins 
the independency of non-SVs. 

For model integration, the SVs of different models are quite limited and at risk. For 
example, one of the risky cases is as follows. Given two SVM 3 and 4 (Fig. 4) similar 
to SVM 1 and 2, Fig. 5 shows the decision hyperplane and the support vectors trained 
by batch SVM based on the combined data of SVM 3 and SVM 4; shows the decision 
hyperplane trained by the batch SVM only based on the combined SVs of SVM 3 and 
4. Note that the points with circles and squares are not the new support vectors trained 
by the batch SVM, but the original support vectors of SVM 3 and 4. It can be seen 
that the decision hyperplane may be almost perpendicular to the decision hyperplane 
(the dashed line) of Fig. 5. 

Moreover, for model integration in the global scope, without the combined original 
data, the few SVs (like Fig. 6) are so sparse that no non-SVs can support the wider 
margin, which means the settings would be forced to be more limited in the global 
model, so that the result would be meaningless. In geometric viewpoint, some prob-
able reduced convex hulls inside are discarded without foresight. 

It even gets worse when integrating different models to a global model in distrib-
uted environments. It would be very risky to submit the mere support vectors of local 
model to the central node. The data of different nodes will probably have different  
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Fig. 6. The decision hyperplane trained by the batch SVM only based on the combined SVs of 
SVM 3 and 4. The solid line shows the decision hyperplane, the dotted line the margin, and the 
dashed line the hyperplane of Fig. 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Some cases of model integration of two SVMs. The areas with “+” indicate the positive 
data, and the areas with “-” the negative data. The dotted pair of areas is of SVM A, and the 
gridded pair of SVM B. 

distributions, and different from the global distribution. For instance, Fig. 7 shows 
several cases of model integrations. The difference between global hyperplane and the 
local hyperplanes suggests that the local hyperplanes are useless for the global model. 
Note that the chart (f) of Fig. 7 shows a case of contrary overlap. 

The support vectors of both classes produced by a SVM classifier lie in the margin. 
However, because it is not possible to predict where the support vectors of other 
classes may lie, like chart (d), it is necessary to assume that the support vectors 
around the data of one class must get equal treatment. 

The support vectors of every class produced by a SVDD surround the data. Even 
though SVDD is originally designed to detect outliers, its produced SVs describe the 
data very well: they "shelter" the non-SVs inside. The description is omni-directional 
such that it can adapt to the SVM anywhere around in the global scope. 
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In distributed environments, the transmission load is one of the crucial factors. It is 
impractical to transmit every local data to the central node, since it makes no signifi-
cant difference from the centralized architecture. The mere support vectors, on the 
other hand, is at risk and harmful to the model integration. It is necessary to trade off 
between them. 

2   SVDD Shell Algorithm 

2.1   Basic Intention 

For model integration in distributed environments, it is critical to trade off between 
the risk of sparse support vectors produced by SVDD and the transmission load. 

The mere sparse support vectors are inadequate to support the margin (or shelter 
the non-SVs), so the non-SVs inside are necessary for SVM model integration. SVDD 
is not completely independent of SVM. They work out the support vectors following 
the same structural risk minimization (SRM) principle as well as the same regulariza-
tion methodology. 

In geometric viewpoint, the convex hulls (including the reduced convex hulls, 
RCH) establish the relation between SVM classification and SVDD. The support 
vectors of SVDD are major candidates for classifications, but they are incomplete for 
the lack of the potential convex hulls inside. 

In addition to the boundary made up of the support vectors (the outermost convex 
hull), the layer widened inward is reasonably appropriate. This shell-like widened 
boundary layer not only provides the fundamental SVs and the potential non-SVs, but 
also avoids transmitting the entire data set. 

2.2   Model 

The target is to minimize the overall risk of both describing and transmitting the data: 
the tight boundary and the transmission load. The tight boundary for every class is 
obtained by SVDD, while the transmission load relies on the amount of non-SVs 
outside the widened boundary. The shell-like widened boundary layer for one class 
(abbreviated to shell), analogous to SVDD, can be viewed in 2-dimensions, as illus-
trated in Fig. 8. Although strictly speaking the convex hulls are not certainly concen-
tric, assuming them concentric can simplify the model, according to SRM principle. 
This model can be extended to higher dimensions. Because in distributed environ-
ments the non-SVs in the hollow largely increase the transmission load (in fact, the 
outliers detected by SVDD account for the rest) but provide less information, the 
hollow should be maximized. 

Given a data set {xi} in N-dimensional input space RN, and a kernel function K(xi, 
xj), the target is to minimize both the outer boundary (according to SVDD) and  
the thickness of the shell δ. According to trigonometry, for particular R, ε = R2 - r2 = 
δ (2R - δ) is determined. Therefore, the model of the shell (primal form) is as  
follows: 
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where Ω is the target function (overall risk), CR and Cr is the regularization constants 
corresponding to the outer and inner boundaries, and ξ and ζ are the slack variables, 
respectively. The slack variable ξi reflects the state of xi : for support vectors, ξi > 0, 
which indicates its distance to the center is greater than R – a contribution to the 
overall risk; otherwise ξi = 0. The slack variable ζi reflects the state of xi : for support 
vectors, ζi > 0, which indicates its distance to the center is less than r (r2 = R2 - ε) – a 
contribution to the overall risk; otherwise ζi = 0. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. The shell-like widened boundary layer (abbrev. to shell), analogous to SVDD, can be 

viewed in 2-dimensions. The shell consists of two concentric circles, where φ is the center, R 

is the outer radius, r the inner radius, δ the thickness, and from trigonometry, ε = R2 - r2, cosθ 

= r / R. 

Setting derivatives of the Lagrangian to zero, respectively, and after substitution, 
the result is shown as the following (Wolfe) dual form: 
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Then analogous to SVDD, αi and βi respectively correspond to outer and inner hyper-
spheres. The data xi with αi > 0 are outer support vectors. Specifically, those with 0 < 
αi < CR [ξi = 0] are outer margin support vectors, which are on the outer boundary 
( 2 2− =k Rφx ); those with αi = CR [ξi > 0] outer error support vectors, which are 
outside the outer boundary ( 2 2− >xk Rφ ), named outliers. The data xi with βi > 0 
are inner support vectors. Specifically, those with 0 < βi < Cr [ζi = 0] are inner mar-
gin support vectors, which are on the inner boundary ( 2 2− =xi rφ ); those with βi = 
Cr [ζi > 0] inner error support vectors, which are inside the inner boundary 
( 2 2− <i rφx ), named inliers. The non-SVs contained in the shell, between the outer 
boundary and the inner boundary ( 22 2< − <kr Rx φ ) are candidates for model inte-
gration, named candidate support vectors. Since the outer and the inner margin sup-
port vectors are as well suitable for model integration, they and the candidate support 
vectors are named extended candidate support vectors. 

(4) is not a quadratic programming model, due to the denominator. However, it can 
be simplified to a QP model if the denominator is set to a constant. The KKT condi-

tions states that the denominator equals to 1 if R2 > ε, which implies that the hollow in 

the shell can not be empty. This excludes only the trivial case that the shell degrades 
to SVDD. 

So, by assuming R2 > ε, the QP model has the following (Wolf) dual form: 
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The shell can be recovered by 
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where xp and xq are any support vectors on the outer and inner boundaries,  

respectively. 
The name “inlier” does not denote the negative examples considered by [16], 

which are referred to as the “objects which should be rejected” and “should be out-
side” the hypersphere. Albeit the mathematical model and the derived expressions are 
in the same form, they have completely different purposes and meanings. The algo-
rithm in this paper attempts to find out those “positive” examples (in terms of SVDD) 
inside the SVDD boundary that increase the transmission load instead of errors. The 
inner support vectors in this paper are the “positive” examples of the same class, 
whereas in SVDD the negative examples are of other classes (so they must have  

labels yi and can be generalized with αi’ = yiαi). The concept of inlier here and the 

concept of the negative examples can work together without conflicts. The intention 
of the name “inlier” here is to contrast the inner error support vectors with the outer 
error support vectors, or outliers. 

2.3   Analysis 

According to the principle of SVDD, SVDD shell (or briefly SVDDS) model is able 
as well to be independent of the shape of the data [16]. As suggested by SVDD, the 
Gaussian radial basis function (GRBF) kernel enables the shell to be independent of 
the position of the data set with respect to the origin [15]. In the above kernel func-
tion, σ determines the width (or extent) of each support vector. The smaller σ is, the 
more SVs are (respectively for outer and inner), the tighter the boundaries are; and 
vice versa. In the following, the kernel is assumed to be the Gaussian RBF as above. 

The regularization constants CR and Cr respectively determine the tradeoffs be-
tween the structural risk (first two terms in (2)) and the empirical errors of the outer 
support vectors as well as the inner support vectors. By setting the CR larger, less data 
are allowed to be outside the outer boundary, and vice versa; by setting the Cr larger, 
less data are allowed to be inside the inner boundary (in the hollow), and vice versa. 
Usually, to obtain significant effect of the hollow, the Cr is set relatively small, as 
0.02; while the CR can be set relatively large, as 0.4. 

The shell can adapt to both the outer and inner shapes and be independent of the 
center. The outliers are also detected as SVDD. The inliers account for a considerable 
proportion, and their amount can be controlled by adjusting parameters. The shell 
becomes thick so that the shell contains adequate extended candidate support vectors 
for model integration with other models, while trading off the transmission load.  
Inversely, to reduce the transmission load, the shell is forced to be thin and hence the 
risk of integration gets high. 
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The shell actually excludes those high density areas, in contrast to, in SVDD, only 
the low density areas. The data in the high density areas are regarded as inliers, while 
those in the low density areas are regarded as outliers. The high density areas are 

marked out by the inner boundary. The parameters CR and Cr respectively determine 

the thresholds among high, medium, and low. 

3   Implementation Issues 

SVDDS is primarily applied to global model integration in distributed environments. 
As discussed in the background section, centralized and decentralized are the typical 
distributed architectures. 

 

Fig. 9. Centralized architecture of model integration deployed with SVDDS 

The centralized architecture can have two or more levels. Here, each level can be 
the following types: Rich node analyzes the data collected by subsidiary thin clients; 
after receiving the data, they try to discover local models using SVDDS, and then 
submit to central node for model integration. Central node analyzes the data collected 
by subsidiary rich nodes, integrating the separate subsidiary models into global 
model. It may play the role of rich node, relative to even upper level central node, for 
further integration, as illustrated in Fig. 9. 

The decentralized architecture does not have levels, but rather is composed of rich 
nodes as peers. The rich nodes are identical to rich nodes of centralized architecture 
except that they have no upper level central nodes. To have the global model, the 
peers duplicate their local models to others, so that every peer respectively conducts 
model integration. This architecture does not depend on central nodes, but distributes 
the work load among the peers, so it is easier to integrate further. 

SVDDS is deployed on rich node, which has to duplicate its local model for model 
integration. In the nodes to conduct model integration (e.g. central node), the received 
data are of the subsidiary models and regarded as normal input to the global working 
SVM, as well as a global SVDDS if deployed for further integration. Note that if no 
further integration is needed the global SVDDS is unnecessary. The working SVM is 
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neither aware of the subsidiary nodes nor modified to adapt to the distributed envi-
ronment. 

SVDDS is only deployed on rich node that needs to duplicate local models for 
model integration. In star network, as illustrated in Fig. 9, the central node need not 
deploy an instance of SVDDS, since no further integration is required. In decentral-
ized architecture, the shell is also deployed on every peer for their respective model 
integrations. 

4   Experiments 

In experiments, the SVDDS algorithm is implemented in R [17] language and based 
on library kernlab [18]. The library provides several SVM algorithms (classifica-
tion, novelty detection, and regression, etc.), as well as ipop for solving common QP 
problems. The SVM classification of kernlab is used as the fundamental working 
SVM, and the SVDDS shell on each subsidiary node is generated by ipop solution. 
The Gaussian RBF kernel is only applied. The parameters are not the best, but for 

comparison and fairly good performance, such as C for classification is fixed to 10, 

CR for SVDDS to 0.9, .The accuracy is based on 10-fold cross validation. The total 

transmission load is the summation of the numbers of every SVDDS extended candi-
date support vectors, which means the duplicate data points among different nodes are 
regarded separately, not as one data point. The corresponding total transmission load 
ratio is with respect to the training set (9/10, since 10-fold cross validation). The data 
is equally assigned to every node. 

The experiments are made upon some data sets of UCI machine learning repository 
[19]. The experiments and their results are briefly shown in Table 1. In the experi-
ments, effects of typical settings variations are shown. The “sub nodes” column 
shows the numbers of subsidiary nodes. The “training set size” column shows the 
numbers of training set size by 10-fold cross validation. The “parameters” column 
shows the settings of variable parameters, where σSVC is the σ of Gaussian RBF ker-
nel function for global classifier, σSVDDS the σ of Gaussian RBF kernel function for 

SVDDS of subsidiary nodes, Cr is the regularization parameter of the inner boundary. 

The “SVC accuracy wholly” column shows the 10-fold cross validation accuracy 
upon the whole dataset (batch training). The “SVC accuracy with SVDDS nodes” 
column shows the 10-fold cross validation accuracy upon the combined data of the 
SVDDS shells of subsidiary nodes. The “Total Trans. Load # (%)” column shows 
total transmission load and the ratio with respect to training set. The “Trans Load per 
Node” column shows the average load for every node. 

The experiments 3, 4 and 5 show the effect of different numbers of subsidiary 
nodes on the same other context. Their comparison shows that with more subsidiary 
nodes the accuracy does not drop dramatically, but the total transmission load  
decreases well. However, the number of subsidiary nodes can not increase at will, 
because the data assigned to each node would be so small that no adequate data are 
for SVDDS. 
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Table 1. Experiments results 

ID Dataset Sub 
Nodes 

Training 
Set Size 

Parameters 
(Gaussian 
RBF) 

SVC 
Accuracy 
wholly 

SVC 
Accuracy 
with 
SVDDS 
nodes 

Total 
Trans. 
Load # 
(%) 

Trans. 
Load 
per 
Node 

1 

Cr = 0.075 

σSVC = 10 
σ SVDDS = 10 

95.00% 
87.1 

(54.44%) 
43.6 

2 

Wine 2 160 
Cr = 0.06 

σSVC = 10 

σ SVDDS = 10 

98.33% 

95.56% 
70.7 

(44.19%) 
35.4 

3 2 97.19% 
451.6 

(88.20%) 
225.8 

4 5 95.96% 
356.7 

(69.67%) 
71.3 

5 

Wisconsin 
Diagnostic 
Breast 
Cancer 

8 

512 

Cr = 0.06 

σSVC = 15 

σ SVDDS = 15 

97.72% 

95.96% 
269.8 

(52.70%) 
33.7 

6 

Cr = 0.005 

σSVC = 10 

σ SVDDS = 15 

89.80% 
3369.5 

(56.74%) 
259.2 

7 

Musk 
(V2) 

13 5938 
Cr = 0.005 

σSVC = 10 

σ SVDDS = 15 

99.42% 

98.29% 
4229.6 

(71.23%) 
325.4 

8 

Cr = 0.01 

σSVC = 5 

σ SVDDS = 10 

87.21% 
8088.0 

(69.34%) 
674.0 

9 

Nursery 12 11664 
Cr = 0.005 

σSVC = 5 

σ SVDDS = 10 

93.83% 

83.09% 
4477.9 

(38.39%) 
373.2 

10 Covertype 50 10000 

Cr = 0.015 

σSVC = 5 

σ SVDDS = 10 

74.61% 67.91% 
4018.7 

(40.19%) 
80.4 

 
The experiment 6 is made on uniformly sampled data from the whole dataset, 

while the experiment 7 is made on exclusive subspaces, i.e. if one data is assigned to a 
node, it will not be assigned to other nodes. The results show that the concentrated 
(like experiment 7) case is less risky, since its data for SVDDS is more concentrated. 

The comparison between experiments 8 and 9 shows the effect of the regulariza-

tion parameter Cr of the inner boundary. As Cr doubles (possibly intending to raise 

the accuracy), the accuracy does not rise obviously, but the total transmission load 
nearly doubles. 

The experiment 10 shows the performance of SVDDS upon uniformly sampled 
data. Since the total Covertype dataset is very huge, uniformly sampled data can be 
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regarded as actual environment. For every run of this experiment, 5 times individual 
sampling are made. For every sampling, only 10000 data are sampled, 200 data for 

each node. The parameter Cr indicates that about less than 67 inliers are allowed, so 

the size of the shell is about 133. It can be seen that with so many subsidiary nodes, 
the accuracy does not drop dramatically, but the total transmission load decreases 
quite well. 

5   Conclusion 

In this paper we proposed an approach SVDDS to integrate the models of subsidiary 
nodes in distributed data stream mining into a global model. It is based on SVM the-
ory, and trades off between the risk of the global model and the total transmission 
load. In distributed environments, it is impractical to transmit all data (assembly) to 
the global node for integration. Consequently, our proposed SVDDS is suitable for 
the above model integration in distributed environments. Our analysis and experi-
ments show that accuracy with SVDDS does not drop dramatically, while obviously 
lowers the total transmission load. Resulting from the SVM theory, the performance 
of SVDDS is controllable and so it can be applied to a wide range of practical prob-
lems. We will further work on incremental SVDDS algorithm based on C&P [20] 
series of incremental SVM algorithms.  
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Abstract. Cluster ensemble technique has attracted serious attention
in the area of unsupervised learning. It aims at improving robustness
and quality of clustering scheme, particularly in scenarios where either
randomization or sampling is the part of the clustering algorithm.

In this paper, we address the problem of instability and non robust-
ness in K-means clusterings. These problems arise naturally because of
random seed selection by the algorithm, order sensitivity of the algorithm
and presence of noise and outliers in data. We propose a cluster ensemble
method based on Discriminant Analysis to obtain robust clustering us-
ing K-means clusterer. The proposed algorithm operates in three phases.
The first phase is preparatory in which multiple clustering schemes gen-
erated and the cluster correspondence is obtained. The second phase uses
discriminant analysis and constructs a label matrix. In the final stage,
consensus partition is generated and noise, if any, is segregated. Experi-
mental analysis using standard public data sets provides strong empirical
evidence of the high quality of resultant clustering scheme.

Keywords: K-means, Cluster Ensemble, Discriminant Analysis.

1 Introduction

Obtaining high quality clustering results is a challenging task because of sev-
eral reasons including randomization inherent in the algorithm [1], sampling (to
improve scalability) [2] and idiosyncracies of clustering algorithms [1]. In such
situations, different solutions may appear equally acceptable in absence of apri-
ori knowledge of the underlying data distribution [1]. Unfortunately in most real
life applications data do not follow nice distributions documented in literature.
Hence inherent assumptions (idiosyncracies) of the algorithm are often violated
producing results that are far from reality, leading to errorenous decisions. Thus
the choice of right clustering algorithm, which will reveal natural structures in
the data is a difficult task.

Clustering ensemble technique aims to improve the clustering scheme by in-
telligently combining multiple schemes to yield a robust and stable clustering
[1, 3, 4, 5, 2, 6, 7]. The technique has been recognized as an important method
of information fusion as it improves robustness, stability and accuracy of the

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 143–157, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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unsupervised learning methods. The technique is naturally amenable for par-
allelization and application in distributed environment [1]. Combining multiple
partitions is the core task in cluster ensemble problem, which is accomplished
by design of consensus function Γ .

K-means is one of the most common clustering algorithm used for data anal-
ysis in statistics [8], machine learning [9] and data mining [10]. The algorithm,
proposed by MacQueen [11], is a center based clustering algorithm which itera-
tively partitions data till the specified quality criterion (minimum mean squared
distances of each data point from centroids) is met. The popularity of the al-
gorithm hinges on its simplicity and efficiency. After more than fifty years of
extensive usage for data analysis in the fields of social, physical and biological
sciences, it still interests data mining and machine learning community1. Bock
[8] presents a historical view of K-means algorithm showing the importance and
usefulness of the approach.

Interestingly, there are several known limitations of K-means algorithm. Ran-
dom seed selection ensures that multiple execution of the algorithm on the same
data set results into clustering schemes, which may sometimes be significantly
different. Consequently user is confronted with the problem of scheme selection,
since two different schemes may assign the same object in two different clusters
with different properties. Thus there is a possibility of making a wrong decision
if the selected scheme does not represent true structures in data. Sensitivity of
the algorithm to the order in which the data is presented also contributes to the
instability of the algorithm [10]. Presence of noise and outliers in data is a well
known and understood cause of non-robustness of K-means clustering algorithm.
Since it is not guaranteed to achieve global minimum, the number of iterations
for convergence may be very large. Specification of the number of iterations by
the user may result into variation of results.

In order to overcome the known weakness causing in stability and consequent
non-robustness, a series of extensions and generalizations of K-means algorithm
have been proposed [8]. Kanungo et al. [12] propose an effective implementation
of K-means which uses a pre-computed kd-tree like structure. Use of this struc-
ture avoids reading original data at each iteration, and speeds up the execution. To
overcome the effect of random initialization wrapper methods are practiced where
the algorithm is executed multiple times and the best clustering is selected. The
method has marked computational expense. Bradley et al. [13] propose a refine-
ment scheme for choice of initial seed points. This strategy is particularly useful
for large data sets where wrapper approach is infeasible. Since K-means algorithm
can identify structures in linear data spaces, kernel K-means has been proposed
to identify clusters in non-linearly separable input space [14].

Kuncheva and Vetrov examine the stability of K-means cluster ensemble with
respect to random initialization [3]. They give empirical evidence of the sta-
bility of the ensemble using both pairwise and non pairwise stability metric. In

1 On the day of writing this paper, google scholar search for ”K-means clustering”
yielded more than 76K hits for articles (excluding patents).
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other work, Kuncheva and Hadjitodorov propose a variant of the generic pair-
wise ensemble approach which enforces diversity in the ensemble [15]. A fusion
procedure has been proposed in [16] to handle initialization dependency and
selection of the number of clusters.

1.1 Problem Definition

Let D denote a data set of N , d-dimensional vectors x =< x1, x2, . . . , xd >, each
representing an object. D is subjected to a clustering algorithm which delivers
a clustering scheme π consisting of K clusters. (π = {C1, C2, . . . , CK}). Let
{π1, π2, . . . , πH} be H schemes of D obtained by applying either same clustering
algorithm on D or by applying H different clustering algorithms. Further, let
λπ : D → {1, K} be a function that yields labeling for each of the N objects in
D. Let {λ1, λ2, . . . , λH} be the set of corresponding labelings of D. The problem
of cluster ensemble is to derive a consensus function Γ , which combines the H
partitions (via labelings) and delivers a clustering πf , with a promise that πf is
more robust than any of constituent H partitions and best captures the natural
structures in D. Figure 1 shows the process of construction of cluster ensemble.

3λ

λHHπ

3π

2λ2π
1λ1π

π fD

Fig. 1. The process of Cluster Ensemble

Combining the multiple partition is the core task in cluster ensemble problem
which is accomplished by design of consensus function Γ . It is the design of Γ that
distinguishes different cluster ensemble algorithms to a large extent. Hypergraph
partitioning [1], voting approach [7], mutual information [17, 1], co-associations
[16, 4, 18] are some of the well established approaches for design of consensus
functions.

1.2 Our Approach

We propose to design a K-means cluster ensemble using a well known multivari-
ate statistical analysis technique of Discriminant Analysis (DA). The motivation
for using discriminant analysis comes from the ability of the technique to identify
observed differences in multivariate data divided into two or more groups. The
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identification is carried out by finding ’discriminants’ whose numerical values are
such that the groups are separated as much as possible [19]. The technique was
first introduced by R.A.Fisher and is widely used in statistics for classification
in situations where information is either incomplete or expensive [19].

Given H clustering schemes, first the cluster labels are rearranged so as to set
correspondance among the clusters. Discriminant function is computed for each
scheme and is used to predict the cluster labels of the tuples in D. This process
yields NXH label matrix, which essentially consists of predicted labels by each
of the partitions for data tuples in D. Based on the user specified threshold, con-
sistent predictions form the part of final clusterings. Tuples with low consistency
predictions are iteratively refined for membership, to the best extent possible. If
no further refinement is possible they are reported as noise to the user.

Robust Clustering Using Discriminant Analysis (RCDA) algorithm has the
following salient features
(i) The algorithm requires two scans of data after clustering.
(ii) Discriminant analysis, a non parametric statistical technique has been uti-
lized for consensus.
(iii) The noisy data is filtered out.
(iv) Experimental analysis of several UCI Machine learning data sets show that
the consensus clustering has improved the accuracy, quality, purity, stability and
consistency of clustering as compared to the original clusterings.

The paper is organized as follows. Section 2 describes the recent works in the area
of cluster ensemble. Section 3 describes the proposed algorithm in detail. Section
4 briefly describes the quality criteria used to evaluate the cluster ensembles.
Section 5 describes experimental analysis and finally Section 6 concludes the
paper.

2 Related Work

Cluster ensemble technique has been widely studied by machine learning and
data mining research community. An informative survey of various cluster en-
semble techniques can be found in [1]. We describe some of the well known ap-
proaches followed in design of consensus functions, from recent works in cluster
ensemble.

In CESG [20], the authors propose a cluster ensemble framework for gene
expression analysis to generate high quality and robust clustering results. This
clustering has been based upon the concept of distance matrix and weighted
graph. In this framework, the clustering results of the individual clustering algo-
rithm are converted into the distance matrix, these distance matrices are com-
bined and a weighted graph is constructed according to the combined matrix.
Then a graph partitioning approach is used to cluster the graph to generate the
final clusters.

The adaptive clustering ensemble proposed in [2] is inspired by the success of
sampling techniques. Clustering is based upon the consistency indices and sam-
pling probability. Individual partitions in the ensemble are sequentially generated
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by clustering specially selected subsamples of the given data set. The sampling
probability of each data point dynamically depends upon the consistency of its
previous assignment in the ensemble.

Probabilistic model of finite mixture of multinomial distribution has been
used in [5] for design of consensus function. In [21], authors investigate the com-
monalities and differences between the categorical clustering and cluster ensem-
ble approaches. They propose a novel algorithm for designing cluster ensemble
using concepts from categorical clustering. In ([4],[22]), authors proposed the
data resampling approach for building cluster ensembles that are both robust
and stable.

In [23], authors give the concept of cluster ensemble based upon multi-
clustering fusion algorithm in which different runs of a clustering algorithm are
appropriately combined to obtain a partition of the data that is not affected
by initialization and overcomes the instabilities of clustering methods. Improve-
ment in the performance of clustering analysis by using Cluster based Similarity
Partitioning Algorithm (CSPA), Hypergraph Partitioning Algorithm (HGPA)
and Meta Clustering Algorithm (MCLA) cluster ensemble approach has been
claimed in [17].

3 Robust Clustering Using Discriminant Analysis

RCDA algorithm operates in three phases. In the first phase, it creates H clus-
tering schemes from data set by applying K-means clustering algorithm as many
number of times. Relabeling of the clusters in the partitions is also done during
this phase. In the second phase the algorithm constructs discriminant functions
corresponding to each partition. This is a compute intensive phase of the algo-
rithm and needs no user parameter. Label of each tuple in D is predicted by each
of the H discriminant functions and a NXH label matrix (L) is constructed.
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Finally, in the third phase tuples with consistent labels in L are assigned to
clusters in the final partition, and the tuples with low consistency are iteratively
refined.

Figure 2 describes the algorithm pictorially. π
′
1, π

′
2, . . . , π

′
H are the H parti-

tions generated during phase I. Using one partition as the reference partition,
relabeling is performed resulting into schemes π1, π2, . . . , πH . Discriminant func-
tion Δi is constructed for scheme πi (i = 1, . . . , H), to predict the cluster label
of each tuple in D. The NXH label matrix L is constructed in which lij is the
label of the cluster in which tuple i falls (a member of), according to πj . Finally,
for each object consistency of prediction is assessed. Tuples which are found to
be consistent are used to refine the remaining inconsistent tuples.

3.1 Initialization Phase

Phase I of the algorithm is preparatory in the sense that during this phase H
partitions are obtained by as many applications of K-means algorithm on D.

Input : K :number of cluster, D :data set, H :number of clustering schemes
(partitions)

Output: H clustering schemes π1, π2, . . . , πH with corresponding labeled clusters

begin1

for i = 1 to H do2

Apply K-means algorithm on D to deliver partition πi3

end4

Arbitrarily select πi, (1 = 1, . . . , H) as πref5

for i = 1 to H do6

if (πi <> πref ) then7

Relabel clusters in πi using distance from centroids.8

end9

end10

end11

Algorithm 1. Algorithm for Initialization Phase

Once H partitions have been obtained, the cluster labels need to be coordi-
nated. Since there is no explicit correspondence between the clusters of different
partitions, label correspondence problem is solved by taking arbitrarily one parti-
tion to be the reference partition πref . For relabeling partition πi, the distances of
centroids of the clusters in πi are computed from those in reference partition. The
cluster with the centroids closest to those in πref are assigned labels as in πref .

This method of relabeling has been chosen because of its efficiency. A more
expensive bipartite graph matching based approach has been used in [4, 6] for
this purpose. Algorithm 1 shows the steps for phase I.

Let O(NKt) be the complexity of K-means algorithm, K being the number
of clusters, t the number of iterations and N the number of tuples in D. The
time complexity of phase I is O(NKtH)+O(K2). The former component is the
cost of H runs of K-means algorithm and the latter is the cost of relabeling.
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3.2 Predicting Labels Using Discriminant Analysis

Having set the correspondence between the clusters in H partitions, the algo-
rithm proceeds to its core phase. For each partition, a discriminant function is
constructed which is used to predict its membership of all records in the data
set. One data scan is required for this purpose.

3.2.1 Applying Discriminant Analysis
Discriminant Analysis is a statistical method to separate between distinct classes
in multivariate data. It establishes relationships between attributes for classifying
objects into one of the several populations, by identifying attributes that best
discriminate between the members of the group. In this method, one can judge
the maximum discrimination of the tuple to the specific cluster through the
discriminant score.

Given p-variate data from K populations P1, P2, . . . , PK which map to K
clusters (C1, C2, . . . , CK). Cluster Ci contains ni members, which are similar
to each other. Let X1, X2, . . . , Xp denote the p attributes of data objects. The
thrust in discriminant analysis is to form a linear function of these variables
(Eqn. 1) for each of the K populations.

L = β1 ∗ X1 + β2 ∗ X2 + . . . + βp ∗ Xp (1)

L is subsequently used to assign a new object to one of the K populations.
Computing the discriminant function for each population is the core task in
discriminant analysis. This is done by taking into account the variability and
correlations between the attributes for each population. We describe the method
in detail adapting notation from [19].

Let xijk denote the value of attribute Xj , for kth object (1 ≤ k ≤ ni) of the ith

cluster Ci. Thus < xi1k, xi2k, . . . , xipk > denotes the attribute vector of the kth

object in Ci. In order to determine the discriminant function (L), β′s need to be
determined in such a way that they provide maximum discriminating capabilities
among the clusters. It is important to note that the focus of the estimation is
the precision with which the discriminant function correctly classifies sets of
observations, rather than the methods for optimization [19, 24].

Let xij = 1
ni

∑ni

k=1 Xijk be the observed mean of attribute j for the cluster Ci.
Let xi denote the centroid of the cluster Ci. Let

∑ni

k=1(xijk −xij)2 be the squared
sum of differences of values of the jth attribute from the mean value for Ci.

Thus si
jj = 1

ni

∑ni

k=1(xijk − xij)2 is the variance component estimation of the
attribute j and si

jj′ = 1
ni

∑ni

k=1(xijk − xij)(xij′k − xij′ ) is the covariance com-
ponent where j�=j′ for Ci.

Si gives the variance-covariance matrix of the cluster Ci.

Si =

⎛

⎜
⎜
⎝

si
11 si

12 · · · si
1p

si
21 si

22 · · · si
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· · · · · · · · · · · ·
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⎠
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Input : π1, π2, . . . , πH

Output: NXH label matrix L

begin1

for j = 1 to H do2

for i = 1 to K do3

Compute variance covariance matrix Si4

end5

Compute pooled variance-covariance matrix Spooled for πj6

end7

for x = 1 to N do8

for j = 1 to H do9

for i = 1 to K do10

Compute DScorei(x) for tuple x using discriminant function Di11

lxj ←− label of the cluster with maximum DScore12

end13

end14

end15

end16

Algorithm 2. Algorithm for predicting cluster labels using Discriminant
Analysis

Define nm = (n1 − 1)S1 + (n2 − 1)S2 + · · · + (nK − 1)SK

Spooled = 1
n1+n2+···+nK−K ∗nm is the pooled variance covariance matrix of the

clustering schemes. The D Score of tuple x for the ith cluster of the partition
is computed as follows DScorei(x) = (xi)

′
S−1

pooled x - 1
2 (xi)

′
S−1

pooled xi + ln
pi, where pi is the prior probability of cluster Ci and xi

′
is the transpose of the

centroid using the discriminant functions for each of the H clustering scheme,
is class label of each record of D is predicted resulting into label matrix L .
Detailed algorithm of this phase is presented in Algorithm 2.

This phase of RCDA is most compute intensive since (H ∗ K) variance-
covariance matrices need to be computed. However, this phase does not require
any user parameter and is purely data driven.

3.3 Refinement of Clustering Scheme

The label matrix L is processed in the final phase of the algorithm. The user
specifies consistency threshold (δ) which is used to segregate consistent and
non- consistent tuples. Non-consistent tuples are iteratively refined, till it is not
possible to do so. The ones that are left are designated as noisy tuples or outliers.
Consistency of the tuple is quantified by using an intuitive method suggested
in [2].

Since the cluster correspondence is already established among the H parti-
tions, for a stable clustering algorithm, each tuple must have same cluster label
in all the partitions. Thus consistency of the label prediction can be estimated by
CI = Max(i=1,K)(pi), where pi = Number of predictions of label i

H , 1 ≤ i ≤ K
being the cluster label. Thus CI quantifies the maximum confidence with which
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Input : NXH label matrix , δ where δ is the consistency threshold
Output: πf and Noise

begin1

for i = 1 to N do2

Compute consistency score CI3

if CI ≥ δ4

Assign tuple to corresponding cluster in πf5

end6

if (K cluster in πf ) then7

Compute discriminant function Df from πf .8

Predict remaining (inconsistent) tuples using Df9

Assign to corresponding cluster in πf .10

end11

else12

Recompute discriminant functions from13

the remaining tuples in π1, π2, . . . , πH14

Predict the remaining tuples15

Compute consistency score of tuple i16

Assign high score tuples to corresponding cluster in πf .17

end18

Repeat Step 7 to 18 until no change in tuple status.19

Report remaining tuples as noise.20

end21

Algorithm 3. Algorithm for Phase III(Refinement Phase)

cluster label i can be assigned to the tuple. Tuple with consistency above the
user specified threshold δ are assigned to the corresponding cluster of the final
partition πf . The tuples that remain are the ones which do not have the desired
level of consensus among their labels. If the number is very small and accept-
able to the user, these can be discarded (or investigated) as noise, otherwise a
refinement step is carried out as described below. If all K clusters are repre-
sented in πf , a new discriminant function Df is constructed from πf . The labels
of low consistency tuples are predicted by Df and the tuples are added to the
appropriate clusters in πf .

In case there are outliers in the data, it is possible that all K clusters are not
represented in πf in the first iteration. In such a situation, all the tuples that
belong to the missing cluster have low consistency score. Thus there is a need
to iteratively improve the cluster quality of πf . For the remaining tuples in the
partitions (π1, . . . , πH), discriminant functions are recomputed and the tuples
are predicted. This process is repeated till the consistency scores of the tuples
do not improve beyond the threshold δ. The tuples whose consistency does not
improve are reported as noise to the user. Detailed algorithm of this phase is
described in the Algorithm 3.

3.4 Discussion

Though RCDA is targeted to overcome the instability of K-means algorithm,
the approach is general enough to be applied in other cluster ensemble prob-
lems. Initial partitions π

′
1, π

′
2, . . . , π

′
H can be obtained in multiple ways depend-

ing on the environment and application at hand. The H folds of the data can be
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created by random sampling without replacement. Each fold may be clustered
independently yielding H partitions π

′
1, π

′
2, . . . , π

′
H . In case the data is volumi-

nous (≥ 100K tuples) then in order to achieve scalability H random samples of
same size may be drawn from data with replacement, to create π

′
1, π

′
2, . . . , π

′
H .

RCDA algorithm is suitable for data with linearly separable clusters. Dis-
criminant analysis technique captures linear relationship between attributes in a
cluster. For non linear groupings in the data Kernel K-means is used [14]. How-
ever it is non-trivial to adapt discriminant analysis for this purpose. Further,
since discriminant analysis requires computation of variance covariance matrices
for computation of discriminant function, its algorithm does not scale well with
increasing data dimensionality. The algorithm gives the best results when the
number of natural clusters (K) in data is known.

4 Assessing Quality of Ensemble

The cluster ensemble is computationally expensive proposition and hence must
deliver reasonable benefit to the user in terms of cluster quality. There is no
best measure for evaluating the cluster quality. However a mix of internal and
external quality criteria can be employed to empirically establish the superiority
of the proposed method. We employ the following measures for this purpose as
defined in [25].

1. Purity: Purity of a clustering scheme is an external quality criterion and
is used when classes in the data are known. A class then corresponds to a
cluster, and a cluster with all the objects belonging to one class is considered
pure.
Let there be K clusters in the data set D and size of cluster Cj be |Cj |. Let
|Cj |class = i denote number of objects of class i assigned to Cj . Purity of
Cj is given by

Purity(Cj) = Max(i=1,K)
|Cj |class = i

(|Cj |) (2)

The overall purity of a clustering solution is expressed as a weighted sum of
individual cluster purities

Purity =
∑

j=1,K

|Cj | ∗ Purity(Cj)
|D| (3)

In general, larger value of purity indicates better quality of the solution.
2. Normalized Mutual Information (NMI) : The optimal combined clustering

should share the most information with the original clusterings [6, 17]. Nor-
malized Mutual Information (NMI) captures the commonality between two
clustering schemes as described below.
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Let A and B be the random variables described by the cluster labellings
λ(a) and λ(b) with k(a) and k(b) groups respectively. Let I(A, B) denote the
mutual information between A and B, and H(A), H(B) denote the entropy
of A and B respectively. It is known that I(A, B) ≤ H(A)+H(B)

2 . Normalized
mutual information (NMI)[26] between the two clustering schemes is defined
as

NMI(A, B) = 2I(A, B)/H(A) + H(B) (4)

Naturally NMI(A, A) = 1. Eqn 4 is estimated by the labels provided by
the clustering. Let n(h) be the number of objects in cluster ch according to
λ(a) and let ng be the number of objects in cluster cg according to λ(b). Let
ng

h be denote the number of objects in cluster ch according to λ(a) as well
as cluster cg according to λ(b). The normalized mutual information criteria
φ(NMI) is computed as follows

φ(NMI)(λ(a), λ(b)) =
2
n

(
k(a)
∑

h=1

k(b)
∑

g=1

(n(h)
g ) logk(a)k(b)

n
(h)
g ∗ n

nh ∗ ng
) (5)

3. Adjusted Rand Index (ARI): The Adjusted Rand Index is an external mea-
sure of clustering quality which takes into account biases introduced due to
distribution sizes and differences in the number of clusters. The quality of
clustering R(U, V ) can be evaluated by using the Adjusted Rand Index as

R(U, V ) =

∑
(l,k)(nlkC2) − [

∑
l(nlC2) ∗ ∑

k(nkC2)]

(1/2) ∗ [
∑

l(nlC2) +
∑

k(nkC2)] − [
∑

l(nlC2) ∗ ∑
k(nkC2)]

(6)
where l, k = clusters representation. nlk = number of data items that have
been assigned to both cluster l and cluster k. nl = number of data items
that have been assigned to cluster l. nk = number of data items that have
been assigned to cluster k. n = Total number of data items. The Adjusted
Rand Index return values in the interval [ 0,1] and is to be maximized.

5 Experimental Analysis

RCDA (Robust Clustering Using Discriminant Analysis) algorithm was imple-
mented as a multithreaded C++ program and tests for cluster quality were
carried out using synthetic, standard UCI machine learning [28] and CLBME
repository data sets [29].

Preliminary investigations were carried out on synthetic data generated us-
ing ENCLUS data generator [27]. Use of synthetic data allows validating the
algorithm. Data set D was generated consisting of 1000 records, distributed in
4 clusters. The cluster sizes were 300, 300, 200, 200 respectively. RCDA was
applied on D with K = 4 and H varying as 4, 8, 12, 16, 20. H = 16 was found
to be partition giving best measures (Purity, Mutual Information and Adjusted
Rand Index) as computed using Eqns 3 and 6. Results obtained for H = 16 are
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Fig. 3. Comparison of quality measures for synthetic data set. Km is the value of the
best metric among all the 16 clustering schemes generated to create the ensemble. CE
is the corresponding metric for RCDA ensemble.

Table 1. Details of the data sets; (1) from UCI repository; (2) from CLMBE repository;
H: optimum number of partitions

Data Set Tuples Dimensions Classes H

Wine (1) 178 13 3 4

Winconsion Breast Cancer (1) 683 11 2 8

Respiratory (1) 85 17 2 4

Lymphography (1) 148 18 4 10

Iris (1) 150 4 3 8

Laryngeal (2) 353 16 3 6

Voice3 (2) 238 10 3 4

Voice9 (2) 428 10 9 12

plotted against the corresponding best measures among the sixteen partitions.
It was further observed that the best measure values for purity, NMI and ARI
come from different partition among the 16 clustering schemes (Figure3).

Five data sets from UCI [28] (Wine, Winconsion Breast cancer, Respiratory,
Lymphography, Iris) and 3 data sets from CLBME [29] (Laryngeal, Voice3 and
Voice9) were used for evaluation of RCDA algorithm. The characteristics of these
data sets are shown in the Table 1. For each of these data sets, experimentation
was made by varying the number of partitions in the ensemble and the value of H
for which the best combination of purity, NMI and ARI was noted. The value of
H that appears in the last column of the Table 1, was used for the evaluating the
cluster quality. For each data set, an ensemble partition was constructed using
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Fig. 4. Comparison of the three quality measures for UCI and CLBME data sets. Km
is the value of the best metric among all the H clustering schemes and CE is the
corresponding metric for RCDA ensemble. Data sets A:Wine, B:Winconsion Breast
Cancer, C:Iris, D:Laryngeal, E:Voice3, F:Lymphography, G:Respiratory and H:Voice9.

the corresponding optimum H value. The three metrics were computed for each
of the H partitions individually and the ensemble (πf ). Then for each metric the
best value among H clustering schemes was ploted for comparison with RCDA
ensemble (Figure 4). It is evident that all three measures are improved in RCDA
ensemble for each of the datasets. However the extent of improvement varies for
each dataset.

6 Conclusion and Future Work

We propose a novel algorithm Robust Clustering using Discriminant Analysis
(RCDA) for designing a cluster ensemble using a well known statistical technique
of discriminant analysis. The algorithm aims to overcome the instability of
K-means algorithm that arise because of random initialization and data order
sensitivity. The motivation for using discriminant analysis arises because of the
non-parametric and parameterless nature of the method. The algorithm operates
in three phases and requires two scans after the initial clusterings have been done
(in phase I). During phase II discriminant functions are computed and cluster la-
bels of all tuples in the data set are predicted. This is the compute intensive phase
of the algorithm. In the final phase, the predictions are combined using consistency
index and iterative refinement is carried out. The tuples that can not be refined
are designated as noise. Preliminary experimentation on synthetic and publically
available data sets demonstrates definite improvement in the cluster quality.
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Abstract. Discovery of useful information and valuable knowledge from trans-
actions has attracted many researchers due to increasing use of very large  
databases and data warehouses. Furthermore most of proposed methods are de-
signed to work on traditional databases in which re-scanning the transactions is 
allowed. These methods are not useful for mining in data streams (DS) because 
it is not possible to re-scan the transactions duo to huge and continues data  
in DS. In this paper, we proposed an effective approach to mining frequent 
itemsets used for association rule mining in DS named GRM1. Unlike other 
semi-graph methods, our method is based on graph structure and has the ability 
to maintain and update the graph in one pass of transactions. In this method da-
ta storing is optimized by memory usage criteria and mining the rules is done in 
a linear processing time. 

Efficiency of our implemented method is compared with other proposed me-
thod and the result is presented. 

Keywords: Data mining, Association rule mining, Data streams, frequent item-
sets, Transaction, Occurrence list. 

1     Introduction 

Today, mining huge and continues data, which comes into databases with high rate, 
has caused lots of new challenges in association rule mining and knowledge discovery 
so that old algorithms which were applied in traditional databases, cannot be com-
pletely useable in mining of data streams (DS). Two such algorithms are Apriori [1] 
and FP-tree2 [2] that has been proposed by Han and Yiwen. The first one can be 
known as the basic algorithm in knowledge discovery and it belongs to dynamic pro-
gramming algorithms, because the results of lower levels are used in higher levels. 
The basic rule of this algorithm is this fact that each subset of frequent itemsets, is 
frequent itself. This two algorithms with their different characteristics were designed 

                                                           
1 Graph based rule mining. 
2 Frequent pattern tree. 
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for traditional databases, therefore they were not useful for fast and huge cases like 
DS. Many algorithms were proposed to increase the efficiency of association rule 
mining based on Aapriori and all of them were more efficient than a version of Apri-
ory which needed to scan the data in multiple pass. 

In another method called FP-tree which was proposed for traditional databases by 
Han and Yiwen [2], by using the frequent pattern tree data structure, it was possible to 
mine frequent itemsets without making frequent candidate itemsets. This model of 
frequent pattern is stored in a tree structure called frequent pattern tree, in which new 
transactions are always updated. Frequent pattern tree is used to store transactions in 
current timed-window and for past timed-window a similar structure called pattern 
tree is used .in order to analyze data stream, this model uses two parameters, one was 
pattern tree and the other was tiled timed-window. FP-tree is more efficient than algo-
rithm based on Apriori which are essentially a version of Apriori designed to be com-
patible to huge and continuous data streams as proposed by Miller [3], and its higher 
efficiency is because of prevention in producing of frequent candidate itemsets. But 
this algorithm is not suitable for Association rule mining in data streams either, be-
cause it needs to analyze data in two pass to make frequent pattern tree, and duo to 
mass and real time data streams, it is not acceptable because of being fast and huge 
DS most be scanned in one pass. 

In order to mining association rules in DS new algorithm such as VFDT3 (proposed 
by Maron and Moore [4]) and CFI-Stream4 (proposed by Jiang and Gruenwald [5]) 
were introduced. In VFDT the decision tree method and in CFI-Stream DUI5 tree  
is used. 

This paper is organized as follows: Section 2 introduces our proposed graph. Sec-
tion 3 deals with evaluation and results. Conclusion and future works are given in 
section 4.  

2     Proposed Graph Structure for Data Streams 

Our graph structure is designed for mining frequent itemsets in data stream and dy-
namically adds new transaction into current graph as soon as it comes into system in 
one pass. Moreover, to compute frequent itemsets, it acts same as dynamic program-
ming algorithms, because it uses pair frequent items to compute long frequent items. 
The structure of this graph is designed so that it can maintain all entered transactions 
without any sliding window or time-window up to an unlimited time. Other semi-
graph methods use multiple symbols in their graph structure, but GRM uses unique 
symbols in graph structure and by aid of optimized memory allocation tries to control 
large amount of continuous transactions. Moreover other proposed methods may use a 
single symbol for multiple nodes. This matter causes high redundancy and processing 
a single symbol will be time-consuming because one must search all nodes to find all 
occurrence of that node.  

To form the proposed graph in Figure 1, each transaction should be separated to 
single symbols and new node should be create for each of them.  If one node has been 

                                                           
3 Very fast decision tree. 
4 Closed Frequent Itemsets in Data Streams. 
5 Direct update. 



160 S. Gahderi Mojaveri et al. 

crated before, we just need to increase its counter. In next step we extract all possible 
edges according to sequence of symbols in each transaction. For example consider 
first transaction of Table 1 the extraction leads to set P= {AC, AT, AW, CT, CW, 
TW}. Each item of set P should be stored as an edge in graph. If such an edge has 
been placed before, we increase its counter and set starting symbol in its starters list. 
This information helps us to keep track and detachment of transactions in extraction 
phase, especially when they are overlapped in multiple edges. 

It's very important to note that set P contains all possible edges between two sym-
bols that holds the starter symbol. All other information needed to extraction phase is 
stored in our auxiliary proposed data structure called O-list6 shown in figure 2. More 
detail about constructing o-list is introduced later in this section. 

One of the main problems to design a method based on graph structure is finding all 
possible passes for each frequent item because a standalone graph structure cannot 
extract all different passes due to overlapping between transactions. To resolve this 
problem, a technique must store more information about transactions or use semi-graph  
 

 

 

Fig. 1. Final graph from transactions in table 1 

Table 1. Entered transactions in time order 

Itemsets Transaction No 

ACTW 1 

CDW 2 

ACTW 3 

ACDW 4 

ACDTW 5 

CDT 6 

 

                                                           
6 Occurrence list. 
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Fig. 2. O-list from transactions in Table 1 

structure with more redundancy (as it is shown in Naganathan and Rsmesh [6]). As it 
said before in this section, we proposed another data structure to keep track of  
overlapped transaction and their occurrence. In the following more details about  
O-list are given. 

 
Algorithms 1. Insert transaction 
 
Step 1. extract all possible pairs as Ti , Tj into set P where i<j 
Step 2. for each  pair p א P as uv  
 if edge uv already exists in graph 
  uv[count]=uv[count]+1 
 else  
  add edge uv between vertex u and v in graph  
  uv[count]= 1 
Step 3. add starter of set P in uv[starters] 
Step 4. for each  pair p א P as uv 
 add edge uv into Olist[Starter of P]  
 
Algorithms 2. Rules extraction 
 
Step 1. for each  vertex v א V in graph 
 add v[count] into result set 
Step 2. for each  edge uv א E in graph  
 add uv[count] into result set 
Step 3. for subtransactions of all inserted transaction as stran 
 search graph to find and set stran[starters]  
 for each starter א stran[starters] 
  add min-chain stran by Olist[starter]into result set 



162 S. Gahderi Mojaveri et al. 

O-list consists of collection of nodes that are linked with three different links between 
them. First, cross link refers to nodes which were as starter at least once. Second, 
NEXT links refer to occurrence of a symbol after another symbol in which the first 
one is starter symbol. Third, all other links are SUB links.  

Table 2 shows final extracted frequent itemsets related to Transactions in table 1, 
along with their corresponding confidence ratio. 

Table 2. Extracted frequent itemsets 

Itemsets Confidence 

C 100%(6) 
W,CW 83%(5) 

A,D,T,AC,AW,CD,CT,ACW 67%(4) 

AT,DW,TW,ACT,ATW,CDW, CTW,ACTW 50%(3) 

3   Results 

The implementation of the GRM is able to mine rules with 100% accuracy and ex-
tracting all frequent itemsets. In order to evaluate GRM, we used both random and 
real dataset. 

Random dataset is used in other similar methods such as [6] and [7]. In figure 3 the 
Evaluation result of GRM method in compare to method in [6] on random datasets is 
reported and it shows that GRM has more performance. 

Faster processing time, less redundancy and optimized structure has resulted  
Figure 3. 

 

 

Fig. 3. Time comparison of GRM with the method offered in [6] 

The BMS-WebView-1is used as Real dataset to Evaluate GRM method. The BMS-
WebView-1 datasets contain several months' worth of clickstream data from e-
commerce web sites. Each transaction in this datasets is a web session consisting of 
all the product detail pages viewed. it contains 59602  transaction with 497 itemsets 
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and is known as standard dataset that has been used by ARMOR method [8] to eva-
luate the performance and efficiency. ARMOR focuses on the question of how  
much space remains for performance improvement over Oracle algorithm. in many 
association rules mining methods like ARMOR the performance depend on reducing 
minimum support but GRM method is independent from minimum support ratio and 
even the performance increases when transaction length become shorter. 

Figure 4 shows the comparison result between GRM and ARMOR methods by  
applying two different transaction lengths on BMS-WebView-1 datasets. 

 

 

Fig. 4. Time comparison between GRM and ARNOR method 

4     Conclusions and Future Work 

This paper proposed a new approach to mining frequent itemsets used for association 
ule mining in data streams named GRM. GRM unlike other semi-graph methods, is 
based on graph structure and has ability to maintain and update graph in one pass of 
transactions. This method is able to handle huge and massive streamed data with com-
plete accuracy, beside it is able to mine rules faster than other proposed method de-
signed to work on data streams. The only limitation is related to making all possible 
sub transaction for long chains of transactions, therefore GRM method takes unaccept-
able time for chains of size 10 or above. Our future work will be applying more opti-
mization, so that, processing time for long chain of transaction will be more scalable.  
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Abstract. The paper considers the problem of image compression by using  
artificial neural networks (ANN). The main concept of this approach is the re-
duction of the original feature spaces, what allows us to eliminate the image  
redundancy and accordingly leads to their compression. Two variants of the 
neural networks: two layers ANN with the self-learning algorithm based on the 
weighted informational criterion and auto-associative four-layers feedforward 
network have been proposed and analyzed. 

Keywords: image compression, artificial neural networks, self-learning  
algorithm.  

1   Introduction 

When solving various tasks related to processing signals of high dimension, preva-
lently in the field of image processing, rather often one faces the problem of reducing 
the dimension of original image vectors with the minimal loss of information. For this 
purpose most often the principal component and principal subspaces analysis tools 
based on the Karhunen-Loeve linear transformation are used. At the same time the 
linear technique is not always able to detect more complex relations which are com-
mon for real images. At that in the number of cases a non-linear approaches based on 
neural networks technologies can be more effective [1]. 

Thus in [2] the task of information compression using a two layers neural network 
with direct information transmission was considered and it was shown that regardless 
of the used activation functions type, such architecture performs the standard princi-
pal component analysis (PCA). In [1] a three-layers auto-associative neural networks 
with error backpropagation learning algorithm was proposed and experiments con-
nected with image processing were carried out. However the comparative analysis 
with other technologies was not mentioned. In [3-5] it is shown that the optimal  
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compression can be provided by using four-layers auto-associative neural networks 
with interchange of the linear and non-linear layers and examples of image processing 
are given. This network performs the non-linear principal component analysis 
(NLPCA) and is trained using standard error backpropogation gradient algorithm. 
This algorithm however has law convergence rate, does not consider lack of networks 
architecture uniformity and it is rather sensitive to the distortions of different kinds.  

All the aforesaid brings enough urgency and significance to the task of construc-
tion and analysis of real time fast-operating parallel artificial neural networks (ANN), 
which provide finding the principal components of correlation matrix where data are 
sequentially fed for the processing. 

2   Architecture of Two Layers ANN for Finding Principal 
Components and Its Optimal Learning 

It is assumed that the original information is given as a fixed data array formed by N  
n - dimensional vectors (1), (2), , ( ), , ( )x x x k x NK K , where 1,2,k = K  are numbers 
of observations in the original data array, and the result is a set of eigen values 

1 … ...j mλ > > λ > > λ  and corresponding eigen vectors 1 2, ,..., ,...,j mw w w w , 
T

1 2
( , ,..., )j j j jn

w w w w=  of the original data correlation ( )n n×  matrix 

T
1

1

1
( ) ( ( ) ( ))( ( ) ( )) ,

1
( ) ( ).

N
k

N
k

R N x k x N x k x N
N

x N x k
N

=

=

⎧ = − −⎪⎪
⎨
⎪ =
⎪⎩

∑

∑
 (1) 

The compression itself (dimensionality reduction) of the original space is done by the 
transformation  

( ) ( )y k Wx k=  (2) 

where T
1 2( ) ( ( ), ( ),..., ( ))my k y k y k y k=  and 1 2( , ,...W w w=  T

1, )m mw w−  is a ( )m n×  

projective matrix formed by dominant eigenvectors of correlation matrix ( )R N . 
Architecture of the ANN solving this problem is shown on figure 1. The network 

has two layers formed by m  (in first hidden layer) and n  (in output layer) adaptive 
linear associators. In first hidden layer which synaptic weights form ( )m n×  matrix 

{ }jiW w= , the compression of information is fulfilled, at that on its output the values 

of principal components 1 2, ,..., my y y  are calculated. The output layer is used for 
restoring the input signal with the help of ( )n m×  synaptic weights matrix 

T { }ijW w= . The result of it are output values 1 2ˆ ˆ ˆ( ), ( ),..., ( )nx k x k x k , which are the 

estimates of the input signal 

T Tˆ( ) ( 1) ( ) ( 1) ( 1) ( ).x k W k y k W k W k x k= − = − −  (3) 
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Fig. 1. Parallel ANN for the principal components search 

It is obvious that such restoring is possible under m n= , but under m n<  the restor-
ing with maximal possible accuracy in terms of criterion  

2 2 2T T( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )E k e k x k W k y k x k W k W k x k= = − = −% . (4) 

can be obtained. 
The proposed optimal self-learning algorithm based on weighted information crite-

rion can be formalized as following 

T T

2

( ) ( 1) ( ) ( ) ( )
( ) ( 1) ( )

( ) ( )

( )x k W k y k G k y k
W k W k G k

G k y k

− −
= − +  (5) 

where 1 T 1( ) ( ( 1) ( ) ( 1) ) ( 1)( ) ( 1)( )G k A W k R k W k A W k k W k− −= − − − − − − . 

The given algorithm is a generalization of procedures proposed in [6-8] having at 
that a high operating speed due to its projective properties. 

3   Architecture of Four Layers ANN and Its Optimal Learning 

The architecture considered above implements the idea of linear PCA. To increase the 
compression quality it is reasonable to implement NLPCA, realized by more compli-
cated architecture. 
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Fig. 2. Auto-associative multi-layers ANN for image compressing 

Architecture of the auto-associative neural network designed to reduce dimension-
ality of original image space is shown on figure 2 and contains four sequentially con-
nected layers of neurons.  

To the network input (receptive zero layer) a sequence of image vectors 

(1), (2),..., ( ),..., ( ),x x x k x N  1( ) ( ( ),..., ( ),..., ( ))T N
i nx k x k x k x k R= ∈  is given, being 

preliminary encoded on hypercube so that ( ) [ 1,1], 1,2,...,ix k i n∈ − = . 

First hidden layer includes h n≥  neurons as elementary Rosenblatt perceptrons with 
sigmoidal activation function. If the bias signal is absent the first hidden layer contains 
hn  tuned synaptic weights and described by relations 

[1] [1] [1] [1] [1]

1
( ) ( ( )) ( ( )), 1,2,..., ,

n

ij j j j ji
i

o k u k w x k j h
=

= ψ = ψ =∑  

[1] [1] [1]( ) (W ( )),o k x k= Ψ  (6) 

where [1]( )jo k  is an output signal of j -th neuron of the first hidden layer,  

[1]( )jψ o  is an activation function of the first hidden layer’s j -th neuron, [1]( )ju k   

is the first hidden layer’s j -th neuron inner activation signal, [1]
jiw  is the  

synaptic weight on i -th input of the first hidden layer’s j -th neuron, 
[1] [1] [1][1] T
1( ) ( ( ),..., ( ),..., ( )) ,j ho k o k o k o k= [1] [1] [1][1]

1( ,..., ,..., )j hdiagΨ = ψ ψ ψ  is a ( )h h×  
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diagonal operator of activation functions, [1][1]W { }jiw=  is a ( )h n×  synaptic weights 

matrix.  
If the first hidden layer neurons include threshold signal the relations stated above 

take form 

[1] [1] [1] [1] [1] [1] [1] [1]

1 0
( ) ( ( )) ( ( ) ) ( ( )),

n n

i ij j j j ji j j ji
i i

o k u k w x k w x k
= =

= ψ = ψ + θ =ψ∑ ∑  

[1] [1] [1]( ) (W ( ))o k x k= Ψ  (7) 

where [1]
jθ  is a bias signal of the first hidden layer’s j -th neuron, [1] [1]

0 ,jjw = θ  
[1]

0 ( ) 1,x k W= is a ( 1)h n× +  synaptic weights matrix. T
1( ) (1, ( ),..., ( )) .nx k x k x k=  In 

this case the layer includes ( 1)h n +  tuned parameters. 
As activation functions we can use either logistic function  

[1] [1]
[1]

1
( )

1
j j

uj j

u

e
−γ

ψ =

−

 (8) 

or hyperbolic tangent 
[1]2

[1] [1] [1]
[1]2

1
( ) tanh( )

1

uj j

jj j j
uj j

e
u u

e

− γ

− γ

−ψ = γ =

+
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where jγ  is a positive parameter (possibly tuning one) which defines the «slope» of 

the function. It is also useful to take into consideration derivatives of logistic function  
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[1] [1] [1] [1]
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and hyperbolic tangent 
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accordingly. 
Second hidden layer contains m n<  neurons as adaptive linear associators, and its 

output signal T
1( ,..., )my y y=  is an output of the neural network in whole and it 

represents «compressed» input image x . 
In the absence of bias the second hidden layer is described by relations 

[2] [1]

1
[2] [1]
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( ) W ( )

h

j ji i
i

y k w o k j m
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=

⎧ = =⎪ ∑
⎨
⎪ =⎩

 

 
 

(12) 

where [2][2]W { }jiw=  is a ( )m h×  synaptic weights matrix.  

If the second hidden layer neurons include the threshold signal, the stated above 
relations take form   
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[2] [1] [2] [2] [1]

1 0
( ) ( ) ( )

h h

j ji i j ji i
i i

y k w o k o w o k
= =

= + =∑ ∑ , 

[2] [1]( ) W ( ),y k o k=  (13) 

where [2][2]W { }jiw=  is a ( ( 1))m h× +  synaptic weights matrix, 

[1] [1][1] T
1( ) (1, ( ),..., ( ))ho k o k o k= . 

The third hidden layer is similar to the first one and also contains h  elementary 
Rosenblatt perceptrons. If there are no thresholds, this layer is described by relations  

[3] [3] [3] [3] [3]

1
( ) ( ( )) ( ( )), 1, 2,..., ,

m

ij j j j ji
i

o k u k w y k j h
=
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[3] [3] [3]( ) (W ( ))o k y k= Ψ  
(14) 

where [3]W  is a ( )h m× synaptic weights matrix. If the neurons of third hidden layer 

include the threshold signal then stated above relations have form  

[3] [3] [3] [3] [3] [3]

1
( ) ( ( )) ( ( ) ), 1, 2,..., ,

m

ij j j j ji j
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o k u k w y k j h
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[3] [3] [3]( ) (W ( ))o k y k= Ψ  (15) 

where [3]W  is a ( ( 1))h m× +  synaptic weights matrix. 

The fourth output layer is similar to the second hidden layer and contains n  neurons as 
adaptive linear associators. If there is no threshold, the fourth layer is described by relations  

[4] [3]

1
[4] [3]

ˆ ( ) ( ), 1,2,..., ,

ˆ( ) W ( )

h

j ji i
i

x k w o k j n

x k o k
=

⎧ = =⎪ ∑
⎨
⎪ =⎩  

(16) 

where ˆ( )x k  is a ( 1)n×  vector which is also the estimate of input signal ( )x k , re-

stored after compression, [4]W  is ( )n h×  matrix of synaptic weights. 
If adaptive linear associators of the forth layer include threshold signal, then stated 

above relations take form   

[4] [3] [4] [4] [3] [3]
0

0 1
ˆ ( ) ( ) ( ), ( ) 1,

h h

j ji i j ji i
i i

x k w o k w o k o k
= =

= + θ = =∑ ∑ [4] [3]ˆ( ) W ( )x k o k=  (17) 

where [4]W  is a ( ( 1))n h× +  synaptic weights matrix. 

Thus the mapping formed by the four-layers auto-associative neural network has the 
form 

[4] [3] [3] [2] [1] [1]ˆ( ) W ( (W W (W ( )))).x k x k= Ψ Ψ  (18) 
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The neural network learning process is based on the gradient minimization of the 
learning criterion 

( ) ( ) ( ) ( )( ) ( )
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and in general case can be written in form 
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or in a vector form 

( ) ( ) ( ) ( )[ ] [ ] [ ]1 , 1,2,3,4s s s
jj jw k w t k w k s+ = − η ∇ Ε =  (21) 

where ( )[ ]s kη  are learning rate parameters, defining the speed of learning. 

Following the backpropagation error concept and using learning algorithms speed 
optimization technique introduced in [9], we can write an optimal on speed learning 
procedure in form 

( ) ( )
( ) ( )

( )

( ) ( )
( ) ( )

( )

( ) ( )
( ) ( )

( )

( ) ( )
( ) ( )

( )

[3]
[4] [4]

2[3]

[3]
[3] [3]

2

[2] [1]
[2] [2]

2[1]

[1]
[1] [1]

2

1 , 1,2,..., ,

1 , 1,2,..., ,

1 , 1, 2,..., ,

1 , 1, 2,...,

j
ji j

j
ji j

j
ji j

j
ji j

e k o k
w k w k j n

o k

k y k
w k w k j h

y k

k o k
w k w k j m

o k

k x k
w k w k j h

x k

⎧
⎪ + = + =
⎪
⎪
⎪
⎪

δ⎪
+ = + =⎪

⎪
⎪
⎨
⎪ δ
⎪ + = + =
⎪
⎪
⎪
⎪

δ⎪
+ = + =⎪

⎪⎩

 

 

 

 

 

 

(22) 

where 

( ) ( )[ ]
[ ]

, 1,2,3s
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k
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∂
 (23) 

is a local error ( δ -error) of the corresponding layer. 
Procedure (22) is a generalization of Widrow-Hoff algorithm onto multilayer feed-

forward neural networks and provides optimal speed in class of gradient learning 
methods. 
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4   Comparison of the Results of Using Proposed Neural Networks 
for the Image Compression 

In order to detect how effective the proposed neural networks are for the image com-
pression it is necessary to carry out a research of the obtained compression ratio for 
the images of different kinds. The compression ratio by default is a ratio of the origi-
nal file size to the obtained one. The experimental results for the proposed neural 
networks are shown in figure 3. The vertexes of the four-layers auto-associative neu-
ral network graph are marked with a square, those of two-layers artificial neural net-
work are marked with a triangular. Thus, we can say that for practically all of the 
images from the experimental set in general the four-layers auto-associative neural 
network gives a bit better results (except the images 6 and 10, where the two-layers 
network showed better results). At that it should be noted that the compression ratio was 
in a range from 3 to 11, though for most of the images from the test set it varied from 6 
to 8 (11 images) for the two-layers neural network, and from 7.5 to 9.5 (11 images) for 
the four-layers one. This dependency got especially strong for the images 14-19. 

 

Fig. 3. Images compression ratio for the proposed neural networks 

Moreover to analyze the quality of the image compression performed by the given 
neural networks the criterion based on the pixels values mean square error (MSE) 

2 2
, ,

, =1
( , )=  (( - )  /  )

n
i j i j

i j
d x y x y n∑  (24) 

was used. 
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On the base of this criterion we can defined the loss of the information under using 
each of the networks. In the result we obtain approximately same loss values (in other 
words approximately same redundancy eliminating) for both networks, and the differ-
ence between four and two layers networks did not exceed 1%. At that the loss value 
was not also critical. Thus, we can make a conclusion as for the possibility of using 
the given neural networks for reducing the main subspaces dimensionality, i.e. using 
them for the visual information compression. 

5   Conclusions 

Two neural networks and their learning algorithms for image compression were con-
sidered and analyzed. The results show that the four-layers neural network performs 
some better results under compression, however in some cases using more simple 
network gives the same good result. The distinctive feature of the considered neural 
networks learning processes is their maximal possible speed in the gradient proce-
dures class. Moreover it is necessary to carry further investigation to define classes of 
images for which these approaches are most effective and also to allocate maximal, 
minimal and average compression ratios.  
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Abstract. About 3.5 million dried plants on paper sheets are deposited in the Bo-
tanical Museum Berlin in Germany. Frequently they have handwritten annota-
tions (see figure 1). So a procedure had to be developed in order to process  
the handwriting on the sheet. In the present work an approach tries to identify the 
writer by handwritten words and to read handwritten keywords. Therefore the 
word is cut out and transformed into a 6-dimensional time series and compared 
e.g. by means of DTW-method. A recognition rate of 98.6% is achieved with 12 
different words (1200 samples). All herbar documents contain several printed to-
kens which indicate more information about the plant. With the token it is possi-
ble to get information who has found this plant, where this plant was found 
(country and sometimes the town), what kind of plant it is and so on. By using 
the local connections of the text it is possible to get more information from the 
herbar document, e.g. to find and recognize handwritten text in a defined area.  

Keywords: local connections, token, handwriting recognition, writer recogni-
tion, DTW. 

1   Introduction 

Many of the approximately 3.5 million herbarium sheets in the Botanical Museum of 
Berlin have handwritten annotations mixed with printed annotations or labels. The 
printed text can be processed with OCR software, which provides also the bounding 
box of recognized text. The final aim is to recognize patterns in the OCR output like 
family, genus, species, author, variety, location, collection date and annotations. With 
the local information about e.g. headlines on labels, also the position of handwritten 
words is provided (see figure 2) when it is located in a predefined region. By localizing 
the words “DETERM. ANNO” the handwritten word “Bernardi” can be found in the 
same writing line. 

Because of low quality of our historical documents not all texts have been recog-
nized correctly by the OCR software. Against the promise of the software producer to 
recognize 99% of the text only about 70% have been localized and recognized cor-
rectly. Therefore it is necessary to find a comparison method for similar words. 
Among the employed algorithms (also used in [16]) there were two which afford very 
good results. These are on the one hand the Levenshtein Distance and on the other 
hand the Triplet method.  
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Fig. 1. Herbarium document 



176 B. Mund and K.-H. Steinke 

 

Fig. 2. Handwritten word "Bernardi" 

All herbar documents contain several printed tokens which indicate the finder of 
the plant for example. When the herbar documents were checked by the OCR soft-
ware the coordinates of the text have been saved. By using these coordinates it is 
possible to search in a defined area around the printed tokens and consider all the 
texts in this area. With the help of this method it is possible to localize words in block 
letters or handwritten words in the defined area. It is the aim to get more information 
from the text fragments like the place, the country and the region in the country where 
the plant was found, the finder of the plant and so on [17]. 

In some of the sheets the collector is unknown, because an appropriate note is 
missing. These sheets should be allocated by the analysis of the handwriting con-
tained in it. Moreover it would be fine to detect some of the handwritten keywords. In 
handwritten word recognition one of the main difficulties is the high intra-writer and 
inter-writer variability. Historical documents add another level of complexity result-
ing from lower quality sources due to various aging and degradation factors, such as 
faded ink, stained paper, dirt and yellowing. In literature sequential approaches prom-
ise an accurate description of word images by 1-D sequences of features vectors. 
There exist suitable algorithms for efficient treatment of such sequences, like dynamic 
time warping (DTW) [14] or hidden Markov models (HMM) [11]. Due to the fact that 
the training sets in our case are of small size it is not suitable to use HMM. DTW 
promises also success with small training sets. In literature there are also approaches 
of writer recognition which are mainly based on coordinate sequence data of a digi-
tizer tablet. But in our case we are dealing with old static handwritings of writers who 
are not present. This so-called off-line writer recognition represents a more compli-
cated problem since no coordinate sequences are available. 

Research in automatic identification of writers focused mainly on the statistical  
approach. This led to the extraction of characteristics such as run lengths [10] and 
inclination distributions as well as entropy characteristics. Newer approaches, e.g. that 
of Siddiqi [12] try to combine global and local features but still with modest success. 
Niels [5] uses character prototypes and differentiates writers on the basis of how  
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often the prototypes occur in a long text. For this, a time-consuming analysis of the 
characters has to be made by a handwriting expert. Srihari [6] developed individual-
ity-characteristics for static pictures by extraction of macro and micro features. It was 
shown that individual characters posses different capabilities of discriminating be-
tween writers. Said [11] presents a global approach and regards the handwriting as 
different textures, which he received by application of the Gabor filters and the co-
occurrence matrix. Marti [4] analyzes the difference in handwritings by structural 
characteristics of each text line. Schomaker [8] uses the contour of connected compo-
nents. Bensefia [1] uses local characteristics which originate from the analysis of the 
upper contour’s minima. 

2   Recognition Methods for Printed Words 

At first it was necessary to develop methods to compare two words, which do not 
exactly match. In the beginning we developed several comparing methods. By testing 
these methods it became apparent that only two of these could be used: Levenshtein 
Distance and Triplet Method. 

2.1   Levenshtein Distance 

This method is used in spell checking and duplicate recognition. It is also possible to 
use Levenshtein Distance to find similar words. This method compares two character 
bands. The result of this method is an integer value which shows how many charac-
ters have to be changed, removed or added in one character band to get the other. 

 
 M U S E U M 

 0 1 2 3 4 5 6 

M 1 0 2 3 4 5 6 

U 2 2 0 3 4 5 6 

I 3 3 3 1 4 5 6 

S 4 4 4 1 4 5 6 

E 5 5 5 5 1 5 6 

U 6 6 6 6 6 1 6 

M 7 7 7 7 7 7 1 

Fig. 3. Example Levenshtein distance 

As shown in figure 3, the Levenshtein distance is one, because only the “i” from 
“Muiseum” has to be removed to get “Museum”. A small result is better, because 
words with a small Levenshtein distance are more similar than word with a big one. 

2.2   Triplet Method 

This method separates short character bands of the two words which should be 
checked. To clarify this, an example is shown in figure 4.  
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Word1   Word2 

M U S E U M  M U I S E U M 

     

M U S   M U I 

 U S E  U I S 

  S E U  I S E 

   E U M  S E U 

     E U M 

Fig. 4. Example triplet method 

Character bands with a length of three characters are created from each word, like 
shown in figure 4. After that each character band of the first word is compared with 
each of the second word. The result of this method is an integer value which shows 
how many character bands occur in both words. To find similar words with this 
method, the result must be high. This method can be used with different lengths of 
character bands. For short words it is better to use doublets (length two), because 
short words do not contain many character bands with length three. 

3   Searching Methods 

By using the above described methods it is possible to search for words in the Herbar 
documents. These words can be looked for directly or by using one of these methods, 
to find similar words. It is also possible to find a text in a defined area around a token 
by using the local connections of the text. 

 

 

Fig. 5. Result window exact search for “Museum” 

3.1   Exact Search  

This search method uses the Levenshtein distance with a result of null. Therefore only 
the entered word can be found. In figure 5 an extraction of a result window is shown. 
If a word was not recognized correctly by OCR it will not be found by using this 
method. 

As shown in figure 5, it is only possible to find the word “Museum” by using this 
method.  
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3.2   Not Exact Search 

To find similar words to the entered it is necessary to allow e.g. a Levenshtein dis-
tance different from null. After entering a word and choosing a recognition method in 
a graphical user interface it is possible to find similar words to the entered one. By 
using this method it is possible to find words which were not recognized correctly by 
OCR. In figure 6 an extraction is shown to demonstrate this method.  

For the result in figure 6, the Levenshtein distance was set to a maximum of two. 
As you can see, not only the word “Museum” was found but also “Museu”, “Museo” 
and “Imuseum” were found.  

3.3   Searching in Defined Areas 

All Herbar documents contain several printed tokens which indicate the finder of the 
plant for example. So it is possible to search for a token in a Herbar document. If  
any token was found a previously defined area can be checked if there are more rec-
ognized texts. This is possible because for every word its position within the image 
was saved. 

As it can be seen in figure 7, in source “2_b_10_0250596.bmp” the words “G.” 
and “Kunkel” have been found. In figure 8 an extraction from the corresponding Her-
bar document is shown. 

 

 

Fig. 6. Result window not exact search 

 

Fig. 7. Result window category finder  
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Fig. 8. Searched token “Leg.” and located text 

 

Fig. 9. Found film numbers and recognized text 

As you can see in figure 8 the searched token “Leg.” was found and the located 
text in the defined area is shown. 

This search method can be used to find block letters or handwriting. Some catego-
ries deliver block letters searching for the film number for example. In figure 9 you 
can see some film numbers and the recognized texts by commercial OCR software. 

By using the coordinates it is possible to copy the areas which contain the film 
number. The part of the picture can be given to a software, which is able to recognize 
these handwritten numerals. In figure 10 an extraction from a Herbar document is 
shown in which a film number was found.  

 

 

Fig. 10. Searched token “Film Nr.” and located text 

Another possibility of this search method is to find handwriting. With the used 
commercial OCR software it is not possible to recognize handwritten words. The 
Herbar documents contain several labels with handwritten text. One of them is the 
“Botanical museum” label. The headline is written by a machine and the remaining 
text of the label is mostly handwritten. Figure 11 shows some located text with the 
OCR-recognized words and figure 12 the searched token with the located text. 

As you can see in figure 11 no text was recognized correctly by the OCR.  
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Fig. 11. Original text and recognized text by OCR 

 

Fig. 12. Searched token “Museum botanicum Berolinense” and located text 

4   Handwritten Word Recognition and Writer Recognition 

For both, word recognition and writer recognition a normalized word image is the 
input to the recognizer. For feature extraction a sliding window of one pixel width is 
moved over the image from left to right. At each position of the window a vector of 6 
features is extracted. So each word image is converted into a sequence of 6-
dimensional feature vectors (see figure 15) which are afterwards separately discretely 
approximated. The 6 time series are: upper writing line (yellow), lower writing line  
 
 

 

Fig. 13. 1 Original word, 2 Gray level image, 3 Slant correction, 4 Slope correction, 5 Normali-
zation, 6 Binary image, 7 Reconstructed word by time series, 8 Holes removed, 9  
Reconstructed by 2 Coefficients, 10 Reconstructed by 4 Coefficients, 11 Reconstructed by 8 
Coefficients, 12 Reconstructed by 16 Coefficients, 13 Reconstructed by 32 Coefficients, 14 
Reconstructed by 64 Coefficients, 15 Reconstructed by 128 Coefficients 



182 B. Mund and K.-H. Steinke 

 

 
 
 
 
 
 
 
 
 
 

 
 

 
(turquoise), mass (green), hollow space (blue), gravity (white) and variance (red). The 
possible steps are shown in figure 13. Slant and slope correction proved as valuable in 
word recognition. In writer recognition step 3 and 4 are skipped. After mirroring the 
word along the main axis (see figure 14) the procedure is repeated. 

4.1    Normalization and Feature Compression by Fourier Series  

In order to reduce the amount of data and to compare writers by words of varying 
lengths the approximation by Fourier series was explored. 

By a Fourier expansion a repetitive function can be represented as a set of sine and 
cosine functions, whose frequencies are integral multiples of the basic frequency 
ω=2π/T. 

))sin()cos((
2

)(
1

0 tnbtna
a

tf n
n

n ωω ⋅+⋅+= ∑
∞

=  
The Fourier coefficients an und bn can be computed  by the Euler formulas: 

∫
+

=
Tc

c

n dttntf
T

a )cos()(
2 ω

 

∫
+

=
Tc

c

n dttntf
T

b )sin()(
2 ω  

f(t) is approximated by finite trigonometric polynomial fn(t).     
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By the coefficients the word can be back-transformed (see figure 13(9-15)). 

4.2   Results Writer Recognition 

For testing word recognition and writer recognition by words a multiple occurrence  
of a word is needed. So a database with a unique text (see figure 16) had to be  
established.  

Fig. 14. Mirroring the word along the 
main axis 

Fig. 15. 6 time series and low pass  
filtering 
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Fig. 16. Text written 5 times by 104 writers  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

For the comparison of a large number of writers 6240 words from 104 writers were 
extracted from the images. The words posses different discriminatory abilities. In 
figure 18 the writer recognition rates using only one word is shown when using 16 
Fourier coefficients for each of the 6 feature vectors. The 1-D sequences of the word 
images were also classified directly with dynamic time warping method. DTW is an 
algorithm for measuring similarity between two sequences which may vary in length. 
It suites matching sequences with nonlinear warping (see figure 17). The results with 
DTW are better but the method  is very time consuming. 

 

Fig. 18. Recognition rates with one word 

 

Fig. 19. Recognition rates with multiple words 

 

Fig. 17. Dynamic time warping 
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Fig. 20. The word “Glück” of 20 writers 

The combination of several words promises a higher recognition rate by more in-
formation. It arises in figure 19 that the recognition rate with a higher number of used 
words increases considerably. 

4.3   Results Word Recognition 

Because dynamic time warping method is very time consuming only 20 writers (see 
figure 20) (5 samples of each) and 12 different words (altogether 1200 words) were 
tested. With 16 Fourier coefficients for each of the 6 feature vectors a word recogni-
tion rate of 96% is achieved. With DTW the processing costs are higher but a word 
recognition rate of 98.6% is achieved. 

5   Conclusion 

Before processing handwritten words they have to be localized. This is done by use of 
OCR-programs which provide also the coordinates of recognized text. Especially with 
printed labels that are filled out by handwriting  a priori knowledge helps to find the 
approximate location of a handwritten word. By the described method the meaning  
of special key words can  be determined with high accuracy. To recognize the writer 
of a text one word is insufficient. A combination of multiple words leads to high  
recognition rates. 
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Abstract. Electronic circuits are composed of components connected
by traces which conduct the current. While the interconnections be-
tween the components can be created by assembling individual pieces
of wire, it is nowadays common to use printed circuit boards. Tape au-
tomated bonding (TAB) is a technique to assemble chips and printed
circuit boards. Because TAB become smaller, their inspection methods
are required to adapt to the decreasing size of the electric circuits’ pat-
tern. An image of a TAB is taken during the manufacturing process and
analysed using image processing algorithms to inspect it for flaws in its
pattern. This paper proposes an algorithm to find candidate inspection
regions in a TAB pattern based on visual saliency. Orientation informa-
tion contained in the image is processed to detect probable error regions
and exclude correct regions from further inspection. The algorithm finds
all the flaws in an image and in the case of regular patterns, marks only
5% of the image pixels as belonging to a candidate inspection region. The
results show that a saliency-based approach is applicable on the task of
finding flaws in the pattern of an electric circuit.

Keywords: defect detection, visual saliency, Tape Automated Bonding.

1 Introduction

Tape Automated Bonding (TAB) is a method to assemble chips and printed
circuit boards which are found in electronic devices. Aiming to make devices
smaller and thereby more portable, the size of TAB decrease and inspection
methods need to be improved to adapt to the smaller pattern size of the electronic
circuits.

An image of a TAB is taken to verify its correctness and the pattern is checked
via image processing techniques. “Tape automated bonding” means in this case
an image of an electric circuit which has been taken during the manufacuring
process. Our algorithm detects errors in the pattern of an electric circuit. These
errors are short/open, near short/near open and crack/wane illustrated in Fig.1.
These flaws cause a suspension in the current flow and must be avoided.

Research on defect detection has been carried out previously, among others
on ceramic [1] and fabric [2], [3]. These methods extract frequency information

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 186–196, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



Extracting Candidate Inspection Regions in TAB 187

Fig. 1. Possible flaws in the pattern of an electric circuit: open/short (first row from
left to right) and crack/wane (second row)

to find mistakes but have the advantage to deal with uniform textures, which is
not the case in an image of an electric circuit’s pattern. P. Perner [4] combines
knowledge-based processing with image processing to detect misprints in offset
printing and the system can be applied to other defect detection tasks.

Research on human cognition and its computational simulation started some
years ago. Especially the discovery of orientation selective cells in the visual
cortex a few decades ago (Hubert & Wiesel, 1959) launched a wave of research
aiming to apply this phenomenon to computer systems. Computational neuro-
science, a field which simulates the behavior of neurons with computer models,
and the field of neuroinformatics, which applies neuronal systems’ information
processing to technical systems, are two examples. These research fields have a
variety of applications, for example in pattern recognition, texture segmentation
[5] and also visual saliency.

The simulation of visual saliency of Itti, Koch and Niebur [6] triggered much
research in the last years. Saliency maps are based on the visual preprocessing
step and show the attention flow. Image parts standing out due to strong changes
in intensity or orientation receive the visual attention first and are found by the
saliency method.

Our work adapts the saliency method of Itti, Koch and Niebur [6] to find
irregularities in a TAB pattern. Using the fact that a TAB is mainly formed of
sinusoidal patterns and irregularities hence pop out, visual saliency simulation
is suitable for this task.

Our previous work on extracting candidate inspection regions in TAB com-
bines several orientation responses to exclude correct regions. An orientation
response using a short wavelength is subtracted from a response obtained using
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a long wavelength and the remaining regions are labelled as regions that need to
be further inspected [7]. The algorithm finds all the flaws but has the drawback
to have false positives in patterns with several pattern sizes. This paper explains
a new approach using the response with the least changes in orientation and also
excludes correct regions in the case of several pattern sizes.

In this paper we will describe the computation of saliency maps on which our
research is based in section II, section III explains our approach to solve the
task of finding flaws in an electric circuit and sections IV and V contain the
experimental data and a conclusion of our research.

2 Saliency Maps

Our research bases on a computational model for visual saliency proposed by
L. Itti, C. Koch and E. Niebur [6]. The main features of the saliency-based
algorithm will be presented in this section.

Because natural scenes are often overloaded with information, human cogni-
tion preprocesses the information in order to extract prominent regions. Hence
the attention is shifted to image parts which contrast to the neighboring regions
due to a strong change in intensity or orientation. Saliency maps model this
preprocessing step and aim to find the regions in an image where the attention
is focussed on.

Koch and Ulmann proposed a model of saliency in 1985 [8] and expanded
it in 1998 [6]. The results of this research were saliency maps which highlight
the regions where the visual stimulus strongly differs from its surrounding. The
model stays close to the biological explanation of the visual attention’s prepro-
cessing steps and uses among others Gabor filters which respond in a similar
way to the behavior of orientation-selective cells in the visual cortex [5]. This
model takes into account the blurred border regions of the visual field by us-
ing a “center-surround” feature. This “center-surround” mechanism is reached
by low-passing the image and thereby reducing its size at each step creating a
“Gaussian pyramid”. Nine levels of the image are obtained in this way with level
0 being the original image and level 8 being the coarsest scale of the pyramid.
Fig. 2 illustrates four of the nine scales of a Gaussian pyramid from the pattern
shown in Fig. 6. Three feature maps based on intensity, color and orientation
are computed using point-by-point subtraction between a center scale (level 2,
3 or 4 of the pyramid) and a surround scale (level 5, 6, 7 or 8 of the pyramid).
An example of an orientation map can be seen on Fig. 4. Intensity, color and
orientation are therefore seen as the primary visual features contributing to vi-
sual attention’s pre-selection. Hence six maps for intensity, six maps for color
and 24 maps for orientation are combined into one saliency map where regions
with high values pinpoint outstanding image regions.

The model of Itti, Koch and Niebur then implements the attention shift using
neural networks but this paper refrains from explaining this procedure as our
work omits this step because there is no need to shift between salient regions.
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Fig. 2. Layer 3 to 6 of a Gaussian pyramid created from an input image of a TAB (the
input image is depicted in Figure 6, the sub images are resized after filtering)

3 Saliency-Based Candidate Inspection Region
Extraction

The concept of the saliency-based algorithm presented in this paper bases on
two characteristics of defects in TAB: a) flaws are characterized by a change in
orientation within the pattern and b) flaws represent only few, irregular changes.
In the case of regularly occuring changes, there is a high chance that these
variations are not errors but part of the electric cicuit’s shape. The method
therefore extracts differences in orientation within the image and marks regions
where irregular changes occur.

The algorithm first creates a “Gaussian pyramid” from the input image. Gabor
filters are then applied to several layers of this pyramid to compute feature maps
based on orientation information contained in the image. A threshold is applied
to the orientation maps after normalization and the map with the least changes
in orientation is selected. Finally a median filter is applied to this map to remove
noise.
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3.1 Gaussian Pyramid

The first steps of the method are similar to the steps used in Itti, Koch and
Niebur [6] to compute saliency maps and will be repeated here for the sake of
reference. In the case of our research, the input image is an image of an electric
circuit and is filtered several times using a Gaussian filter. This blurs the image
and reduces it’s size in several steps, creating a “Gaussian pyramid”. The input
images have a height of 640 pixels, a width of 480 pixels and every sub image of
the pyramid is halfed by the filtering process. A pyramid of nine layers is created
in this way, where level 0 is the original image and higher levels are more and
more blurred. Fig. 2 shows such an image with it’s corresponding levels of scale.
The information contained in the pyramid represents the human vision: lower
levels represent the sharp vision in the center of the visual field whereas upper
levels of the pyramid represent the blurred vision in the border region of the
visual field. The “center-surround” feature of the human vision, stating that
the vision is sharp in the center region of the visual field and blurred in the
border regions, is simulated by combining a center level of the pyramid with
an upper level. The pyramid is therefore further processed by applying Gabor
filter to several layers of the pyramid and combining them using point-by-point
subtraction.

3.2 Orientation Maps

Gabor filters simulate the behavior of simple cells in the visual cortex. A Gabor
filter is a sinusoidal function combined with a Gaussian function and responds
to frequency changes of a wavelength λ along a direction θ.

gλ,θ,ψ,σ,γ(x, y) = exp
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2
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where xσ and yσ are the rotated coordinates defined by{
xσ = x cos θ + y sin θ
yσ = −x sin θ + y cos θ (2)

λ is the wavelength, θ marks the direction along which the frequency changes
are processed, ψ defines the phase offset of the Gaussian function, σ is the width
of the Gaussian envelope and γ tunes the ellipticity of the Gaussian function. x
and y are the (x,y)-coordinates in the image.

Orientation maps, here denoted with O, are hence created by filtering a center
scale c ∈ {2, 3, 4} of the Gaussian pyramid and a surround scale s = c + d,
d ∈ {3, 4} with a constant wavelength value in different directions and combining
the resulting images using point-by-point subtraction.

O(c, s, θ, λ) = |O(c, θ, λ) �O(s, θ, λ)| (3)

where � denotes point-by-point subtraction.
The coarser scale image is rescaled to the size of the finer scale image for the

subtraction.
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Fig. 3. Orientation maps of the input image in Fig.7 in the directions 0 ◦ (left) and
45 ◦ (right)

ψ and γ are set to fixed values: We use asymmetric Gabor filters with ψ equal
to 90 and γ is set to 0.5 as suggested in [5]. σ has a value of half the wavelength λ
as suggested in [9]. Each Gabor filter is tuned so that it reacts to a regular pattern
of a variable wavelength λ in a direction θ ∈ {0 ◦, 45 ◦, 90 ◦, 135 ◦}. A center scale
c ∈ {2, 3, 4} of the Gaussian pyramid and a surround scale s = c+ d, d ∈ {3, 4}
are filtered with one wavelength in one direction and combined using point-by-
point subtraction. Two examples of orientation maps in different directions are
illustrated in Fig.3.

3.3 Normalization

The orientation maps are normalized to emphasize responses which are globally
weak but strong compared to their neighborhood. The normalization function
scales the values of a map to a range [0, 1]. The map from which its minimum has
been subtracted is divided by its maximum. The global maximum M and local
maxima are then found and an average m of the local maxima excluding the
global maximum is calculated. The map is normalized by globally multiplying
it by (M −m). Focussing on local maxima enables to promote local changes in
orientation instead of a single global peak. Other linear and non-linear normal-
ization functions have been proposed that may be more biologically plausible
[10], but this method proved to be a fast and efficient solution for our task.

3.4 Thresholding

A binary threshold is applied to the maps after normalization and sets the map’s
pixel values that are higher than the threshold to 1 and the other values to 0.
The threshold value is computed for each map individually as sum of pixel value

width·height +
offset, where the offset is a small value enabling to get only high responses of
the map. For our simulation, we use an offset of 0.05. An orientation map before
and after a threshold was applied is depicted in Fig.4. This step is performed in
order to have similar values when the maps are compared.
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Fig. 4. Orientation map before (left) and after (right) thresholding: weak responses to
the filter are suppressed

Fig. 5. Error regions before (left) and after (right) applying a median filter: one-pixel-
regions are eliminated

3.5 Map Selection and Elimination of One-Pixel Regions

Because the result of the normalization step are maps with pixel value 1 when
the Gabor filter strongly responded to the pattern and 0 elsewhere, the sum
of the pixel values reveals the amount of pixels that strongly responded to the
filter. Furthermore, the map with the smallest sum is the map with the direction
that responded the least to the filter. The map with the smallest sum of all the
orientation maps is thus chosen and pinpoints the regions that need to be further
inspected.

To eliminate one-pixel regions and “close” the found probable error regions,
a median filter is applied to the resulting orientation map (illustrated in Fig.5).
Median filters are often used for noise-removal because they sort the values of
a pixel-neighborhood in an array and set the center pixel’s value to the median
value of this array. For our algorithm a 3×3 median filter is sufficient. Filtering
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an image with a filter of this kind eliminates one-pixel wide regions. In our case,
this process sets pixels that are not recognized as part of error regions but are
surrounded by recognized pixels to error region pixels. On the same time, single
pixels that have been mistaken as probable error regions are eliminated.

4 Results

The algorithm has been applied on test images with patterns containing the
flaws open/short, near open/near short and crack/wane pictured in Fig.1. The
test images can be categorized into images taken from electric circuits with big
pattern size shown in Fig.6, small pattern size illustrated in Fig.7 and mixed

Fig. 6. Original image and result of the algorithm applied on a big sized pattern. The
resulting map is overlayed over the original image and candidate inspection regions
are colored. 35% of the image’s pixels are marked as candidate inspection regions. The
encircled regions are true flaw regions.

Fig. 7. Original image and result of the algorithm applied on a small sized pattern.
9% of the image’s pixels are marked as probable error regions.
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Fig. 8. Original image and result of the algorithm applied on a TAB with several
pattern sizes. 12.68% of the image’s pixels are marked as belonging to a defect region.

Fig. 9. Original image and result of the algorithm applied on a pattern presenting few
changes. 4.67% of pixels from the image are labeled as region that need to be further
inspected.

pattern size. The electric circuit presents both big and small pattern sizes, de-
picted in Fig.8.

Flaws are found and few correct regions are marked as probable error regions.
We measured the algorithm’s performance by verifying whether all the defects
are found and by the number of pixels marked for further processing. The amount
of image pixels labeled as candidate inspection regions varies between 6.76% as
in Fig.9 and 35% as shown in Fig.6 of the image’s pixels for different test images.
An example of such a pattern is shown in Fig.9. The average percentages of pixels
detected as belonging to candidate inspection regions with a wavelength value λ
= 5 are listed in Table 1. Especially electric circuits with limited changes in the
pattern’s shape make it possible to get few false-positives.
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Table 1. Percentage of pixels belonging to candidate inspection regions with λ = 5

Pattern type percentage of pixels marked
as candidate inspection region

Big pattern 20.84%

Small pattern 7.83%

Mixed pattern 14.72%

Table 2. Percentage of pixels belonging to candidate inspection regions for different
wavelengths

Wavelength λ = 1 λ = 5 λ = 10 λ = 15

Big pattern 32.18 20.84 14.66 15.5

Small pattern 10.64 7.83 5.56 7.16

Mixed pattern 22.49 14.72 18.99 19.32

A wavelength value of 5 proved to be a good value for the Gabor filter. As the
algorithm focuses on orientation changes, the wavelength value may vary within
a small range without having an impact on the result, nonetheless too short or
too long a wavelenght will not find all the flaws in a TAB pattern. Table 2 shows
the results for different wavelengths. The values are formated in bold type face
in the case of no false negative.

Because the orientation maps are computed independently, the maps can be
processed in parallel. A parallel computation decreases the computation time
of the algorithm and the method performs in real time so that it can be used
during the manufacturing process.

The algorithm uses orientation maps in the direction 0 ◦, 45 ◦, 90 ◦ and 135 ◦.
Using more directions augments the complexitiy but does not notably improve
the results. Filtering the image in four directions is sufficient for the task of
finding flaws in a TAB pattern.

Because the algorithm extracts regions where changes in the pattern’s shape
occur, variations belonging to the TAB shape may also be labeled as potential
error region and a top-down supervision would be needed to eliminate these
regions from further inspection as well.

5 Conclusion and Future Work

We have devised an algorithm to extract candidate inspection regions in the pat-
tern of a TAB using image processing techniques based on the saliency method
of Itti, Koch and Niebur. Our algorithm processes the orientation information
contained in an image of an electric circuit in order to find potential flaws in the
pattern and exclude correct regions, keeping the amount and size of candidate
inspection regions low. The algorithm builds on the characteristics that flaws
are a few changes in orientation within the image.
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Test results based on TAB images with different pattern sizes have been pre-
sented and the results have been discussed. The algorithm suceeds in finding
flaws in a TAB and depending on the pattern’s shape, the amount of false pos-
itives is low. In the case of regular patterns, only 5% of the image’s pixels is
marked whereas in the case of more complex patterns the amount of image’s
pixels labeled as belonging to a potential error region remains less than 40%.
These results reveal that the concept of visual saliency is indeed applicable to
the task of finding flaws in TAB.

Using parallel computation, the algorithm can be performed at a speed that
makes it possible to be used during the manufacturing process. The method helps
to detect defects early in the creation process and thus helps to reduce costs.

Similar to many algorithms in the image processing field, our method de-
pends strongly on the values chosen for the parameters. In our case the results
depend mainly on carefully chosen wavelengths used for the Gabor filters. Future
research will be made to find a suitable value automatically.
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Abstract. An approach to image mining is described that combines a
histogram based representation with a time series analysis technique.
More specifically a Dynamic Time Warping (DTW) approach is ap-
plied to histogram represented image sets that have been enhanced us-
ing CLAHE and noise removal. The focus of the work is the screening
(classification) of retinal image sets to identify age-related macular de-
generation (AMD). Results are reported from experiments conducted to
compare different image enhancement techniques, combination of two dif-
ferent histograms for image classification, and different histogram based
approaches. The experiments demonstrated that: the image enhance-
ment techniques produce improved results, the usage of two histograms
improved the classifier performance, and that the proposed DTW proce-
dure out-performs other histogram based techniques in terms of classifi-
cation accuracy.

Keywords: Image mining, Medical image mining, Dynamic time warp-
ing, Image classification, Histogram based classification.

1 Introduction

There is much current interest within the data mining community in image
mining [1,2], especially medical image mining [3,4,5]. This paper describes a
histogram based approach to medical image mining, whereby the histograms are
conceptualised as time series, and consequently time series analysis techniques
may be applied to classify the images. The focus of the paper is the screening
of colour fundus images to identify the possibility of a condition known as age-
related macular degeneration (AMD) [6]. However, the described approach has
much more general applicability.

Image mining can be undertaken in a number of ways, each requiring a dif-
ferent style of data input. The simplest approach is to express the image set
as a set of tabular records, where each column (attribute) represents some im-
age attribute, and then apply established tabular data mining techniques [2,5].
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The issue here is the identification of the most appropriate image attributes
[3,5,7,4,14]. Alternative representations encode the images as graphs where the
nodes represent blocks of pixels of similar colour and the edges some relationship
between the blocks [3]. In this case graph mining techniques can be applied. An-
other representation, and that advocated in this paper, is the histogram based
approach whereby RGB (red, green and blue) and HSI (hue, saturation, inten-
sity) values are represented as histograms.

In this paper histograms are conceptualised in terms of time series. By con-
sidering images in this manner time series analysis techniques may be applied.
This paper advocates the use of Dynamic Time Warping (DTW) [13,8], although
other time series techniques may be used.

For histogram based medical image mining techniques (and many other min-
ing techniques) to perform well it is desirable to first remove “noise” from the
image set. In the case of our retina image set, the focus of this paper, we are
interested in removing blood vessels from the image. The successful removal of
noise is often helped by first applying some image enhancement process to the
input data.

This paper is organised as follows: further details of the AMD background
is presented in Section 2. Section 3 reports on some previous works on his-
togram based approaches, gives a brief review of popular image enhancement
methods, and explanations of some general background concerning time series
analysis, as applied to image mining, and DTW in particular. In Section 4 image
enhancement is considered in the context of AMD; the results from a series of
enhancement experiments are reported. The proposed AMD retina image screen-
ing process is outlined in Section 5, which includes details of our approach to: (i)
noise reduction in the input image set and (ii) DTW. The experimental setup
of the screening process, using real data, is reported in Section 6. The results
are evaluated and discussed in Section 7. A summary, main findings and some
conclusions are presented in Section 8.

2 Age-Related Macular Degeneration

The macula is a small area located at the very centre of the retina, as shown
in Figure 1(a) (indicated by a dashed circle). Dominated by cone photorecep-
tors, the macula allow people to see fine detail as well as colours. Sometimes
the delicate cells of the macula become damaged and stop functioning. This
leads to a number of eye disorders including age-related macular degeneration
(AMD), where the macula degenerates with age [6]. AMD is often diagnosed,
at its early stage, by the identification of drusen (yellowish-white subretinal de-
posits), through screening of patient retinal images. Drusen is usually the first
clinical indicator of AMD. The severity of AMD is categorised as being either:
early, intermediate, advanced non-neovascular, or advanced neovascular [6]. Each
category is characterised by the existence of various sizes and shapes of drusen,
pigment abnormality and/or other lesions. An example of a retina image that
features drusen is given in Figure 1(b) (indicated by the white arrow). Drusen
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(a) (b)

Fig. 1. (a) Normal and (b) AMD retinal images in greyscale

itself are categorised as hard and soft drusen. Hard drusen have a well defined
border, while soft drusen have boundaries that often blend into the background.
The identification of features of AMD is thus not a straightforward process [9],
and consequently hampers automated diagnosis of AMD at an early stage.

3 Previous Work

In this section an overview of relevant previous work is presented. The section is
divided into three sub-sections. Sub-section 3.1 deals with histogram based ap-
proaches to image mining and especially medical image mining. Sub-section 3.2
deals with time series analysis, and especially DTW, in the context of medical
image analysis. Sub-section 3.3 gives a brief overview of current image enhance-
ment techniques.

3.1 Histogram Based Image Mining

Mining images according to content, in particular the image’s colour distribution,
is common in image mining [10,11,12,14]. The basic idea is to extract relevant
information from the images (colour, texture, etc.) as feature vectors; which can
then be represented in other forms, such as histograms, tables or graphs. His-
tograms tend to be used to signify colour and saturation information. Similarity
measures may be used to measure “distance” between images [11,12] for image
retrieval, categorisation and classification.

Various similarity measures have been applied to histogram based image
classification and retrieval techniques, and each has been empirically measured
[15,11]. Earth Mover’s Distance (EMD) [16] computes the distance between two
distributions, which are represented by user defined signatures. The minimum
amount of work needed to transform one distribution into the other is used to
measure how similar those distributions are. EMD has been reported to per-
form well for small sample sizes. Manhattan distance (L1) has yielded the most
effective common dissimilarity measures for histogram retrieval [15]. Euclidean
Distance (L2) is the most common metric used for calculating distance and is
used in this paper as the base metric for performance evaluation.
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3.2 Time Series Analysis for Image Mining

There is very little reported work on time series analysis for image mining. In [10]
colour distribution was represented as a time series for image classification and
clustering. Using a time series data representation, called Symbolic Aggregate
approXimation (SAX) [17], and the K-nearest neighbour technique for classi-
fication. The results in [10] demonstrated a promising approach to time series
analysis for image mining. The distinctions between this approach and that pre-
sented in this paper are in the time series data representation (SAX represents
time series as a sequence of symbols) and the similarity measures adopted.

DTW is a technique for measuring the similarity between two time series.
It has been most commonly used in time series analysis [13,8], but can also be
applied to other domains [18]. DTW uses a dynamic programming approach to
align two time series and then generates a warping path that maps (aligns) the
two sequences onto each other. To map two time series T and S, of length n
and m respectively, where T = t1, t2, ..., tn and S = s1, s2, ...sm a n-by-m matrix
will be formed, where the (ith, jth) grid point corresponds to the alignment
or distance between two points ti and sj . The warping path, W , is then the
set of matrix elements that defines a mapping between T and S, defined as
W = w1, w2, ...wK , where max(m, n) ≤ K < m + n − 1. The distance d(ti, sj)
between two points ti and sj is used to identify potential warping paths. There
are many distance measure that may be used, the most common is the Euclidean
distance, and this is the measure used in this paper. Thus:

d(ti, sj) = wk = (ti − sj)2 (1)

The minimal warping path is selected by calculating the minimum cumulated
distance between T and S as:

DTW (T, S) = min

⎡
⎣
√√√√ K∑

k=1

wk

⎤
⎦ (2)

Figure 2(a) shows an example of the comparison of two time series, the generated
warping path is given in Figure 2(b). A perfect match between the two time series
will produce a direct diagonal line between the two corners of the grid.

3.3 Image Enhancement

Image enhancement is an important pre-processing step for most image mining
applications. Many such techniques are reported in the literature [19,2,20,21].
The most common enhancement in the context of histograms is Histogram
Equalisation (HE), commonly used to enhance the contrast of an image. HE
“spreads out” the most frequent intensity values to produced a better dis-
tributed histogram. Through this transformation, the contrast of an image is
improved globally; unfortunately the enhancement may result in some bright
parts of the image being enhanced to the extent that they are “over exposed” and
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Fig. 2. (a) Two time series for comparison, (b) generated warping path

edges become less distinct. To overcome this problem Contrast Limited Adaptive
HE (CLAHE) was introduced [21]. CLAHE computes several histograms that
correspond to different sections of an image and equalise each histograms in-
dependently. Other enhancement technique exploit the correlation of low fre-
quency coefficients with the illumination variation called Adaptive Histogram
Equalisation with Rescaled Low Frequency (AHERLF) [19]. Using AHERLF
the image contrast was first stretched using HE, and then transformed into a
frequency based representation (coefficients) by means of Discreet Cosine Trans-
form (DCT). The low coefficients, which were directly related to the illumina-
tion variations, were then rescaled by dividing by a constant. The approach
[19] results in a more uniform illumination image with a better visualisation. A
comparison of the above techniques is given in section 4.

An approach to combining the green and red channel histograms for reti-
nal image enhancement has been reported in [20]. The Green channel has the
highest contrast between retinal objects (blood vessels, fovea and etc.) and
the background, while the red channel is much brighter and thus may improve
the visualisation of dark area in the green channel image. In [20] the histogram
matching was used to modify the Green channel histogram and consequently
produced a histogram that displays the advantages of both channels.

4 Eliminating Noise

The quality of data mining results are typically detrimentally affected by the
existence of noise in data [22]. In the case of image mining we typically wish to
remove features in the input image set that are not considered relevant. With
respect to the AMD screening application it was desirable to “remove” blood
vessels from the retina image data. The segmentation of retinal blood vessels
was conducted using the 2D matched filters proposed in [23].
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Fig. 3. ROC curves illustrating the performance of the vessel segmentation by using
different image enhancement techniques

Table 1. Area under curve (AUC) on vessel segmentation performance calculated for
each enhancement technique on green channel

Image enhancement method AUC

CLAHE 0.9180
AHERLF 0.8990
Green channel 0.9117
Histogram equalisation 0.9054
Adaptive red channel histogram 0.8941

The identification and removal of noise can best be facilitated by first enhanc-
ing the images. The authors conducted a set of experiments to identify the most
appropriate of the enhancement techniques identified above, compared with no
enhancement, to support the identification of blood vessels in retina images. For
evaluation purpose, the Receiver Operating Characteristic (ROC) curve [24] was
used (Figure 3). The area under curve that corresponds to the overall perfor-
mance on retinal vessel segmentation is shown in Table 1. From the table it can
be seen that the best performance was achieved using CLAHE, this technique
was therefore adopted to enhance the retina images.

5 AMD Screening

As noted above DTW provides a technique for comparing two curves. This can be
fruitfully adapted for the purpose of data classification following the Case Based
Reasoning (CBR) [25,26] paradigm. Using this paradigm a new case is classified
according to its similarity with a set of known pre-classified cases stored in a
Case Base. With respect to the AMD screening application described here a set
of pre-labelled retina images was used to form the “case base”. New “unseen”
images could then be classified according to the “nearest match” within the case
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base, the class of the most similar case found in the case base being the class of
the new case.

The proposed AMD image classification process is outlined in Figure 4. To
represent each image, the green channel (RGB colour model) and saturation
component (HSI colour model) histograms were extracted. The green channel
was selected because it displays maximum contrast [9], and has the best dis-
criminatory power between retinal anatomy and the retinal background [23]. In
the context of AMD the green channel has been shown to produce good and
consistent classification performance compared to other RGB channels and HSI
components [18], particularly with respect to “normal” images. The saturation
component was chose due to its good performance (in particular to identify AMD
images) in AMD classification as shown in [18].

Prior to the generation of the histograms the images were pre-processed. First,
CLAHE image enhancement was applied to each colour image to emphasise the
contrast of the image and the “visibility” of retinal blood vessel edges. Next,
the segmentation of retinal vessels was conducted using 2D matched filters [23]
on the green channel. This was followed by the extraction of green channel and
saturation component information, which was then represented in the form of
histograms. The retinal blood vessel pixels were subsequently removed by sub-
tracting the vessels intensity value from the generated histograms. The ’cleaned’
green channel and saturation component histograms, referred to as curve here-
after, formed the “case base” (C) comprising: green (G = g0, g1, ..., gI) and satu-
ration (S = s0, s1, ..., sI) curves (where I is the number of images and G, S ∈ C).
New images to be classified formed a second “case base”, C̄, comprising: green
(Ḡ = ḡ0, ḡ1, ..., ḡJ and saturation, S̄ = s̄0, s̄1, ..., s̄J curves (where J is the num-
ber of images and Ḡ, S̄ ∈ C̄). In the classification stage, each curve in Ḡ is
compared with the content of G using DTW. A list of the n most similar g,
sim(ḡ) is produced for each ḡ:

sim(ḡj) =
{(

g0, δ
j
0

)
, ...,

(
gn, δj

n

)}
(3)

δj
n = DTW (ḡj , gi) (4)

DTW (ḡ, g) is the minimal warping path or distance of the green channel “new
case” curve, ḡ ∈ Ḡ and its most similar green channel “case base” curve, g ∈ G
(equation 2), 0 ≤ i < I and 0 ≤ j < J . Each ḡ ∈ Ḡ is then classified according
to the class associated with its most similar g ∈ G. The classifier will sort the
curves in sim(ḡj) in ascending order of similarity. Where several g ∈ G have
similar δ values a similar distance measuring process is applied to S̄ and S.
This is undertaken where the distance between two δ values is less than a user
specified threshold, diff :

diffj = δj
0 × (1 + α) (5)

where α is a predefined constant (set to 0.3 in this paper). This step will produce
a list of saturation curves distance, sim(s̄), for each s̄ ∈ S̄ of length m (m is
determined by the number of δ that is less than diff):
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Fig. 4. Proposed AMD screening process

sim (s̄j) =
{(

s0, δ̄
j
0

)
, ...,

(
sm, δ̄j

m

)}
(6)

δ̄j
m = DTW (s̄j , si) (7)

Finally, we can work out the list of m most similar cases, c ∈ C for each c̄ ∈ C̄
as follows

sim (c̄j) = {(c0, μ0) , ..., (cm, μm)} (8)

μm =
1
2

(
δj
m + δ̄j

m

)
(9)

Each “new case”, c̄ ∈ C̄ will then be classified as belong to the same class of its
most similar curve in the “case base”, c ∈ C.

6 Experimental Setup

In this study 144 hand labelled images were used, of which 86 featured AMD that
were collected as part of the ARIA project1. Ten-fold Cross Validation (TCV) was
applied in all experiments (where one tenth of the images were taken as a testing
set and the rest for training in each fold). The aims of the experiments were: (i) to
investigate the classification performance, using images enhanced with CLAHE
and noise removed, against the raw images; (ii) to evaluate the performance of
combining two different histograms, green and saturation histograms, on image
classification; and (iii) to investigate how well the DTW approach operated with
respect to other histogram based approaches (L1, L2, and EMD).

1 http://www.eyecharity.com/aria online/
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The constant α (equations 5) was set to 0.3 (determined through a series
of tests), while the number of most similar green curves n (equations 3) was
set to 5. Three evaluation metrics were utilised to measure the classification
performance: sensitivity, specificity and accuracy. Overall accuracy was used to
measure the overall performance of the classifier in terms of classifying retinal
images correctly according to their class.

7 Results and Discussions

In this section the results of the three sets of experiments, introduced above, are
presented and discussed.

7.1 Performances of Enhanced Images for AMD Classification

Table 2 shows the effect of image contrast enhancement and noise removal, on
the classification result. The proposed AMD screening approach, for each green
(equations 3) and saturation (equations 6) curve, was applied separately. From
the table it can be seen that the application of noise reduction produced superior
results, an average improvement of 4% per evaluation metric compared to the
raw images for green channel curves, while saturation curves recorded slight
improvements only on both the sensitivity and accuracy.

The pre-processing (image enhancement and noise removal) of the retinal
images drastically changed most of the histogram curves. Overall, the curves
became smoother and more consistent according to their classes, this was par-
ticularly so in the case of the normal control images. A more distinctive pattern
could also be observed between classes. Enhancement significantly altered the
time series analysis output in all cases. It is suggested that the better perfor-
mance, resulting from the “smoothed” curves, has contributed to a better DTW.

Figure 5 shows examples of the green histogram curves, and the best matching
curve, for three selected images (each column represents an image). Two of the
images featured AMD, one did not. Figure 5(a-c) presents the “raw” curves
without enhancement. Figure 5(g-i) shows the same curves after the application
of the proposed enhancement and noise reduction techniques. From the figure it
can be seen that there are significant differences between the two sets of curves.

Table 2. Ten-fold Cross Validation (TCV) results of applying image pre-processing
on retinal images for AMD classification

Original images Pre-processed images
Green Saturation Green Saturation

Specificity (%) 57 55 62 55
Sensitivity (%) 69 81 72 83
Accuracy (%) 64 71 68 72
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Fig. 5. Sample green channel curves: (a-c) raw image histograms, (d-f) most similar
case for curves a to c, (g-i) enhanced and noise removed histograms, (j-l) most similar
case for curves g to i

Applying the proposed DTW technique to the raw images given in Figure
5(a-c) resulted in misclassifications in all cases. The closest matches in each
case are presented in Figure 5(d-f). After pre-processing, curves (g) and (i) were
classified correctly, although curve (h) remained misclassified. Careful analysis
of the results suggests that the application of enhancement and noise reduction
techniques to the images has a significant effect on the nature of the histogram
curves and consequently on the classification accuracy.

7.2 Performances Using Both Green and Saturation Histograms

Both the green and saturation curves produced good performances. However
closer inspection of the results revealed that the difference between the best fit
and the second best fit was sometimes marginal, thus calling into question the
robustness of the approach. It was also noted that in the case of the green chan-
nel histograms the distinction between the best fit and the second best fit tended
to be larger than in the case of the saturation histograms (but not in all cases).
It was therefore deemed appropriate to combine the evidence of both types of
histogram (the process described in Section 5) so that a more robust classifica-
tion would result. Recall from Section 5 that the saturation histogram is only
considered where the difference between the top two classes using green channel
histograms disagree and the difference in similarity values (δ) is less than diff .
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Table 3. Ten-fold Cross Validation (TCV) results of using green and saturation curves
for AMD classification

Green Saturation Green and saturation

Specificity (%) 62 55 62
Sensitivity (%) 72 83 79
Accuracy (%) 68 72 72

From Table 3 it can be seen that the use of both sets of histograms (where ap-
propriate) produced better results than when using the green histograms alone;
and comparable with the saturation histograms results, but with a much greater
degree of “confidence” in the end results.

7.3 Comparison of Performances of Various Histograms Based
Image Classification Techniques for AMD Classification

Table 4 presents a comparison of classification accuracy using the proposed DTW
technique and L1, L2, and EMD to classify retinal images using the pre-processed
and original images. TCV was again used throughout. Using DTW’ and L

′
1 with

raw images produced a superior specificity compared to others. DTW however
performed exceptionally well with respect to sensitivity and overall accuracy
(79% and 72% each). The other techniques (L1, L2, and EMD), applied to raw
and enhanced images, produce mixed results as shown in the Table.

The results presented in Table 4 indicate that the ability of DTW to find
dissimilarities between two time series by calculating the shortest path between
points in the time series data may have contributed to the results produced.
Other techniques that calculate point to point distances between two curves are
not good enough to classify complex and non-uniform curves, like does used
to represent retinal images in this paper. DTW measures the distance between
a point in a time series curve to all points in the other time series curve and
selects the shortest distance. From Table 4 the best performance recorded was
79% sensitivity.

Table 4. Ten-fold Cross Validation (TCV) Results using DTW, L1, L2 and EMD for
retinal images classification

DTW L1 L2 EMD DTW’ L
′
1 L

′
2 EMD’

Specificity (%) 62 62 61 55 64 64 56 52
Sensitivity (%) 79 76 74 67 75 76 73 69
Accuracy (%) 72 70 69 62 71 71 66 62
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8 Conclusions

In this paper, an image classification technique, founded on a histogram based
representation and DTW was described. The focus of the work was the classi-
fication of retinal image data to provide an AMD screening service. In the case
of the AMD application the images were represented in terms of their green
channel and saturation component histograms. Experiments were conducted to
compare the legitimacy of the technique with respect to: (i) image enhancement
and noise reduction, (ii) combination of two different histograms, and (iii) other
histogram based techniques. From the experimentation it was found that noise
reduction (removal of blood vessels in the case of the AMD data) and image
enhancement produced better classification results. The results were improved
further by using both the green and saturation histograms. The experiments
also indicated that the proposed DTW technique, combined with the proposed
enhancement strategy, produced the best classification results compared to other
histogram based techniques. The best result achieved by the proposed approach
was a sensitivity of 79%. It is worth noting that in other work [27], the mean
sensitivity achieved through manual graders observation on different sets of reti-
nal images was 86%. For future works, we intend to investigate further noise
removal, as well as focusing the screening process on only the central area of the
retinal image (the Macula). We are also aware of the issues of inadequate dataset
size, therefore, effort is being made to collect more examples of both AMD and
normal images.
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Abstract. This paper introduces entropic quadtrees, which are structures derived
from quadtrees by allowing nodes to split only when nodes point to sufficiently
diverse sets of objects. Diversity is evaluated using entropy attached to the his-
tograms of the values of features for sets designated by the nodes.

As an application, we used entropic quadtrees to locate craters on the surface
of Mars, represented by circles in digital images.

1 Introduction

In this paper we introduce a variant of quadtrees, a well-known data strucure used in
spatial databases. A quadtree T is a tree structure defined on a finite set of nodes that
either contains no nodes or is comprised of a root node and 4 quad-subtrees. In a full
quadtree, each node is either a leaf or has degree exactly 4. Our variant of quadtrees
requires that each node that has descendents is pointing to an area that has a sufficient
level of diversity as assessed by the value of an information-theoretical measure.

We provide an algorithm that captures high complexity areas of an image. This algo-
rithm is used for the detection of circular shapes that can possibly correspond to craters.

The algorithm is composed by two methods. The first method uses an information-
theoretical approach to create an edge filter that generates a binary image from complex
areas which may contain edges. The second method applies a Circle Hough Transform
(CHT) with modified threshold to detect the presence of circular shapes in complex
areas. The new threshold is imposed to increase the quality of the results given the lack
of prior knowledge about the number of craters in an image and the difficulty to estimate
a good threshold for the minimum number of votes required in the parameter space to
indicate true center points. Efficient methods for crater detection such as [1], [2] and
many others referenced by the authors of [3] have been proposed. We provide a distinct
approach where no external pre-processing of the original image other than conversion
to the JPEG format and resizing is needed. Likewise, no external image filters are used.

In Section 2 we introduce the framework for the rest of the paper. The notion of
entropy associated to a partition is presented as well as its usefulness in measuring
diversity.

In Section 3 we introduce the proposed algorithm and explain the searching pro-
cess. In subsection 3.1 we describe the information theoretic method used for mining
complex subareas that may contain edges. The CHT method with modified threshold
is described in subsection 3.2. Section 4 contains a description of the experiments and
major challenges we faced. Finally, Section 5 contains our conclusions and ideas for
future work.

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 210–221, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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2 Partitions, Entropy, and Trees

Information theory involves the quantification of information and was created with the
purpose of finding fundamental limits on compressing, reliably storing, and communi-
cating data. Entropy is a important measure of information in the theory that quantifies
the uncertainty associated with probability distributions.

Let S be a finite set. A partition on S is a non-empty collection of non-empty subsets
of S, π = {B1, . . . , Bn} such that

(i) Bi ∩ Bj = ∅ for 1 ≤ i, j ≤ n and i �= j;
(ii)

⋃{Bi | 1 ≤ i ≤ n} = S.

The sets B1, . . . , Bn are referred to as the blocks of π.
We denote by Part(S) the set of partitions of S. For π, σ ∈ Part(S) define π ≥ σ

if each block B of π is a union of blocks of σ. It is well-known that the relation “≥”
is a partial order on Part(S). The largest partition on S is the single-block partition
ωS = {S}, while the smallest partition on S is ιS = {{x} | x ∈ S}.

We define now a partial order relation≥k on Part(S) as follows. If π={B1, . . . ,Bn}
and σ = {C1, . . . , Cm}, then π ≥k σ if the following conditions are satisfied:

1. there exists a subcollection of σ that consists of k blocks {Cj1 , . . . , Cjk
} such that⋃{Cj�

| 1 ≤ � ≤ k} is a block Bh of π;
2. for 1 ≤ i ≤ n and i �= h, Bi is a block of σ.

For k = 2 the relation ≥2 is the direct coverage relation, where the larger partition π is
obtained by fusing two blocks of σ.

If π ∈ Part(S) and π = {B1, . . . , Bn}, its entropy is the number

H(π) = −
n∑

i=1

|Bi|
|S| log2

|Bi|
|S| ,

which is actually the entropy of the discrete probability distribution

p =
( |B1|

|S| , . . . ,
|Bn|
|S|

)

.

Defining the entropy for partitions rather than for probability distributions has the ad-
vantage of linking the entropic properties to the partially ordered set of partitions. An
important fact is that the entropy is anti-monotonic relative to the partial order defined
on partitions. In other words, for π, σ ∈ Part(S), π ≤ σ implies H(π) ≥ H(σ). It is
easy to verify that H(ωS) = 0 and that H(ιS) = log2 |S|. This shows that the entropy
can be used to evaluate the uniformity of the elements of S in the blocks of π since
the entropy value increases with the uniformity of the distribution of the elements of S.
Note that as the uniformity increases, so does the associated uncertainty.

If C is a non-empty subset of S, and π ∈ Part(S), the trace of π on C is the partition

πC = {B ∩ C | B ∈ π and B ∩ C �= ∅}.
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The trace of a partition allows us to define the conditional entropy of two partitions.
Namely, if π, σ ∈ Part(S) and σ = {C1, . . . , Cm}, then the entropy of π conditioned
by σ is the number

H(π|σ) =
m∑

j=1

|Cj |
|S| H(πCj ).

It can be shown [4,5] that the conditional entropy is an anti-monotonic function of the
first argument and a monotonic function of the second. In other words, π1 ≤ π2 implies
H(π1|σ) ≥ H(π2|σ) and σ1 ≤ σ2 implies H(π|σ1) ≤ H(π|σ2).

A measure on S is a function m : P(S) −→ R≥0 such that m(U ∪ V ) = m(U) +
m(V ) for every disjoint subsets U and V of S. For example, if S is the set of pixels of
a gray image S, m(U) can be defined as the number of pixels having a certain degree
of grayness contained by the subset U .

Let D be a finite set. A D-feature function on S is a function f : S −→ D. Each
feature function f : S −→ D defines a partition ker f on S defined by

ker f = {f−1(d) | d ∈ D, f−1(d) �= ∅}.
We refer to ker f as the kernel partition of f .

For example, if S is the set of pixels of an image, we could define f(p) as the degree
of grayness of the pixel p ∈ S. Another example that is relevant in the study of biodi-
versity is to consider a set S of observation points in a territory, and define f(p) as the
number of species of birds sighted in a certain day in p.

If C ⊆ S, then the characteristics of the trace partition (ker f)C define the concen-
tration of the values that f takes on the set C. If D = {d1, . . . , dk}, the blocks of the
partition (ker f)C have the relative sizes

|f−1(d1) ∩ C|
|C| , . . . ,

|f−1(dk) ∩ C|
|C|

and the distribution of these sizes can be conveniently represented using a histogram.

Definition 1. Let Π = (π1, π2, . . . , πn) be a descending chain of partitions on S such
that π1 = ωS , f : S −→ D be a feature function, m : P(S) −→ R≥0 be a measure de-
fined on S and let θ, μ > 0 be two positive number referred to as the entropic threshold
and the measure threshold, respectively.

The entropic tree defined by Π, f, m, θ and μ is a tree T(Π, f, m, θ, μ) whose set
of nodes consists of blocks of the partitions πi such that the following conditions are
satisfied:

(i) the root of the tree is the set S, the unique block of ωS;
(ii) an edge (B, C) exists in the tree only if B ∈ πi, C ∈ πi+1, and C ⊆ B;

(iii) if B is a block of the partition πi, then T(Π, f, m, θ, μ) contains the set of edges
{(B, C) | B ∈ πi and C ∈ πi+1, C ⊆ B} if and only if H((ker f)B) ≥ θ and
m(B) ≥ μ.

If T(Π, f, m, θ, μ) contains the set of edges {(B, C) | B ∈ πi and C ∈ πi+1} we say
that the node B is split in the tree T(Π, f, m, θ, μ). Since splitting involves a sufficiently



Entropic Quadtrees and Mining Mars Craters 213

large value of the entropy and a node of sufficiently large measure, longer paths in the
tree point towards subsets of S that contain a large diversity of values of the feature
function f .

An entropic quadtree is an entropic tree T(Π, f, m, θ, μ) such that Π = (π1, . . . , πn)
is a descending chain of partitions on S, π1 ≥4 π2 ≥4 · · · ≥4 πn. The entire image
area S corresponds to the root of the quadtree.

The expansion of a node B is based on its entropy value and the predetermined
threshold used for the splitting condition, as well as the size of the corresponding sub-
area. Only nodes with area greater or equal to the defined minimum window size are ex-
panded. The complex areas corresponding to leaves at the highest level on the quadtree
are classified according to the possibility of presence of an edge.

3 Algorithm Description

The algorithm proposed constructs a full entropic quadtree related to the image entropy
concentration to find high complexity areas that can also contain edges. Later, a slightly
modified CHT is used to detect the presence of circles in the complex areas found during
the entropy analysis. The algorithm receives as input the 8 bits gray scale version of an
image, a minimum window size for analysis, a threshold relevant to the node splitting
condition, the minimum and maximum radius values for the searched craters and a
threshold for the CHT. Its output lists the detected craters as well as their estimated
center points highlighted and superimposed over the original image. A text file with
data indicating the center points, radius and Hough Space bin points of each detected
crater is also generated.

The construction of the entropic quadtree is based on the measurements of the en-
tropy in image sub-areas, which can also be regarded as tree nodes.

The entire image area corresponds to the root of the quadtree. The expansion of each
node is based on its entropy value and the predetermined threshold used for the split-
ting condition, as well as the size of the corresponding sub-area. Only nodes with area
greater or equal to the defined minimum window size are expanded. The complex areas
corresponding to leaves at the highest level on the quadtree are classified according to
the possibility of presence of an edge.

First, the algorithm determines the average gray intensity of the original image, as
well as the low intensity average(average of gray shades below average intensity) and
high intensity average(average of gray shades above average intensity). Then, the pixels
in each area with minimum size for analysis are mapped to two different sets according
to the thresholds corresponding to the average of low intensity shades or the average
of high intensity shades of the original image. Crater edges can be found in areas that
contain only dark shades of gray or areas containing light shades of gray.

The classification considers the number of pixels in a minimum size window that are
above the high intensity average threshold if at least one pixel in the area has gray shade
above the average intensity. Otherwise, if all the pixels in the area have low intensity,
the classification considers the number of pixels in the minimum size window that have
shade below the low intensity average threshold.

Let n be the number of pixels satisfying one of those conditions and h the height
of our minimum window. Also, suppose we have a square window. When h − 2 < n
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< h2 − 1, the entropy value remains considerably high and the area is classified as a
leaf that possibly contains an edge. Only those leaves are relevant to our algorithm.

After the high complexity regions that may contain edges are found, the algorithm
determines another threshold corresponding to a high intensity shade which is higher
than the high intensity average shade, lower than the maximum intensity found in the
image and has the highest histogram value among the shades satisfying the couple previ-
ous conditions. This last threshold which we will call ”near maximum intensity” thresh-
old is used to highlight high intensity pixels corresponding to edges.

Pixels with light shades of gray(higher than average intensity) that form edges usu-
ally have intensity greater than the ”near maximum intensity” threshold. Finally, the
entropy analysis generates a binary image where pixels with shades of gray below the
low intensity threshold and pixels with shades of gray above the near maximum in-
tensity threshold are mapped to white. All the other pixels are mapped to black. The
resultant binary image corresponds to the output of the entropy analysis and input of
the Circle Hough Transform method. As previously mentioned, the original image does
not need any pre-processing. The entropy analysis works as an information theoretic
edge filter that generates a binary image from complex areas which may contain edges.

Our next step is to apply the CHT to detect circles in the binary image. As de-
scribed in subsection 3.2, the CHT method maintains an accumulator array to find
triplets (a, b, r) that describe circles where (a, b) is the center of a circle with radius
r. Each point (a, b) in the image receives a score value referred to as the number of
votes equal to the number of points (x, y) fall on the perimeter of the circle (a, b, r).
This score is stored in a accumulator array. The detected center points have de highest
numbers of votes.

Two stopping conditions are commonly used by the CHT algorithm: the maximum
number of circles to be found and a threshold for the minimum number of votes related
to a point in the parameter space.

In our application, there is no systematic way to reasonably predict both values.
Furthermore, it was observed that for any set of radii where the difference between the
minimum and maximum radius is relatively small, the chances of a point to represent a
real circle center decreases as the number of votes related to the point gets further from
the peak value found in the accumulator array. Points with a number of votes relatively
far from the peak value usually correspond to near true center points, near center points
of poorly delimited circles or points that received votes in the parameter space simply
due to noisy pixels that are not part of any circle edge. To alleviate this problem, we
created a new threshold for the number of votes corresponding to the maximum distance
from the peak value in the accumulator array as our stopping condition for the CHT
method. We also restricted each search to small sets of contiguous radii. Details are
described in subsection 3.2.

The algorithm is presented in Fig. 1. The function COMPUTE ENTROPY evaluates
the entropy associated with the histogram of the pixels in the node’s area.

The recursive method SPLIT introduced in Fig. 2 expands a node if its feature satis-
fies the splitting condition and if its area is greater or equal to the predefined minimum
area size. Thus, each leaf on the quadtree is classified according to the possibility of
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Input: 8 bits gray scale version of an image, a minimum area size, entropy threshold, the
minimum and maximum radius, CHT threshold

Result: Detected craters as well as their estimated center points highlighted and
superimposed over the original image; a text file with data indicating the center
points, radius and Hough Space bin points of each detected crater

begin
nId ←− ROOT ;
nLevel ←− 0;
root ←− newNode(nId, nLevel, image.width, image.height);
COMPUTE ENTROPY (root);
SPLIT (root);
entropyImg ←− PROCESS ENTROPY IMAGE();
COMPUTE CHT (entropyImg,minRadius, maxRadius, thrCHT );

end

Fig. 1. FIND CRATERS(image,minArea,thrEntropy,minRadius, maxRadius,thrCHT)

presence of an edge and only those which may contain an edge are considered at the
next method PROCESS ENTROPY IMAGE.

This method generates a binary image representing the entropy analysis to find com-
plex areas that may contain edges. Pixels with shades of gray below the low intensity
threshold and pixels with shades of gray above the near maximum intensity threshold
are highlighting in white. All remaining pixels are mapped to black.

COMPUTE CHT detects circles in the binary image with radii between the mini-
mum and maximum values given as arguments. It also highlights the detected craters
as well as their estimated center points over the original image and generates a text file
with data related to the craters found such as radius, center points and number of points
in the bins associated with each center point.

3.1 Information-Theoretical Method

Our method evaluates the entropy of the local histograms of image sub-areas to find
high complexity regions. The partition blocks of a node, used for the entropy analysis,
consist of pixels with the same shade of gray.

Fig. 3 presents the information-theoretic method proposed. It computes the entropy
associated with the histogram of the pixels in a node’s area. This histogram is created by
the method INSERT GRAYSHADE. The result generated by COMPUTE ENTROPY
is successively used by the recursive method SPLIT shown in Fig. 2. Only the nodes
corresponding to sub-areas of the image where the entropy is above the predefined
entropy threshold and have area greater or equal to the pre-defined minimum area size
are expanded. We observed that leaves at the highest level in the resultant quadtree
may naturally have different associated entropy values. CLASSIFY LEAF classifies a
minimum area node as containing or not an edge. As previously mentioned, only leaves
that may contain edges are relevant for our algorithm.
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Input: A node n from a quadtree
Result: Expands the node creating four children, if node satisfies the necessary

requirements
begin

if (n.feature > method lower bound) and (n.area > minArea) then
nLevel ←− n.level + 1;
nId ←− n.id + A;
topLeft ←− newNode(nId, nLevel, n.rect.x, n.rect.y, ;
n.rect.width/2, n.rect.height/2);
COMPUTE ENTROPY (topLeft);
nId ←− n.id + B;
topRight ←− newNode(nId, nLevel, n.rect.x +
n.rect.width/2, n.rect.y, n.rect.width/2, n.rect.height/2);
COMPUTE ENTROPY (topRight);
nId ←− n.id + C;
bottonLeft ←− newNode(nId, nLevel, n.rect.x, n.rect.y+ ;
n.rect.height/2, n.rect.width/2, n.rect.height/2);
COMPUTE ENTROPY (bottonLeft);
nId ←− n.id + D;
bottonRight ←− newNode(nId, nLevel, n.rect.x + n.rect.width/2, ;
n.rect.y + n.rect.height/2, n.rect.width/2, n.rect.height/2);
COMPUTE ENTROPY (bottonRight);
RELEASE(n);
SPLIT (topLeft);
SPLIT (topRight);
SPLIT (bottonLeft);
SPLIT (bottonRight);

else
SAV E INFO NODE(n);
DRAW (n);
RELEASE(n);

end

Fig. 2. SPLIT(n)

3.2 Circular Hough Transform Method

The Hough Transform is a standard method for shape recognition in digital images.
It was first applied to the recognition of straight lines [6,7] and later extended to cir-
cles [8,9], ellipses [10], and arbitrary shaped objects [11]. The Circular Hough Trans-
form (CHT) can be used to determine the parameters of a circle when a number of
points that fall on the perimeter are known. A circle with radius r and center (a, b) can
be described with the parametric equations:

x = a + r cosϕ and y = b + r sinϕ.

The locus of (x, y) points in the Hough or parameter space falls on a circle of radius
r centered at (a, b). The true center point will be common to all parameter circles, and
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Input: A node n from a quadtree
Result: The node entropy related to the histogram of the pixels in the area.
begin

entropy ←− 0;
foreach pixel ∈ n.area do

INSERT GRAYSHADE(HISTOGRAM ,pixel.shade);
foreach shade ∈ HISTOGRAM do

p ←− number of pixels with shade;
s ←− total number of pixels in the node;
g ←− (p ÷ s);
entropy− = (g) × (lg2(g));

if (n.area == minArea) then
relevantLeaf ←− CLASSIFY LEAF (HISTOGRAM);
if (!relevantLeaf) then

return 0;
return entropy;

end

Fig. 3. COMPUTE ENTROPY(n)

can be found with an accumulator array that stores the number of votes for each point in
the parameter space. Multiple circles with the same radius can be found with the same
technique.

The main disadvantage of the transform is the fact that the parameter space corre-
sponds to a 3-dimensional space, which makes the computational complexity and stor-
age requirements O(n3). If the circles in an image are of known radius r, the search
can be reduced to a 2-dimensional space.

The method used in our algorithm searches for all circles with radius between two
values given as arguments. It differs from other version of CHT methods because of
its stopping condition. For reasons previously mentioned, our method does not use the
maximum number of circles or the minimum threshold for the number of votes in order
to end the search. Instead, it uses a threshold corresponding to the maximum allowed
difference between the peak value in the accumulator array of votes and any other num-
ber of votes related to a point in the parameter space.

Let A[W ][H][R] denote the accumulator array of votes where W is the image width,
H is the image height and R depends on the size of the radius set with minimum el-
ement rmin and maximum element rmax, and on the value for the chosen radius
increment i. Let t denote the introduced threshold and v be the greatest value stored in
the accumulator array A corresponding to a point (w, h, r) where 0 ≤ w ≤ W − 1,
0 ≤ h ≤ H −1 and 0 ≤ r <= (rmax− rmin)÷ i. Then an arbitrary point (w′, h′, r′)
where 0 ≤ w′ ≤ W − 1, 0 ≤ h′ ≤ H − 1 and 0 ≤ r′ <= (rmax − rmin) ÷ i having
v′ votes in A is detected as a circle center iff v− v′ ≤ t. We observed that our threshold
works well for small groups of contiguous radii. Since the size of the group is small,
all the radii are close in value and points corresponding to the center of a circle with
one of those radii also have a relatively close number of votes in the parameter space.
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Input: image generated by the entropy analysis,minimum and maximum radius, new
threshold for stop condition

Result: Detected circles, their estimated center points and radius
begin

HOUGH TRANSFORM(entropyImg,minRadius,maxRadius);
PROCESS HS();
GET CENTER POINTS(thrCHT);
DRAW CIRCLES();
PRINT CIRCLES DATA();

end

Fig. 4. COMPUTE CHT(entropyImg,minRadius,maxRadius, thrCHT )

Therefore, the difference between the number of votes corresponding to centers of true
circles that are reasonably well delimited cannot be large when the search is performed
for a small group of contiguous radii.

Fig. 4 presents the CHT proposed. HOUGH TRANSFORM computes the Hough
Transform of the binary image generated during the entropy analysis and PROCESS HS
generates an image corresponding to the Hough Space. GET CENTER POINTS finds
circles and their center points by checking the accumulator array containing votes for
each pixel in the image. DRAW CIRCLES() highlights the detected craters as well as
their estimated center points over the original image. PRINT CIRCLES DATA gener-
ates a text file with data related to the craters found such as radius, center points and
number of points in the bins associated with each center point.

(a) (b)

Fig. 5. Sample image from Mars surface (768x768, 24 bits per pixel) (a) Original. (b) Final image
generated by the algorithm. Detected craters and their estimated centers are highlighted in pink
and white on the original image.
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4 Experimental Results

Experiments were performed over the decompressed 768x768, 8 bits gray scale ver-
sion of the JPEG digital image corresponding to a picture of Mars surface presented in
Fig. 5(a). This image was obtained from the original 24 bits/pixel PGM digital image
labeled 3 24 used as training site by the authors of [2]. 3 24 corresponds to one section
of a footprint image(h0905 0000) from the High Resolution Stereo Camera (HRSC)
instrument of the MarsExpress orbiter. This footprint is about 8248 x 65448 pixels in
size and was split into 264(6 x 44) sections of 1700 x 1700 pixels each. Image 3 24
corresponds to one of those sections.

The use of gray scale images allowed the methods to be applied over a reduced color
space. We used a 3 × 3 minimum area for the entropy analysis and an high entropy

(a) (b)

(c) (d)

Fig. 6. Intermediate results of crater detection. (a) Binary image generated by the entropy analy-
sis. (b) Binary image generated after detection of craters with radius between 5 and 20. (c) Binary
image generated after detection of craters with radius between 21 and 36. (d) Binary image gen-
erated after detection of craters with radius between 37 and 52. For (b), (c) and (d), the pixels
corresponding to the circles detected by the CHT are mapped to black.
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threshold equal to 3 due to the heavy presence of texture in the original image. Im-
ages corresponding to natural scenes, objects and faces with a textured background or
images with a high level of noise contain a large amount of information. It is natural
that those images contain more areas with high entropy than images with less textured
background. Fig. 6(a) shows the binary image generated during the entropy analysis.

We chose a threshold equal to 30 for the CHT method and divided the search into
runs containing 15 contiguous values of the radius. We focused on searching for craters
with radii varying from 5 to 52 pixels. It was also observed that the choice regarding the
search for only 15 radii at a time, combined with a threshold equals to 30 provided rea-
sonably good results. Since the values of the radius in each run are close, the difference
between the number of votes for the points corresponding to centers of well delimited
circles is usually not greater than 30. Our algorithm was able to detect 50 craters with
radii varying between 5 and 20 pixels, 2 craters with radii varying from 20 to 36 pixels
and one crater with radius equal to 45 pixels.

Fig. 5(b)shows the final image generated by the algorithm. The detected craters and
estimated center points are highlighted over the original image. Notice that for some
craters, the center points are slightly shifted to the left or right of the true center point
because the characteristic shadow inside the crater is also detected as an edge by the
entropy analysis. As presented in Figs. 6(b), 6(c) and 6(d), the algorithm cleans the
areas of the entropy analysis image corresponding to the craters found(by mapping
their pixels to black) after each CHT run. This cleaning process helps to decrease the
amount of noise and therefore undesirable circles overlapping for subsequent runs.

The heavy presence of texture in the image can highly impact the quality of the inter-
mediate image generated by the entropy analysis, which works also as a edge detector
tool based on entropy. As the level of texture or noise increases, so does the entropy
of regions in the picture. As consequence, the distinction between hight entropy nodes
that may contain edges becomes harder. On the other hand, the quality of the results
generated by the CHT method highly depend on the quality of the entropy analysis im-
age taken as input. Specially, as the detected edges get more and more similar to the
real crater edges, it becomes easier for the CHT method to accurately recognize those
circles corresponding to craters. We noticed that the image generated by the entropy
analysis does not show all the possible true edges corresponding to crater borders. In
order to avoid the capturing of heavy noise, we use a high entropy threshold. By using
such high threshold, the algorithm cannot capture true crater borders in areas where
the variance among the pixels is not high. As a consequence, those craters cannot be
detected by the CHT method. Therefore, improving the detection of edges for heavily
noisy or textured images during the entropy analysis can directly impact the quality of
the final results. Results also show that the algorithm may detect a larger number of
false positives craters as the radius increases. Remains of smaller circles that were not
completely cleaned from the binary image due to the imperfection of circle edges, may
contribute for undesirable circle overlapping in the Hough Space.

5 Conclusion

An algorithm to detect circles that can possibly correspond to craters in images was in-
troduced. The algorithm performs an information-theoretic analysis of the histogram of
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sub regions of the image in order to find complex areas that may contain edges. A mod-
ified CHT detects circles in those complex areas and provides information about center
points and radius of the circles found. A threshold corresponding to the maximum dis-
tance from the peak value in the accumulator array is used as stopping condition for the
method.

There is no external pre-processing of the original image 3 24 other than conversion
to JPEG format and resizing. No external edge filter is used to process the original image
prior to the CHT method.The entropy analysis works as an edge filter that generates the
binary image given as input to the CHT method. The heavy presence of noise and texture
may compromise the quality of the complex areas found during the entropy analysis
and impact the quality of the final results. Therefore, by improving the robustness of the
entropy analysis against heavy noise and texture, more craters will accurately be detected.

We intend to extend the application of information-theoretical techniques to other
structures associated with spatial data sets such as grid-files, (k, d)-trees, and R-trees.
Another area of great potential is the application of entropic quadtrees to the identifica-
tion of terrain areas that contain a high level of biodiversity.
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Abstract. Textual Feature Selection (TFS) is an important phase in the process 
of text classification. It aims to identify the most significant textual features (i.e. 
key words and/or phrases), in a textual dataset, that serve to distinguish between 
text categories. In TFS, basic techniques can be divided into two groups: lin-
guistic vs. statistical. For the purpose of building a language-independent text 
classifier, the study reported here is concerned with statistical TFS only. In this 
paper, we propose a novel statistical TFS approach that hybridizes the ideas of 
two existing techniques, DIAAF (Darmstadt Indexing Approach Association 
Factor) and RS (Relevancy Score). With respect to associative (text) classifica-
tion, the experimental results demonstrate that the proposed approach can pro-
duce greater classification accuracy than other alternative approaches. 

Keywords: Associative Classification, (Language-independent) Text Classifi-
cation, Text Mining, Textual Feature Selection. 

1   Introduction 

1.1   General Background 

The increasing number of electronic documents that are available to be explored on-
line has led to text mining becoming a promising school of current research in Knowl-
edge Discovery in Data (KDD), and is attracting increasing attention from a wide 
range of different groups of people. Text mining aims to extract various models of 
hidden, interesting, previously unknown and potentially useful knowledge (i.e. rules, 
patterns, regularities, customs, trends, etc.) from sets of collected textual data (i.e. 
web news, e-mails, research papers, meeting minutes, etc.), where a collected textual 
dataset can be sized in Giga-bytes. In a natural language context, a given textual data-
set is commonly refined to produce a documentbase ⎯ a set of electronic documents 
that typically consists of thousands of documents, where each document may contain 
hundreds of words. 
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One major application of text mining is Text Classification/Categorization (TC) ⎯ 
the automated assignation of “unseen” documents into predefined text groups. TC, as 
a well established research filed, has been studied for almost half a century; early 
work on TC can be dated back to the 1960s (see for instance [21]). During the past 
decade, TC has been extensively investigated at the intersection of research into KDD 
and machine learning. Machine learning based TC focuses on directly assigning “un-
seen” documents into text categories without being concerned with presenting to end 
users reasons why and how the classification predictions have been made. KDD based 
TC typically mines and generates human readable classification rules from textual 
data that are further used to build a text classifier for assigning “unseen” documents 
into text classes; such generated textual rules can be presented to the end user. In our 
study, we concentrate on KDD based TC. 

In general, TC can be divided into two groups: (i) single-label TC, which assigns 
each “unseen” document into exactly one (predefined) text class; and (ii) multi-label 
TC, which assigns each “unseen” document into one or more text class. With respect 
to single-label TC, three different approaches can be identified: (i) one-class TC, 
which learns from positive document samples only, and either assigns an “unseen” 
document into the predefined (text) class or ignores the assignation of this document; 
(ii) two-class (or binary) TC, which learns from both positive and negative document 
samples, and assigns each “unseen” document into the predefined class or the com-
plement of this class; and (iii) multi-class TC, which simultaneously deals with all 
given classes comprising all document samples, and assigns each “unseen” document 
into the most appropriate class. This paper is concerned with the single-label multi-
class TC study. 

Usually text mining requires the given documentbase to be first preprocessed so 
that it is in an appropriate format. Hence the process of TC, in a general context, can 
be identified as documentbase preprocessing plus data classification. The nature of 
such preprocessing comprises: (i) documentbase representation, the process of creat-
ing a data model to precisely interpret a given documentbase in an explicit and struc-
tured manner; and (ii) Textual Feature Selection (TFS), the process of extracting the 
most significant textual information from the given documentbase. 

In documentbase representations, the “bag of *” or Vector Space Model (VSM) 
[25] is considered to be appropriate for many text mining applications. The VSM can 
be described as follows: given a documentbase Đ, each document Dj ∈ Đ is repre-
sented by a single numeric vector, and each vector is a subset of some vocabulary V. 
The vocabulary V is a representation of the set of textual features (documentbase 
attributes) that are used to characterize the documents. The VSM is usually presented 
in a binary form, where “each coordinate of a document vector is zero (when the 
corresponding attribute is absent) or unity (when the corresponding attribute is pre-
sent)” [16]. In TC, there are two major approaches used to define the “bag of *” (vec-
tor space) model: the “bag of words” and the “bag of phrases”. The experimental 
work, in this paper, is designed with respect to both approaches. 

Theoretically speaking, the textual features of a document can include every word 
or phrase that might be expected to occur in a given documentbase. However, this is 
computationally unrealistic, so it requires some method of preprocessing documents  
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to identify the key textual features that will be useful for a particular text mining ap-
plication, such as TC. TFS aims to select a limited number of textual features from the 
entire set representing the documentbase. With respect to TFS (sometimes referred to 
as “textual feature reduction”), techniques can be generally divided into two groups: 
linguistic and statistical. 

Linguistic TFS methods identify significant textual features depending on the rules 
and/or regularities in semantics, syntax and/or lexicology. Typical methods in this 
group include: stop-word lists, stemming, lemmatization, part-of-speech tagging, etc. 
Such techniques are designed with particular languages and styles of language as the 
target, and involve deep linguistic analysis. For the purpose of building a language-
independent text classifier (e.g. [8, 29]) that is generally applicable to cross-lingual, 
multi-lingual and/or unknown-lingual textual data collections, the statistical approach 
is most appropriate. This is the focus of this paper. A number of statistical TS mecha-
nisms have been proposed, including: Darmstadt Indexing Approach Association 
Factor (DIAAF), Relevancy Score (RS), Mutual Information (MI), etc. 

Classification (or “data categorization”) deals with structured data, especially 
tabular data, and aims to assign “unseen” data instances into predefined data groups, 
based on a classifier constructed from a training set of data instances associating with 
(predefined) class-labels. Mechanisms on which classification algorithms have been 
based can be separated into two “families”: (i) classification direct learning, classifi-
cation without rule generation; and (ii) classification rule mining (e.g. [23]), classifi-
cation with rule generation (and presentation). 

Classification direct learning algorithms focus on directly categorizing “unseen” 
data records into predefined data groups without concern for presenting, to the end 
users, why and how the categorization predictions have been made. Typical mecha-
nisms include: naïve Bayes, support vector machine and neural networks. Classifica-
tion rule mining algorithms mine and generate human readable Classification Rules 
(CRs), again with the objective of building a classifier to classify “unseen” data in-
stances. Typical approaches include: decision trees (C4.5) [23] and RIPPER [9] (Re-
peated Incremental Pruning to Produce Error Reduction). 

One approach to classification rule mining other than C4.5 and RIPPER is to em-
ploy Association Rule Mining (ARM) [1] methods to identify the desired CRs, i.e. 
associative classification [2]. Associative classification mines a set of Classification 
Association Rules (CARs) from a class-transactional database. The authors of [6] 
and the authors of [28] together suggested that results presented in the studies of [19, 
20, 32] show that in many cases associative classification offers greater classification 
accuracy than other classification rule mining methods, such as C4.5 and RIPPER. 

During the past decade, associative classification has been applied to TC (e.g. [3, 8, 
29, 33]). Note that the binary format of the VSM representation translates easily into 
the class-transactional format. The advantages offered by associative classification, 
with respect to other classification rule mining approaches, can be summarized by 
quoting Antonie and Zaïane [3]: 

 
 Associative text classifier “is fast during both training and categorization 

phases”, especially when handling very large databases [3]. 
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 An associative text classifier “can be read, understood and modified by  
humans”. 

Given the above advantages offered by associative classification with respect to TC, 
this approach has been adopted in this paper to support the study of statistical TFS for 
language-independent TC. 

1.2   Contribution 

A hybrid statistical TFS approach is proposed, which integrates the ideas of two exist-
ing (statistical TFS) techniques: DIAAF (Darmstadt Indexing Approach Association 
Factor) and RS (Relevancy Score), namely Hybrid DIAAF/RS. The evaluation of 
Hybrid DIAAF/RS, under both the language-independent “bag of words” and “bag 
of phrases” documentbase representation settings, was conducted using the TFPC 
(Total From Partial Classification) associative classifier [5, 6, 7]; although any other 
associative classification algorithm could equally well have been employed. With 
respect to associative TC, the experimental results demonstrate that Hybrid 
DIAAF/RS can produce better classification accuracy than other statistical TFS ap-
proaches (e.g. DIAAF, RS, MI), thus improving the performance of language-
independent TC. 

1.3   Paper Organization 

The rest of this paper is organized as follows. Section 2 describes some related work 
relevant to our study, where both the language-independent “bag of words” and “bag 
of phrases” approaches are reviewed. The DIAAF and RS as well as MI statistical 
TFS mechanisms are outlined in section 3. In section 4, we propose the Hybrid 
DIAAF/RS (statistical TFS) approach. The experimental results are presented in 
section 5. Finally our conclusions and open issues for further research are given in 
section 6. 

2   Documentbase Representation 

2.1   Language-Independent “Bag of Words” 

The “bag of words” approach has been used in TC investigation for a long time. In 
this approach, each document is represented by the set of words that are used in the 
document. Information on the ordering of words within documents as well as the 
structure of the documents is lost. The problem with this approach is how to effec-
tively and efficiently select a limited, computationally manageable, subset of words 
from the entire set represented in the documentbase. Usually the “bag of words” ap-
proach first removes all punctuation marks (sometimes, all non-alphabetic characters, 
i.e. numbers, symbols, etc.) from the original documentbase. Then significant words 
that contribute to the TC task are selected using TFS. 

In [8] the authors introduce a three-phase framework for language-independent 
“bag of words” construction (as follows): 
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1. Words are first defined in a documentbase “as continuous sequences of alpha-
betic characters delimited by non-alphabetic characters, e.g. punctuation marks, 
white space and numbers”; all non-alphabetic characters are then removed from 
the documentbase. 

2. Common and rare words are collectively considered to be the noise words in a 
documentbase. They can be identified by their support value, i.e. the percentage 
of documents in the training dataset in which the word appears. Common words 
are words with a support value above a user-defined Upper Noise Threshold 
(UNT), and are referred to as upper noise words. Rare words are those with a 
support value below a user-defined Lower Noise Threshold (LNT), and are re-
ferred to as lower noise words. Both upper and lower noise words are then re-
moved from the documentbase. 

3. The desired set of significant words is drawn from an ordered list of potential 
significant words. A potential significant word also referred to as a key word is a 
non-noise word whose contribution value exceeds some user-specified threshold 
G. The contribution value of a word is a measure of the extent to which the word 
serves to differentiate between classes and can be calculated in a number of 
ways. Finally the first K words are selected from the ordered list of potential sig-
nificant words, which are further concerned in the CRM stage of TC. 
 

In the third phase, those words whose contribution value exceeds the threshold G are 
placed into a potential significant word list, in descending ordered according to the 
contribution value. This list may include words that are significant for more than one 
class (noted as “all words”), or it may be decided to include only those words that are 
significant with respect to one class only (i.e. “uniques”). From the potential signifi-
cant word list the final list of significant words are chosen. Two strategies can be 
proposed for achieving this. The first is to simply choose the first K words from the 
ordered list (the “top K”). This may, however, result in an unequal/unbalanced distri-
bution of significant words between classes. The second approach chooses the top “K 
/ |C|” words for each class (referred to as “dist”), so as to include an equal number of 
significant words for each class, where C is the set of predefined classes within a 
documentbase. 

2.2   Language-Independent “Bag of Phrases” 

Instead of representing a documentbase using words, many TC studies consider the 
usage of phrases. In the “bag of phrases” approach, each element in a document vec-
tor represents a phrase describing an ordered combination of words appearing con-
tiguously in sequence (sometimes with some maximum word gap). The motivation for 
this approach is that phrases carry more contextual and/or syntactic information than 
single words. For example Scheffer and Wrobel [26] argue that the “bag of words” 
representation does not distinguish between “I have no objections, thanks” and “No 
thanks, I have objections”. 

One “bag of phrases” approach is to use n-grams (see for instance [22]), where 
each sequence of n ordered and adjacent words in a document is identified as a phrase 
(n ≤ the size of the document). However, the main question with respect to n-grams is 
what should the value of n be? This remains a current research issue. 



 Statistical Textual Feature Selection for Language-Independent Text Classification 227 

 

In [8] the authors propose a language-independent “bag of phrases” approach based 
on the language-independent “bag of words” construction (see section 2.1). In section 
2.1, three categories of word were defined: 
 

 Upper Noise Words: Words whose support is above a user-defined UNT (Up-
per Noise Threshold); 

 Lower Noise Words: Words whose support is below a user-defined LNT 
(Lower Noise Threshold); and 

 Significant Words (G): Selected key words that are expected to serve to distin-
guish between classes. 

In this section, another two categories of word are further defined (also as introduced 
in [8]): 

 Ordinary Words (O): Other non-noise words that have not been selected as 
significant words; and 

 Stop Marks (S): The “key” punctuation marks: ‘,’ ‘.’ ‘:’ ‘;’ ‘!’ and ‘?’, referred 
to as delimiters, and used in phrase identification. All other non-alphabetic char-
acters are ignored. 

It also identifies (in [8]) two groups of categories of words: 

 Noise Words (N): The union of upper and lower noise words; and 
 Non-noise Words: The union of significant and ordinary words. 

Significant phrases are defined as sequences of words that include at least one signifi-
cant word. Four different schemes for determining phrases (and constructing a “bag of 
phrases”) were distinguished in [8], depending on: (i) what are used as delimiters and 
(ii) what the contents of the phrase should be made up of: 

 DelSNcontGO: Phrases are delimited by stop marks (S) and/or noise words (N), 
and made up of sequences of one or more significant words (G) and ordinary 
words (O). Sequences of ordinary words delimited by stop marks and/or noise 
words that do not include at least one significant word are ignored. 

 DelSNcontGW: As DelSNcontGO but replacing ordinary words in phrases by 
wild card symbols (W) that can be matched to any single word. The idea here is 
that much more generic phrases are generated. 

 DelSOcontGN: Phrases are delimited by stop marks (S) and/or ordinary words 
(O), and made up of sequences of one or more significant words (G) and noise 
words (N). Sequences of noise words delimited by stop marks and/or ordinary 
words that do not include at least one significant word are ignored. 

 DelSOcontGW: As DelSOcontGN but replacing noise words in phrases by wild 
card characters (W). Again the idea of this scheme is to produce generic phrases. 

The experimental results presented in [8] show that, with respect to the accuracy of 
classification, DelSNcontGO outperforms other alternative schemes. In this paper, the 
DelSNcontGO language-independent “bag of phrases” approach will be returned to in 
Section 5 (experimental results). 



228 Y.J. Wang et al. 

 

3   Statistical Textual Feature Selection 

Statistical TFS mechanisms are desired to automatically calculate a weighting score 
for each textual feature in a document. A significant textual feature is one whose 
weighting score exceeds a user-supplied weighting threshold. These techniques do 
not involve linguistic analysis. With regard to TC, the common intuitions are as 
follows: 

 The more times a textual feature appears across the documentbase in documents 
of all classes the worse it is at discriminating between the classes. 

 The more times a textual feature uniquely appears in a class the more relevant it 
is to this particular class. 

In the past, a number of statistical models have been proposed in statistical TFS; three 
major ones are introduced as follows: Darmstadt Indexing Approach Association 
Factor (DIAAF), Relevancy Score (RS), and Mutual Information (MI). 

 
 DIAAF: Originally, the Darmstadt Indexing Approach (DIA) [13] was “devel-

oped for automatic indexing with a prescribed indexing vocabulary” [14]. In 
machine learning, the author of [27] indicates that DIA “considers properties (of 
terms, documents, categories, or pairwise relationships among these) as basic 
dimensions of the learning space”. Examples of such properties include docu-
ment length, occurrence frequency between textual features and predefined 
classes, training data generality of each predefined class, etc. One pair-wise rela-
tionship in consideration herein is the term-category relationship, noted as the 
DIA Association Factor (DIAAF) [27], which can be employed to select signifi-
cant textual features for TC problems. The computation of DIAAF score, also 
reported in [12], is achieved by using a probabilistic (Pr) form: 

diaaf_score(uh, Ci) = Pr(Ci | uh) = count(uh ∈ Ci) / count(uh ∈ Đ) , 

where Đ represents a given documentbase, uh represents a textual feature in Đ, 
Ci represents a set of documents (in Đ) labeling with a particular text class, 
count(uh ∈ Ci) is the number of documents containing uh in Ci, and count(uh ∈ 
Đ) is the number of documents containing uh in Đ. The DIAAF score expresses 
the proportion of the feature’s occurrence in the given class divided by the fea-
ture’s documentbase occurrence. 

 RS: The initial concept of RS was given by Salton and Buckley [24], as rele-
vancy weight. It aims to measure how “unbalanced” a textual feature (term) uh is 
across documents in a documentbase Đ with and without a particular text class 
Ci. They define a term’s relevancy weight as: “the proportion of relevant docu-
ments in which a term occurs divided by the proportion of nonrelevant items in 
which the term occurs” [24]. In [31] the idea of RS was based on relevancy 
weight with the objective of selecting significant textual features in Đ for the TC 
application. A term’s relevancy score can be defined (in logarithm) as: the num-
ber of relevant (the target text class associated) documents in which a term oc-
curs divided by the number of non-relevant documents in which a term occurs. 
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Sebastiani [27] and Fragoudis et al. [12] calculate the RS score in probabilistic 
(Pr) form using: 

relevancy_score(uh, Ci) = log((Pr(uh | Ci) + d) / (Pr(uh | ¬Ci) + d)) , 

where ¬Ci (equals to Đ – Ci) represents the set of documents labeling with the 
complement of the predefined class Ci, and d is a constant damping factor. In 
[31] the value of d was initialized as 1/6. This formula can also be written in the 
following form: 

relevancy_score(uh, Ci) = log((count(uh ∈ Ci) / |Ci| + d) 
/ (count(uh ∈ (Đ – Ci)) / |Đ – Ci| + d)) , 

where |Ci| is the size function of set Ci, |Đ – Ci| is the size function of set Đ – Ci, 
and count(uh ∈ (Đ – Ci)) is the number of documents containing uh in Đ – Ci. 

 MI: Another important existing statistical TFS mechanism other than DIAAF 
and RS is Mutual Information (MI). Early study of MI can be seen in [4] and 
[11]. This statistical model is applied to determine whether a genuine association 
exists between two textual features or not. In TC, MI has been broadly utilized in 
a variety of approaches to select the most significant textual features that serve 
to classify documents. The computation of the MI score between a textual fea-
ture uh and a predefined text class Ci, also reported in [12], is achieved using: 

mi_score(uh, Ci) = log(Pr(uh | Ci) / Pr(uh)) . 

This score expresses the proportion (in a logarithmic term) of the frequency with 
which the feature occurs in documents of the given class divided by the feature’s 
documentbase frequency. 

4   Proposed Textual Feature Selection 

With respect to language-independent TC, we propose a novel statistical TFS tech-
nique in this section. In the previous section, two statistical TFS mechanisms DIAAF 
and RS were described. The proposed technique is a variant of the original RS ap-
proach that makes use of the DIAAF approach, namely Hybrid DIAAF/RS. 

Recall that the formula for calculating the RS score is given by: 

relevancy_score(uh, Ci) = log((Pr(uh | Ci) + d) / (Pr(uh | ¬Ci) + d)) . 

The core computations here can be recognized as Pr(uh | Ci) and Pr(uh | ¬Ci). The 
DIAAF score is calculated using: 

diaaf_score(uh, Ci) = Pr(Ci | uh) . 

Substituting for the core computations into the RS score formula using the DIAAF 
(related) formula, a new RS fashion formula (Hybrid DIAAF/RS) is defined: 

diaaf-relevancy_score(uh, Ci) = log((Pr(Ci | uh) + d) / (Pr(Ci | ¬uh) + d)) , 

where ¬uh represents a document that does not involve the feature uh, and d is a con-
stant damping factor (as mentioned in the original RS). The formula can be further 
expanded as: 
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diaaf-relevancy_score(uh, Ci) = log((count(uh ∈ Ci) / count(uh ∈ Đ) + d) / 
((count(¬uh ∈ Ci) / count(¬uh ∈ Đ) + d)) , 

where count(¬uh ∈ Ci) is the number of documents containing no uh in Ci, and 
count(¬uh ∈ Đ) is the number of documents containing no uh in Đ. 

The algorithm for identifying significant textual features (i.e. key words in our 
situation, with regard to sections 2.1 and 2.2) in Đ, based on Hybrid DIAAF/RS, is 
given in Algorithm 1 (as follows): 

 

Algorithm 1: Key Word Identification – Hybrid DIAAF/RS 
Input:(a) A documentbase Đ (the training part, where the  

noise words have been removed); 
 (b) A user-defined significance threshold G; 
 (c) A constant damping factor d; 
Output:  A set of identified key words SKW; 
Begin Algorithm: 
(1) SKW  an empty set for holding the identified key  

words in Đ; 
(2) C  catch the set of predefined text classes  

within Đ; 
(3) WGLO  read Đ to create a global word set, where the  

word documentbase support suppGLO is  
associated with each word uh in WGLO; 

(4) for each Ci ∈ C do 
(5)      WLOC  read documents that reference Ci to  

create a local word set, where the local  
support suppLOC is associated with each  
word uh in WLOC; 

(6)      for each word uh ∈ WLOC do 
(7)           contribution  log(((uh.suppLOC / uh.suppGLO)  

+ d) / ((|Ci| – uh.suppLOC)  
/ (|Đ| – uh.suppGLO) + d)); 

(8)           if (contribution ≥ G) then  
(9)                add uh into SKW; 
(10)      end for 
(11) end for 
(12) return (SKW); 
End Algorithm 

An example of Hybrid DIAAF/RS score calculation is provided in Table 1. Given 
a documentbase Đ containing 100 documents equally divided into 4 classes (i.e. 25 
per class), and assuming that word uh appears in 30 of the documents and that the 
value of d (constant damping factor) is 0, then the Hybrid DIAAF/RS score per class 
can be calculated as shown in the table. 

The rationale of this approach is that a significant textual feature (term) with re-
spect to a particular text class should have: 
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1. A high ratio of the class based term support (document frequency) to the docu-
mentbase term support; and/or 

2. A low ratio of the class based term support of non-appearance to the document-
base term support of non-appearance. 

Table 1. An example of the Hybrid DIAAF/RS score calculation 

Class 
# docs 

per class 

# docs 
with uh 

per class 

# docs 
without 
uh per 
class 

# docs 
with uh 

in Đ 

# docs 
without 
uh in Đ 

Pr(Ci | 
uh) + d 

Pr(Ci | 
¬uh) + d 

Hybrid 
DIAAF/ 

RS 
Score 

1 25 15 10 30 70 0.500 0.143 0.544 

2 25 10 15 30 70 0.333 0.214 0.192 

3 25 5 20 30 70 0.167 0.286 -0.234 

4 25 0 25 30 70 0 0.357 -∞ 

5   Experimental Results 

In this section, we present an evaluation of our proposed statistical TFS approach, 
using three popular text collections: Usenet Articles, Reuters-21578 and MedLine-
OHSUMED. The aim of this evaluation is to assess the approach with respect to the 
accuracy of classification in both language-independent “bag of words” (section 2.1) 
and “bag of phrases” (section 2.2) settings. All evaluations given in this section were 
conducted using the TFPC1 associative classification algorithm; although any other 
associative classifier could equally well have been employed. All algorithms involved 
in the evaluation were implemented using the standard Java programming language. 
The experiments were run on a 1.87 GHz Intel(R) Core(TM)2 CPU with 2.00 GB of 
RAM running under Windows Command Processor. 

5.1   Experimental Data Description 

For the experiments outlined in the following subsections, five individual document-
bases were used. Each was extracted (with regard to the documentbase extraction idea 
in [30]) from one of the three above mentioned text collections. 

The Usenet Articles collection is a popular text collection compiled by Lang [17] 
from 20 different newsgroups, and is sometimes referred to as the “20 Newsgroups” 
collection. Each newsgroup represents a predefined class. There are exactly 1,000 
documents per class with one exception, the class “soc.religion.christian” that con-
tains 997 documents only. In comparison with other common text collections, the 
structure of “20 Newsgroups” is relatively “neat”, every document is labeled with one 
class only, and almost all documents have a “proper” text-content. In the context of 
this paper, a proper text-content document is one that contains at least q recognized 
words. The value of q is usually small (q is set to be 20 in our study). Previous TC 

                                                           
1 TFPC software may be obtained from  

http://www.csc.liv.ac.uk/~frans/KDD/Software/Apriori-TFPC/aprioriTFPC.html 
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studies have used this text collection in various ways. For example, in [10] the entire 
“20 Newsgroups” was randomly divided into two non-overlapping and (almost) 
equally sized documentbases covering 10 classes each. In this paper we adopted the 
approach of [10]. The entire collection was randomly split into two documentbases 
covering 10 classes each: 20NG.D10000.C10 and 20NG.D9997.C10. 

Reuters-21578 is another well known text collection widely applied in text mining. 
It comprises 21,578 documents collected from the Reuters newswire service with 135 
predefined classes. However, many TC studies (see for example [18, 34]) have used 
only the 10 most populous classes. There are 68 classes that consist of fewer than 10 
documents, and many others consist of fewer than 100 documents. The extracted 
documentbase, suggested in [18] and [34], is referred to as Reuters.D10247.C10 and 
comprises 10,247 documents with 10 classes. However this documentbase includes 
multi-labeled documents that are inappropriate for a single-label TC investigation (the 
approach adopted in our study). In this paper, the processing of the Reuters-21578 
based documentbase comprised two stages: (1) identification of the top-10 populous 
classes, as in [18] and [34]; and (2) removal of multi-labeled and/or non-text docu-
ments from each class. As a consequence the class “wheat” had only one “qualified” 
document, and no document was found for class “corn”. Hence, the final document-
base, namely Reuters.D6643.C8, omitted the “wheat” and “corn”, classes leaving a 
total of 6,643 documents in 8 classes. 

The MedLine-OHSUMED text collection, collected by Hersh et al. [15], consists 
of 348,566 records relating to 14,631 predefined MeSH (Medical Subject Headings) 
categories. The OHSUMED collection accounts for a subset of the MedLine text 
collection for 1987 to 1991. The process of extracting a documentbase from Med-
Line-OHSUMED in our study can be detailed as follows. First, the top-100 most 
populous classes were identified in the collection. These included many super-and-
sub class-relationships. Due to the difficulty of obtaining a precise description of all 
the possible taxonomy-like class-relationships, we simply selected two sets (groups) 
of 10 target-classes from these classes by hand, so as to exclude obvious super and 
sub class-relationships in each group. Documents that are either multi-labeled or 
without a proper text-content (containing < q recognized words) were then removed 
from each class. Finally two documentbases, namely OHSUMED.D6855.C10 and 
OHSUMED.D7427.C10, were created. 

5.2   Results Using the “Bag of Words” Representation 

This section, reports on a set of experiments to evaluate the proposed Hybrid 
DIAAF/RS TFS approach, in comparison of alternative mechanisms (i.e. DIAAF, 
RS, and MI), with respect to the “bag of words” representation. Accuracy figures, 
describing the proportion of correctly classified “unseen” documents, were obtained 
using Ten-fold Cross Validation (TCV). A support threshold value of 0.1%, a confi-
dence threshold value of 35% and a Lower Noise Threshold (LNT) value of 0.2% 
were used as suggested in [8] and [29]. The Upper Noise Threshold (UNT) value was 
set to be 20%. Following the main findings of [8] the evaluations were conducted 
using: (i) the “all words” rather than “uniques” strategy in the construction of a poten-
tial significant word list, and (ii) the “dist” rather than “top K” strategy for choosing 
the final significant words. The parameter K (maximum number of selected final 
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significant words) was set to 1,000. To ensure that sufficient potential significant 
words were generated for each category, the G parameter was given a zero minimal 
value so that the parameter could be ignored. In both RS and Hybrid DIAAF/RS, 0 
was used as the constant damping factor value. 

Table 2. Classification accuracy — comparison of the four statistical TFS approaches in the 
language-independent “bag of words” setting 

 DIAAF RS MI DIAAF/RS 

20NG.D10000.C10 76.72 76.72 76.72 77.01 

20NG.D9997.C10 80.61 80.61 80.61 80.75 

Reuters.D6643.C8 85.40 86.34 86.56 86.81 

OHSUMED.D6855.C10 77.54 79.28 79.27 79.17 

OHSUMED.D7427.C10 78.97 77.21 77.45 78.12 

Average Accuracy 79.85 80.03 80.12 80.37 

# of Best Accuracies 1 1 0 3 

 
The results presented in Table 2 compare 20 classification accuracy values (using 

the “bag of words” representation) using the test documentbases. From Table 2 it can 
be seen that the proposed Hybrid DIAAF/RS technique worked better than the other 
alternative approaches: 

1. The overall average classification accuracy throughout can be ranked in order as: 
Hybrid DIAAF/RS (80.37%), MI (80.12%), RS (80.03%) and DIAAF (79.85%). 

2. The number of cases of best classification accuracies obtained throughout the five 
documentbases can be ranked in order as: Hybrid DIAAF/RS (3 out of 5 cases), 
DIAAF (1 case), RS (1 case), and MI (none of any case). 

5.3   Results Using the “Bag of Phrases” Representation 

In this section, we present the experimental results comparing the proposed Hybrid 
DIAAF/RS TFS approach with previously developed TFS methods (i.e. DIAAF, RS, 
and MI) using the language-independent “bag of phrases” representation. According 
to the results presented in [8], the DelSNcontGO phrase generation scheme outper-
forms other alternative schemes, thus DelSNcontGO was selected to be used in our 
experiments. All parameters in this section were kept consistent to the parameter 
setting described in section 5.2 except that K was set to 900 for the OHSUMED 
documentbases. The reason to decrease the value of K was that using K = 1,000 gen-
erated more than 215 while the TFPC associative classifier limited the total number of 
identified attributes2 (significant words/phrases) to 215. 

Table 3 gives the 20 classification accuracy values obtained using the given  
documentbases. From Table 3 it can be seen that the proposed Hybrid DIAAF/RS 
approach outperforms the other alternative approaches: 

 

                                                           
2 The TFPC algorithm stores attributes as a signed short integer. 
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1. The overall average classification accuracy can be ranked ordered as follows: 
Hybrid DIAAF/RS (81.01%), DIAAF (80.75%), RS (80.52%) and MI (80.49%). 

2. The number of cases of best classification accuracies obtained throughout the five 
documentbases can be ranked in order as: Hybrid DIAAF/RS (3 out of 5 cases), 
DIAAF (1 case), RS (1 case), and MI (none of any case). 

Table 3. Classification accuracy — comparison of the four statistical TFS approaches in the 
language-independent “bag of phrases” setting 

 DIAAF RS MI DIAAF/RS 

20NG.D10000.C10 76.96 76.96 76.96 77.32 

20NG.D9997.C10 81.72 81.72 81.72 82.09 

Reuters.D6643.C8 87.63 87.94 87.99 88.53 

OHSUMED.D6855.C10 79.20 80.16 80.04 80.03 

OHSUMED.D7427.C10 78.24 75.80 75.75 77.07 

Average Accuracy 80.75 80.52 80.49 81.01 

# of Best Accuracies 1 1 0 3 

6   Conclusions 

This paper is concerned with an investigation of the statistical textual feature selection 
for (single-label multi-class) language-independent text classification. An overview of 
the language-independent documentbase preprocessing, in terms of the “bag of 
words” and the “bag of phrases” documentbase representations, was provided in sec-
tion 2. Both the DIAAF and RS statistical TFS techniques were reviewed in section 3. 
A Hybrid DIAAF/RS (statistical) TFS approach was consequently introduced in 
section 4, which integrates the ideas of DIAAF and RS. From the experimental re-
sults, it can be seen that the proposed Hybrid DIAAF/RS approach outperforms 
other alternative (statistical TFS) mechanisms in both the language-independent “bag 
of words” and “bag of phrases” settings regarding the approach of associative classi-
fication, Hybrid DIAAF/RS produced the greatest average classification accuracy 
and the highest number of cases of best classification accuracies throughout the five 
chosen textual datasets (documentbases). This in turn improves the performance of 
language-independent text classification. 

The results presented in this paper corroborate that the traditional text classification 
problem can be solved, with good classification accuracy, in a language-independent 
manner. Further research is suggested to identify the improved statistical textual fea-
ture selection mechanism and further improve the performance of language-
independent text classification. 
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Abstract. Digital videos represent a fundamental informative source of
those events that occur during a penal proceedings, which thanks to the
technologies available nowadays, can be stored, organized and retrieved
in short time and with low cost. However, considering the dimension
that a video source can assume during a trial recording, several require-
ments have been pointed out by judicial actors: fast navigation of the
stream, efficient access to data inside and effective representation of rel-
evant contents. One of the possible solutions to these requirements is
represented by multimedia summarization aimed at deriving a synthetic
representation of audio/video contents, characterized by a limited loss of
meaningful information. In this paper a multimedia summarization envi-
ronment is proposed for defining a storyboard for proceedings celebrated
into courtrooms.

1 Introduction and Motivation

Multimedia summarization techniques analyze several informative sources com-
prises into a multimedia document, with the aim of extracting a semantic
abstract. Multimedia summarization techniques available in literature can be
divided in three main categories: (1) internal techniques, which exploit low level
features of audio, video and text; (2) external techniques, which refer to the in-
formation typically associated with a viewing activity and interaction with the
user; (3) hybrid techniques, which combine internal and external information.

These techniques are focused on different types of features: (a) domain specific,
i.e. typical characteristics of a given domain known a priori and (b) non-domain
specific, i.e. non-generic features associated with a particular context.

With respect to internal techniques the main goal is to analyze low-level fea-
tures derived from text, images and audio contents within a multimedia docu-
ment. Interesting example can be found in [1], [2] and [3]. In [1] the semantics
of objects and events occurring within news video are extracted from subtitles
and used to specialize / improve the systems of automatic speech recognition. In
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[2] the performance related to the identification of special events are increased
by combining scene recognition techniques with OCR-based approaches for sub-
titles recognition in baseball video documents. In [2] the scenes containing text
in football videos are recognized using OCR techniques, for then a subsequent
identification of key events through audio and video features.

In order to reduce the semantic gap between low level features and semantic
concepts, research is moving towards the inclusion of external information that
usually comprise knowledge about user-based information and the context in
which a multimedia document evolves. The techniques able to generate a video
summary on the basis of external information are limited to three case stud-
ies [4] [5] [6] focused on using domain specific features. In [4] a summarization
technique is proposed in order to gather context information from the acqui-
sition/registration phase, in particular by monitoring the movement of citizens
around their houses. Cameras at a specific position and pressure sensors are used
to track users. Since users are not required to provide any kind of information,
the summary is produced by analyzing data concerning the movement (such as
the distance between steps and direction changes). In [5] and [6] semantic anno-
tations, collected during the production phase of the video and described by the
standard MPEG-7, are analyzed. In particular in [6] a sequence of audio-video
segments is produced on the basis of annotations from video sports (baseball
matches), such as players’ names or specific events occurring during the match.
In [5] a video, characterized by a set of MPEG-7 macro-semantic annotations
collected during the acquisition phase, is further annotated by users in order to
indicate their level of interest in each video segment. The associations between
preferences and the macro-annotations are then modelled by using supervised
learning approaches to enable the generation of automatic summary of new mul-
timedia documents.

An attempt that tries to combine the peculiarities of the previous techniques
is represented by Hybrid Techniques. Hybrid summarisation techniques combine
the advantages provided by internal and external approaches by analyzing a
combination of internal and external information. As overviewed for the pre-
vious techniques, the hybrid ones can be distinguished in domain specific and
non-domain specific. Examples of domain-specific hybrid techniques are related
to music videos [7], broadcast news [8] and movies [9]. In non-domain specific
approaches we can find two main investigations:

- in [10] the summarization approach could be described by two stages: (1)
frames are grouped by a clustering approach, using colour image features; (2)
during the editing phase, manual annotations of the representative frame of each
cluster, with a subsequent spread to frames of the same cluster, are required.
The summaryof is then generated by choosing those representative elements of
each cluster matching the user query.
- in [11] an annotation tool is used during the editing phase in order to propagate
semantic descriptors to non-labelled contents. During the summary generation
phase, the user profile is considered in order to create a customized synthetic
representation.
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According to the output that a multimedia summarization technique should
generate, we can distinguish between static and dynamic summaries. A static
summary, also known also as storyboard, can be viewed as a series of key frames
or video segments. Approaches for static summaries are focused on identifying
relevant contents, do not considering the sequential aspect. They are described by
a sub-sampling activity tuned according to the number of desired key-frames.
Their use is related to hypermedia documents in order to access the internal
parts of a multimedia source. This kind of summary should respect the following
requirements: (1) conciseness, they do not to exceed a given limit related to
the number of images (key frames), (2) content coverage, they should maximize
(minimize) the similarity (dissimilarity) between images for the selection of key
frames. A dynamic summary, also known as video skim, consists of a sequence
of images associated to their soundtrack. They are generally presented as a
video clip or trailer and can be viewed as a preview of the original video, where
unimportant shots and scenes are omitted. This kind of summary should respect
the following requirements: (1) conciseness, they do not to exceed a given time
limit, (2) content coverage, they should maximize the temporal distribution of
original video, (3) visual consistency, must minimize the frequency of changes
of scene.

There are many differences between static and dynamic summary. The static
video summary can be obtained more quickly than the dynamic one because it is
focused on the use of only visual features, derived from the images that compose
the video itself, without taking into account information from the audio stream.
Consequently, once identified the key frames, the creation of the storyboard is a
simple activity: audio/video synchronization is not required. A further advantage
provided by the static summary is related to the temporal order of the frames:
the user is able to quickly understand the contents of a video by looking directly
at the sequence of the selected frames. Concerning with dynamic video summary,
there are other types of benefits. Dynamic summaries, compared to static ones,
use the information coming from the audio stream in a rational way: if on one
hand there is a high computational complexity, on the other hand there is a gain
in terms of meaning provided by the audio stream.

By analyzing the state of the art related to multimedia summarization tech-
niques, no evidences about summaries over courtroom proceedings are given.
The main reasons behind this lack are related to the characteristic of the judi-
cial domain: (1) courtroom recordings are usually charachterized by low quality
of audio and video sources; (2) significant events occurring during a debate are
not characterized by low level features and therefore we need to understand se-
mantic concepts of interest; (3) a very high level of compression is expected,
implying a summary with 2-5 keyframes (which is difficult to derive only from
images). For this reasons a comprehensive approach for tackling the current con-
straints need to be defined. In this paper we are mainly addressing the problem
of deriving a storyboard of a multimedia document coming from penal proceed-
ings recordings, by proposing an external summarization technique based on
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the unsupervised clustering algorithm named Induced Bisecting K-Means. The
main outline of this paper is the following. In section 2 the proposed multimedia
summarization environment is presented. In section 3 the workflow for deriving
a storyboard for the judicial actors is described. In section 4 details about the
exploited clustering algorithm are given. Finally, in section 5 conclusions are
derived.

2 Multimedia Summarization Environment

In order to address the problem of defining a short and meaningful representation
of a debate that is celebrated within a law courtroom, we propose a multimedia
summarization environment based on unsupervised learning. The main goal is
to create a storyboard of either a hearing or an entire proceedings, by taking
into account the semantic information embedded into a courtroom recording.
In particular, the main information sources exploited for producing a multimedia
summary are represented by:

– automatic speech transcriptions that correspond to what is uttered by the
actors involved into hearings/proceedings. The automatic transcription are
provided by Automatic Speech Recognition (ASR) systems, investigated in
[14] [15], trained on real judicial data coming from courtrooms. Since it is
impossible to derive a deterministic formula able to create a link between the
acoustic signal of an utterance and the related sequence of associated words,
the ASR system exploits a statistical-probabilistic formulations based on
Hidden Markov Models [17]. In particular, a combination of two probabilis-
tic models is used: an acoustic model able to represent phonetics, pronounce
variability, time dynamics (co-utterance), and a language model able to rep-
resent the knowledge about word sequences.

– automatic audio annotations coming from emotional states recognition (for
example fear, neutral, anger). The emotional state annotations are derived
through a framework based on a Multi-layer Support Vector Machine ap-
proach [18]. Given a set of sentences uttered by different speakers, a features
extraction step is firstly performed in order to map the vocal signals into de-
scriptive attributes (prosodic features, formant frequencies, energy, Mel Fre-
quency Cepstral Coefficients, etc...). These features are then used to create
a classification model able to infer emotional states of unlabelled speakers.

– automatic video annotations that correspond to what happen during a de-
bate (for instance change of witness posture, new witness, behavior of a
given actor). The motion analysis of judicial videos is based on a combina-
tions of video processing algorithms, in order to achieve reliable localization
and tracking of significant features. In order to analyze the motions taking
place in a video, and to track gestures or head movements of given subjects
(typically the witnesses), the optical flow is extracted as the moving points.
Then active pixels are separated from the static ones using a kurtosis-based
method and finally through a wavelet based approach extracting relevant
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features. At this stage the link between low level features and a given set of
relevant actions is performed through the induction of Bayesian learner.

The Multimedia Summarization Environment includes two different modules:
the acquisition module and the summarization module.

– The acquisition module, given a textual query specified by the end user,
retrieves multimedia information from the Multimedia Database in terms of
audio-video track(s), speech transcription and semantic annotations.

– The summarization module is aimed at producing a storyboard by exploiting
the information retrieved by the acquisition module. The summary is cre-
ated by focusing on maximally query-relevant passages and reducing cross-
document redundancy.

A simple overview of the modules involved into the multimedia summarization
environment is depicted in figure 1 (a).

3 Multimedia Summarization Workflow

In order to summarize a multimedia document according to the user needs, a
query statement is specified to start the entire workflow (see figure 1 (b)).

The user query is specified at the graphic interface level, where a list of trials
are available, in terms of keywords in which we are interested (whatever is uttered
by the involved speaker, the emotional state of actors, etc...).

(a) Overview of the multimedia summa-
rization macro-modules

(b) Overview of the multimedia summa-
rization workflow

Fig. 1. Multimedia Summarizaion Environment
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Once the query has been specified, it is submitted to the pre-processing mod-
ule. The aim of this module is to optimize the user query by eliminating noise
and by reducing the size of vocabulary, i.e. stop words removal and stemming are
performed to enhance retrieval performance on transcription and annotations.

After the preprocessing activity the query is submitted to the retrieval module,
which is aimed at accessing to the multimedia database, in order to identify all the
information matching the user query: transcription of the debate, audio annota-
tions and videos annotations. At this level, two possibilities are given to the end
user: to summarize an entire trial or only those sub-parts of the proceedings that
match the query. In the first case the user query is used to retrieve the multime-
dia documents related to a trial by executing a high-level skimming of the overall
database. After this initial step all the clips of the retrieved hearing are consid-
ered for producing the summary. In the second case the query is used to scan the
database in a more exhaustive way so that, within a given trial, only the audio,
video and textual clips that completely match the user query are retrieved.

In both cases we refer to a (audio, video and textual) clip as a consecutive
portion of a debate in which there is one speaker whom is active, i.e. there exist
a sequence of words uttered by the same speaker without breaking due to other
speakers. Indeed, a clip compreses a textual transcription for each speaker period
with the corresponding audio/video tags.

The next step in the multimedia summarization workflow relates to data rep-
resentation module. The aim of this module is to combine information coming
from different sources in order to create a unified representation. This activ-
ity is performed through a feature vector representation, where all the infor-
mation able to characterize the audio, video and textual clip of interest are
managed as features and weights. Examples of features exploited by this repre-
sentation are given by the textual transcription, the audio and video tag, the
start and end time of the relevant sub-parts of the debate. In particular, two
matrices are defined to be exploited by the summarization module: one matrix

Fig. 2. Dichotimic tree generated by Induced Bisecting K-Means
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associated with speech transcription and one matrix associated to the audio and
video annotations. The first matrix, defined as numerical, represents textual
transcription scoring, obtained through the TFIDF weighting technique [19]. A
speech transcription segment associated to a single speaker is mapped into a
row, while each term is mapped into a column. The second matrix, defined as
binary, represents the presence or absence of a specific audio/video annotation
associated to a transcription.

Starting from these two matrices, the multimedia summarization module may
start the summary generation. The core component is based on a clustering al-
gorithm named Induced Bisecting K-means [13]. The algorithm creates a hier-
archical organization of (audio, video and textual) clips, by grouping in several
clusters hearings (or sub-parts of them) according to a given similarity metric.
This algorithm is able to build a dichotomic tree in which coherent concepts
are grouped together, i.e. each cluster created by the algorithm contains a set
of audio, video and textual clips representing similar concepts that are coherent
with the user query (see figure 2).

The last step relates to the storyboard construction, where the final story-
board is derived from the dichotomic tree structure produced by the Induced
Bisecting K-means algorithm. Given the dichotomic tree, a pruning step is per-
formed in order to choose only those clusters that satisfy a given intra-cluster
similarity requirements [20]. Suppose that the pruning activity after the In-
duced Bisecting K-means returns a set of clusters as reported in figure 3 where
C1, C2 and C3 are the resulting clusters and the clips named 1, . . . , 9 represent
the sub-parts of the debate. The storyboard construction activity considers the
representative elements of each cluster (centroids) as the relevant clips for the
summary. The storyboard is generated by presenting to the end user the first
frame of each centroid, connected to the corresponding audio, video and textual

Fig. 3. Clustering output
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information, references of the trial/hearing, start and end time of the segments
and so on. By referencing figure 3, only the first frames related to segments 1, 3
and 8 (representative of the obtained 3 clusters) are presented to the end user
as pictures that could be clicked to start the corresponding audio-video portion.

In the following subsection details about the core component of the multime-
dia summarization environment, i.e. the Induced Bisecting K-Means clustering
algorithm, are given.

4 The Hierarchical Clustering Algorithm

The approaches proposed in the literature for hierarchical clustering were mostly
statistical with a high computational complexity . A novel approach, Bisecting
k-Means was proposed in [12], has a linear complexity and is relatively efficient
and scalable. It starts with a single cluster of multimedia clips and works in the
following way:

Algorithm 1. Bisecting K-Means
1: Pick a cluster S of clips ml to split
2: Set K as the number of clusters to be obtained
3: Select two random seeds which are the initial representative clips (centroids)
4: Find 2 sub-clusters S1 and S2 using the basic k-Means algorithm1.
5: Repeat step 2 and 3 for ITER times and take the split that produces the clustering

with the highest Intra Cluster Similarity (ICS)1

6: ICS(Sp) =
1

|Sp|2
∑

mi,mj∈Sp

sim(mi, mj)

7: Repeat steps 1, 2 and 3 until the desired number of clusters is obtained.

The major disadvantage of this algorithm is related to the requirements about
the specification (a priori) of the parameters K and ITER. An incorrect esti-
mation of K and ITER may lead to poor clustering accuracy. Moreover, the
algorithm is sensitive to the noise tath may affect the computation of cluster
centroids. Consider for instance N as the number of clips belonging to the clus-
ter p and R as the set of their indices. The jth feature of the cluster centroid -

used by the k-Means algorithm during step 3 - is computed as cp
j =

1
N

∑

r∈R

mrj

where mrj is the vectorial representation of the jth feature of the ith clip. Con-
sequently, the centroid cp

j may contain the contribution of noisy features that
the pre-processing phase is not be able to remove. To overcome these two prob-
lems we exploit an extended version of the Standard Bisecting k-Means, named
Induced Bisecting k-Means [13], whose main steps are described as follows:

1 The similarity metric is a linear combination of the cosine similarity, for the numer-
ical vectors concerned with transcriptions, and the jaccard similarity, for the binary
vectors concerned with audio/video annotations.
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Algorithm 2. Induced Bisecting K-Means
1: Set the Intra Cluster Similarity (ICS) threshold parameter τ
2: Build a distance matrix A whose elements represents distance between couple of

clips2

3: Select, as centroids, the two clips i and j s.t. aij = max
l,m

Alm

4: Find 2 sub-clusters S1 and S2 using the basic k-Means algorithm
5: Check the ICS of S1 and S2 as
6: If the ICS value of a cluster is smaller than τ , then reapply the divisive process

to this set, starting form step 2
7: If the ICS value of a cluster is over a given threshold, then stop. 6. The entire

process will finish when there are no sub-clusters to divide.

The main differences of this algorithm with respect to the Standard Bisecting
k- Means consist in: (1) how the initial centroids are chosen: as centroids of the
two child clusters we select the clips of the parent cluster having the greatest
distance between them; (2) the cluster splitting rule: a cluster is split in two
subclusters if the Intra Cluster Similarity is smaller than the threshold value τ .
Therefore, no input parameters K and ITER must be specified by the user. Our
algorithm outputs a binary tree of clips, where each node represents a collection
of similar clips. This dichotomic structure is then processed according to [20], in
order to obtain a flat representation of clusters.

In order to perform an initial evaluation of the proposed multimedia summa-
rization environmen, we considered 25 real proceedings characterized by a set of
3825 clips. A first analysis of the summary generated by our approach highlights
two main peculiaries: high level of compression of the comprised multimedia
documents, where two or three key frames per proceedings have been extracted,
and high level of precision, i.e. the generated multimedia summaries contain the
most important parts of the considered proceedings.

5 Conclusion and Future Work

In this paper a multimedia summarization environment has been presented in
order to allow judicial actors to browse and navigate multimedia documents re-
lated to penal hearings/proceedings. The main component of this environment
is represented by the summarization module, which creates a storyboard for the
end user by exploiting several semantic information embedded into a courtroom
recording. In particular, automatic speech transcriptions joint with automatic
audio and video annotations have been used for deriving a compressed and mean-
ingful representation of what happens into a law courtroom. Our work is now
focused on creating a testing environment for a quality assessment of the pro-
duced storyboard.
2 The distance metric is a linear combination of a cosine-based distance, for the numer-

ical vectors concerned with transcriptions, and the jaccard distance, for the binary
vectors concerned with audio/video annotations.
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ranked by their correlations to the target vector. These relevance scores
are then integrated with correlations between features in order to ob-
tain a set of relevant and least–redundant features. Applied measures
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include Kolmogorov–Smirnov (KS) test, Spearman correlations, Jensen–
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“value difference metric“ (VDM) and present a simple measure, which
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Feature selection generally means considering subsets of features and eventu-
ally choosing the best of these subsets. The “goodness“ of feature subsets can
be estimated by filters, such as statistical or information theoretic measures, or
by a performance score of a classifier (wrappers). Currently many approaches
to feature selection in bioinformatics are either based on rank filters (univari-
ate filter paradigm) and thereby do not take into account relationships between
features, or are wrapper approaches which require high computational costs.

Multivariate filter-based feature selection has enjoyed increased popularity re-
cently [2]. The approach is generally low on computational costs. Filter–based
techniques provide a clear picture of why a certain feature subset is chosen
through the use of scoring methods in which inherent characteristics of the se-
lected set of variables is optimized. In comparison wrapper-based approaches
treat selection as a black-box and optimize the prediction ability according to a
chosen classifier.

In feature selection, it is important to choose features that are relevant for
prediction, but at the same time it is important to have a set of features which is
not redundant in order to increase robustness. [3,4,5,6,7,8,9,10] have elaborated
on the concepts of redundancy and relevance for feature selection. [11,4,9] pre-
sented feature selection in a framework they call min-redundancy max-relevance
(here short mRmR) that integrates relevance and redundancy information of
each variable into a single scoring mechanism.

Our data consist of slices in a 3-D volume taken from CT of bones, into
which a tracing material was introduced1. Fig. 1 shows the alien biomaterial
marked in white on the right and organic bone material (referred to henceforth
as non-biomaterial in order to distinguish it from the introduced biomaterial).
For the classification task, the introduced biomaterial is the target class and
relatively small as compared to the non-target class. The volume centers around
the introduced material and hence, percentage of biomaterial is greatest in the
centers (around 10 percent), becoming less towards the exteriors.

In this article we present an experimental evaluation of several filters for com-
puting redundancy and relevance. In section 2 we will introduce the concepts of
redundancy and relevance and compare several measures. We put emphasis on
non–parametric filters that are low on computational costs, using very simple den-
sity estimation. Section 3 describes experimental methodology and the results are
presented in section 4. In section 5 we then discuss and draw some conclusions.

2 Feature Selection with Relevance and Redundancy

In feature selection the aim is to choose a subset of features in order to improve
performance and efficiency with respect to a task (in our case classification) and
to reduce noise. Information loss in the reduction of the feature space should be
kept as small as possible so the resulting space can provide enough information
for classification.
1 Samples from the data set are available on the homepage of one of the authors:
http://www.maia.ub.es/~maite/out-slice-250-299.arff
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A central slice and its labels

Fig. 1. A central slice in the 3-D volume (left) and its labels (right) marked white

Relevance measures the “goodness“ of the projection from individual at-
tributes to labels. Redundancy measures how similar features are (or inversely,
how much adding a feature to a given set of features contributes to prediction2).
As such, both redundancy and relevance measures fall into the class of measures
for statistical dependence, distributional similarity, or divergence measure.3

We will now outline several relevance and redundancy criteria based on
mutual information, statistical tests, probability distributions, and correlation
coefficients. Since we do not know, the true distribution of the data, we prefer non-
parametric and model-free metrics. Non-parametric tests have less power (i. e. the
probability that they reject the null hypothesis is smaller) but should be preferred
when distributions could be non–gaussian.Furthermore non–parametric filters are
generally more robust to outliers than parametric tests.

Within the context of feature selection, we will write targets as Y ∈ CN , |C| =
d, C = {c1, ..., cd} and denote feature i as Xi, with elements xk

i .

2.1 Relevance Criteria

Relevance is distributional similarity between a continous feature vector and a
target vector. In this article we consider the case of two classes (binary classifi-
cation). Relevance criteria determine how well a variable discriminates between
the classes. They are a measure between a feature and the class, i. e.

Rel(X, Y ) ≡ how useful is X for predicting Y. (1)

2 Even though, redundancies can be n-ary relations of features, henceforth we will
take redundancies to mean binary relations, i. e. between only two features, which
is how it was used in [11,4,9].

3 Shortly, while similarity and divergence are two different concepts, in this context,
divergence or distance is taken to mean dissimilarity.
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The relevance criteria that we discuss and use later in experiments are:

– Symmetric Uncertainty (SU)
– Spearman rank correlation coefficient (CC)
– Value Difference Metric (VDM)
– Fit Criterion (FC)

Of these, symmetric uncertainty was used before as a relevance criterion [5,7].
Symmetric uncertainty is symmetric and scaled mutual information [12]. Mu-
tual information was used by [4,9] and by [3]. [13] used normalized mutual
information for gene selection.

As for Spearman correlations, we did not find a prior publication that refers
to it as a relevance criterion, but we thought it might be better to use a non-
parametric measure instead of relying on linear correlations (Pearson product–
moment correlations), which have been used before as relevance measure [14,8].
We did not use Pearson correlations because of their sensibility to extreme val-
ues, their focus on strictly linear relationships, and the assumption of gaussianity.
For non-gaussian data rank–correlations should be preferred over Pearson corre-
lations (see [15] on rank correlations and [16] as one of many recommendations
to use Spearman correlations instead).

We show how a measure of probability difference, similar to one presented
before as the “value difference metric“ [17], can be adapted as a relevance cri-
terion. We propose a new measure, which we call “fit criterion“ which measures
relevance similar to the z-score.

Value Difference Metric. We will refer to p(X) as the probability function of
variable X , p([X

∣
∣Y = ci]) as the probability function of X with target Y = ci,

and p(X = x) as the probability density of X at x.
We define a simple, continuous, monotonic function that measures overlap

between two variables X1 and X2:
(∫

|p(X1 = x) − p(X2 = x)|q dx

)1/q

, where q is a parameter (2)

We chose q = 1, which has been used similarly by [17,18,19] under the name
value difference metric as distance measure.

Given that the probabilities that X is equal to a given x for all possible values
of x is 1,

∫

p(x) dx = 1, total divergence would give the sum
∫

p(X1 = x) dx +
∫

p(X2 = x) dx = 2 (3)

In order to have a range between 0 and 1 we divided by 2. This gives a very
intuitive, vertical distance between the probability mass functions.

VDM(X1, X2) =
1
2

∫

|p(X1 = x) − p(X2 = x)| dx (4)

Our VDM relevance measure is based on the idea that conditional distributions
of variables

{

p([Xi|Y = cj ])
∣
∣j = 1, . . . , d

}

should be distinct from each other.
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We define VDM relevance (to which we will refer to short as VDM) of a feature
X and labels Y with two classes c1 and c2 as:

VDM(X, Y ) =
1
2

∫

|p(X = x|c1) − p(X = x|c2)| dx (5)

Fit Criterion. For a given point x a criterion of fit to one distribution X1 could
be defined as the points distance to the center of the distribution X1 in terms
of the variance of the distribution varX1 .

∣
∣x − X1

∣
∣

varX1

(6)

where X is a center of the distribution (as given e. g. by the mean or median4).
and var denotes some measure of statistical dispersion, (e. g. the mean absolute
deviation from the mean)

A decision criterion for whether a point x belongs to distribution X1 or to
distribution X2 could be this:

FCP(x, X1, X2) =

⎧

⎨

⎩

1 if |x−X1|
varX1

<
|x−X2|
varX2

2 if |x−X1|
varX1

>
|x−X2|
varX2

(7)

In the case that both distances were equal we chose arbitrarily.
We refer to FCP as the fit criterion for a given point.
More general for k distributions and a feature, this can be expressed as

FCP(x, X) = argi=1...,k min

∣
∣x − X i

∣
∣

varXi

(8)

We now show the derivation of the decision boundary ẋ that results from FCP
given again two distributions X1 and X2. Our decision boundary ẋ is at equal
distance to both μX1 in terms of σX1 and μX2 in terms of σX2 .

|μX1 − ẋ|
σX1

=
|μX2 − ẋ|

σX2

(9)

We also know that ẋ is between μX1 and μX2 . We assume μX1 ≤ μX2 and
therefore μX1 ≤ ẋ ≤ μX2 and resolve

ẋ =
μX1 σX2 + σX1 μX2

σX2 + σX1

(if μX1 ≤ μX2) (10)

Such decision boundaries ignore many of the characteristics of the distributions,
but are unbiased between different distributions, because they do not take into

4 The choice between mean and median should depend on characteristics of the data
and the task. However, as the classical center of gravity the mean is preferable.



Redundancy and Relevance Measures for Feature Selection 253

account prior class-probabilities. Note that the above expression loses meaning
with long tails and with n-modal distributions (n > 1).

For the decision, whether x from distribution X1 belongs to class c1 or c2 we
write FCP(x, [X1|Y = c1], [X |Y = c2]).

For calculating relevance based on the FCP, we proceed with the conditional
distributions p([Xi|Y = c1]), Xi, where corresponding targets are equal to c1,
and for each point x ∈ Xi we compute the FCP, i. e. the class which point
x should belong to according to equation 8. This is then matched with the
target labels and the percentage of correct classification by equation 8. We use
this as a relevance criterion and call it “fit criterion“ (short “FC“). Given data
[X |Y = ci] of features X =

{

xj
i

∣
∣i = 1 . . . m, j = 1 . . .N

}

⊂ R
Nm, where N is

the number of points and m the number of features, and matching class labels
Y =

{

yj
∣
∣j = 1 . . .N

} ∈ CN , we define the relevance fit criterion for binary class
labels in Y and some feature Xk as:

FC(Xk, Y ) =
1
n

N∑

i=1

1FCP(xi
k,[Xk|yi=c1],[Xk|yi=c2])=yi, (11)

where 1 is an indicator function returning 1 (correct) or 0 (incorrect) depending
on the correctness of the prediction by FCP. This relevance criterion takes the
average accuracy of the separation by the σ–normalized distance from centers of
distribution Xk given label c1 and given label c2, respectively.

2.2 Redundancy Criteria

Redundancy criteria measure similarity between the distribution of attributes
and the distribution of labels5.

Formally the redundancy between features X1 and X2 given class targets
Y ∈ CN = {c1, . . . , d}N can be written as

Red(X1, X2, Y ) =
1
d

d∑

i=1

Δ ([X1|Y = ci], [X2|Y = ci]), (12)

where [X1|Y = ci] denotes the distribution of feature 1, given class i (i. e.
{X l

1|∀l, Y l = ci}, and Δ one of the distributional similarity measures that will
follow in this subsubsection. There could be more advantageous ways to combine
the conditional metrics than the arithmetic mean as in equation 12, but we chose
consciously a conservative one.

Relevance and redundancy measures are tests for the goodness-of-fit and as
such, we could use similar or even the same functions for measuring redundancy
and relevance. Given a relevance measure Rel(), features X1 and X2, and targets

5 As such there exists abundant literature on goodness of fit however we did not find
comparisons within the context of feature selection for pattern recognition.
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Y ∈ CN , we can define

Red(X1, X2, Y ) =
1
d

d∑

i=1

(Rel([X1|Y = ci], [X2|Y = ci])) . (13)

We used these redundancy criteria:

– Kolmogorov-Smirnov test on class-conditional distributions (RKSC)
– Kolmogorov-Smirnov test ignoring classes (RKSD)
– Redundancy VDM (RVDM)
– Redundancy Fit Criterion (RFC)
– Spearman rank correlation coefficients (RCC)
– Jensen-Shannon Divergence (RJS)
– Sign–test (RST)

Redundancy can be measured taking into account classes or without respect to a
given class. For purpose of comparison, we include two redundancy criteria that
differ only in whether or not they use class information, RKSC and RKSD. We
compute all redundancy measures on the class conditional distributions except
for RKSD. Recently, Zhang et al. found that taking class–specific correlations
they obtained better results.

The Jensen-Shannon divergence is a symmetric and scaled version of the
Kullback-Leibler divergence (sometimes: information divergence, information
gain, relative entropy, which is an information theoretic measure of the difference
between two probability distributions P and Q [20].

We will describe the redundancy VDM and the redundancy fit criterion in
the following.

Redundancy Fit Criterion. Equation 11 gives the goodness of fit with re-
spect to two classes, c1 and c2, averaged over all points of a feature Xk. The
binary sequence behind the sum represents correct class attributions (hits, 1)
and incorrect class attributions (misses, 0) for each point of a feature Xk. Let
us write the indicator function (and binary vector) corresponding to feature Xk

as hitsXk ∈ {1, 0}N , where N are the number of points of Xk. We define hits as:

hits
{

1 if FCP(xi
k,

[

Xk|yi = c1

]

,
[

Xk|yi = c2

]

) = yi

0 otherwise (14)

A very simple similarity measure between two features X1 and X2 given their
binary sequences hitsX1 and hitsX2 could be the normalized sum of hits combined
by binary operators:

RFCX1,X2 =
∑

(hitsX1 ∧ hitsX2) ∨ (¬hitsX1 ∧ ¬hitsX2)
N

(15)

This formula quantifies the percentage of identically classified points. We will
refer to this measure as the redundancy fit criterion“ (short “RFC“).
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3 Experiments

We benchmarked the feature selection quality resulting from redundancy and
relevance information combined by different selection schemes. Additionally we
selected features based on unitary filters, i. e. based on either relevance or re-
dundancy. We benchmarked first each relevance and redundancy criterion on
its own by unitary filters, then all 28 combinations of mentioned relevance and
redundancy measures with different selection schemes and random selection. We
selected feature sets of different sizes (S = [4, 8, 12, 16, 20, 30, 45, 60, 80, 100]6).

We compared five basic feature selection schemes. In the simplest selection
scheme, at each iteration we take the most relevant feature and discard all fea-
tures for which redundancy with the newly chosen features exceeds a threshold.
We iterate over these two steps until no features are left. This scheme was pre-
sented by [5] and we refer to it henceforth as “Greedy“. Varying the redundancy
thresholds we obtain a different number of features. As for the second selection
scheme we order features by either rel

red or rel − red and choosing the first s.
This schemes, presented by [9,4] were called minimum redundancy maximum
relevance quotient (mRmRQ) and minimum redundancy maximum relevance dif-
ference (mRmRD), respectively. In [21] we presented a selection scheme based
on an attractor network, which was thought to be capable of integrating more
complex redundancy interactions between features (henceforth called Hopfield)
and was comparable in performance to the mRmR framework. This is our third
selection scheme. As our last selection scheme we rely on unitary filters which
means either only relevance or only redundancy was taken into account. For the
relevance case, the s most relevant features were used, and for the redundancy
case, starting from the complete set of features, at each step the most redundant
feature is removed until the desired numbers of features s are left. At last, we
also compared a baseline of random selection.

We applied three classifiers for benchmarking. These were Näıve Bayes, Gen-
tleBoost, and a linear Support Vector Machine. As for Näıve Bayes we relied
on our own implementation for multi-valued attributes using 100 bins. For Gen-
tleBoost we used 50 iterations. For SVM classification, we used libsvm [22].
Features were z-normalized and the cost function was made to compensate
for unequal class priors, i. e. the weight of the less frequent class was set to
max

(
�(Y =c2)
�(Y =c1)

, �(Y =c1)
�(Y =c2)

)

. We set the SVM complexity parameter C to 1 which
seemed to be a good choice and in the right order of magnitude.

At each number of features – in order to have many validations at acceptable
speed – we made 10 random samplings of size n/10 and for each sampling we
did 5-fold cross-validation. As for random feature selection, we did 10 random
samplings of the data of size n/10 and tested 10 random selections of features
in 5-fold cross-validation.

The complete feature set consisted of 127 features. We included 10 features
from the Laplacian Pyramid [23], 100 Gabor features [24] in 10 orientations

6 This choice expresses an emphasis on feature sets of sizes ≤ 30 because that was
were they were the greatest differences between the different methods.
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and 10 scales, 9 features from luminance contrast [25], 7 features from texture
contrast [26], and intensity.We added 50 useless variables (probes) which good
feature selection methods should eliminate. 49 of these probes were random
variables. 25 of those standard normal distributed, 24 uniformly distributed in
the interval (0, 1). The last probe was a variable of zeros.

The experiments and comparisons following in this section are therefore based
on a set of 177 features and their respective relevance measures and mutual
redundancies. Details on the methods can be found in [27].

4 Results

Within the scope of this article we focus on these questions:

1. What are the best measures of relevance and redundancy (RR)?
(a) What is the best redundancy and relevance (RR) combination?
(b) What is the best redundancy measure?
(c) What is the best relevance measure?

2. Do class-conditional distributions give better redundancy estimations?

Question 1 concerns comparisons of relevance and redundancy measures. In par-
ticular this concerns comparisons of combinations of redundancy and relevance
measures, and of redundancy measures and relevance measures, respectively,
among themselves.

In subsection 2.2 we proposed to calculate redundancy criteria based on class-
conditional distributions. As for question 2, we want to resolve whether this made
sense, looking at RKSC and RKSD redundancy criteria which only differ in using
class-conditional distributions and total distributions.

4.1 Statistical Evaluation

We used AUC as our performance measure. Following the recommendations
of [28] we did not base our statistics on performances of single folds but took
averages (medians7) over folds.

In table 1 redundancy and relevance combinations are compared over all clas-
sifiers, all numbers of features, and mRmRQ, mRmRD, and Hopfield. Tables 2
and 3 analyze redundancy measures and relevance measures, respectively, over

7 According to the central limit theorem, any sum (such as e. g. a performance bench-
mark), if of finite variance, of many independent identically distributed random
features will converge to a Gaussian distribution. This is however not necessarily to
expect for only 5 values, i. e. from 5-folds of cross-validations. After finding partly
huge differences between means and medians over cross-validations, in pre-trial runs,
we decided to take the more robust median (which in case of normal distributions is
equal to the arithmetic mean anyway). As for the error-bar, we plot the interquartile
range (short: IQR), which is the difference between values at the first (25%) and the
third quartile (75%).
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all classifiers, numbers of features, mRmRQ/D, and Hopfield, and relevance or
redundancy measures, respectively.

A difficulty with regard to the Greedy method is that it produces feature
sets with an unpredictable number of features. We included all Greedy schemes
in number-of-features specific comparison tables using a threshold of
|sdesign−sGreedy |

sdesign
≤ 0.1.

We now explain the format of the result tables. The first column gives the
name of the method, specified by selection scheme, redundancy, and relevance
measures8. The second column indicates the rank of the method within methods
compared in the same table. Ordering follows by mean rank of performance
(third column). Median performance and interquartile range of the vector of
performance scores (columns four and five) served for statistical comparisons by
Friedman test and Nemenyi post-hoc test (F/N), and Wilcoxon Signed Rank
Test (SR). One-to-one comparisons of methods by these statistical tests can be
found in columns six and seven as win and loss scores (W/L) indicating statistical
significance.

4.2 Redundancy and Relevance Measures

In table 1 you can find a ranking of RR combinations over all numbers of features
and over mRmRQ/D and Hopfield.

The best combination was RVDM with FC. The table shows nearly coher-
ent groupings by relevance measure. Everything including SU is clearly on the
bottom. Also bad, but better than SU we find combinations with CC relevance.
RFC and RCC redundancy seem worse than others, with RCC having greater
deviation. A good redundancy measure seems to be RVDM.

In table 2 we see rankings of redundancy measures averaged (medians) over
mRmRQ/D and Hopfield over all numbers of features. Here the clear winner is
RJS, followed by RVDM and RST together with highly correlated RKSC and
RKSD. RFC comes last, after RCC. Both had been only low correlated to the
other measures (and higly negatively with each other).

A comparison of relevance measures we find in table 3. The statistics are again
over mRmRQ/D and Hopfield and over all numbers of features. VDM and FC,
which had been found highly correlating, are clearly the best relevance measures.
CC comes before SU, which is the clear looser.

4.3 Class-Conditional Distributions

We used two redundancy criteria based on the Kolmogorov-Smirnov (KS) test,
RKSC and RKSD. RKSD was computed based on the total distributions and
RKSC on the class-conditional distributions, i. e.

RKSD(X1, X2) = KS(X1, X2) (16)

8 In the case of table 1 the average is taken over selection scheme.
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Table 1. RR Combinations over mRmRQ/D and Hopfield, and over all Numbers of
Features

index mean rank median iqr F/N W/L SR W/L

RVDM+FC 1 7.85 0.97 0.04 17/0 25/0

RCC+VDM 2 7.99 0.97 0.03 17/0 25/1

RVDM+VDM 3 8.38 0.97 0.04 18/0 24/0

RJS+VDM 4 8.63 0.97 0.04 17/0 24/1

RJS+FC 5 9.63 0.97 0.04 14/0 19/4

RKSC+VDM 6 9.89 0.96 0.07 17/0 19/4

RST+VDM 7 10.07 0.97 0.04 16/1 20/4

RKSD+VDM 8 10.14 0.96 0.07 16/2 15/6

RFC+VDM 9 10.39 0.97 0.03 16/2 16/4

RKSC+FC 10 10.68 0.96 0.09 16/0 14/7

RKSD+FC 11 10.73 0.96 0.09 16/1 14/7

RST+FC 12 11.07 0.97 0.08 15/3 16/7

RCC+FC 13 13.72 0.96 0.07 8/10 10/12

RJS+CC 14 13.94 0.96 0.05 9/12 13/10

RFC+FC 15 13.95 0.96 0.07 9/9 9/13

RST+CC 16 14.10 0.95 0.06 8/11 11/13

RVDM+CC 17 14.52 0.96 0.06 8/12 10/15

RCC+CC 18 15.42 0.95 0.05 7/14 10/8

RKSC+CC 19 15.62 0.95 0.08 9/13 9/17

RKSD+CC 20 16.08 0.95 0.08 8/14 8/18

RFC+CC 21 17.52 0.94 0.04 7/17 7/20

RJS+SU 22 17.92 0.94 0.09 6/21 6/21

RVDM+SU 23 19.60 0.87 0.16 3/22 3/22

RST+SU 24 21.28 0.88 0.13 4/23 4/23

RKSC+SU 25 21.51 0.86 0.15 3/23 3/23

RKSD+SU 26 21.98 0.86 0.15 2/24 2/24

RFC+SU 27 26.62 0.79 0.18 0/26 1/26

RCC+SU 28 26.79 0.84 0.17 0/26 0/27

Table 2. Redundancy over mRmRQ/D and Hopfield, and all Numbers of Features

index mean rank median iqr F/N W/L SR W/L

RJS 1 2.68 0.97 0.04 5/0 6/0

RVDM 2 2.94 0.96 0.04 3/0 5/1

RST 3 3.82 0.96 0.07 2/2 3/2

RKSC 4 4.23 0.95 0.08 2/2 2/3

RKSD 5 4.38 0.95 0.08 1/3 1/4

RCC 6 4.54 0.95 0.06 0/2 0/2

RFC 7 5.40 0.95 0.05 0/4 0/5
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Table 3. Relevance over mRmRQ/D and Hopfield, and all Numbers of Features

index mean rank median iqr F/N W/L SR W/L

VDM 1 1.49 0.97 0.04 2/0 3/0

FC 2 1.88 0.97 0.06 2/0 2/1

CC 3 2.76 0.95 0.04 1/2 1/2

SU 4 3.86 0.86 0.12 0/3 0/3

and

RKSC(X1, X2, Y ) =
1
d

d∑

i=1

KS([X1|Y = ci], [X2|Y = ci]), (17)

where KS refers to the p-values of the KS test.
We had introduced both RKSC and RKSD in order to test, whether it is

better to use class-conditional distributions for redundancy estimation. They
had a Spearman correlation coefficient of 0.96.

Table 2 shows the small difference between the two measures could have made
a difference in performance with RKSC performing better than RKSD. The dif-
ference in performance is statistically significant according to the Wilcoxon test,
but not significant according to the stricter Friedman and Nemenyi tests. We can
conclude that estimations based on class-conditional distributions serve equal or
better for redundancy measures than estimations based on the distribution totals.

5 Conclusions

In this article, we presented a framework for measuring redundancy and rele-
vance of features and compared several measures. We present several measures
of redundancy and relevance within this framework, including VDM and the
fit criterion (FC) which helped us to select a feature set for our classification
task. As for relevance and redundancy measures, while there cannot be any sin-
gle universally best measure for all applications, we hope that our experimental
comparison can give some hints as to the applicability and usefulness of some
measures.

The comparison of redundancy measures and as well of relevance measures
is complicated because of different scales and different levels of distinction For
example, the KS-test gave very few different values, while RFC gave a broad
variety of different values. Relevance measures differ greatly with respect to
the importance they assign to different features. VDM and FC, and SU and
CC demonstrated large correlations (ρ > 0.65). Relevance measures seem to
concur on the relevance on some features, however there are huge differences
with respect to others. In particular, we observed that CC and SU attribute
lower relevance to some Gabor filters than to some probes. RKSC and RKSD
(unsurprisingly because they are so similar) were found very highly correlating
with one-another (ρ = 0.96). Both of them also were highly correlated with
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RST(ρ > 0.8). RCC correlated negatively with some measures, most markedly
with RFC (ρ = −0.61).

As for the redundancy measures, the Jensen-Shannon Divergence, RVDM,
and the sign-test were good. RFC which is based on the relevance measure FC
may have been too simple. There are other options for redundancy fit criterion,
for example, quantifying only the number of incorrectly classified points. Better
options could also instead of binary sequences hitsXk involve continuous values
between 0 and 1 that express confidence of assignment.

As for symmetric uncertainty, we did not optimize the density estimation be-
forehand and took the most simple and straightforward means we could imagine
and which worked fine for the naive Bayes. We think that this density estimation
affected SU. We concede that a more careful treatment may be necessary.

Of the other relevance measures, VDM and the fit criterion were the best.
CC suffered from that it favored the zero-feature. Because of the formulation,
Spearman rank correlation coefficients are unsuitable for comparisons between
distributions with highly unequal scales, such as the case for comparing classes
(set cardinality 2) and continuous features. The Pearson correlation coefficient
suffers the same weakness [29]. We expect, the Kendall rank correlation coeffi-
cient (see [30]), another much used rank correlation, to have similar problems in
dealing with distributions. Other correlation measures could bring an improve-
ment, such as possibly [31].

RVDM and RFC performed very good as unitary filters. Integration of SU
makes performance degrade in many cases with a given redundancy measure
when compared to other relevance measures. RCC is a bad measure for re-
dundancy; performance was worst when using only RCC (Red:RCC) and any
information helped improve performance. RKSD was also bad, RKSC slightly
better. Over the different integration schemes, the measures for redundancy and
relevance differed in their contribution.

We computed normalized frequencies of probes for selection based on either
only relevance or only redundancy (not shown). As for relevance measures, VDM
and FC came before CC and SU (which corresponds to their performance rank-
ing). As for redundancy measures, RCC lets slip in many probes, which seems to
have caused the mediocre performances with RCC redundancy. RFC and RJS
also were more tolerant to probes.
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Abstract. The purpose of this study was to develop a product design model for
estimating the impact toughness of low-alloy steel plates. The rejection proba-
bility in a Charpy-V test (CVT) is predicted with process variables and chemical
composition. The proposed method is suitable for the whole production line of
a steel plate mill, including all grades of steel in production. The quantile re-
gression model was compared to the joint model of mean and dispersion and the
constant variance model. The quantile regression model proved out to be the most
effective method for modelling a highly complicated property at this extent.

Next, the developed model will be implemented into a graphical simulation
tool that is in daily use in the product planning department and already contains
some other mechanical property models. The model will guide designers in pre-
dicting the related risk of rejection and in producing desired properties in the
product at lower cost.

Keywords: MLP, quantile regression, Charpy-V test, product design.

1 Introduction

Manufacturers in steel industry try to improve their competitiveness with different
strategies. Small manufacturers may choose to compete with high quality and short de-
livery time instead of a large volume, but as a result the process control is more difficult
to maintain to gain optimal properties to the product. The goal is to reduce the process
variability, and it can be achieved with the assistance of design models for products or
production. For a complicated phenomena it is much easier to build models that con-
cern only specific products or subgroups of the production. However, the interpolation
capability of these models is inadequate. Much more useful model can be achieved by
including the whole process to modelling and this way allowing the transfer of informa-
tion between products. It is much more difficult to build a model for the whole process,
but there are powerful data mining methods that can help to achieve this goal.

Typically, one steel plant can have hundreds of products, and yet, the customers
might make enquiries of new ones. The product design department will benefit from a
model that has good interpolation capabilities, when responding to the customers’ qual-
ity requirements. Rejections in qualification tests are very expensive for the company.
As a result, the motivation to reduce the number of rejected plates has aroused interest
to develop models that provide help for process planning.

Impact toughness (or notch toughness) is steel’s mechanical property that describes
how well does the steel resist fracturing at predefined temperature, when hard impact

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 263–276, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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suddenly hits the object. The property is crucial for steel products that are used in cold
and harsh environments e.g. ships, derricks and bridges. Qualification of the impact
toughness requirements of a steel plate is verified with a Charpy-V test (CVT), which
is a cost-effective material testing procedure. [1],[2] The test is performed on three dif-
ferent samples from every test unit, and the plate is accepted if the average of the mea-
surements is higher than the requirement and none of the measurements is 30% below
the requirement. When a product is designed, the risk of rejection in the CVT should be
minimized. A model for rejection probability prediction would help in achieving this
goal, but the modelling task is not easy. Three measurements should be transformed to
one target variable that would preserve the information about the uncertainty caused by
scattered measurements.

Transition behaviour is typical for ferritic steel qualities [3]. However, the impact
toughness of these qualities can be affected by chemical composition and thermome-
chanical treatments. The effect of carbon concentration on transition behaviour is il-
lustrated in Fig.1. Steel is ductile at higher temperatures (the area is called the upper
shelf) and it gets brittle at low temperatures (the lower shelf). The transition tempera-
ture is determined from the average of the upper and lower shelves. When the carbon
concentration is low, the transition region from ductile to brittle is narrow, the upper
shelf is high, and the slope between the shelves is steep. An increase in the carbon con-
centration lowers the upper shelf and also widens the transition region. The effect of
other alloying elements and process parameters on transition behaviour is similar (or
reversed, if the parameter has a positive effect on impact toughness). The complicated
interactions between these factors bring a challenge to modelling, as elements that are
harmful alone can produce a desirable effect together with another component (e.g.
nitrogen and aluminium).

Steel’s behaviour in the transition region brings uncertainty to modelling, because
in this area the force required to break the test bar can vary dramatically. The measure-
ments can show upper shelf energy, lower shelf energy or something in between. Factors
that raise the transition temperature (e.g. carbon, nitrogen, grain size) have a negative
effect on impact toughness, as well. Furthermore, if the grain size is not uniform in the
product, the transition temperature is affected by the biggest grain size instead of the
average grain size. At room temperature steel can perform well in the impact toughness
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Fig. 1. Effect of carbon concentration on transition behaviour (temperature on the x-axis and
absorbed energy on the y-axis)
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test, but when the temperature falls, its performance weakens. [3] In this study, the most
demanding steel qualities are tested at temperatures as low as −100◦C.

Industrial process data is often heteroscedastic and non-Gaussian. In other words, it
is not rare that the noise process of the model is input-dependent or that the dependent
variable may be highly skewed. If the model simply estimates the conditional mean of
the target data by minimizing the sum of squared errors (SSE) function, and ignores
these conditions, the performance will be poor. Furthermore, when predicting extreme
events, as the rejection in quality test, the conventional SSE-model will consistently
under-predict these events. [4]

There are several possibilities to take into account this predictive uncertainty. Dis-
persion model joins together the mean and variance models and takes into account the
heteroscedasticity. The quantile regression model enables to include the form of the
distribution into prediction.

In the literature, the most common concern in impact toughness modelling is
behaviour inside the transition region (the upper and lower shelf energies, the slope
between them, and the ductile-to-brittle transition temperature) [5],[6]. Charpy-V mod-
elling of weld seams is probably the most widely studied application area [7].

Both neural networks and traditional regression methods have been used in mod-
elling, [8] but only a few of the studies have concentrated on how to predict the risk of
disqualification and how to handle three measurements of every test unit. Golodnikov
et al. used a quantile regression model for CVT modelling with a small data set. The
test was performed on only one grade of steel and only at one test temperature. [9] The
study of Golodnikov et al. did not consider the rejection probability in CVT, but the
focus was on predicting the three CVT measurement values from the CVT distribution.

Quantile regression has been widely used by economists and ecologists, and for med-
ical applications, survival analysis, financial economics, environmental modelling and
detection of heterostcedasticity [10],[11]. Especially economical applications may in-
volve very large data sets, but the method is rarely used for industrial applications. Nev-
ertheless, many applications may benefit more from the estimation of extreme values
instead of the mean. Methods for joint modelling of mean and dispersion in different
industrial applications have been studied widely, [12],[13],[14] and the typical method
is to perform heteroscedastic regression with generalised linear models (GLM).

In this study the goal was to develop a product design model for all grades of steel
and test temperatures in production, so that the model can be utilized to predict the
related risk of rejection in the CVT.

2 Joint Modelling of Mean and Dispersion

When not only the mean but also error variance is dependent on the explanatory vari-
ables, the assumption of constant variance is not satisfactory. If there were information
about dispersion, distribution of the mean could be predicted in greater detail. [15],[16]

Dispersion modelling has been employed to analyze quality improvement experi-
ments designed to find the process settings that minimize variance under given condi-
tions. Models of dispersion can be used in tolerance design, for example, because the
model points out the sources that produce variation in the process. [12]
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The purpose of variance function estimation is to model the structure of the variances
as a function of predictors [13]. The most common responses for variance modelling
are ε̂2i = (yi − μ̂i)2 and logε̂2i . In a case of a normally distributed response, squared
residuals are suitable because of the result

ε ∼ N(0, σ2) ⇒ ε2 ∼ Gamma(σ2, 2), (1)

where notation y ∼ Gamma(μ, s) means that y is Gamma- distributed with expectation
μ and variance sμ2. When the response logε̂2i is used, the model is fitted using least
squares. [15]

3 Quantile Regression Model

Because for some products the CVT measurements can be highly scattered, the rejec-
tion model should be able to recognize the form of the distribution. The CVT has two
different rules for rejection and the impact toughness model should be able to recog-
nize both of them. In some cases the model with average of the measurements fails to
recognize the increased risk of rejection. It is much more informative to focus on the
lower quantiles of the probability distribution of the measurements instead.

Quantile regression is a method that enables the estimation of conditional quantiles
of a response variable distribution, and therefore provides information of not just the
location of the distribution but also the shape. The model allows heteroscedasticity to
appear in the data, and it is suitable with non-Gaussian distributions. Furthermore, the
estimated median provides more robustness to large outliers than the ordinary least
squares regression estimate of the mean. [10]

When estimating the sample mean with the ordinary least squares regression the
objective is to minimize a sum of squared residuals, whereas the median is estimated
by minimizing the sum of absolute residuals. Similarly, with quantile regression the
objective is to minimize a sum of asymmetrically weighted absolute residuals, where
positive and negative residuals are weighted differently. [17]

4 The Model

Multilayer perceptron networks (MLP) are commonly used for complex and nonlinear
system modelling. In a basic form the MLP networks are used for estimating the sample
mean, but they are suitable for fitting the quantile regression curves, as well. It has
been proved that a network with one hidden layer and sigmoid activation functions can
approximate any smooth function. However, sometimes two hidden layers are needed
if discontinuities exist in the modelled function. This complicates optimization of the
network, and initialization of the network will have a high impact on performance.
[18],[19]

Two separate models were trained for the average of three CVT measurements (re-
ferred to as AVG J for the joint model and AVG C for the constant variance model,
and AVG if the CVT level is considered before rejection probability calculation). The
quantile regression model is referred to as QR.
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In this study, the proposed AVG J model is

μi = f(xi, β)
σ2

i = g(xi, μi, τ)
yi = μi + σiεi

εi ∼ N(0, 1).

(2)

The functions f and g were modelled using MLP networks with model parameters β
and τ .

The response of the mean model was used as one of the explanatory variables of the
deviation model. The response for the deviation model was log ε̂2, which guarantees
that the estimated variances are positive [13]. The predicted log-scale variance cannot
be utilized without correction, because E log ε2i �= log σ2

i , and thus

σ̂2
i = e

̂log ε2i +1.27, (3)

where ̂log ε2i is the prediction for the logarithm of the squared residual for the ith obser-
vation. [20],[15],[16] The estimated variance in equation (3) is used in rejection proba-
bility calculation. For AVG C model σ2

i = σ2 ∀i, where σ2 is the sample variance.
The θth quantile of variable y is the value of Q(θ), for which P(y < Q(θ)) = θ, and

the conditional nonlinear quantile function is

Qyi(θ|xi) = g(xi, βθ) (4)

where βθ is a vector of parameters dependent on θ. The full probability distribution
of y can be approximated with quantile regression models corresponding to a range of
values of θ (0 < θ < 1). [10]

When training a neural network model by minimizing a mean squared error (MSE)
criterion, an estimation of the conditional expectation of the desired response is achieved.

1
N

N∑

i=1

(yi − ŷi)2 (5)

Now, the conditional θth quantile will be produced if the optimization criterion is

1
N

N∑

i=1

[δ(ŷi > yi)(1 − θ)(ŷi − yi) + δ(yi > ŷi)θ(yi − ŷi)] (6)

where 0 < θ < 1, δ(ŷi > yi) = 1 if ŷi > yi, and = 0 otherwise. If θ = 0.5, the
conditional median quantile model will be produced. [21]

5 Utilizing the Model for Product Design

Based on customer’s enquiry, the manufacturer should decide, what is the most eco-
nomical way to produce the required properties to the product. Furthermore, when a
steel manufacturer has hundreds of products and the volumes of the orders are small,
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inevitably, several products need to be manufactured from one melting. The model will
help in designing a melting that is suitable for several products with their special quality
requirements.

The product design group plans the chemical composition of the melting, possible
treatments during melting (e.g. vacuum degassing) and some production requirements
for heating, rolling and thermomechanical treatments for each product. The model will
guide designers not to use too much working allowance when keeping the product
within tolerances, and thus, to assure desired properties in the product at lower cost.
If the steel mill has only a few products and a large volume of each grade, optimization
of the process parameters is an easier task than in the case where the mill competes with
high quality, short delivery time and a large product range. In the latter case, tools that
help product design will directly reduce the number of rejections and delays.

Because the distribution of the standardized residuals was assumed to be normal for
the AVG models, the probability of rejection can be calculated with

Pi = Φ

(
L − μ̂i

σ̂i

)
(7)

where Φ is the cumulative normal distribution function, L is the requirement level, μ̂i

is the impact toughness estimate and σ̂i is the predicted deviation for observation i. The
rejection probability risk level that will lead to a change in product design should be
low enough to recognize the unsuccessful plates and high enough not to produce too
many false alarms. Typically, Pi = 0.05 is used for most of the products.

To utilize the rejection probability information, quantile regression models are needed
only for few desired probability levels. The model corresponding to the median is in-
formative for the user, as well. Typically, quantiles q = 0.05 and q = 0.01 are suf-
ficient levels for rejection probability for the whole production planning. The levels
are selected, as earlier, by optimizing the true positive/false alarm -ratio. The CVT re-
quirement of the product is compared with the estimated value of the quantile model,
and model q = 0.05 indicates that 95% of the plates will have higher CVT value than
estimated. Thus, the quantile will act as 0.05 rejection probability limit.

6 Data Collection

The data were collected from a Ruukki Metals, Raahe Works, Finland steel plate mill
process in 2002-2008 and they consist of information on nearly 300,000 low-alloy steel
plates and over 70 variables with relation to nearly 90% of the steel grades in production
of the mill. Of the plates rejected after the CVT, 63% were rejected because of one too-
low measurement and the rest because the average of the measurements was too low.
The CVT was performed on a majority of the steel plates at −20◦C, but the test area
varied from +20◦C to −100◦C.

Careful pre-processing was performed in order to exclude defective observations and
redundant variables, for example unnaturally low measurements and incorrectly per-
formed tests. In industrial processes many variables can be highly correlated, but some
of them are more reliable than others. With self organizing maps (SOM) the similar
variables were recognized, and the most reliable ones were selected for modelling. The
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final data included 247,852 observations and 43 variables. The data were normalized
into a range of [−1, 1] before training.

7 Results

The MLP networks of the product design models were implemented with Matlab
R2007a. The data were divided into training (50%), validation (25%), and test sets
(25%). The independence of the data sets was verified by not allowing plates from the
same melting to belong to different sets.

A resilient back-propagation algorithm with early stopping regularization was used
for training, and hundreds of networks of different sizes with random initialization were
trained. The best quantile regression network for CVT rejection prediction had two
hidden layers with 54 and 14 neurons (the 0.05th quantile) and for CVT level (the 0.5th

quantile) 59x24 neurons. The best AVG network for CVT had two hidden layers with
48x17 neurons and for variance 37x8 neurons.

In order to compare the performance of three models throughout the whole proba-
bility space, 20 quantile models from 0.00001th to 0.999th were trained, and the corre-
sponding rejection probability levels were obtained.

If the results are viewed only from the CVT level prediction’s point of view, the
AVG model seem to work better. The mean squared error (MSE) as well as the mean
absolute error (MAE) and the correlation between target and predicted value are better.
The results of the models can be seen in Table 1.

Table 1. Results of the training data and the independent test set

train test

MSEAVG 944.1 1001.1
MAEAVG 23.3 23.9
RAVG 0.91 0.90
MSEQR 1193.8 1254.8
MAEQR 25.4 26.1
RQR 0.88 0.87

The overall correlation between the target and estimated values of the test set was
0.87 for the QR model and 0.90 for the AVG model, but correlations or mean squared
errors do not represent the order from the application’s point of view, as the interest
of the user is in rejection probability estimation. The average of the measurements is
easier to predict than the absolute values, as the AVG model reduces the impact of one
single low measurement.

The scatter plot between the predicted AVG values and the model error is illustrated
in the uppermost plot in Fig.2. The scatter plot between the predicted 0.5th quantile and
the model error is illustrated in the lower plot. The model error is the difference between
the average of the measurements and the predicted value of the models. For both QR
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Fig. 2. Scatter plot between the predicted AVG and the model error and between the 0.5th quantile
and the model error for the independent test set

Fig. 3. Scatter plot between the predicted AVG and the model error and between the predicted
AVG and the predicted deviation for the independent test set

and AVG models over 70% of the observations have a residual between [−30, 30], and
if the residuals between [−50, 50] are observed, nearly 89% of the observations qualify
into this group for both of the models. Observations with a residual of less than -150 in
the lower right corner are plates that had a very low CVT value, but the model failed to
recognize them. The number of them is 32 for the AVG model and 48 for the QR model.
It can be seen that the average of the measurements decrease the impact of one low mea-
surement, as the number of plates with poor residual is smaller. There are no similarities
between these plates that could explain the poor result. There might be plates that were
produced differently than planned (some of the critical process stages did not work as
planned). The most probable explanation is the nature of the phenomenon itself. The ex-
istence of slag inclusions near the fracture causes low measurement values, and another
test piece from the same plate could have much higher values.
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The scatter plot between the predicted AVG values and the model error is illustrated
in the uppermost plot in Fig.3. The scatter plot between the predicted AVG values and
the predicted deviation is illustrated in the lower plot. A fitted model of the deviation
shows that there are significant differences in the accuracy of the CVT-prediction, de-
pending on the production method. The dependency indicates that the rejection proba-
bility estimation will benefit from the joint modelling.

Because the model was developed for all grades of steel in production, the results
should be analyzed separately depending on the production method. Thus, the whole
dataset was divided into six different groups. For AVG model four groups and for QR
model five groups had observations with residual less than -150, but with both methods
one of the groups had these observations nearly ten times more than other groups. This
group has a high expected impact toughness, but the manufacturing process is very
demanding. The three CVT measurements for most of these observations have a great
variability, as well. The results indicate that the manufacturing process of this group is
notstable and nothing specific cannot be pointed out causing the variability to the CVT
results. The results of groups 2 and 5 are presented in detail, because they represent the
largest groups in two very different production methods.

The motivation of this research was to develop methods for rejection probability
estimation. Thus, the highest rejection probability values were observed at the typical
rejection level 27 J. True rejections found with the highest probability values are shown

Table 2. Proportion of found true rejections in a test set when 2% or 10% of the highest rejection
probabilities were selected

2% 10%

QR 80% 93%
AVG J 58% 80%
AVG C 13% 48%

Fig. 4. ROC analysis in a test set for group 2 with a 27 J rejection limit (QR solid line, AVG J
dash-dot line, and AVG C dashed line)
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in Table 2 for each model. If 2% of the highest probabilities were selected, 80% of the
rejections would have been found with QR model, 58% with AVG J model and only
13% with AVG C model. If 10% of the highest probabilities were selected, the QR
model outperforms the others, as well.

Because the occurrence of the rejected plates is low, the accuracy of different mod-
els can be best examined with ROC (receiver operating characteristics) curves. The
method will graphically display the trade-off between false-negative (1-true-positive)
and false-positive rates obtained by varying the classification criteria [22]. The plates
were rejected if the mean of three measurements was less than the rejection level or
if the minimum value was lower than 30% of this level. The typical rejection level of
27 J for group 2 is illustrated in Fig.4 for the results of the test set. It can be seen
that the rejected plates can be recognized very accurately without compromising with
false rejections. The quantile regression model performs more accurately than the AVG
models. The joint model for mean and variance performs significantly better than the
model with constant variance. Group 2 makes up over 45% of the whole production,
and hence the performance for this group is very important. The AUC (area under ROC)
is a single-number measure for evaluating models, and these values are presented in Ta-
ble 3. The values were calculated with four different rejection levels, and the results
confirm the conclusions made from the ROC curves.

Table 3. AUC values in a test set for group 2 with different rejection levels

J QR AVG J AVG C

20 0.9879 0.9824 0.8063
27 0.9601 0.9183 0.7831
40 0.9099 0.8402 0.7565

100 0.8955 0.8953 0.8935

The CVT requirements for products varied typically between 20 and 80 J, and al-
though groups 5 and 6 had most commonly the rejection level 27 J, as well, it is more
meaningful to analyze their results at a higher level. The ROC analysis for group 5 with
a rejection level of 150 J can be seen in Fig.5. QR and AVG J models perform slightly
better than AVG C model, but the overall performance is excellent. When the AUC val-
ues for different rejection levels were observed, none of the methods outperformed the
others in every level. It was not possible to calculate the AUC value for this group at 27
J, because of the lack of low observations.

When the rejection level is raised, the performance of the joint model approaches the
performance of the constant variance model. The amount of false rejections also starts
to grow, but the rejections are still recognizable. The result can be seen in Fig.6 and in
Table 4. When the rejection level is high, there is hardly any difference left between the
QR and AVG models. Only two steel grades in group 2 require such high CVT values,
though. When the overall performance of the models is compared, it can be seen that
the QR model performs most accurately, and the variance model improves the accuracy
of the AVG model in probability prediction.
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Fig. 5. ROC analysis in a test set for group 5 with a 150 J rejection limit (QR solid line, AVG J
dash-dot line, and AVG C dashed line)

Table 4. AUC values in a test set for group 5 with different rejection levels

J QR AVG J AVG C

27 - - -
40 0.9532 0.8958 0.9416

150 0.9241 0.9162 0.9128
200 0.9397 0.9463 0.9449

Fig. 6. ROC analysis in a test set for group 2 with a 100 J rejection limit (QR solid line, AVG J
dash-dot line, and AVG C dashed line)
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Table 5. AUC values in a test set for all the groups with 60 J rejection level

GROUP QR AVG J AVG C

1 0.9739 0.9739 0.9247
2 0.8854 0.8649 0.8385
3 0.9255 0.9162 0.9207
4 0.8841 0.8499 0.8294
5 0.9145 0.8949 0.8828
6 0.9629 0.9548 0.9600

The performance of the models for all the product groups was observed at the 60 J
rejection level. This level was selected, because it is the lowest possible rejection level
that can be tested for all the products. The results can be seen in Table 5. There are
differences in the performances in different groups, but QR model performs best in
every product group.

8 Conclusions and Discussion

The data mining research group at the University of Oulu has studied the mechani-
cal properties of steel plates for years, and models of tensile strength, yield strength
and elongation have been developed earlier. [16] Because of the complicated nature of
impact toughness, the first task in this study was to find out if the property could be
modelled to a similar extent at all. A further motivation was to include the model in a
simulation tool that the product design department uses to evaluate mechanical proper-
ties of a product and the probability of achieving requirements.

The study showed that it is possible to form a product design model for a whole
product range, including all possible test temperatures. The QR model proved to be
more efficient in CVT rejection prediction than the AVG model. For the AVG model,
the variance model was used together with the mean model to calculate the rejection
probability, and the joint model led to more reliable results than the model with constant
variance. The research showed that the quantile regression method is very suitable for
modelling product properties. The usability of the method is not restricted only to steel
industry applications, but it is useful for other industrial areas, as well.

When the rejection level was raised different models began to perform more simi-
larly, but in general, impact toughness rejection probability estimation clearly benefits
from methods that take the heteroscedasticity into account. Because, majority of the
products has a quite low rejection limit the quantile regression model is clearly the
most accurate and the most beneficial method for product planning.

The number of models needing maintenance vary from a method to another. The
number for QR model is three while for AVG C model the number is one. The models
need updating from time to time, because of the developments in the manufacturing pro-
cess. The task is not too laborious, and the model accuracy need not to be compromised
over the lesser amount of models.
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The model will be implemented into a graphical simulation tool that is in daily use
in the product planning department and already contains other mechanical property
models. [23] The simulation tool is utilized to plan composition and production settings
for product modifications and new products and to maintain the regulations for the
production methods of existing products. According to the analysis of the results, it can
be seen that most of the rejections could have been recognized with proposed model,
and therefore it is expected that the number of rejections will be reduced when the
model is entered into the product design.
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Abstract. This paper presents FlowGSP, a data-mining algorithm that
discovers frequent sequences of attributes in subpaths of a flow graph.
FlowGSP was evaluated using flow graphs derived from the execution of
transactions in the IBM R© WebSphere R© Application Server, a large real-
world enterprise application server. The vertices of this flow graph may
represent single instructions, bytecodes, basic blocks, regions, or entire
methods. These vertices are annotated with attributes that correspond
to run-time characteristics of the execution of the program. FlowGSP
successfully identified a number of existing characteristics of the Web-
Sphere Application Server which had previously been discovered only
through extensive manual examination. In addition, a multi-threaded
implementation of FlowGSP demonstrates the algorithm’s suitability for
exploiting the resources of modern multi-core computers.

Keywords: Data mining, Flow Graphs, Compiler Implementation, Hard-
ware Performance Monitors.

1 Introduction

Data from many domains can be represented as a flow graph with weights asso-
ciated with the vertices and frequencies associated with the edges. A flow graph
is a directed graph that may contain cycles. When the edge frequencies are nor-
malized, they can be interpreted as the probability that flow will follow a given
edge when leaving a vertex. This paper presents FlowGSP, a new data-mining
algorithm for flow graphs whose vertices are annotated with binary attributes.
The goal of FlowGSP is to discover sequences of attributes that occur often in
subpaths of a large flow graph. A subpath is of interest if it occurs often or if
its vertex weights are high. To the best of our knowledge, no other mining al-
gorithm considers this dual nature of support for a subpath. Moreover, because
of our motivating application, each vertex has multiple attributes, a character-
istic that we believe has not yet been explored in graph mining. FlowGSP is
an extension of Agrawal’s and Srikant’s Generalized Sequential Patterns (GSP)
algorithm [20].

The motivation for the development of FlowGSP is the mining of data, col-
lected by hardware profiling tools and compiler-introduced instrumentation, to
discover interesting patterns in the execution of a computer program. Thus, the
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flow graphs that motivated the development of FlowGSP represent the control
flow of a computer program, and therefore may contain cycles. In this domain,
a subpath in the flow graph is of interest if it executes frequently or if it takes
a relatively long time to execute. Moreover, there exists a partial order between
vertices of the graph. In contrast, frequent-item-set mining algorithms, such as
Apriori [1], are only able to mine independent events. Frequent-sequence mining
algorithms, such as GSP [3], PrefixSpan [19], and WINEPI/MINEPI [14], take
into account the context in which items in the database occur but rely on a
total-ordering in the underlying data.

There has been significant work towards discovering patterns in topologically
ordered data sets and specifically for data represented as a graph. Algorithms
such as AGM [10], gSpan [23], Origami [7], and Gaston [17] all search for frequent
subgraphs. Pawlak established connections between flow graphs and data mining
but focused on flow graphs that model information flow in decision algorithms
with the goal of discovering association rules. That study is, therefore, restricted
to acyclic directed graphs [18].

The problem of finding interesting paths in a graph, or a collection of graphs,
is a specialization of the more general problem of finding interesting subgraphs.
Inokuchi et al. propose a method for transforming graph data into transactional
form so that traditional basket analysis can be performed [11]. Yamamoto et al.
present FMG, an algorithm that can discover frequent subgraphs in graphs with
multiple attributes per vertex [22]. However, FMG does not mine graphs with
weighted edges, weighted vertices, or weighted attributes. Inokuchi’s method
cannot detect patterns that occur over cycles in the graph. These shortcomings
make these algorithms unsuitable for mining graphs generated by the execution
of a computer program.

Hwang et al. present a method for mining frequent patterns in a directed
graph constructed by tracing method calls in a Java program [8]. Each vertex in
the unweighted, unlabeled, graph represents the entry into a new method in the
JavaTMprogram. They do not include any attributes or performance information
obtained from hardware profiling in their graph. They also collapse cycles in the
graph into single vertices, whereas FlowGSP deals with cycles in the input graph.

Lee and Park, and Geng et al., search for frequent subpaths in a database of
paths between vertices in a graph [13,5]. A list of subpaths is an input to their
algorithm. Their graphs contain only edge weights and do not have attributes
associated with vertices. Their goal is to search for common subpaths. This is
analogous to searching for the most-frequently-taken subpaths in a weighted
graph. In contrast, FlowGSP searches for frequent sequences of attributes in a
weighted and labeled graph.

The contributions of this paper are as follows:

– FlowGSP, a new mining algorithm that extends GSP [3] to search for fre-
quent and/or costly paths in a vertex-weighted attributed flow graph.

– The presentation of a parallel implementation of FlowGSP as well as an
evaluation of its performance.
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– An use case, in the context of compiler development for large application
servers, is presented as evidence of the practicality of FlowGSP.

Section 2 motivates FlowGSP. A formal description of the problem and FlowGSP
is presented is sections 3 and 4, respectively. Sections 5 and 6 discuss the setup
and results of experiments that confirm the potential of FlowGSP.

2 A Motivating Application

Many large enterprise applications have fairly “flat” execution profiles in which
the execution time of the application is spread across a large set of procedures or
methods. For instance, a transaction in a WebSphere Application Server [9] may
execute millions of machine instructions. Typically, very few loops are observed
and thousands of methods are invoked when processing a transaction. Given
the wealth of data about each method executed, the task of discovering new
opportunities for improving performance of the server is daunting [6].

For example, Nagpurkar et al. describe a methodology to reduce instruction
cache latencies when running WebSphere Application Server [16]. While no single
method accounts for more than 2% of execution time of the overall application,
instruction-cache misses represent 12% of the program execution. The method
with the most latency represents only 0.525% of the instruction-cache miss la-
tency. To capture 75% of the overall instruction-cache latency, it is necessary to
aggregate over roughly 750 methods. Thus, an strategy to address instruction
cache latency requires global characterization of instruction-cache miss events.

This paper maps the problem of mining for repeated patterns of execution in
a program to the mining of a flow graph. Units of execution are mapped to the
vertices of the graph. Hardware or software measured events (i.e., cache miss,
instruction type, branch misprediction, etc.) are the attributes of these vertices.
The edges represent the possibility that the execution will flow from one exe-
cution unit to another. These edges are annotated with frequency information.
If the units of execution are assembly instructions or basic blocks, we have a
control flow graph. If they are procedures, we have a call graph. Alternatives
for the mapping into the edges of the graph may be bytecodes or even arbitrary
single-entry single-exit regions.

FlowGSP is not the first attempt at using data mining to aid in the analysis
of performance profiles. Moseley et al. developed Optiscope, an “optimization
microscope” for examining hardware profiles [15]. Optiscope shares the same
goal of presenting compiler developers with a more coherent view of the data
contained in hardware profiles. However, Optiscope focuses on comparing two
profiles of the same program run under different circumstances (compiler, op-
timization parameters, etc.) whereas FlowGSP focuses on the mining of data
from a single execution of the program. Optiscope analysis is limited to basic
database slicing operations.

FlowGSP was motivated by the problem of mining the flow graph generated
by a large enterprise application. However, the algorithm can be applied to any
mining application that can be mapped to an annotated flow graphs.
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3 Flow Graphs with Weights, Frequencies, and Attributes

Let G = 〈V, E, α,A,F ,W ,Wαi〉 be a flow graph such that:

– V is a set of vertices.
– E is a set of edges (va, vb), where va, vb ∈ V .
– α is the set of all possible attributes of vertices.
– A(v) �→ {α1, ..., αk} is a function mapping vertices v ∈ V to a subset of

attributes {α1, ..., αk}, αi ∈ α, 1 ≤ i ≤ k.
– F(e) �→ [0, 1] is a function assigning a normalized frequency to each edge

e ∈ E, i.e.
∑

e∈E

F(e) = 1.

– W(v) �→ [0, 1] is a function assigning a normalized weight to each vertex
v ∈ V , i.e.

∑

v∈V

W(v) = 1.

– Wαi(v) �→ [0, 1] is a function assigning a normalized weight to an attribute
αi of a vertex v. It is required that αi ∈ A(v) and Wαi(v) ≤ W(v).

A subpath p ∈ G of length g is an ordered set of g vertices.1 The notation
p[i] refers to the ith vertex of p. For p to be a subpath there must be edges
(p[i], p[i + 1]) ∈ E for all 0 ≤ i ≤ g − 2.

The edge frequencies and the vertex weights are assumed to be independent
measures. Therefore, the algorithm uses two separate measures of support for a
subpath: a frequency support and a weight support. The frequency support for
vertex v is the sum of the frequencies of the incoming edges into v:

SF (v) =
∑

(va,v)∈E

F(va, v)

The frequency support for a subpath p is the minimum of the frequency support
of the edges that form p:

SF (p) = min{F(p[0], p[1]), . . .F(p[g − 2], p[g − 1])}

The weight support for a subpath p is the minimum of the weight of the vertices
that form p. However, not all attributes of a given vertex may contribute to a
sequence. The subset of attributes of a vertex that contribute to a sequence is
denoted as AS(v). Thus, the support of a subpath with respect to a sequence of
attributes S is:

SW,S(p) = min
0≤j≤g−1

{
min

αi∈AS(p[j])
Wαi(v) ifAS(p[j]) �= ∅

W(p[j]) ifAS(p[j]) = ∅
1 A path through a graph usually refers to a path from source to sink. The mining

algorithms discover subpaths connecting two arbitrary vertices.
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3.1 Path versus Edge Profiling

FlowGSP mines a flowgraph that has only edge-profiling frequency information
to try to discover frequent subpaths.2 Precise execution paths cannot be derived
from edge profiling [4]. Therefore the subpaths mined by FlowGSP are an ap-
proximation and may overestimate the actual support for subpath execution.
This imprecision is mitigated because FlowGSP aggregates information from
many occurrences of a subpath in the graph.

3.2 Attributes and Sequences

Each attribute of a vertex is assigned a weight representing the significance of
the attribute. The rationale behind assigning a weight to attributes as well as
to vertices stems from the motivating application: an attribute may be true in
some but not all hardware sampling of the same instruction. The vertex weight
represents the execution time spent on the instruction and an attribute weight
represents the frequency of occurrence of the attribute. Thus, the weight of an
attribute must be smaller than or equal to the weight of its vertex. Attributes
with a weight of zero are omitted. Binary attributes are represented by assigning
“true” attributes the same weight as the vertex on which they are located; “false”
attributes are omitted. Enumerated attributes that can take one of r possible
values are represented by r mutually exclusive binary attributes, where r is a
known positive integer. Binary and enumerated attributes must have the same
weight as the vertex on which they occur.

The mining algorithm will discover subpaths in a flow graph such that the
vertices that form the subpath contain a sequence of sets of attributes. For
instance, consider a flow graph G with α = {a, b, c, d, e} that contains a subpath
formed by three vertices p = {v1, v2, v3}. Assume that the following subset of
attributes are associated with each of the vertices in this subpath: α1 = {a, e},
α2 = {b, c, d}, α3 = {a, d, e}. Then the subpath p contains the sequence of sets
of attributes S = 〈(a, e), (b, c, d), (a, d, e)〉. The subpath p also contains any sub-
sequence of sets of attributes derived from S by eliminating attributes from the
subsets that form S. For instance, p contains S′ = 〈(a), (b, d), (a, e)〉.

The sequence of sets of attributes contained by a subpath may skip vertices in
the subpath. For instance, in the example above, the subpath p also contains the
sequence S′′ = 〈(a, e), (a, d)〉 even though the formation of this sequence skips
the attributes of vertex v2. The support for S′′ is the support of p. Thus, for
instance, if v2 has the lowest weight in p, it still determines the weight support
for S′′ even though none of its attributes contributes to S′′. A subpath is minimal
with respect to a candidate sequence S if p[0] and p[g − 1] contain part of the
candidate sequence, i.e., the first and last vertices in the subpath are not skipped.
Henceforth, all subpaths are minimal.

2 An alternative profiling technique would be to compute path profiling information
during the execution of the program. Path profiling is much more expensive to collect.
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Example

Figure 1 shows an example an EFG. In the original graph (left), vertices are
annotated with frequencies, the annotation to the left of each vertex is the weight,
the annotation to the right is the set of attributes in the node along with the
attribute weight. In the graph to the right all the weights and frequencies are
normalized. The graph on the right highlights two paths, p1 = {v1, v3, v7}, p2 =
{v2, v4, v6}, that contain instances of the sequence S1 = 〈(a), (b), (e)〉.

Fig. 1. An example of an EFG with weighted attributes: unnormalized (left) and nor-
malized (right)

4 Mining Flow Graphs with Attributes

The goal of mining an EFG is to discover sequences of attributes that: (1) ei-
ther happen frequently or occur in subpaths with high weight; and (2) happen
frequently in subpaths with low weight or occur in subpaths with high weight
that do not happen frequently.

The algorithm searches for finite sequences of sets of attributes α0, α1, α2, . . .
that are associated with subpaths in the flow graph. Given a sequence S, the
support for S is determined by the support for the subpaths that contain S.
Let PS be the set of subpaths in G that contain S. The frequency and weight
support for S in G is then defined as:

SF (S) =
∑

p∈PS

SF (p) SW(S) =
∑

p∈PS

SW,S(p)

To discover sequences that either happen frequently or result in a significant
cost, the Smax support is defined as:

Smax(S) = max{SF(S),SW (S)} (1)
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The support to discover sequences for which the time and cost support are
significantly different is:

SΔ(S) = |Sf (S) − Sw(S)| (2)

Moreover, both the frequency and weight supports must be above set thresholds.
The supports for sequence S1 = 〈(a), (b), (e)〉 in the example of Figure 1 is

calculated as follows:

SF = SF (p1) + SF (p2) = min{0.21, 0.05, 0.05}+ min{0.16, 0.06, 0.06} = 0.11
SW = SW(p1) + SW(p2) = min{0.10, 0.03, 0.17}+ min{0.13, 0.01, 0.08} = 0.04

Smax(S1) = 0.11 SΔ(S2) = 0.07

4.1 Algorithm Description

FlowGSP is an extension of GSP, and hence shares many of the same char-
acteristics [20]. FlowGSP is an iterative, generate-and-test algorithm. At each
iteration, a list of candidate sequences are generated, their frequency and cost
support are calculated, and unfit sequences are discarded.

FlowGSP is analagous to enumerating every possible path through the EFG
being mined, and then running a slightly modified GSP on the resulting database
of paths. However, rather than explicitly enumerating every path which may or
may not contain any candidate sequences, FlowGSP enumerates each path on the
fly, and only as required. Generating paths dynamically also allows FlowGSP to
mine for patterns in graphs for which it is not possible to enumerate all possible
paths, for instance in an EFG that contains cycles.

The candidate sequences for the nth generation are created by combining
the surviving members of the (n − 1)st generation according to the “apriori”
principle [2].3 A candidate survives if its support is above a set threshold. The
algorithm is outlined by Algorithm 1.

GSP was chosen as the base algorithm for FlowGSP because GSP is simple,
well-studied and understood, and descriptions of efficient implementation are
available [20]. Moreover, with the goal of discovering all sequences of sets of
attributes that meet a defined support criteria, it was more natural to extend
a sequential pattern-mining algorithm to traverse a graph than to modify a
graph-mining algorithm to find all such sequences.

4.2 Support Calculation

FlowGSP greedily looks for a candidate sequence starting at the current node,
and conducts a breadth-first traversal (BFT) of the graph. FlowGSP uses a hash
tree to search only a subset of the candidate sequences for each starting node [20].
Once a potential start point is found, the rest of the instance is greedily searched
3 The “apriori” principle is as named by the original authors and has no connection

to a-priori or a-posteriori inference.
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Algorithm 1. FlowGSP
FlowGSP(G, gmax, wmax, ngen, sMthresh, sΔthresh)

1: G1 ← Create F irst Generation(α)
2: n← 1
3: while Gn �= ∅ and n < ngen do
4: for v ∈ G do
5: C ← get candidates(v)
6: for S ∈ C do
7: supports← Find Paths(S, v, 0, gmax, wmax)
8: for (SW ,SF ) ∈ supports do
9: SW(S)← SW(S) + SW

10: Sf (S)← Sf (S) + min{Sf , Sf (v)}
11: end for
12: end for
13: end for
14: for S ∈ Gn do
15: if Smax(S) < sMthresh and SΔ(S) < sΔthresh then
16: Remove S from Gn

17: end if
18: end for
19: if n < ngen − 1 then
20: Gn+1 ←Make Next Gen(Gn)
21: end if
22: n← n + 1
23: end while

Algorithm 2. Algorithm to find all paths that contain a sequence S start-
ing at a vertex v

Find Paths(S, v, gremain, gmax, wmax)

1: supports← Find Set(S[0], ∅, S, v, wmax, gmax, wmax)
2: if supports�= ∅ or gremain ≤ 0 then
3: return ∅
4: end if
5: for v′ ∈ children(v) do
6: supports′ ← Find Paths(S, v′, gremain − 1, gmax, wmax)
7: for (SW ,SF) ∈ supports′ do
8: SW ← min{SW ,W(v)}
9: SF ← min{SF ,F((v, v′))}

10: supports← supports ∪ {(SW ,SF )}
11: end for
12: return supports
13: end for
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Algorithm 3. Algorithm to find the next set of attributes in the sequence
Find Set(sleft, sfound, S, v, wremain, gmax, wmax)

1: supports← ∅
2: if sleft ⊆ A(v) then
3: if |S| = 1 then
4: supports = {(W (v),∞)}
5: return supports
6: end if
7: for v′ ∈ children(v) do
8: supports′ ← Find Paths(S[1, k − 1], v′, gmax, gmax, wmax)
9: for (SW ,SF) ∈ supports′ do

10: SW ← min{SW ,W(v)}
11: SF ← min{SF ,F((v, v′))}
12: supports = supports ∪ {(SW ,SF )}
13: end for
14: end for
15: return supports
16: else
17: if wremain ≤ 0 then
18: return ∅
19: end if
20: sfound ← sfound ∪ (A(v) ∩ sleft)
21: sleft ← sleft \ A(v)
22: for v′ ∈ children(v) do
23: supports‘← Find Set(sleft, sfound, S, v′, wremain − 1, gmax, wmax)
24: for (SW ,SF) ∈ supports′ do
25: SW ← min{SW ,AS(v)}
26: SF ← min{SF ,F((v, v′))}
27: supports← supports ∪ {(SW ,SF )}
28: end for
29: end for
30: return supports
31: end if

via depth-first search. When an instance of a sequence is found, its supports are
added to the candidate’s total supports.

The functions Find Paths and Find Set, outlined in Algorithms 2 and 3
respectively, perform the depth-first search described above. These functions are
mutually-recursive; Find Set locates the next set of attributes in the target
sequence then calls Find Paths to locate the rest of the sequence. Find Paths
then calls Find Set once it has identified the potential start of the next set of
attributes. Both methods return a set of (SF ,SW) tuples, each tuple representig
the supports of a subpath which contains the sequence S. The search terminates
when either S has been located or the maximum gap or window size has been
exceeded.
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Two additional checks are required in order to ensure that all instances of the
current sequence are counted correctly. First, the value of wremain is ignored in
Find Set for the start of the first set of attributes in a sequence if the current
vertex does not contribute at all to the sequence. If v is not the true starting
vertex of the sequence then it does not make sense to begin calculating the
support of the sequence starting at v.

Find Set also aborts when searching for the first set of attributes in a sequence
if it encounters a vertex v where A(v) contains all of the attributes from the set
found thus far. The instance of the sequence that starts at v is the more precise
of the two instances, and therefore it is that instance which should count toward
the support of the sequence.

4.3 Candidate Generation

FlowGSP is an iterative generate-and-test algorithm. The candidate generation
process is unchanged from Srikant et al. [20] however a short description is
included here. At the end of each iteration, the next generation of candidates is
generated from the surviving members of the current generation. A suffix and
a prefix are created for each candidate sequence by removing the first and last
attribute of the sequence respectively. A new sequence can be created by adding
the attribute removed from the end of one sequence onto the end of another, but
only if the prefix of the first sequence is equal to the suffix of the second.

4.4 Extensions

FlowGSP supports variable sliding-window sizes as well as variable gap sizes
between elements in a sequence. A gap size of gmax means that up to gmax

vertices can occur between vertices that match consecutive sets of attributes
αi, αi+1 in a sequence. A window size of wmax means that a set of attributes
only has to match the union of the attributes of up to wmax consecutive vertices
on the path. In both these cases, the smallest possible gap or window size is used
when searching for instances of a sequence.

4.5 Dealing with Cycles

The subpaths found by FlowGSP may encompass multiple iterations over a cycle.
To prevent looping indefinitely, FlowGSP maintains a list L of vertices that are
the start of a subpath containing a candidate sequence. If FlowGSP encounters
a vertex v that is in L, neither v nor its descendants can be the start vertex for
a new subpath, and thus cannot be added to L. This restriction enforces that
only vertices encountered during the first visit to the cycle start subpaths.

In each generation, FlowGSP searches for instances of sequences of a specified,
finite, length. The gap and window sizes are also finite. Once a vertex that
represents the potential start of an instance is located, the maximum number of
vertices visited to uncover a sequence is seqlength∗wmax+(seqlength−1)∗gmax.
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Thus, given that (i) any subpath of interest is finite, and (ii) the start node of
the subpath must be encountered during the first traversal of a cycle, FlowGSP
is guaranteed to terminate even in the presence of cycles.

5 Experimental Setup

This evaluation of FlowGSP uses a 450 MB profile from a five-minute run of the
WebSphere Application Server on the IBM z10TMarchitecture [21]. The compiler
log produced 6 GB of data. The database contained 102,865 individual assem-
bly instructions, 30,430 basic blocks, and 44,178 inter-basic block edges. The
maximum number of attributes observed on a vertex was 70, with an average
of 1.4 attributes per vertex. FlowGSP was implemented in Java and run on a
dual quad-core AMD 2350 CPUs with 8 GB of RAM. The database containing
the profiling data was hosted on an AMD dual-core CPU with 2 GB of RAM
running IBM DB2 R© Database server.

Hardware profiles are collected through regular sampling of the machine state.
Machine state includes which instruction is being executed and hardware events
(instruction or data cache miss, Branch misprediction, transition lookaside buffer
(TLB) miss, etc.). The total number of samples that hit an instruction correlates
with the time spent on the instruction. This data is used to annotate the program
CFG generated by the IBM Testarossa JIT compiler.

A multi-threaded implementation of FlowGSP takes advantage of the data-
independence in the flow graph, which is structured at the level of a method.
A single master thread coordinates the division of methods to be mined among
work threads. When all workers have finished, the master prunes candidates with
inadequate support and constructs the next generation of candidates. The master
and workers communicate via shared memory. The data set for each generation
is too large to fit in main memory and has to be re-fetched from the database.
Because of the large number of methods in the WebSphere Application Server,
the problem is naturally over-decomposed resulting in good load balancing.

6 Results

The experimental results presented in this section demonstrate that FlowGSP
works in the context of mining execution paths in WebSphere Application Server,
a large enterprise application.

6.1 Interesting Sequence Discovery

Before the development of FlowGSP, compiler developers were faced with the
difficult challenge of identifying patterns in the execution paths of large enter-
prise applications using nothing but intuition and observation. This intuitive
approach may lead to large investments in compiler development effort that may
not necessarily pay off.
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With the implementation of FlowGSP, an interesting acid test of the auto-
matic approach is to discover patterns that had already been identified manually
by compiler developers. FlowGSP passed this acid test because it was able to
identify all the patterns that were known to the developers. Some of these pat-
terns include:

– 〈(Icachemiss, TLBmiss)〉,Smax = 0.529 indicates a high correlation be-
tween instruction cache misses and TLB misses on the host architecture.

– 〈(Prologue, Icachemiss)〉,Smax = 0.1175 indicates a high occurrence of in-
struction cache Misses in the prologues of methods.

– 〈(JIT target, Icachemiss)〉,Smax = 0.0935 corresponds to a significant num-
ber of instruction cache Misses on the first instruction executed when a
method is called from natively compiled code.4 The level of support for this
attribute pair is even more significant because the sequence 〈(JIT target)〉
has Smax = 0.0935.

Subsequently several unknown patterns were discovered and led to important
new investigations of performance improvement opportunities in the compiler [12].

Table 1. Running times for FlowGSP by generation, in seconds. Each value reported
is the mean of 10 runs with a 95% confidence interval according to the Student’s t-
distribution. All values rounded to the nearest second.

# of Threads
Execution time (s)

Gen. 1 Gen. 2 Gen. 3 Gen. 4 Gen. 5 Total

1 (baseline) 209 ± 2 411± 1 877± 3 3360 ± 27 16076 ± 99 20939 ± 112
2 168± 16 316± 1 567± 2 1837 ± 10 8672 ± 86 11581 ± 84
3 151 ± 1 297± 10 492± 1 1378± 7 6280 ± 64 8603± 65
4 148 ± 0 291± 1 462± 1 1166 ± 19 5384 ± 176 7455± 195
5 149 ± 0 292± 1 452± 1 1030± 4 4623 ± 34 6549± 37
6 150 ± 1 294± 3 456± 18 953± 21 4003 ± 28 5858± 58
7 150 ± 1 297± 1 452± 1 904± 5 3849 ± 33 5655± 35
8 148 ± 0 291± 0 445± 1 860± 4 3496 ± 47 5244± 49

6.2 Algorithm Performance

FlowGSP was run with different number of threads. Table 1 shows time to
complete each generation and the total execution time for 1 to 8 threads. The
total execution time reduces from 6.3 hours for the 1-thread instance to 1.9
hours for the 8-thread instance, representing a 70% improvement in execution
time. This result is significant because it implies that within a day a production
compiler environment could do multiple minings of a large application such as
Websphere.

4 In general, a different first instruction is executed when the method is called from
interpreted code.
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Table 2. Amount of time spent fetching data from the database for the first generation
and breakdown of running time between sequential and parallel portions of FlowGSP

Number of Time Spent Execution Time (s)
Threads Fetching (%) Mining Pruning/Joining

1 77.6 20851 82
2 86.2 11474 85
3 89.8 8512 86
4 91.8 7265 87
5 92.0 6459 87
6 94.0 5767 86
7 92.2 5562 89
8 95.7 5149 92

Table 2 shows that, on average, 90% of the time spent in the processing of the
first generation is spent fetching data from the database. Thus it is no surprise
that adding active threads to the computation does not significantly improve
the performance of the early generations. Table 2 also shows that the amount of
time spent on the sequential portion of the algorithm (pruning and joining) is
independent of the number of threads. Therefore, it appears that the database
server is currently the dominant bottleneck in our experimental setup.

7 Conclusion

FlowGSP is a novel algorithm that addresses the problem of mining for frequent
sequences in subpaths of a flow graph that has weights and attributes associated
with its vertices and frequencies associated with its edges. To the best of our
knowledge no other existing algorithm is able to mine such flow graphs.

FlowGSP is evaluated using data collected from the just-in-time compilation
and execution of IBM WebSphere Application Server, a state-of-the-art Java En-
terprise Edition (JEE) application server broadly deployed in industry. A large
set of hardware performance counters and compiler attributes were captured
and associated to the assembly-code representation of WebSphere Application
Server. FlowGSP was also able to quickly identify patterns in WebSphere Ap-
plication Server profiles which had been previously identified through manual
examination. These patterns demonstrate the potential of FlowGSP to fascili-
tate the discovery of new opportunities for code transformations.
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Abstract. Leveraging the power of increasing amounts of data to analyze cus-
tomer base for attracting and retaining the most valuable customers is a major 
problem facing companies in this information age. Data mining technologies 
extract hidden information and knowledge from large data stored in databases 
or data warehouses, thereby supporting the corporate decision making process. 
In this study, we apply a two-level approach that combines SOM-Ward cluster-
ing and decision trees to conduct customer portfolio analysis for a case  
company. The created two-level model was then used to identify potential high-
value customers from the customer base. It was found that this hybrid approach 
could provide more detailed and accurate information about the customer base 
for tailoring actionable marketing strategies. 

Keywords: Customer relationship management (CRM), customer portfolio 
analysis (CPA), Self-organizing maps (SOM), Ward’s clustering, decision trees. 

1   Introduction 

For a long time, the focus of modern companies has been shifting from being product-
oriented to customer-centric organizations. In the industry it is commonly held that 
maintaining existing customers is more cost-effective than attracting new ones, and 
that 20% of customers create 80% of the profit [1,2]. Reichheld and Teal [3] also 
point out that a 5% increase in customer retention leads to a 25–95% increase in com-
pany profit. Therefore, companies are focusing attention on building relationships 
with their customers in order to improve satisfaction and retention. This implies that 
companies must learn much about their customers’ needs and demands, their tastes 
and buying propensities, etc., which is the focus of Customer Relationship Manage-
ment (CRM) [4]. For CRM purposes, data mining techniques can potentially be used 
to extract hidden information from customer databases or data warehouses. 

Data mining techniques can potentially help companies efficiently conduct Cus-
tomer Portfolio Analysis (CPA), which is the process of analyzing the existing and 
potential value of customers, thereby allocating limited resources to various customer 
groups according to the corporate strategy [4,5]. In this study, we propose a hybrid 
approach that combines the Self-Organizing Map (SOM)-Ward clustering [6,7] and 
decision trees for conducting CPA, aiming to create a more informative model for 
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focused marketing efforts, compared to using either method alone. First, we use 
SOM-Ward clustering to conduct customer segmentation, so that the customer base is 
divided into distinct groups of customers with similar characteristics and behavior. 
This will allow us to identify the characteristics that separate high-spending customers 
from low-spending customers. Then, a decision tree technique will be used to further 
explore the relationship between customers’ spending amounts and their demographic 
and behavioral characteristics. Finally, the trained decision tree model will be used to 
identify the segments with development potential, as well as customers in the group 
displaying mid-range spending that have similar characteristics as the high-spending 
customers. This group thus represents potential high-value customers if correctly 
activated. By extension, this type of analysis would allow companies to adjust their 
marketing efforts in order to better fit their customers’ needs and demands, not only 
helping to enhance their relationship with important customers but also cutting down 
on advertising costs and improving the profitability of the entire customer base.  

Although the SOM-based approach and Decision Trees have been used for market 
segmentation, classification, and data exploration problems individually, these two 
approaches have not to our knowledge previously been combined to perform CPA. A 
dataset of more than one million customers was used to create the models. 

The remainder of this paper is organized as follows. Section two introduces the 
methodology (SOM-Ward and Decision Trees) and the data used in this study. Sec-
tions three and four document the training and analysis of the SOM-Ward and Deci-
sion Tree models respectively. In Section five, the trained Decision Tree model is 
used to analyze unclassified customers in order to identify their market potential. 
Section six presents our conclusions. 

2   Methodology 

2.1   The SOM and SOM-Ward Clustering 

The SOM is a well-known and widely used unsupervised neural network that is able 
to explore relationships in multidimensional input data and project them onto a two-
dimensional map, where similar inputs are self-organized and located together [8]. 
Additionally, as an unsupervised artificial neural network (ANN), the SOM is a data-
driven clustering method. In other words, it works with very little a priori information 
or assumptions concerning the input data. Moreover, the SOM is able to compress the 
input data while preserving the topological relationships of the underlying data struc-
ture [8]. For these reasons, the SOM is considered an important tool for conducting 
segmentation tasks. The algorithm is well-known and will, therefore, not be further 
presented in this paper. Readers are referred to Kohonen [8] for details concerning the 
algorithm. 

The SOM has been widely applied as an analytical tool in different business-
related areas [9-11], including market segmentation [12-14]. In the above mentioned 
studies, the SOM is used alone, compared with, or used in conjunction with other 
clustering techniques for conducting market segmentation tasks. Vesanto and Alho-
niemi [15] proposed a two-level approach, e.g., SOM-Ward clustering, for conducting 
clustering tasks. First, the dataset is projected onto a two-dimensional display using 
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the SOM. Then, the resulting SOM is divided into groups. Lee et al. [14], adopting 
the two-level SOM (using SOM and K-means clustering), conducted a market seg-
mentation of the Asian online game market and found that the two-level SOM is more 
accurate in classification than K-means clustering or the SOM alone. Samarasinghe 
[16], comparing two clustering methods (SOM-Ward and K-means clustering) drew 
the conclusion that SOM-Ward clustering resulted in better representations of the top 
and middle clusters than K-means alone.  

 As was previously mentioned, SOM-Ward clustering is a two-level clustering ap-
proach that combines the SOM and Ward’s clustering algorithm. Ward’s clustering is 
an agglomerative (bottom-up) hierarchical clustering method, which starts with a 
clustering in which each map node is treated as a separate cluster. The two clusters 
with the minimum distance are merged in each step until there is only one cluster left 
on the map [7]. SOM-Ward’s clustering is a modification of Ward’s clustering which 
limits cluster agglomeration to topologically neighboring nodes.  

2.2   The Decision Tree 

A Decision Tree is a supervised data mining technique that can be used to partition a 
large collection of data into smaller sets by recursively applying two-way and/or 
multi-way splits [17]. Compared to other data mining techniques, the Decision Tree 
has many advantages. First, as opposed to “black box” data mining techniques, the 
Decision Tree produces straightforward rules for classification and prediction pur-
poses. Second, it is relatively insensitive to outliers [17] and skewed data distributions 
[18,19], and some decision tree algorithms are even capable of dealing with both 
numeric and nominal variables [19]. Thirdly, the decision tree is also a significant 
data exploration tool that can potentially be used to unveil the relationship between 
candidate independent and dependent variables. It can also be used to identify the 
significant variables for predicting the dependent variable [17]. These advantages 
make the decision tree applicable to a wide variety of business and marketing prob-
lems. For example, Fan et al. [20] adopted the decision tree to identify significant 
determinants of house prices and to predict these. Abrahams et al. [21] used decision 
trees to create a marketing strategy for a pet insurance company. Sheu et al. [22] 
adopted it to explore the potential relationship between important influential factors 
and customer loyalty. The findings of these studies inspire us to adopt the decision 
tree to explore the relationship between customers’ purchase amounts and customers’ 
demographic and behavioral characteristics, with special attention to the characteris-
tics of high- and low-spending customers. 

In this study, the CART algorithm [23] is employed to construct a binary classifi-
cation tree. It is a tree-based classification method that uses recursive two-way parti-
tioning to split the training records into segments where the records tend to fall into a 
specific class of the target variable. In other words, the records in the terminal nodes 
tend to be homogeneous with regard to the target variable. The CART algorithm em-
ploys an exhaustive search for the best independent variable for classification pur-
poses at each split. First, the algorithm checks all possible independent variables and 
their potential values at each split. Then, the algorithm chooses an independent vari-
able that maximizes within-node purity to split the node. We use the Gini index of 
diversity [23] to measure the improvement in purity at each split. For example, if all 
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the records in a node fall into a specific class of dependent variable, the node is con-
sidered pure; however, if the records of each class are proportionate, the node is con-
sidered impure. This process is repeated until some user-specified criteria are met, 
e.g., the maximum tree depth, the minimum number of records in a node or the mini-
mum change in within-node purity improvement [17]. When the tree growing process 
ends, there is a unique path from the root to each terminal node. These paths can be 
considered a set of if-then rules that can be used to classify the records. 

2.3   The Data 

The case company is a national retailer belonging to a large, multiservice Finnish 
corporation. The corporation uses a common loyalty card system which offers card-
holders various discounts and rewards for purchases. The cardholder is required to 
provide basic personal information in order to register for the loyalty card, and their 
transactional information is collected and recorded in the system. The dataset, con-
taining 1,480,662 customers, was obtained through the loyalty card system, and con-
tained sales information from several department stores in Finland, for the period 
2006-07.  The dataset consists of ten variables that fall into two categories: demo-
graphic and behavioral variables. 

The demographic variables consist of the following: 

• Age 
• Gender: 0 for male, 1 for female. 
• Mosaic group: The Mosaic group is a socio-economic ranking system that builds 

upon 250-by-250 meter map grid cells covering all the populated areas of Finland. 
Each map grid contains an average of seven households. The ranking system com-
bines census data with marketing research data to classify the whole population of 
Finland into nine groups: A, B, C, D, E, F, G, H, and I. Each map grid can be as-
signed to one of the nine groups. The households living in the same map grid can 
then be described in terms of socio-demographics, such as education, lifestyle, cul-
ture, and behavior.  

• Mosaic class: Based upon the Mosaic group, the Mosaic class divides the nine 
Mosaic groups further into 33 subclasses. 

• Estimated probability of children: This variable divides households into ten groups 
of equal size, based upon the probability of them having children living in the same 
household. A higher value in this variable indicates that the family is more likely to 
have children living at home. Possible values are from one to ten. 

• Estimated income level: Predicts customers’ income level. The higher the value, 
the wealthier the household is considered. Possible values are one, two and three. 
The behavioral variables consist of the following: 

• Loyalty point level: Based on the average spending amount per customer in the 
corporate chain (the case company is one service provider in the corporate chain), 
this variable divides customers into five classes: zero, one, two, three, and four. A 
higher value in loyalty point level is an indication of a customer’s larger spending 
amount in the entire corporate chain.  

• Customer tenure: Number of years since the customer’s registration. 
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• Service level: Measures how many service providers in the corporate chain the 
customer has used in the last 12 months. 

• The spending amount: Records the total spending amount of each customer during 
the period 2006-2007. 

3   The SOM-Ward Model 

3.1   Training the SOM-Ward Model 

The training of the SOM-Ward Model was carried out using Viscovery SOMine 5.0 
(http://www.viscovery.net/), which is based upon the batch SOM algorithm [8]. 
SOMine is a user friendly SOM implementation with a number of analytical tools 
embedded, including automated two-level clustering using three clustering algo-
rithms, i.e., SOM-Ward, Ward and SOM Single Linkage [24].  

To begin with, we preprocessed data to ensure the quality and validity of the clus-
tering result. The Mosaic group is a categorical variable that is not orderly ranked. 
Since the SOM requires numeric input, we converted the Mosaic group into nine 
binary variables (either 0 or 1). In addition, the Mosiac class variable was excluded 
from the SOM-Ward Model as each of the 33 sub-classes of the Mosaic class would 
have required a dummy variable, which would made visualization extremely difficult.  

Assigning a higher priority factor (default is 1) to some variables can be used to 
give them additional weight and importance in the training process [8], while reduc-
ing the priority factor can be used to achieve the opposite. If the priority of a variable 
is set to zero, the variable has no influence on the training process. We assigned the 
priority factor of spending amount to 1.4, aiming to give it more influence in the train-
ing process. In the pilot tests, it was discovered that the Mosaic group binary variables 
dominated the segmentation result, leading to clusters exclusively defined by a par-
ticular Mosaic group. Therefore, the priority factor of the Mosaic group was set to 
0.1. Thus, the Mosaic group data had little influence on the segmentation result, but 
their distributions in the segments can be investigated when the map has been trained. 
The priority factors for estimated probability of children and estimated income level 
were set to 0.5, considering that both variables are based upon estimates and might 
thus involve some uncertainties. In addition, in order to achieve a more interpretable 
segmentation result, we slightly adjusted the priority factors of the other variables as 
well, again based upon the results of the pilot tests. The priority factors of age, gen-
der, service level and customer tenure were adjusted to 1.1, 0.9, 0.9 and 0.8, respec-
tively. Finally, the data were scaled in order to make sure that no variable received 
undue scale-related bias and to ease the overall training process. Total spending 
amount and customer tenure were scaled according to range while the rest of the vari-
ables were normalized by variance. This step was done automatically by the software. 
No transformation (e.g., sigmoid or logistic) was applied.  

SOMine requires very few parameters for training, mainly because of the batch 
training process used. The user is only required to provide the map size, map ratio and 
tension [24]. The default map size is 1,000 nodes. By comparing a set of maps trained 
in the pilot tests, we chose a map containing 600 nodes to visualize the result. A 
smaller map is better suited for clustering [25]. The tension parameter is used to  
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specify the neighborhood interaction. A lower tension will result in a map that adapts 
more to the data space, resulting in a more detailed map. On the other hand, a higher 
tension tends to average the data distribution on the map. Based upon the pilot test 
results, a map generated with the default setting (0.5) was chosen.  

3.2   Analysis of the SOM-Ward Model 

The characteristics of each segment were identified by examining the variables’ com-
ponent planes (displayed in Fig. 1), which show the distributions of each variable 
across the map. The colors of the nodes in the component planes visualize the value 
distribution of each variable. Cool colors (blue) indicate low values, while warm ones 
(red, yellow) indicate high values. Values are indicated by the color scales under the 
component. For instance, high spending customers were mainly found in Segments 
One and Two, while long-standing customers are mainly found in Segment Five. In 
addition to the component planes, two bar charts also illustrate the characteristics of 
each segment (Fig. 2 and Fig. 3). The height of a bar measures the extent to which the 
mean value of a variable in a segment deviates from that of the entire data set. The 
unit of the x-axis is the standard deviation of the entire data set. In this way, both the 
component planes and the bar charts can visually represent the important characteris-
tics of each segment. A description of each segment follows. 

 

Fig. 1. The component planes of the map 

Segment One: Exclusive customers 
There are 25,425 customers in Segment One, accounting for 1.7% of the whole cus-
tomer base. According to Fig. 1 and Fig. 2, the average total purchase amount in this 
segment is the highest among the seven segments. These customers are mainly fe-
male, having a relatively high loyalty point level. Fig. 3 shows that the customers 
belonging to this segment are most likely to belong to Mosaic groups A, C, D, and E. 
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Segment Two: High spending customers 
In this segment, there are 177,293 customers, accounting for 12.0% of the customer 
base. Fig. 1 and Fig. 2 show that that most of them, mainly female, are high spending 
customers. Some of them are around 60 years old, and some have a high loyalty point 
level. A large percentage of them display a high service level, indicating that they also 
use many other service providers in the corporate chain. Fig. 3 reveals that customers 
belonging to this segment are likely to be from Mosaic groups A, C, D, and E. 

 

Fig. 2. Bar chart illustrating the characteristics of each segment 

 

Fig. 3. Bar chart illustrating the proportion of each mosaic group in each segment 
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Segment Three: Customers with high loyalty point level 
There are 283,265 customers in this segment, accounting for 19% of the customer 
base.  Fig. 1 shows that they have a very high loyalty point level. They use many 
other service providers in the corporate chain, but their spending amount in the case 
company is not large. The probability of these customers having children at home is 
high. Fig. 3 shows that customers in this segment are likely to be from Mosaic groups 
B, H, and I. 

Segment Four: Relatively young female customers 
There are 303,588 customers in this segment, accounting for 20.5% of the customer 
base. Fig. 1 and Fig. 2 show that these customers are mainly females who are much 
younger than the average of the customer base, and some have a large probability of 
having children in the same household. However, their spending amount, loyalty 
point level, service level and customer tenure are below average.  

Segment Five: Long-standing customers of the corporate chain 
There are 116,537 customers in this segment, accounting for 7.9% of the customer 
base. Fig. 1 reveals that these customers have been customers of the corporate chain 
for a long time. They widely use other service providers in this corporate chain, but 
their spending amount in the case company is not high. Compared to other segments, 
these customers are older and their estimated probability of having children living at 
home is small. However, some of them have a very high loyalty point level. Fig. 3 
indicates that it is likely that these customers belong to Mosaic groups D, F, and I.  

Segment Six: Relatively old female customers 
Segment Six has 227,194 customers, accounting for 15.3% of the customer base. Fig. 
1 shows that these customers are comparatively senior to those in other segments. 
Although they are senior in age, they are not long-standing customers of the corporate 
chain and their spending amount is not large. They are mainly female, and have a low 
probability of having children living in the same household. Fig. 3 shows that these 
customers often belong to Mosaic group F.  

Segment Seven: male customers 
There are 347,410 customers in Segment Seven, accounting for 23.5% of the cus-
tomer base. Fig. 1 shows that these customers are mainly male. They have a low 
spending amount, and some of them have a high estimated income level. 

4   The Decision Tree Model 

4.1   Training the Decision Tree Model 

The training of the Decision Tree Model is carried out with The PASW Decision 
Trees module (http://www.spss.com/statistics/).  

A binary target variable, i.e., the variable of high- and low-spending customers, is 
created for the Decision Tree Model. From the analysis of the SOM-Ward Model, we 
found that the customers in Segments One and Two, i.e., those who spend much in the 
company, account for 13.7% of the customer base. Therefore, we arranged the cus-
tomers in sequence, from the lowest to highest according to their total purchase 
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amounts. The top 13.7% of the customers are labeled high-spending customers, and 
the bottom 13.7% are labeled low-spending customers. Customers in the middle, 
whose spending amount are not clearly high or low, were excluded from the training 
set. These customers will be further analyzed in Section 5.  

Compared to that of the SOM-Ward Model, the data preprocessing of the Decision 
Tree Model is much simpler. First, the CART algorithm is able to construct a decision 
tree model by training continuous and/or categorical predictor variables [26]. Next, 
the CART algorithm uses surrogates to handle missing values on independent vari-
ables [17]. Thus, observations containing independent variables that include missing 
values are not excluded from the training process. Instead, other independent vari-
ables that are highly correlated with the independent variable containing missing 
values are used for classification. Lastly, the decision tree is relatively insensitive to 
outliers and skewed data distributions [17]. The above factors reduce the data pre-
processing efforts required for training the decision tree. In the Decision Tree Model 
we used such variables as Mosaic class, which are not easily used in the SOM-Ward 
Model.  

The maximum number of levels in the tree was limited to five and the minimum 
number of records in a node was set to 1,000, in order to prevent the Decision Tree 
from becoming very complex. A complex model, from which too many rules are 
extracted, would not only make the rules hard to generalize into actionable marketing 
strategies, but would also increase the risk of overfitting. The final model was chosen 
based upon ten-folds cross validation. 

4.2   Analysis of the Decision Tree Model 

Appendix 1 shows the created Decision Tree Model. The tree grows from left to right, 
with the root node (0) located on the left and terminal nodes on the right, with each 
non-terminal node having two child nodes. The set of two child nodes represents the 
answers to the decision rules for splitting the records, and these rules are printed on 
the lines connecting each node to its child nodes. The variable used to split the root 
node (node 0) is gender. The algorithm compares the classification results produced 
by all independent variables, and gender is found to lead to the largest improvement 
of within-node purity. Female customers are in the upper branch of node 0 and male 
customers are in the lower branch. At node 2, we find that restricting the records to 
female customers leads the percentage of high-spending customers to increase from 
50% to 60.7%. On the other hand, at node 1, restricting the records to male customers 
leads the percentage of low spending customers to increase from 50% to 77.2%. After 
the initial split, the decision tree uses loyalty point level to further divide node 1 and 
node 2 into nodes 3 and 4, and nodes 5 and 6, respectively. The tree shows that a 
customer with a higher loyalty point level is more likely to be a high-spending cus-
tomer. For example, when comparing nodes 5 and 6 (the children nodes of node 2), 
we find that the proportion of high value customers in node 6, i.e., female customers 
with a loyalty point level above 1, increases compared to that of node 1, while the 
proportion of high value customers in node 5 decreases compared to that of node 2. 
The same pattern also appears at the splits of nodes 3, 12, 28 and 30.  In addition, the 
splits at nodes 4, 6, and 26 clearly show that customers belonging to Mosaic groups 
A, C, D, and E are more likely to spend more. Moreover, the splits at nodes 9 and 13 
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indicate that customers belonging to Mosaic classes 11, 12, and 17 are more likely to 
spend more in the company. 

As shown in Appendix 1, the process of recursive partitioning does not stop until 
the tree grows to the terminal nodes. The paths to these terminal nodes describe the 
rules in the model. The primary focus of this analysis is to identify the characteristics 
of high- and low-spending customers. Therefore, among all the terminal nodes, we 
will select four terminal nodes with the highest percentage of high-spending custom-
ers, and two terminal nodes with the highest percentage of low-spending customers. 
The paths from the root node to the six selected terminal nodes are interpreted as 
characteristics that identify high-spending and low-spending customers.  

High-spending customers – Group One: Node 27 
This node has 21,526 customers, out of which 92.3% are high-spending customers. 
The characteristics of the customers in this node are, in order of importance: 

1. They are female.  
2. Their loyalty point level is larger than 1.  
3. They belong to Mosaic classes 11, 12, and 17. 

High-spending customers – Group Three: Node 50 
This node has 22,172 customers, 83.4% of which are high-spending customers. Their 
characteristics are: 

1. They are female customers. 
2. Their loyalty point level is larger than 3. (We combined the rules applied at 

nodes 2 and 28, because the loyalty point level is used twice.) 
3. They belong to Mosaic classes 2, 3, 9, 10, 13, 14, 15, and 16. 

High-spending customers – Group Four: Node 19 
This node has 1,205 customers, out of which 82.8% are high-spending customers. 
Characteristics of the customers in this node are: 

1. They are male.  
2. Their loyalty point level is larger than 3.  
3. They belong to Mosaic classes 11, 12, and 17.  

Low-spending customers – Group Five: Node 41 
This node has 7,144 customers, out of which 98.3% are low-spending customers. 
Characteristics of the customers in this node are: 

1. They are female.  
2. Their loyalty point level is less than or equal to 3.  
3. They are less than 18.5 years old. 
It is also noted that node 23 (the parent node of node 41) also has a very large per-

centage of low-spending customers. It restricts the age to less than or equal to 20.5. 

Low-spending customers – Group Six: Node 31 
This node has 7,624 customers, out of which 96.9% are low-spending customers. The 
characteristics of the customers in this node are: 

1. They are male.  
2. Their loyalty point level is less than or equal to 1.  
3. Their customer tenure with the corporate chain is less than 4.5 years. 
4. They are less than 26.5 years old. 
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It is also noted that node 15 (the parent node of node 31) also has a very large per-
centage of low-spending customers. However, it has no restriction on age. 

5   Customer Portfolio Analysis  

Based upon the results of the SOM-Ward and the Decision Tree analyses, we divide 
the customer base into three groups: high-spending customers, low-spending custom-
ers, and customers with development potential. The SOM-Ward model shows that 
there are seven segments. They are: 

1. Exclusive customers 
2. High spending customers 
3. Customers with high loyalty point level 
4. Relatively young, female customers 
5. Long-standing customers of the corporate chain 
6. Relatively old, female customers 
7. Male customers 

The map shows that Segments One and Two are high-spending customers. Our pur-
pose is to now identify which of the Segments Three, Four, Five, Six, and Seven have 
development potential in terms of spending amounts. We will do this by identifying 
segments that consist of customers displaying similar characteristics as those in Seg-
ments One and Two. 

We use the decision tree to identify the characteristics that can tell high-spending 
customers from low-spending ones. The confusion matrix of correct and incorrect 
classifications in Table 1 illustrates the accuracy of the decision tree model. 

Table 1. The prediction performance of the decision tree 

Predicted Observed 
Low-spending 

customers 
High-spending 

customers 
Percent Correct 

Low-spending 
customers 

125,743 75,685 62,4% 

High-spending 
customers 

34,745 166,683 82,8% 

Overall  
Percentage 

39.8% 60.2% 72.6% 

 
Table 1 shows that the overall accuracy of the model is 72.6%. 82.8% of the high-

spending customers are correctly classified, while only 62.4% of the low spending 
customers are correctly classified. As our main objective was to build a model that 
can identify potential high-spending customers, the cost of incorrectly classifying a 
high-spending customer as a low-spending one is higher than the cost of incorrectly 
classifying a low-spending customer as a high-spending one. Therefore, this accuracy 
rate is acceptable.  
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Fig. 4. Percentages of customers in each segment identified as having development potential  

 

Fig. 5. The propensity scores for the different segments 

We then ran all the cases in Segments Three, Four, Five, Six, and Seven through 
the decision tree model that was created. The ones that we can identify as possessing 
the same characteristics as the high–spending customers will be our potential group. 
As the clustered bar chart in Fig. 4 indicates, the customers in Segments Six and 
Three have more development potential than the customers in the other segments. 
Each terminal node is a mixture of high-spending customers and low-spending cus-
tomers. The predicted value is the category with the highest proportion of cases in the 
terminal node for each case. Therefore, it is possible to use the model to predict these 
unclassified cases using propensity scores. The propensity score ranks the likelihood 
of the prediction from 1 (likely to be a high-spending customer) to 0 (not likely to be 
a high-spending customer). For example, if an unclassified case has the same  
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characteristics as node 27 in the decision tree model, it will be assigned a propensity 
score of 0.923, as 92.3% of the cases in node 27 are high-spending customers. The 
Histogram of the distribution of propensity scores of Segments Three, Four, Five, Six, 
and Seven is shown in Fig. 5. 

This figure reveals that the customers in Segment Three are most likely to be po-
tential high value customers, while the customers in Segment Seven are least likely to 
be potential high value customers. After running all of the data outside of the 27.4% 
(high and low spending) that were used to train the decision tree, we obtain a list of 
those customers with their propensity scores or/and predictions appended. 

6   Conclusions 

A hybrid approach combining unsupervised and supervised data mining techniques 
has been proposed to conduct customer portfolio analysis. SOM-Ward clustering was 
first used to conduct customer segmentation. Then, the decision tree was employed to 
gain insight into whether there are significant determinants for distinguishing between 
high- and low-spending customers. The results of the two models are then compared 
and combined to perform customer portfolio analysis, i.e., to identify the high- and 
low-spending customers, as well as customers with development potential. Each 
model possesses advantages and disadvantages of its own.  

As an unsupervised data mining technique, SOM-Ward clustering is a good tool 
for exploratory analysis, as is the case when no a priori classes have been identified. 
The SOM is a very visual tool and possesses strong capabilities for dealing with non-
linear relationships, missing data, and skewed distributions. However, while the clus-
ters produced using unsupervised methods may be good for gaining an understanding 
of the customer base, they are not necessarily actionable in terms of marketing strat-
egy as they are not based upon any identified target or aim. In addition, using detailed 
nominal data (e.g., 33 Mosaic classes) is a problem when using the SOM, as binary 
variables must be constructed for each potential class. This easily clutters the map and 
heavily influences training results.  

Decision trees, on the other hand, are tailored to a specific purpose by using a su-
pervised learning approach. The decision tree is also a very robust method, easily 
capable of dealing with difficult data, and requires less data preprocessing and setting 
of parameters than the SOM. However, the starting point of supervised learning inevi-
tably requires more a priori knowledge than unsupervised learning, making the 
knowledge gained using the SOM potentially very important.  

The results of the analysis demonstrate that the combined method of the SOM-Ward 
clustering and the Decision Tree can potentially be effective in conducting market 
segmentation. The information provided by the combined model is more detailed and 
accurate than that provided by either model used alone, thus more actionable informa-
tion about the customer base for marketing purposes could be retrieved. 

Acknowledgements. The authors gratefully acknowledge the financial support of the 
National Agency of Technology (Titan, grant no. 40063/08) and the Academy of 
Finland (grant no. 127656). The case organization’s cooperation is also gratefully 
acknowledged.  



 Combining Unsupervised and Supervised Data Mining Techniques 305 

 

References 

1. Kim, S., Jung, T., Suh, E., Hwang, H.: Customer Segmentation and Strategy Development 
Based on Customer Lifetime Value: A Case Study. Expert Systems with Applications 31, 
101–107 (2006) 

2. Park, H., Baik, D.: A Study for Control of Client Value using Cluster Analysis. Journal of 
Network and Computer Applications 29, 262–276 (2006) 

3. Reichheld, F.F., Teal, T.: The Loyalty Effect: The Hidden Force Behind Growth, Profits, 
and Lasting Value. Harvard Business Press, Boston (2001) 

4. Buttle, F.: Customer Relationship Management Concepts and Tools. Butterworth-
Heinemann, Oxford (2004) 

5. Terho, H., Halinen, A.: Customer Portfolio Analysis Practices in Different Exchange Con-
texts. Journal of Business Research 60, 720–730 (2007) 

6. Kohonen, T.: Self-Organization and Associative Memory. Springer, New York (1988) 
7. Ward, J.H.: Hierarchical Grouping to Optimize an Objective Function. Journal of the 

American Statistical Association 58, 236–244 (1963) 
8. Kohonen, T.: Self-Organizing Maps. Springer, Berlin (2001) 
9. Kaski, S., Kangas, J., Kohonen, T.: Bibliography of Self-Organizing Map (SOM) Papers 

1981-1997. Neural Computing Surveys 1, 102–350 (1998) 
10. Oja, M., Kaski, S., Kohonen, T.: Bibliography of Self-Organizing Map (SOM) Papers: 

1998-2001 Addendum. Neural Computing Surveys 3, 1–156 (2003) 
11. Deboeck, G.J., Kohonen, T.: Visual Explorations in Finance with Self-Organizing Maps. 

Springer, Berlin (1998) 
12. Holmbom, A.H., Eklund, T., Back, B.: Customer Portfolio Analysis using the SOM. In: 

Proceedings of 19th Australasian Conference on Information Systems (ACIS 2008), pp. 
412–422 (2008) 

13. D’Urso, P., Giovanni, L.D.: Temporal Self-Organizing Maps for Telecommunications 
Market Segmentation. Neurocomputing 71, 2880–2892 (2008) 

14. Lee, S.C., Gu, J.C., Suh, Y.H.: A Comparative Analysis of Clustering Methodology and 
Application for Market Segmentation: K-Means, SOM and a Two-Level SOM. In: Zhong, 
N., Ras, Z.W., Tsumoto, S., Suzuki, E. (eds.) ISMIS 2006. LNCS (LNAI), vol. 4203, pp. 
435–444. Springer, Heidelberg (2006) 

15. Vesanto, J., Alhoniemi, E.: Clustering of the Self-Organizing Map. IEEE Trans. Neural 
Networks 11, 586–600 (2000) 

16. Samarasinghe, S.: Neural Networks for Applied Sciences and Engineering: From Funda-
mentals to Complex Pattern Recognition. Auerbach Publications, Boca Raton (2007) 

17. Berry, M.J.A., Linoff, G.S.: Data Mining Techniques: For Marketing, Sales, and Customer 
Relationship Management. Wiley Publishing Inc., Indianapolis (2004) 

18. Murthy, S.K.: Automatic Construction of Decision Trees from Data: A Multi-Disciplinary 
Survey. Data Mining and Knowledge Discovery 2, 345–389 (1998) 

19. Rokach, L., Maimon, O.: Data Mining with Decision Trees: Theory and Applications. 
World Scientific Publishing, Singapore (2008) 

20. Fan, G.Z., Ong, S.E., Koh, H.C.: Determinants of House Price: A Decision Tree Approach. 
Urban Studies 43, 2301–2315 (2006) 

21. Abrahams, A.S., Becker, A.B., Sabido, D., D’Souza, R., Makriyiannis, G., Krasnodebski, 
M.: Inducing a Marketing Strategy for a New Pet Insurance Company using Decision 
Trees. Expert Syst. Appl. 36, 1914–1921 (2009) 



306 Z. Yao et al. 

 

22. Sheu, J.J., Su, Y.H., Chu, K.T.: Segmenting Online Game Customers - the Perspective of 
Experiential Marketing. Expert Syst. Appl. 36, 8487–8495 (2009) 

23. Breiman, L., Friedman, J., Stone, C.J., Olshen, R.A.: Classification and Regression Trees. 
Wadsworth, Pacific Grove (1984) 

24. Deboeck, G.J.: Software Tools for Self-Organizing Maps. In: Deboeck, G.J., Kohonen, T. 
(eds.) Visual Explorations in Finance using Self-Organizing Maps, pp. 179–194. Springer, 
Berlin (1998) 

25. Desmet, P.: Buying Behavior Study with Basket Analysis: Pre-Clustering with a Kohonen 
Map. European Journal of Economic and Social Systems 15, 17–30 (2001) 

26. Hill, T., Lewicki, P.: Statistics: Methods and Applications: A Comprehensive Reference 
for Science, Industry, and Data Mining. StatSoft, Inc., Tulsa (2006) 



 Combining Unsupervised and Supervised Data Mining Techniques 307 

 

Appendix 1. The Decision Tree Model 

 



Managing Product Life Cycle with MultiAgent

Data Mining System

Serge Parshutin

Riga Technical University, Institute of Information Technology,
1 Kalku Str., Riga, Latvia, LV-1658

serge.parshutin@rtu.lv

Abstract. Production planning is the main aspect for a manufacturer
affecting an income of a company. Correct production planning policy,
chosen for the right product at the right time, lessens production, storing
and other related costs. The task of choosing a production policy in
most cases is solved by an expert group, what not an every company
can support. Thus a topic of having an intelligent system for supporting
production management process becomes actual. The main tasks such
system should be able to solve are defining the present Product Life
Cycle (PLC) phase of a product as also determining a transition point
- a moment of time (period), when the PLC phase is changed; as the
results obtained will affect the decision of what production planning
policy should be used.

The paper presents the MultiAgent Data Mining system, meant for
supporting a production manager in his/her production planning deci-
sions. The developed system is based on the analysis of historical demand
for products and on the information about transitions between phases in
life cycles of those products. The architecture of the developed system is
presented as also an analysis of testing on the real-world data results is
given.

Keywords: MultiAgent system, Agents, Data Mining, Product Life Cy-
cle Management.

1 Introduction

Constantly evolving computer technologies are becoming more and more an in-
herent part of successful enterprise management and keeping its activity at a high
level. Different institutions are trying to reduce their costs by fully automatising
certain stages of manufacturing process as well as introducing various techniques
intended for forecasting certain market indicators that impact general manufac-
turing process. Different statistical methods are employed as well, though an
increasing interest in computational intelligence technologies and their practical
application can be observed ever more.

The present research focuses on studying the ability to create the MultiAgent
system that will integrate several Data Mining technologies in order to support
a human’s decision in a real-world problem.

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 308–322, 2010.
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A task of product life cycle phase transition point forecasting can serve as
an example of such problem where both Data Mining and Decision Support
technologies should be applied. From the viewpoint of the management it is
important to know, in which particular phase the product is, as it will have
an impact on the production planning policy that will be chosen [10]. In the
case of determined demand changing boundaries, typical for a maturity phase,
it is possible to apply cyclic production planning policy [2], whereas for the
introduction and decline phases an individual planning is usually employed, as
the demand is less stable comparing to the maturity phase. The chosen right
production policy will have a positive influence on the state of a company.

As the technologies are evolving, the variability of products grows, making
manual monitoring of PLCs a difficult and costly task for companies. Thus an
alternative of having an autonomous intelligent system that monitors market
data, creates and automatically updates lists of products for what it is reasonable
to consider a production planning policy update or replacement, becomes more
valuable.

The managing a PLC and forecasting the phase change period is one compli-
cated non-linear task. The situation on market changes dynamically, therefore
the system, designed for such task, should be able to function in dynamically
changing environment. The Agent Technology is one of the modern technologies
that can be applied for building an intelligent system for monitoring a dynamic
environment.

This paper proposes a model of MultiAgent system that ensures the solving of
the aforementioned task as well as provides an analysis of system testing results.

2 Problem Statement

Any created product has a certain life cycle. The term ”life cycle” is used to
describe a period of product life from its introduction on the market to its
withdrawal from the market. Life cycle can be described by different phases:
traditional division assumes such phases like introduction, growth, maturity and
decline [9]. For products with conditionally long life cycle, it is possible to make
some simplification, merging introduction and growth phases into one phase -
introduction.

An assumption that three different phases, namely, introduction, maturity and
end-of-life are possible in the product life cycle, gives us two possible transitions.
The first transition is between introduction and maturity phases and the second
- between maturity and product’s end-of-life.

From the side of data mining [4,6,7], information about the demand for a
particular product is a discrete time series, in which demand value is, as a rule,
represented by the month. A task of forecasting a transition points between life
cycle phases may be formulated as follows. Assume that D = {d1, . . . , di, . . . , dn}
is a dataset and d = {a1, . . . , aj, . . . , al} is a discrete time series whose duration
equals to l periods, where l ∈ L = {l1, . . . , lh, . . . , ls} and varies from record to
record in the dataset D. For simplification, the index of d is omitted. Time series
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d represents a particular phase of a product life cycle, say introduction. Assume
that for a particular transition, like introduction to maturity, a set of possible
transition points P = {p1, . . . , pk, . . . , pm} is available. Having such assumptions
the forecasting of a transition point for a new product, represented by a time
series d′ /∈ D, will start with finding an implication between historical datasets
D and P, f : D → P ; followed by application of found model to new data.

3 Structure of the MultiAgent System

The developed system contains three main elements - Data Management Agent,
Data Mining Agent and Decision Support Agent, shown in Figure 1. The system
intentionally was designed simple and general, as to give the possibility to apply
it not only to PLC phase transition point forecasting task, but also to any other
task that encapsulates the clustering of time series with special markers and
forecasting a marker value for a new object, represented only by a time series.

To avoid misunderstandings of several terms the definitions of an Agent, In-
telligent Agent, Multiagent System and Controlled Agent Community are given
in scope of the present research.

There is no universally accepted definition of the term agent, nevertheless,
some sort of definition is important: An agent is a computer system that is
situated in some environment, and that is capable of autonomous action in this
environment in order to meet its design objectives [13]. The present definition
fully meets all objectives of a term Agent in the present research.
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An intelligent agent can be defined as an agent that is not only capable of
autonomous action, but also can learn - extract and gather knowledge about the
environment it is situated in. The ability to learn allows an intelligent agent to
build a model of an environment.

The MultiAgent system contains a number of agents and intelligent agents,
which interact with one another through communication. The agents are able
to act in an environment; different agents have different ’spheres of influence’,
in the sense that they will have control over - or at least be able to influence -
different parts of the environment [13].

Main difference between a MultiAgent system and an agent community is that
in agent community agents act in the environment, but do not interact with one
another. Having such definitions the agents of the MultiAgent system (Figure
1) can be described as follows.

Data Management Agent. The Data Management Agent performs several tasks
of managing data. It has a link to the database that contains the product demand
data and regularly is updated. The Data Management Agent handles the prepro-
cessing of the data - data normalization, exclusion of obvious outliers and data
transformation to defined format before sending it to the Data Mining Agent.
Such preprocessing allows to lessen the impact of noisiness and dominance of
data [3,12]. The transformed data record displays the demand for a product,
collected within known period of time, the length of which is set by the system
- day, week, month, etc. Each data record is marked with one or both markers
- transition indicators; namely, M1 indicates the period when product switched
from Introduction phase to Maturity phase; and M2 indicates the period when
product switched from Maturity phase to End-of-Life phase. Marks on transi-
tions can guarantee that a model will be build; if we have patterns of transitions
in historical data, then, theoretically, in presence of a model for generalisation,
we are able to recognise those patterns in new data. Assigning markers to the
demand time series is one process that currently is done manually by a human
expert.

As the database is regularly updated, the Data Management Agent monitors
the new data and at a defined moment of time forwards the subset of new data
to the Data Mining Agent for updating the knowledge base.

Data Mining Agent. The Data Mining Agent is an intelligent agent. The actions,
performed by the Data Mining Agent, cover such processes as initialization of
a training process, performing system training and testing processes, imitation
of On-line data flowing during system training and testing, Knowledge base
creation and maintaining it up-to-date.

The Data Mining Agent contains a knowledge base that is connected with
the controlled community of clustering agents. Clustering agents mine knowl-
edge from data and gather it in the knowledge base. Each clustering agent ei-
ther can handle records, with equal duration l or can proceed with time series
with different durations. Which option will be selected depends on the total
load distribution policy, currently defined by the user. Let us illustrate the load
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distribution. Assume that the duration of discrete time series in dataset D varies
from 4 to 9 periods, thus l ∈ L = {4, 5, . . . , 9}. In this case, total system load
will consist of six values that time series duration can take. Let us assume that
the load has to be distributed uniformly over clustering agents at the condition
that an individual load on separate agent should not exceed three values that is
q = 3. Under such conditions, two clustering agents will be created by the mo-
ment of system initialisation. The first clustering agent, ca1, will process time
series of duration l ∈ {4, 5, 6}; the remaining time series with duration of 7, 8
and 9 periods will be sent to the second clustering agent, ca2.

The option of having the On-line data flowing procedure becomes necessary
due to specifics of a chosen system application environment. In the real-world
situation, the information about the demand for a new product is becoming
available gradually: after a regular period finishes, new demand data appear.
Due to that the system must be trained to recognize transition points that will
occur in the future having only several first periods of the demand time series
available.

The algorithm employed is executed taking into account the following details.
Preprocessed by the Data Management Agent time series d with duration l, con-
taining demand data within introduction or maturity phase and the appropriate
marker (M1 or M2 respectively) with value p, is sent to the Data Mining Agent.
Having that minimal duration of a time series should be lmin and greater, the
algorithm of On-line data flowing procedure will include these steps:

1. Define l∗ = lmin;
2. Process first l∗ periods of a record d with a marker value p;
3. If l∗ < l then increase value of l∗ by one period and return to step 2; else

proceed to step 4;
4. Finish processing record d.

According to the chosen policy of system load distribution the fraction of a time
series with marker is directed to the clustering agent responsible for processing
the time series of a specific duration.

Each clustering agent implements a specific clustering algorithm, capable of
processing times series of different duration. The present research considers a
possibility of using a Gravitational Clustering algorithm - the G-Algorithm [5]
for extracting knowledge from data.

Decision Support Agent. The Decision Support Agent is the element that uses
the knowledge base of the Data Mining Agent to forecast a transition points
for new products as also to analyse the alternatives of using cyclic or non-cyclic
planning policies for particular products. The Decision Support Agent follows a
certain algorithms, whose examples are provided in the subsection 3.1.

3.1 System Functioning Algorithm

The system functioning algorithm consists of two main stages - System Learning
and System Application. The System Learning stage contains two inner steps
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- System Training followed by System Testing and Validation. The System Ap-
plication stage is the stage when the Decision Support Agent receives requests
from the user and following certain algorithms, described in current subsection,
provides the user with certain information.

System Learning. The system learning process is fired when the Data Manage-
ment Agent sends prepared data to the Data Mining Agent with ”Start initial
learning” or ”Update” command. The ”Start initial learning” command is sent
when the system is launched for the first time. This will fire the process of
determination and setting of basic system’s parameters: the number of cluster-
ing agents, learning coefficients, number of iterations. The number of clustering
agents in the agent community, n, is calculated empirically. Given a policy as-
suming uniform distribution of general load among the agents, formula (1) can
be used to calculate the number of clustering agents.

n =
⌈ |L|

q

⌉
, (1)

where q - each clustering agent’s individual load; �·� - symbol of rounding up.
After the number of clustering agents n is calculated, for each clustering agent

cai an interval of time series durations [li,min; li,max] is set. The records with
duration l ∈ [li,min; li,max] will be processed by an agent cai. Given a uniform
load distribution, equation (2) can be used for setting the bounds.

{
i = 1, li,min = lmin ,

i > 1, li,min = li−1,max + 1 ;

li,max = li,min + q − 1 .

(2)

As the main parameters are set, Data Mining Agent processes each of the re-
ceived records imitating the On-line data flowing. Fractions of time series are
forwarded to the corresponding clustering agent cai, defined by the [li,min; li,max]
interval, calculated with equation (2). Each clustering agent will process an in-
dividual part of the data.

Data clustering process is based on the Gravitational Clustering Algorithm,
described in [5]. The G-Algorithm is based on the Gravitational Law and the
Second Newtont’s Motion Law and allows to find clusters in data without any
predefined information about the number of clusters. The main aspects of the
algorithm is that there is a gravitational force among all objects in the dataset.
The more similar objects are - the smaller is the distance between them, and the
stronger is the gravitational force - which means that similar objects are moving
towards each other forming clusters.

To start using the G-Algorithm some major parameters must be set. First
one will be the Universal gravitational constant G, the value of which equals to
6.67 ∗ 10−11. Analysing the results in [5] it is possible to conclude that the value
of G should be chosen carefully for each dataset, as there is no ”universal” value
for this parameter, that works for all datasets. The big value for G will result
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in that only one cluster will be created and vice versa - too low value will not
allow the G-Algorithm to create any clusters. In parallel with G a decay for a
gravitational force, ΔG, should be stated, which also can be equal to zero. In
that case the gravitational force remains the same during all iterations.

The number of iterations for the algorithm is set empirically. Another option
that can be used as an alternative to a defined number of iterations is to launch
algorithm until only one merged object remains and save status each Z iterations.
This will give an information to analyse and come up with a suitable number of
iterations for a current dataset.

Finally the Merging Distance - ε, should be defined. This parameter defines
the minimal distance between two object at which they can be merged into a
single object. The value of ε can be either defined as a number or as a percentage
of a maximal distance between any two objects in the dataset. With respect to
[5] the most suitable merging distance was equal to 0.0001, what will be near
0.01% of maximal distance between any two objects in the dataset, used by
authors of [5]. If ε is set as a percentage of a maximal distance, then during the
first iteration the actual value for this parameter can be calculated and saved
for futher application.

Initially all objects in the dataset have their masses equal to 1. The mass of a
merged object can either remain 1 or become equal to the sum of masses of the
objects that were merged. This will influence the gravity force between objects.
The force exerted from one object x over another object y can be expressed with
equation (3).

F (t) =
G · mx · my

‖
−→
d(t)‖2

, (3)

where G is the gravitational constant, mx and my are the masses of the two

objects and
−→
d(t)= y(t)−x(t), is the vector that defines the direction of the force.

Therefore, the movement equation of an object x under the influence of the
gravitational field of an object y are:

x(t + Δt) = x(t) + v(t)Δt+
−→
d(t)

G · my · Δt2

2 · ‖
−→
d(t)‖3

(4)

Assuming that an object velocity at moment t, v(t), is a zero vector and Δt = 1,
a simplifications to equation (4) can be made [5]. Equation (5) can be used as
a simplified one for calculating a change in position of an object x induced by a
force exerted from object y to object x.

x(t + 1) = x(t)+
−→
d(t)

G · my

2 · ‖
−→
d(t)‖3

(5)

Note how the vector
−→
d(t) that defines direction of the force, is calculated. When

the load is q = 1, that is when each clustering agent is processing discrete time

series with a certain fixed duration, the vector
−→
d(t) is calculated as the difference
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between vectors of equal length (6).

−→
d(t)=

−→
y(t) −

−→
x(t) (6)

In other cases when q ≥ 2, the direction vector of the force is calculated using
a specific approach, suggested in the scope of present research. Assume that the
force is exerted from y to x. In case when durations of time series are equal, that
is lx = ly, the direction vector of the force is calculated using equation (6). In
cases when lx < ly or lx > ly a presented algorithm is used:

1. Find a minimal duration l′ among lx and ly : l′ = min{lx, ly};
2. Use equation (6) and only first l′ periods of time series x and y to calculate

vector
−→
d .

In other words in case when durations of time series x and y are not equal, the
vector

−→
d is calculated only in l′ dimensions, where l′ = min{lx, ly}.

Let us demonstrate an example of such case. Assume that duration of time series
x, lx, is equal to 4 periods and duration of time series y, ly, is equal to 6 periods.

Vector
−→
d represents direction of the force exerted from object y to object x.

The minimal duration, l′, will be equal to the duration of time series x, that is
l′ = lx = 4. For calculation of

−→
d all 4 periods of time series x and only first

4 of 6 periods of time series y will be used. That is
−→
d will be calculated in 4

dimensions.
When the clustering is finished the clusters must be formed and the Data

Mining Agent launches this process. The parameter α defines the minimal cluster
size - the minimal number of objects in one cluster. Setting α = 2 will result in
that any object, created by merging 2 or more single objects, will be treated as
a cluster. Other objects that do not match the parameter α condition will be
treated as outliers. Each cluster contains the next data:

1. The ID of the clustering agent, where the cluster was formed;
2. The time series, representing the centroid of all objects in the cluster;
3. Statistics, giving the picture of what transition points are present in the

cluster and what part of objects has a certain transition point. This statistics
will be used for choosing a preferable transition point for cluster.

Taking into account the point that a single cluster can contain time series with
different durations (for cases with q ≥ 2), the next strategy is applied for a
cluster centroid calculation:

1. Number of periods in a cluster centroid is equal to the maximal duration of
times series in that cluster;

2. For each period i repeat:
(a) Set SVi as a summarized value of period i from all m time series with a

value in period i;
(b) Set a centroid value in period i equal to SVi divided by m.
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Clusters will be included in the knowledge base. The knowledge base contains
a number of levels, equal to the number of clustering agents in the Controlled
Agent Community. Each level contains clusters from a clustering agent with
corresponding number.

System evaluation. To evaluate the precision of transition point forecasts made
by the system, two criteria are employed: Mean Absolute Error - MAE, to eval-
uate the accuracy of the system and Logical Error to evaluate whether decisions
made by the system are logically correct.

The Mean Absolute Error (MAE) is calculated using formula (7).

MAE =
∑k

i=1 |pi − r|
k

i = [1, 2, . . . , k] , (7)

where k - the number of records used for testing; pi - real value of the key
parameter for record di; r - the value of the key parameter forecasted by the
system.

Logical error provides information about the logical potential of the system. To
calculate the logical error, it is necessary to define logically correct and logically
incorrect decisions. As applied to the task of forecasting product life cycle phase
transition period, logically correct and logically incorrect decisions are defined:

1. Assume that a discrete time series d has a duration equal to ld, but the value
of the key parameter - the period of product life cycle phase transition, is
p = pd, where pd > ld. This statement means that a real transition period
has not come yet. Due to that, logically correct decision is to forecast a
transition period rd, where rd > ld. Logically incorrect decision in this case
will be if rd ≤ ld.

2. Assume that a discrete time series d has a duration equal to ld, but the value
of the key parameter - the period of product life cycle phase transition, is p =
pd, where pd ≤ ld. This statement gives evidence that real transition moment
has already come. Due to that, logically correct decision could be forecasting
transition period rd, where rd ≤ ld. And logically incorrect decision will take
place if rd > ld.

The statement that at rd = ld transition has occurred can be considered correct
as the availability of data about some period in record d shows that the period
is logically finished and, consequently, the transition - if any was assumed in this
period - is occurred.

Functional aspects of the Decision Support Agent. The Decision Support Agent
can perform its actions either by receiving a request from a user, or in au-
tonomous mode, with defined interval of time (at the end of each period) re-
porting the decision analysis results. Products that are analysed by Decision
Support Agent are products that still are evolving on the market. The list of
such products is monitored by the Data Management Agent.

Either in autonomous mode or by request from a user the Decision Support
Agent starts the process, displayed in Figure 2. The depicted process includes
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1. Determination of the BMC for each
of monitored products

2. Formation of the List of Interest
(LOI)

3. Evaluation of cyclic and non-cyclic
planning policy for each product in LOI4. Reporting results

Fig. 2. Decision Support Agent functioning diagram

three main steps - Determination of the Best Matching Cluster (BMC) for each
of the evolving products; Formation of the List of Interest (LOI), the list of
products for which it would be reasonable to reconsider the planning policy;
Evaluation of a cyclic and non-cyclic planning policy for each product in the
List of Interest. And finishes with the fourth step - Reporting the results of
the evaluation to a user. Let us describe the processes hidden behind each of the
main steps.

Step 1: Determination of the BMC for each of the evolving products. The Deci-
sion Support Agent sends a request to the Data Management Agent and receives
a dataset containing evolving products. Each record is preprocessed and format-
ted by the Data Management Agent. As the dataset is received it being sent to
the Data Mining Agent with command ”Find the Best Matching Cluster”.

For each product the Data Mining Agent first finds a clustering agent cai that
processes demand time series with duration same to the product time series has.
This will give an information about the level in the knowledge base on which the
BMC will be searched. Then the Data Mining Agent finds the Best Matching
Cluster among cluster on the specified level of the knowledge base. As the BMC
is found for each product, the Data Mining Agent sends a list of found BMCs
to the Decision Support Agent.

The information from the BMC contains a list of possible transition points
for each product - for the products in the introduction phase the M1 transition
point is supplied and M2 transition point - for products in the maturity phase.
This is where the Formation of the LOI begins.

Step 2: Formation of the List of Interest. The Best Matching Cluster may con-
tain different information for products and several cases are possible:

1. The simplest case (C1 ) occurs when the Best Matching Cluster contains
only one possible transition point. In this case the Decision Support Agent
assumes this transition point as the preferable one and follows a solution
(S1 ) containing three major rules:
(a) If l < p and p − l > θ Then: Product remains monitored and is not

included in the List of Interest;
(b) If l < p and p − l ≤ θ Then: Product is included in the List of Interest;
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(c) If l ≥ p Then: Product is included in the List of Interest.
Where l is the duration of the demand time series in periods; p - a forecasted
transition point; and variable θ stores the minimal threshold of interest for
either including the product in the List of Interest or not.

2. The case (C2 ) occurs when the BMC contains more than one possible tran-
sition points for a product, but one of transition points has an expressed
appearance frequency f . An appearance frequency may be stated as ex-
pressed if it exceeds some threshold, like 50%. In such case the solution (S2 )
will be that the Decision Support Agent accepts the transition point with
an expressed f as preferable one and follows rules from the S1 solution.

3. The third possible case (C3 ) occurs when the BMC contains several possible
transition points, but there is no one with an expressed appearance frequency
present. For this case several solutions are possible:
(a) Solution S3. The Decision Support Agent queries the Data Mining Agent

if the BMC was found on the last (highest) level of the knowledge base.
If so, then the Decision Support Agent follows the next two rules:
i. If only one transition point has the highest (not expressed) f , then

select it as a preferable one and follow rules from solution S1 ;
ii. If several transition points have the highest f , then select a transition

point with a minimal value as preferable one and follow rules from
solution S1. Current rule application example would be if transition
points with highest f are 6th, 8th and 10th period then the Decision
Support Agent will choose the 6th period, as it is the minimal one.

(b) Solution S4. If the solution S3 was not triggered, then the Decision
Support Agent follows the next strategy:
i. Send a request to the Data Mining Agent to find for a current product

the Best Matching Clusters among clusters in knowledge base levels
that are higher than a level with the current BMC;

ii. The Data Mining Agent searches for BMCs in the knowledge base
using only first l′ periods, where l′ = li and li is the duration of the
demand time series of the current product;

iii. The Data Mining Agent returns the list of BMCs to the Decision
Support Agent;

iv. Decision Support Agent adds the current BMC to the list, selects the
most matching one and checks which of three cases - C1, C2 or C3,
is triggered. If case C1 or C2 is triggered, then the Decision Support
Agent just follows the rules from solutions for those cases (solutions
S1 and S2 respectively). In case when the C3 is triggered again, the
Decision Support Agent follows rules from the S3 solution.

Example of such situation may be described as follows. Assume that
the Controlled Agent Community contains two clustering agents: first
one, ca1, processes time series with duration 4, 5 and 6 periods; second
clustering agent, ca2, is processes time series with duration 7, 8 and
9 periods. Respectively the knowledge base will contain two levels for
clusters from each of clustering agents. Time series of a current product
has duration equal to 6 periods. Time series with such duration are
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processed by the agent ca1. Due to that, the BMC will be searched
among clusters on the first level of the knowledge base. Assume that
case C3 occurred and solution S4 was triggered. In that case the Data
Mining Agent will search for a BMC on the second level of the knowledge
base (as it is the only higher level than the one with initial BMC), but
only using first 6 periods for distance calculation. The list of BMCs will
contain two objects. Finally the most similar BMC will be selected from
the list of BMCs, the preferable transition point will be selected and the
forecast will be made.

If at the end of formation of the List of Interest the list is empty then the
Decision Support Agent bypasses the third step and reports that products, for
which it would be reasonable to reconsider the planning policy, were not found.
In case when LOI contains at least one product the Decision Support Agent
starts processes in the third step.

Step 3: Evaluation of cyclic and non-cyclic planning policy for each product in
LOI. At this step the Decision Support Agent measures an expenses of using
cyclic or non-cyclic planning policy for each product in the List of Interest. As
stated in [1,2,8] the measure of Additional Cost of a Cyclic Schedule (ACCS)
may be used for those purposes. The ACCS measures the gap between cyclic
and non-cyclic planning policies, and is calculated by formula (8).

ACCS =
CPPC − NCPPC

NCPPC
, (8)

where CPPC is the Cyclic Planning Policy Cost and NCPPC - the Non-Cyclic
Planning Policy Cost.

As the third step is finished the user receives analysis results of the products
from the List of Interest.

4 Gathered Results

The fact that the data describes real life process and marks of transitions were
given by experts implies that some noisiness in data is present.

The obtained dataset contains 312 real product demand time series with min-
imal duration equals to 4 and maximal - to 23 periods. Each time series contains
the demand during the introduction phase of a specific product and is marked
with M1 marker. To normalize the data, the Z-score with standard deviation
normalization method was applied. As the true bounds of the demand data in
the dataset are unknown and the difference between values of various time series
is high, the chosen normalization method is one of the most suitable ones.

Figure 3 displays an example of time series data used in experiments. As can
be seen, the time series differs not only in duration, but also in amplitude and
its pattern.

A specific tool for testing the proposed MultiAgent system was developed us-
ing MS Visual Basic 2008. The system was tested using a 10-fold cross-validation
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Fig. 3. Example of normalized data

technique. Eight experiments with different conditions were performed, totally
giving 80 system runs. In all experiments the minimal number of elements in the
cluster was 2 elements and the minimal merging distance was set as 0.5% of a
maximal distance found during the first iteration. The total number of iterations
remained 2000, the system was tested every 10 iterations. Table 1 supplies the
experimentally gathered results.

As may be seen from the results the Logical Error (LE), calculated by the
algorithm described in paragraph System Evaluation of subsection 3.1, is high
and exceeds 50%. The LE parameter was chosen as additional one to evaluate
the system and comparing to the Mean Absolute Error (MAE) has less weight
in system evaluation. The results in table 1 show that in experiments, where
each clustering agent (CA) was able to proceed time series of three different
durations (q = 3), MAE was less comparing to experimnerts with q = 1. The
reason for such case may be that with q = 3 the clusterring community has
less clustering agents, but nthe number each CA can process is larger. That
supports the discovery of important associations in data. The minimal average
value of MAE lies close to 2 periods and in individual cases the system vas able
to succeed MAE less than 2 periods. Comparing to the results, acheved in paper
[11] by Self-Organising Maps, the new presented system was able to lessen the
Mean Absolute Error.

Table 1. Gathered results

Exp. G Masses after merging CA load MAEmin MAEavg LEmin LEavg

1 0.0007 Remain 1 q = 1 2.33 2.72 64.8% 69.4%

2 0.0007 Remain 1 q = 3 1.88 2.24 57.6% 68.7%

3 0.0007 Summed q = 1 2.57 2.91 54.0% 68.5%

4 0.0007 Summed q = 3 1.74 2.35 61.9% 69.2%

5 0.00007 Remain 1 q = 1 2.21 2.59 65.7% 70.4%

6 0.00007 Remain 1 q = 3 1.75 2.07 59.7% 69.1%

7 0.00007 Summed q = 1 2.37 2.84 59.3% 69.4%

8 0.00007 Summed q = 3 1.83 2.16 58.4% 68.7%
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In most cases the best results were gathered in experiments, where q > 1
and masses of the objects after merging remained equal to 1. This lessens the
chance of appearance of a Black Hole that will dominate in the environment, and
increases the chance that discovered clusters will contain important associations.

Analysing the gathered results it is possible to conclude that system was able
to find associations in data and to apply a created model to forecast a transition
point for a new product with a certain precision.

5 Conclusions

For the practitioners of management of the product life cycle the knowledge,
which describes in which phase the product currently is and when the transition
between phases will occur, is topical. Such knowledge, in particular, helps to
select between the cyclic and non-cyclic production planning policy, as also to
manage the assortment of products in stock.

In this paper, the task of forecasting the transition points between differ-
ent phases of product life cycle is stated, and the structure of a MultiAgent
Data Mining system, which helps to solve this task, is presented and described.
The functional aspects of all agents in the system - Data Management Agent,
Data Mining Agent and Decision Support Agent, are described. Experimentally
gathered results show that the created MultiAgent Data Mining system has its
potential and can process real demand data, create a model on the basis of
historical data, forecast possible transition points and theoretically report an
analysis of expenses for cyclic and non-cyclic planning policies.

For the future research it is necessary to examine the developed system on
the data from different production fields, and, which is also important, to have
a response from practitioners who will use these systems. The examination of
other technologies for creating the knowledge base in the Data Mining Agent
will be performed.

Another important moment is that the modest data volume that was used for
practical experiments, is related to the fact, that it is necessary to have transition
marks in historical data from experts and practitioners. The more products, the
more complicated for human is to make all these marks - in practice the amount
of marked data will always be limited. Due to that one more point of future
research is creating a system with ability to extract valuable knowledge from a
small set of marked data.
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Abstract. Data Mining is a widely used discipline with methods that
are heavily supported by statistical theory. Game theory, instead, devel-
ops models with solid economical foundations but with low applicability
in companies so far. This work attempts to unify both approaches, pre-
senting a model of price competition in the credit industry. Based on
game theory and sustained by the robustness of Support Vector Ma-
chines to structurally estimate the model, it takes advantage from each
approach to provide strong results and useful information. The model
consists of a market-level game that determines the marginal cost, de-
mand, and efficiency of the competitors. Demand is estimated using Sup-
port Vector Machines, allowing the inclusion of multiple variables and
empowering standard economical estimation through the aggregation of
client-level models. The model is being applied by one competitor, which
created new business opportunities, such as the strategic chance to ag-
gressively cut prices given the acquired market knowledge.

1 Introduction

Among the diverse decisions taken by companies, pricing is one of the most
important. Decision makers do not only have a product’s or service’s price as a
tool to affect demand, but also several marketing actions (e.g. mailings or call
centers). The final consumer decision is thus influenced by market prices as well
as by the stimuli he or she has been subject to.

The dynamics that these elements define can be modeled by game theory [8]
which proposes results based on a solid economical background to understand
the actions taken by agents when maximizing their benefit in non-cooperative en-
vironments. In companies, however, for more than twenty years data mining has
been used to retrieve information from corporative databases, being a powerful
tool to extract patterns of customer response that are not easily observable.

As of today, these two approaches (i.e. data mining and game theory) have
been used to describe similar phenomena, but with limited interaction between
each other. This work attempts to combine these approaches thus exploiting both
the strong economical background used by game theory to model the relations
that define competitive actions, as well as sophisticated data mining models to
extract knowledge from the data companies accumulate.

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 323–337, 2010.
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In this model a customer-level, highly detailed demand estimation is intro-
duced, built from Support Vector Machines that can handle a large number
of variables from different sources, in contrast with common economics estima-
tions. This demand is used to empower a market-level model based on game
theory that details the situation the companies in the market are in, delivering
an integrated picture of customers and competitors alike.

This work is structured as follows. Section 2 presents the game theoretic model
used for this problem. In Section 4 the demand model is introduced, followed
by technical details on Support Vector Machines (SVMs) which is the main
technique utilized. The following section presents results obtained for a financial
company. Finally, conclusions are drawn in Section 7. Possible future work is
outlined in section 8.

2 Competition as a Game

Prior to the definition of game dynamics presented in this work, three definitions
are necessary to fully understand the proposed model.

Definition 1. A strategy sj of a player j corresponds to a complete plan of
actions, selected from a set of possible actions Sj that determines his or her
behavior in any stage of the game. The player may, instead of using a fixed
action sj, define a probability distribution for the set Sj to determine his or her
actions, this probability distribution pj is called a mixed strategy.

Definition 2. Let pj be the strategies for a set of J players in a given game.
A Nash Equilibrium is a vector p∗ = (p∗1, . . . , p∗J) containing the strategies of
the players such that no player has incentives to change his or her particular
strategy. If Sj(p) is the payout for player j, then a Nash Equilibrium is such that

Sj(p∗) = max
pj

S(p∗1, . . . , pj , . . . , p
∗
J) ∀j ∈ {1, . . . , J} . (1)

Definition 3. A Perfect Sub-Game Equilibrium is a refinement of the Nash
Equilibrium concept where the state is an equilibrium to the game, and also is
an equilibrium to all the sub-games that can be constructed from the original one.

With these concepts at hand we can now define our game. Studies of competition
dynamics are usually limited to a game theoretic framework where the players
are the companies in the market under analysis. For this particular approach,
Nash - Bertrand specification is useful, where players (companies) compete using
prices as strategic variables, a reasonable assumption when quantity is flexible
when compared to the different levels of demand [6].

In this context, the Nash - Bertrand equilibrium in a one-stage game has
only one stable equilibrium: perfect competition, where each player fixes its
price according to his marginal cost. However, Friedman [5] argued that when
these games are played for a long (infinite) span of time, then every possible
configuration of utilities that falls in an “acceptable” or “rational” range will be
a perfect sub-game equilibrium.
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The previous result, known as folk theorem, has an interesting interpretation:
from the game theoretic point of view, companies that compete monthly for
a fixed (or stable enough) set of customers fall in strategy configurations that
will always result in a new equilibrium. If one agent modifies one of its deci-
sion variables then, under the assumption of rationality of the players, the new
reached state will be a perfect sub-game equilibrium. Then it is useful to look for
models that determine, given that one or more conditions are modified, which
equilibrium will be obtained.

For this theorem to be applicable, the set of strategies must be non-empty.
Rotemberg and Saloner[10] define a set of assumptions that are fulfilled in most
markets, including the one in this application, that assure the existence of at
least one equilibrium.

We will follow the steps of Sudhir et al [13] to define the model. Suppose there
are J firms in the market with Nt customers in each period t; the firms must fix
prices pjt, marketing actions between L available (given by xjt ∈ {0, 1}L) and
face a cost vector cjt. Under these conditions, Vilcassim, Kadiyali and Chin-
tagunta [16] postulate that the marketing budget does not influence pricing,
because it corresponds to a fixed cost. In this work it is considered that mar-
keting strategies are determined a priori. This assumption seems realistic since
usually marketing budgets and actions are planned at the beginning of each year
whereas prices are fixed on a monthly basis.

Each period, the companies maximize the following expression:

max
p

Nt(pjt − cjt)Sjt(p, x, χ) (2)

Where Sjt is the market share which has as inputs the price vector p, all ob-
servable marketing actions x, and the observable market heterogeneity given by
χ ∈ R

I×n that is intrinsic to each company’s customer database and is observ-
able by the players using their respective databases. This assumption means that
future utilities are infinitely discounted, being supported by the fact that even
though the firm wishes to maximize its future benefits, managers usually prefer
short-term goals, implying decisions such as price determination for a certain
month, not long-term price fixing. The objective function to be maximized can
be represented as a discounted sum, as done e.g. by Dubé and Manchanda [3].
The approach proposed in our paper simplifies the study and is centered on the
determination of demand patterns.

To estimate the different cost functions, a matrix of cost factors Ct will be
used as input along with a parameter vector λj that will be estimated from the
firm’s data: cjt = λj · Ct + εt where εt is the error that occurs when using this
method. The conditions of first order from (2) lead to the price definition for
each firm:

pjt = cjt − Sjt

∂Sjt/∂pj
(3)

The second term on the right hand side of (3), called Bertrand margin, must be
adjusted by a parameter to allow deviations from the theoretical equilibrium.
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The parameter that adjust equation (3) will be named κj, and corresponds to a
numerical measure of how competitive the market is.

This parameter κj is of utmost importance, because it indicates the devia-
tion respect to the equilibrium of each company. κj , with values between zero
and one, indicates exactly how efficient is each company that is being modeled.
Values close to one indicate efficiency (near-optimal behavior) and values close
to zero represent the lack of it. It allows to identify the companies that are be-
ing inefficient and are subject to aggressive behavior from their competitors. To
obtain the final model expression, it is necessary to replace the expression for
costs and to include κj in (3):

pjt = Ct · λj − κj
Sjt

∂Sjt/∂pj
+ εt (4)

The prior expression is identical to the one presented in previous works, since it
represents the classical solution of Bertrand’s competition with deviation assum-
ing variable costs. The specification of the market share Sjt is where the present
work differs from the usual economical modeling, because demand is modeled
based on SVMs from disaggregated data at a customer level.

In general, aggregated data is used to model demand, according to the spec-
ification of Dubé et al. [2], but this approach does not take into account the
real drivers for customer decisions, because the aggregated data usually corre-
sponds to variables that indirectly interpret demand. In this work market share
is modeled using the direct effects (prices), the indirect effects (marketing strate-
gies) and the customer characteristics, expanding the spectrum used so far and
attaining a buying propensity on a case by case basis.

This approach allows to handle a large number of variables in an efficient
manner and also permits to construct a demand function with strong statistical
support and generalization power, simultaneously providing a high level of detail.

3 Support Vector Machines

Support Vector Machines, the technique used to model demand, is based on the
concepts of statistical learning created by Vapnik and Chervonenkis [14] around
1960. Pairs (x, y) are considered, in which an object x ∈ X is represented by a
set of attributes (the “input space” X) and y ∈ {−1, 1} represents the class of
the object. If a function f : X → Y exists that assigns each element in X to
its correct class, the error incurred when approximating f can be measured in
two ways. The empirical risk Remp is the error accounted when approximating
f from a sample set M ⊆ X and the structural risk R is the error incurred in
the whole set X . Modelers would like to minimize R, but only observe Remp.

Statistical learning theory establishes bounds for the structural risk based on
the empirical risk and a property of the family of functions used to determine
classes, called “VC dimension”. Defining the margin between a set and a hy-
perplane as the minimum distance between the hyperplane and the elements of
the set, there is a unique hyperplane that maximizes the margin to each of the
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classes [15]. Furthermore, VC dimension is decreasing as the margin increases,
so maximizing the margin and simultaneously minimizing the empirical risk is
equivalent to minimizing the structural (real) risk of performing classification
using the function f . These types of functions are called “classifiers based on
hyperplanes” and possess functional forms given by:

f(x) = sgn [(w · x) + b] , w ∈ Rn, b ∈ R, x ∈ X (5)

A support vector machine is then a hyperplane built from a sample M ⊆ X
using an efficient algorithm to train it. The first interesting aspect has to do
with the properties of the set X : to build the hyperplane one must possess an
inner dot product in the space defined by X , and to maximize the margins is
necessary that the elements in M are linearly separable. In order to by-pass
this the “kernel trick” can be used, that starts by considering a function Φ :
X → Φ(X) with Φ(X), the “feature space”, a Hilbert space [14] that possesses
a defined dot product. In this particular space the separation of the classes
can be done linearly, because for any finite - dimension space there is a higher
dimensional space such that a non-linear separation in the input space becomes
a linear separation in the feature space.

An interesting property of the previous definition is that, in order to construct
an SVM, only the value of the dot product in the feature space is necessary, not
the explicit form of Φ(x), so a function K : X × X → R can be used, where
K(x1, x2) = Φ(x1) · Φ(x2). Function K is known as a kernel function, hence the
“kernel trick”. Unfortunately, not all functions that behave as a dot product are
kernels, there is an additional property that must be fulfilled, called the Mercer
condition. In short, the condition states that the kernel function must be able
to represent the dot product for every point in the space X . For a detailed
explanation of these conditions, as well as examples of known kernel functions,
the reader is referred to [1].

An SVM is then defined when solving the optimization problem that maxi-
mizes the margin between the classes, considering the following quadratic opti-
mization problem:

min
w,b

1
2
‖w‖2 + η

M∑

j=1

εj

s.t. yj [K(w, xj) + b] ≥ 1 − εj , j = 1, . . . , m

εj ≥ 0, j = 1, . . . , m

(6)

The solution of this problem corresponds to hyperplane defined by the normal
vector w and the distance to the origin given by b that maximizes margin and
minimizes the error incurred. Slack variables εj account for the fact that not all
problems are linearly separable, so the restrictions are relaxed by using these
variables to consider an error in the classification. The objective function must
account for both effects - minimum error and maximum margin - at the same
time, which is done by including a relative weight η, that allows the modeler



328 C. Bravo, N. Figueroa, and R. Weber

to balance both goals. The normal vector obtained by this problem is built
from a weighted sum of a set of samples from the set M [12], subset named
“support vectors” of the hyperplane f , hence the name of the technique. Since
the solution of SVMs is composed of a subset of the original set, the solution of
the SVM problem is sparse, which also gives numerical advantages over other
types of models.

3.1 One-versus-All SVM

SVMs are by definition binary operators. However, some extensions have been
developed that allow for multiclass classification, which are of interest for this
paper. In particular, One-versus-All (OVA) [9] method will be used, that has
been tested as one of the simpler, yet complete, approach to determine multi-
class labels.

The main idea of the OVA approach is to train K SVMs, one for each class
defined by object j’s label yj ∈ {1, ..., K}. In this case, the continuous output of
each SVM is used (function (5) without the sign function), that represents the
distance to hyperplanes with signs associated to which side of the hyperplane
the example is in. The classifier is then given by f(x) = (f1(x), . . . , fK(x)) and
the class y is determined by the index of the maximum value in vector f(x):

yi =

{
1 i = argmaxk{fk}
0 otherwise (7)

4 Customer-Level Demand and Aggregated Model

For the data mining twist to model (4), the market share Sjt must be defined.
We propose to use SVMs for this task, which offers two main advantages:

1. Allows the use of atomic data: Econometric estimations usually employ ag-
gregated data and general indicators as regressors. It is in the interest of both
researchers and end-users to exploit the large quantity of data that exist in
today’s companies’ databases. To model this phenomenon at a customer level
is therefore of high relevance.

2. Allows to generalize demand: Data mining approaches model demand with-
out the assumptions about the capacity to observe customers’ characteristics.
Instead, they are based on the patterns that each customer leaves about his
or her behavior in the company databases. This allows to consider empiric
demands based on the customers’ actions (atomic model) and econometric
models of the behavior of the firm (aggregated model), hence empowering
both approaches.

3. Possesses methodological advantages: SVMs are a powerful mathematical
model to approximate almost any type of phenomena. In particular, the prob-
lem (6) does not possess local minima, increasing the confidence of the solution.
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The use of SVMs instead of Support Vector Regression (SVR) is justified because
the demand must be estimated in a per-customer basis, since demand is not
modeled by considering a continuous function of aggregated results, but by a set
of different customers taking separated decisions.

To develop the final model, consider a database with customer attributes χ
over T periods of time and a matrix of marketing actions X ∈ {0, 1}L×T directed
to customers. Finally, one must assign labels indicating whether the customer
chose the company, its competitors or neither (no-sale) for each one of the peri-
ods. Then, each customer can be represented by a vector of attributes consisting
of their personal characteristics (χi ∈ R

n), the prices he or she observed at that
particular time (p = (p1, . . . , pJ) ∈ R

J
+) and the marketing strategies realized to

the set of customers (xt ∈ {0, 1}L): (xi, p, χt). This data plus the labels asso-
ciated to the firms (yi ∈ {−1, 1}J+1) allow to train an SVM in OVA approach
(section 3.1) in order to obtain, for each firm J , the predicted amount of cus-
tomers that chose it in each period t and also the number of customers that do
not choose any firm. There are then J + 1 SVMs that model the tendency to
buy (or not to buy) for each customer.

fj(xi, p, χt) = sgn
[
k

(
(wx

j , wp
j , wχ

j ), (xi, p, χt)
)

+ bj

]
,

j = {1, . . . , J}, i = {1, . . . , N} (8)

The market share for a given period is the known market share from the previous
period (S(j,t−1)), adjusted by the new number of customers in period t minus
the number of customers that are no longer in the captivity of the company at
the end of period t − 1 (et−1), plus the fraction of customers that are selected
by the SVMs as customers of the company in period t:

Sj,t(p, x, χ) = ˆSj,(t−1) +

∑
i∈Nt

fj(p, xi, χt)
Nt

ˆSj,(t−1) =
Sj,(t−1) · Nt−1 − et−1

Nt

(9)

Equation 9 is a demand function that includes relevant customer-describing vari-
ables and also prices and information about strategic actions (e.g. the prices and
marketing actions).

It is now necessary to estimate the derivative of (9) ∂Sj(p, x, χ)/∂pj , which
will be numerically estimated obtaining the number of customers that change
their choice due to a price change. In particular, the secant method [4] will be
used for the derivation, approximating it through moving the price in a small
quantity Δpj .

∂Sj(p, x, χ)
∂pj

≈ 1
2
[
Sj(p+, x, χ) − Sj(p, x, χ)

Δpj

+
Sj(p, x, χ) − Sj(p−, x, χ)

Δpj
]
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=
Sj(p+, x, χ) − Sj(p−, x, χ)

2Δpj

=
∑Nt

i=1 [f(p+, xi, χt) − f(p−, xi, χt)]
2Δpj

with p+ = (p1, . . . , pj + Δpj , . . . , pJ),

p− = (p1, . . . , pj − Δpj , . . . , pJ)

(10)

Now, replacing (9) and (10) in (4) the final model is obtained:

pjt = λj · Ct + κj

ˆSj,(t−1) +
∑Nt

i=1 f(p, xi, χt)

N∑ Nt
i=1[f(p+, xi, χt)−f(p−, xi, χt)]

2Δpj

+ εj (11)

An interesting feature of (11) is, even though the full expression is non-linear, the
final estimation is done linearly. To train this model, we propose the following
three-step procedure:

1. Construction of integrated database: We need three different kinds of data,
an internal database to construct the matrix χ with customer data, infor-
mation about the competitors, for example whether they have performed
a commercial or other visible activity on the customers, stored in matrix
X and finally the observed prices must be collected to construct the price
matrix P . These prices are usually available to public.

2. Train SVMs on the integrated database: It is necessary to determine the
different expected market shares for the competing companies. Expression
(9) allows a customer to choose more than one company at the same time, an

Fig. 1. Model diagram
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event that actually can happen in most markets. This case can, however, be
extracted from the database or considered as participation anyway, although
this is a debatable step.

3. Estimate the parameters in (11): To estimate the resulting linear regression,
cost regressors are needed, and can be found through global indicators. In
this case, indicators such as the Producer Price Index (PPI) from Chile’s
National Institute of Statistics and other widely available global indicators
were used to model the marginal cost for each company.

To adjust the final model and considering that the resulting problem is linear,
least squares or a maximum likelihood method such as the generalized method
of moments can be used. The input data are the monthly cost regressors, the
observed shares and the estimation of the derivative from equation (10) for each
period of time measured. The schematic application of the proposed model is
illustrated in Figure 1.

5 Benchmark Model

In order to check the performance of the proposed approached, an artificial
neural network (ANN) [11] will be used as a benchmark of the performance
when estimating demands. Neural networks are composed of neurons (nodes)
that are organized in layers. Each neuron receives as input all the outputs from
the previous layer, and applies a specific weight and a transfer function to this
input, to then pass this result to the neurons in the next layer. The first layer
(input layer) only consists of weights and each neuron is associated to one input
variable of the dataset. The final layers is called output layer, and presents
the final result in any specified format, while the layers between the input and
output layers are called hidden layers. The configuration of the neural network
consists of:

– Hidden Layers: The number of hidden layers, and the number of neurons
in each hidden layer must be decided. It has been stated [7] that only one
hidden layer is necessary to approximate any bounded function, while two
are necessary to approximate any unbounded one. In this experiment, since
a probability will be estimated, only one hidden layer will be used.

– Output Layer: The output layer must have an output function that presents
the results in a logical format for the problem being modeled. In this case,
a softmax function must be used, given by:

pi(x) =
exp(βj · x)∑
j′ exp(βj′ · x)

(12)

with βi a vector of output parameters associated to each class j, and x the
vector of variables.

– Transfer functions: The functions that determine the input of each layer
must be decided. In this case, linear functions were used, representing the
final output as a multinomial logistic function, typically used for this type
of problems.
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– Training parameters: Depending on the software used to train a neural net-
work, several parameters must be defined to determine convergence. The
number of epochs (times the neuron is presented with the data) is one com-
mon attribute.

In order to obtain the number of epochs and the number of neurons of the hidden
layer, a grid-search process was conducted, as described in section 6.

To perform a comparison on the performance to approximate demand, the
results of this ANN are aggregated by simply adding the probability that each
customer chooses any of the companies, adjusted in the same way as equation 9.
This gives the expectation of the demand for the period, as desired.

6 Experimental Results

To apply this model in a real-life situation, data from a well-known local com-
pany was available to the authors. The company offers a complete line of financial
services, and between them are loans that are directly discounted from the cus-
tomer’s income. This database has some advantages that make it perfect for this
particular problem:

– The products placed by any competitor are known: The company in study
has access to the other companies that also place products to a given cus-
tomer, because the discount of the loan’s installments is done through the
company. This allows knowing in real-time when the customer has chosen
the company’s competitors and the company in study, fulfilling the most
restrictive assumption in the model.

– The market is highly concentrated: 93% of total loans are concentrated in
three companies, with the rest offering the remaining 7%, allowing them to
behave as an oligopoly and possessing some market influence. The companies
with market share of 7% will be referred to as one single company (company
O) for simplicity of study.

The market is then formed by four companies (E, A, H and O) that struggle to
acquire N customers, each one of them characterized by the variables described in
section 2. In particular, 80 variables were studied, characterizing 100,000 different
customers over 18 months. The variables came from different sources:

– Internal Databases: possessing demographic data, the income for the cus-
tomers and the shares for the companies.

– External Databases: Information about prices and cost regressors, which
came from Chilean Central Bank, the National Institute of Statistics (INE)
and the organism that supervises the companies in the market, called Su-
perintendence of Social Security (SUSESO).

– Generated Variables: Some indicators were built from global income, debt,
specific per-company debt and so on, in order to improve the results of the
models and to attempt to discover new relationships between the variables.
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The variables were selected utilizing a complete study that maximizes the contact
of the modeler with the variables and so the extracted knowledge. This process
begins by eliminating variables highly concentrated in one single value or with a
high rate of missing values, then it continues with a process of univariate feature
selection, where variables that possess no univariate discriminating capacity are
eliminated. The capacity is obtained from simple and widely known χ2 and K-S
tests, supposing that independence from the objective variable in a univariate
way also implies independence from that objective in a multivariate environment.
Finally, over-adjusted classification trees are built under the hypothesis that
if the variable does not appear in any levels of the tree then it would likely
not appear in a different multivariate model. This procedure has been tested
previously by our team with good results.

Finally, a set of 20 discriminating variables was achieved, being the input
for the data mining models. The available database consists of approximately
100,000 registers and is highly unbalanced, considering that company E has a
market share of 50%.

In order to perform the experiments, a search must be performed for optimal
parameter setting. 20% of the database was reserved for such task and to ensure
the model was able to cover all classes two precautions were applied:

– The samples were artificially balanced using an adjustment parameter that
grants a value of one to all the elements that are in the set associated with
the class with less cases and a value of cases-minor-class

cases-mayor-class to the elements of the
class with more registers associated. This is done for each SVM, considering
they are in an OVA scheme.

– An ad-hoc error function was used to measure performance of the particular
parameter configuration, that balances the errors in each class (em). This
function multiplies the errors for each class, so only solutions that represent
all classes are considered. Considering ec, c ∈ {E, A, H, O, NB} the errors
per class, the error function is given by (13). The reader should note that the
“No-Buy” class is included (“NB”) that consists of all the customers that
choose not to buy in a particular period in any company.

em =
∏

c∈{E,A,H,O,NB}
ec (13)

– Finally the error is averaged over 3-sample cross-validation, with the error
for each parameter set being the average of the errors from equation (13).

With these steps the optimal parameter setting was found and used to train the
model in the remaining 80% of the sample.

The elements of this sample were divided in five different subsets to perform
cross-validation once again, to reduce the sample error, also keeping additionally
20% off the training for testing. Table 1 displays the results for each company,
consisting on the per-class error, which is close to 10% in average, this being
a satisfactory measure. The benchmark model performs well below this index,
with errors around 15%. Since SVMs allow to fine tune each class performance,
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Table 1. Class Error for each company

Class Class Error (SVM) Class Error (ANN)

E 21,53% 22,75%
A 4,37% 13,78%
H 1,89% 10,72%
O 1,91% 8,98%

No Buy 21,61% 43,78%

Table 2. Accuracy of aggregated results

Company SVM Error ANN Error

E 16.40% ± 11.50% 43.22% ± 19.38%
A 19.60% ± 5.86% 30.38% ± 17.77%
H 29.00% ± 9.80% 23.99% ± 15.16%
O 19.90% ± 8.38% 26.10% ± 15.53%

the model offers more chances to improve the result obtained, as is reflected in
this experiment.

Table 1 showed the results on an individual customer level, but in this work we
require the estimation of aggregated demand, which is not at all common in data
mining models, that usually are at an atomic level. The results were aggregated
using equations (9) and (10), with results close to an 80% of accuracy (Table
2), which also is highly satisfactory and supports the use of data mining models
for aggregated estimations. The benchmark model once again is outperformed
by the SVM results, as is expected, since the results from the client level model
should be somewhat transferred to the estimation of demand functions, also,
the standard deviation of the model is higher, which indicates that the SVM is
capable of capturing a wider range of different patterns.

The final step is to estimate the game theoretic model from equation (11).
The cost factors used consider the cost of life (Consumer Price Index, IPC), the
maximum interest rates allowed, and price indexes to producers, salary indexes
and others from the sources previously indicated. The dataset consists on weekly
data and includes the previous variables, plus the prices (target) charged by each
company in that week, and the estimated demands divided by the derivative. The
regression was run using the software package SPSS and feature selection was
performed using backward and forward selection, conciliating both approaches
by keeping the feature combination that performed best in the sample. The
results are highly satisfying (table 3) with over 95% of accuracy in average and
low standard error, which once again supports the use of this kind of models to
predict price changes.

The efficiency coefficient κj is of particular interest, because it represents how
efficient company j is when fixing its price, a well-known result in game theory.
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Table 3. Results for regression on prices

Company R Adjusted R2 Std. Error κj

E 0.973 0.796 0.016 0.684
A 0.919 0.758 0.054 0.757
H 0.961 0.903 0.031 0.096
O 0.994 0.981 0.02 0

Companies with higher market shares are more efficient, establishing that the
most important drivers of price changes are changes in demand and competition.
Companies that are less efficient, on the other hand, present smaller values,
which indicate that their main drivers to fix prices are their observed costs and
their lack of interest (or capacity) to take demand into account. This result is
really interesting because it establishes a quantitative measure of the different
companies’ market position in a given market and goes beyond the results each
single approach - data mining and game theory - could provide.

7 Conclusions

The model introduced in this work provides a novel tool to find market equilibria
and to determine the expected market share when modifying strategic variables.
Moreover, demand is modeled in terms of directly measurable variables such as
price, and in terms of indirect variables such as marketing strategies that the
company employs and in terms of the customers’ characteristics. This provides a
more profound knowledge regarding the customers’ attitude towards the different
companies. The model offers an integrated view of the elements that define
the respective market, integrating the available knowledge, providing a major
advantage over the use of a single technique.

In general, the use of models based on successions of games represents an ef-
fective alternative to measure the effects of changes in the market’s competition
conditions. This way, a theoretical limitation (the existence of infinite market
equilibriums) is transformed into a useful tool, granting the possibility to deter-
mine this new equilibrium in terms of modeling past behavior.

Currently, the so-called “indirect” effects consume a great deal of hours and
resources spent in a company, so they cannot be neglected. The connection with
data mining allows overcoming this challenge, explaining complex phenomena
by obtaining the statistical patterns present in the large quantity of data that
companies are storing. This way the reasons that drive a person to prefer a
determined company can be studied in detail.

The main limitation of the presented model is the data that needs to be
collected, in particular the data referred to competitors’ product placement. A
workaround to this limitation consists in collecting this data through surveying
customers of the company that produces the study’s database.
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The use of data mining models to estimate aggregated demand is another
interesting contribution of this paper. A simple methodology is introduced to
aggregate the obtained atomic results that gives very good results. The main
reason a researcher would like to utilize this type of demand model is that data
mining allows an efficient handling of large quantity of variables, so it is useful
when compared to classical demand estimation models that cannot do so.

The model gives useful and applicable results that can be utilized in day-
to-day decisions. In particular, the work from this paper was used to design a
campaign to acquire competitors’ customers, which had a high positive response
rate and allowed to increase the market share of company E, a fact that gives
even more credibility to the application of such models in companies.

Considering all these elements, the combination of data mining with game
theory provides an interesting research field that has received a lot of atten-
tion from the community in recent years, and from which a great number of new
models are expected. Future studies will generate promising results in all aspects
where both a large number of data and interaction between agents are present.
An integrated vision that takes into account, at the same time, consumers and
companies has been introduced in this paper. This integrated vision allows in-
terpreting the relationships of all the participants and giving a full spectrum of
the market.

8 Future Work

Two separate lines of work have been developed from this paper. The first con-
sists of improving the presented model using analytical techniques to avoid the
numerical estimations and to improve the model results. The second one, still
under development, is to use the techniques here presented to improved credit
scoring models, modeling the loan granting process as a game and then applying
credit scoring techniques.
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Abstract. The multivariate statistical process control (MSPC) chart plays an 
important role in monitoring a multivariate process. Once a process disturbance 
has occurred, the MSPC out-of-control signal would be triggered. The process 
personnel then begin to search for the root causes of a disturbance in order to 
take remedial action to compensate for the effects of the disturbance. However, 
the use of MSPC chart encounters a difficulty in practice. This difficult issue 
involves which quality variable or which set of the quality variables is respon-
sible for the generation of the out-of-control signal. This determination is not 
straightforward, and it usually confused the process personnel. This study  
proposes a hybrid approach which is composed of independent component 
analysis (ICA) and support vector machine (SVM) to determine the fault quality 
variables when a step-change disturbance existed in a process. The well-known 
Hotelling T2 control chart is employed to monitor the multivariate process. The 
proposed hybrid ICA-SVM scheme first uses ICA to the Hotelling T2 statistics 
generating independent components (ICs). The hidden useful information of the 
fault quality variables could be discovered in these ICs. The ICs are then used 
as the input variables of the SVM for building the classification model. The per-
formance of various process designs is investigated and compared with the 
typical classification method.  

Keywords: Multivariate statistical process control chart, Independent compo-
nent analysis, Support vector machine, Fault quality variable. 

1   Introduction 

Multivariate statistical process control (MSPC) chart is one of the most important 
techniques to monitor a multivariate process. The generation of the out-of-control 
signal indicates that the disturbance has been introduced in the underlying process. 
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When the MSPC chart triggers a signal, the process personnel should remove the root 
causes of the disturbance and then bring the process back in a state of statistical con-
trol. The remove of the disturbance would mainly depend on the correct determination 
of the fault quality variables. Once the correct determination has been made, the corre-
sponding remedial actions can be properly taken to compensate for the effects of the 
disturbance. As a consequence, the process improvement can be significantly achieved. 

However, the use of MSPC chart often encounters a problem in which the inter-
pretation of the signal is confusing. Although the generation of signal implies that the 
underlying process is out-of-control, the contributors of the fault quality variables to 
this signal are difficult to determine. Typically, there are 2p-1 possible set of fault 
quality variable in an out-of-control process with P quality characteristics or vari-
ables. For example, there should be 31 possible set of fault quality variables in a proc-
ess with 5 quality characteristics. When a signal is triggered, it is not straightforward 
to determine which one of the 31 possible combinations is responsible for the genera-
tion of the signal.  

Runger, Alt, and Montgomery [1] (RAM) addressed a solution to overcome this 
problem. The RAM method computes an approximate chi-square statistic to deter-
mine which of the monitored quality variables causes the MSPC signal. However, the 
RAM method has some limitations in certain situations [2]. The RAM approach may 
not be able to offer correct identification rate (CIR) when the small magnitude of 
process disturbance existed in a process. Some classification techniques are therefore 
developed to overcome the drawback of the RAM method [2-3]. Shao [2] proposed 
the use of artificial neural networks (ANN) and support vector machine (SVM) ap-
proaches to determine the fault quality variables in the case of process mean shifts, 
and Cheng and Cheng [3] also used the ANN and SVM techniques to identify the 
fault quality variables in the case of process variance shifts. 

Different from the typical “one-step” classifiers’ approach [2-3], this study is con-
cerned with the development of a hybrid or a two-step approach. The essential concept 
of the proposed hybrid approach is that the distinguishability information of the fault 
quality variable may be embedded in the monitor statistics, for example, the Hotelling 
T2 statistics in the Hotelling T2 control chart. We may enhance the CIR if we decom-
pose the monitor statistics and input the decomposed factors to the classifiers. Because 
of the common applications in practice [2, 4-7], this study considers the case of process 
mean shifts in a multivariate process with the use of a Hotelling T2 control chart. In 
addition, since the independent component analysis (ICA) has been reported to have 
the capability of distinguishability [8-12], this study uses the ICA as the first step tech-
nique to extract the independent components (ICs) from Hotelling T2 statistics. The 
hidden useful information of the fault quality variables could be embedded in these 
ICs. In the second step of classification, those ICs are then used as the input variables 
of the classifiers. This study considers SVM as classifiers, and the main reason is its 
great potential and superior performance in practical applications [13-17]. 

The structure of this study is organized as follows. Section 2 addresses the meth-
odologies used. Section 3 constructs the appropriate models for determining the fault 
quality variables when the process mean shifts are introduced in a multivariate proc-
ess. In this section, the experimental example is addressed and the simulation results 
are also discussed. The final section presents the research findings and draws the 
conclusion to complete this study. 
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2   Methodology 

This study uses ICA to enhance the classification capability of SVM. There are some 
applications of using ICA in process monitoring. Kano et al. [18] have successfully 
demonstrated the idea of process monitoring based on the observation of ICs instead 
of the original measurements. In their work, a set of devised statistical process control 
charts have been developed effectively for each IC. Lee et al. [19-20] investigated the 
utilization of kernel density estimation to define the control limits of ICs that do not 
satisfy Gaussian distribution. In order to monitor the batch processes which combine 
independent component analysis and kernel estimation, Lee et al. [21] extended their 
original method to multi-way ICA. Xia and Howell [22] developed a spectral ICA 
approach to transform the process measurements from the time domain to the fre-
quency domain and to identify major oscillations. 

2.1   Independent Component Analysis 

Let T
m ] , , ,[ 21 ΧΧΧX Λ=  be an matrix of size nm× , nm ≤ , consisting of ob-

served mixture signals iΧ  of size n×1 , mi  , ,2 ,1 Λ= . In the basic ICA model, the 

matrix X can be modeled as  
 

∑
=

==
m

i
ii

1

saASX ,                                           (1) 

 

where ia  is the thi  column of the mm×  unknown mixing matrix A ; is  is the thi  

row of the nm×  source matrix S . The vectors is  are latent source signals that can-

not be directly observed from the observed mixture signals iΧ . The ICA model aims 

at finding an mm×  de-mixing matrix W  such that  
 

][][ XwWXyY ii === ,                                     (2) 
 

where iy  is the thi  row of the matrix Y , mi  , ,2 ,1 Λ= . The vectors iy  must be as 

statistically independent as possible, and are called independent components (ICs). 

ICs are used to estimate the latent source signals is . The vector iw  in equation (2) is 

the thi  row of the de-mixing matrix W , mi  , ,2 ,1 Λ= . It is used to filter the ob-

served signals X  to generate the corresponding independent component iy , i.e., 

Xwy ii = , mi  , ,2 ,1 Λ= . 

The ICA modeling is formulated as an optimization problem by setting up the 
measure of the independence of ICs as an objective function and using some optimi-
zation techniques for solving the de-mixing matrix W  [23-24] The ICs with  
non-Gaussian distributions imply the statistical independence [23], and the non-
Gaussianity of the ICs can be measured by the negentropy [25]:  
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)()()( yyy HHJ gauss −= ,                                         (3) 

 

where gaussy  is a Gaussian random vector having the same covariance matrix as y . 

H is the entropy of a random vector y  with density )(yp  defined as 

∫−= yyyy dppH )(log)()( . 

The negentropy is always non-negative and is zero if and only if y  has a Gaussian 

distribution. Since the problem in using negentropy is computationally very difficult, 
an approximation of negentropy is proposed [25] as follows:  
 

2)}]({)}({[)( vGEyGEyJ −≈                                  (4) 
 

where v  is a Gaussian variable of zero mean and unit variance, and y  is a random 

variable with zero mean and unit variance. G  is a nonquadratic function, and is given 

by )log(cosh)( yyG =  in this study. The FastICA algorithm proposed by [23] is 

adopted in this paper to solve for the de-mixing matrix W . Two preprocessing steps 
are common in the ICA modeling, centering and whitening [23]. Firstly, the input 
matrix X  is centered by subtracting the row means of the input matrix, i.e., 

))(( iii E xxx −← . The matrix X  with zero mean is then passed through the whiten-

ing matrix V  to remove the second order statistic of the input matrix, i.e., VXZ = . 
The whitening matrix V  is twice the inverse square root of the covariance matrix of 

the input matrix, i.e., )2/1())(2 −= XV C , where )( TEC xxX =  is the covariance 

matrix of X . The rows of the whitened input matrix Z , denoted by z , are uncorre-

lated and have unit variance, i.e., Izz =)( TE . In this study, it is assumed that the 

training and testing process datasets are centered and whitened.  

2.2   Support Vector Machine 

The use of SVM algorithm can be described as follows. Let ( ){ }N
iii y 1, =x , d

i R∈x , 

{ }1 ,1−∈iy  be the training set with input vectors and labels. Here, N is the number of 

sample observations and d is the dimension of each observation, iy  is known target. 

The algorithm is to seek the hyperplane 0=+⋅ bixw , where w is the vector of hy-

perplane and b is a bias term, to separate the data from two classes with maximal 

margin width 
2

/2 w , and the all points under the boundary is named support vector. 

In order to obtain the optimal hyperplane, the SVM was used to solve the following 
optimization problem [26]:  

Min 
2

2

1
)( wx =Φ  

s.t. Niby i
T

i ..., ,2 ,1 ,1)( =≥+xw  (5) 
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It is difficult to solve Eq(5), and we need to transform the optimization problem to be 
dual problem by Lagrange method. The value of α  in the Lagrange method must be 
non-negative real coefficients. The Eq(5) is transformed into the following con-
strained form [26], 

Max ∑ ∑
= ==

−=Φ
N

i

N

ji
j

T
ijijii yyb

1 1,12

1
),,,,( xxw αααβαξ  
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N

j
jj y

1

0α  

NiCi ..., ,2 ,1 ,0 =≤≤ α  (6) 
In Eq(6), C is the penalty factor and determines the degree of penalty assigned to an 
error. It can be viewed as a tuning parameter which can be used to control the trade-
off between maximizing the margin and the classification error. 

In general, it could not find the linear separate hyperplane in all application data. 
For problems that can not be linearly separated in the input space, the SVM uses the 
kernel method to transform the original input space into a high dimensional feature 
space where an optimal linear separating hyperplane can be found. The common ker-
nel function are linear, polynomial, radial basis function (RBF) and sigmoid. In this 
study, we used multi-class SVM method proposed by [27]. 

3   The Proposed Approach and the Example 

3.1   The ICA-SVM Scheme 

This study integrates ICA and SVM for determining the fault quality variables of an 
out-of-control multivariate process. In the training phase, the aim of the proposed 
scheme is to obtain the proper parameter setting for the SVM model. Since the RBF 
kernel function is adopted in this study, the performance of SVM is primarily affected 
by the setting of parameters of the parameters, C and γ . There are no general rules 
for the choice of those two parameters. This study uses the grid search proposed by 
[28] for those two parameters setting. The trained SVM model with proper parameter 
setting is preserved and employed in the testing phase.  

The proposed model first collect two sets of Hotelling T2 statistics from the out-of-
control process. The ICA model is used to generate the two estimated ICs from the 
observed Hotelling T2 statistics. Then, the proposed scheme considers those two ICs 
and 3 averaged quality variables, 4 averaged quality variables, and 5 averaged quality 
variables as inputs for SVM in the case of processes with 3 quality characteristics, 4 
quality characteristics, and 5 quality characteristics, respectively. 

3.2   The Simulated Example 

In order to demonstrate the use of our proposed approach, this study considers a simu-
lated example. This study applies Hotelling T2 control chart to monitoring a multi-
variate process with 3, 4, and 5 quality characteristics, respectively. For each type of 
processes, this study considers the types of correlation, ρ , between any two qualtiy 
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variables as no correlation (i.e., 0=ρ ), moderate correlation (i.e., 6.0=ρ ), and high 

correlation (i.e., 9.0=ρ ). Now, consider a case of out-of-control process with 3 qual-

ity characteristics. Since the process has 3 quality characteristics (i.e., P=3), the possi-
ble sets of fault quality variables would be 2p-1=7. In our study, we use the following 
notations: (1,0,0), (0,1,0), (0,0,1), (1,1,0), (1,0,1), (0,1,1), and (1,1,1) to represent the 
7 possible sets, in which “0” stands for the “in-control” state and “1” stands for the 
“out-of-control” state. The meaning of (1,1,0) stands for the first and second quality 
variables (i.e., 

1X and 
2X ) are fault while the third quality variable (i.e., 

3X ) is not 

fault. In our simulation, we assume that the in control process follows a normal 
distribution with mean of 0 and standard deviation of 1. The out-of-control process 
has a mean shift of 1 standard deivation, that is, the out-of-coantrol process follows a 
normal distribution with mean of 1 and standard deivation of 1. This study also 
considers a common used sample size of 5, and the sample averages (

iX , i = 1, 2, and 

3) are used to calculate the Hotelling T2 statistics. The Hotelling T2 statistics are com-
puted as follows. 
 
 )()( 1'2 XXSXXnT −−= − , (7) 
 
where 
n: the sample size, 
X :  the mean vector at the time t, 

X : the grand mean vector of the quality characteristics, and 
S-1: the inverse of variance and covariance matrix. 

 
Also, this sttudy generates 100 data sets of observations (each of sample size 5) for 
every possible sets. Since there are 7 possible sets of fault quality variables in the case 
of P=3, we have 700 data sets in a simulation run. Those 700 data sets are initially 
used to be the training data. This study generate another 700 data sets for the purpose 
of the testing. Figure 1 displays the 700 data sets of 

1X , 
2X , and 

3X in the cases of 

0=ρ , 6.0=ρ , and 9.0=ρ , respectively. In the first step of classification, we also 

use the data set of out-of-control Hotelling T2 statistics which is shown in Figure 2. 
Figure 3 displays the two ICs which is generated by using ICA technique.  

3.3   The Results 

In the case of P=3 in a multivariate process, the typical approach uses four variables, 

1X , 
2X , 

3X , and the Hotelling T2 statistics as inputs for SVM. When the proposed 

approach is employed, the five variables, 
1X , 

2X , 
3X , and the two ICs, are 

considered as the inputs for SVM. Table 1 shows the experimental results of the 
testing phase for the typical and the proposed appraoches. Considering the case of 
ρ =0 and the shift type of (1,0,0), the typical approach (i.e., T2+SVM) shows that the 

CIR is 73.5% and the CIR is 81.1% for the proposed approach. We can apparently 
notice that the proposed approach outperforms the typical approach. In the case  
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(c) 9.0=ρ  

 
Fig. 1. 700 data sets of 

1X , 
2X , and 

3X for the cases of 0=ρ , 6.0=ρ , and 9.0=ρ  
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Fig. 2. The Hotelling T2 statistics corresponding to the data sets in Figures 1 
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Fig. 3. The two ICs corresponding to the Hotelling T2 statistics in Figures 2 

 
 
 



 Determination of the Fault Quality Variables of a Multivariate Process 347 

 

Table 1. Results of CIR for typical and the proposed appraoches 

 ρ =0 ρ =0.6 ρ =0.9 

Methods 

Shift  
types 

T2+SVM Proposed 
method 

T2+SVM Proposed 
method 

T2+SVM 
Proposed 
method 

(1,0,0) 73.5 81.1 87.0 92.4 73.8 99.2 

(0,1,0) 67.2 75.8 66.4 64.8 50.1 97.8 

(0,0,1) 71.3 73.3 44.7 84.4 59.8 94.8 

(1,1,0) 68.2 64.8 83.2 86.2 72.0 97.9 

(1,0,1) 72.9 63.5 80.3 83.1 55.1 94.7 

(0,1,1) 70.4 69.2 86.3 89.5 87.9 99.8 

(1,1,1) 67.4 71.0 97.3 93.1 99.2 99.5 

Table 2. Results of averaged CIR in the case of P=2, P=3, and P=5, respectively  

 ρ =0 ρ =0.6 ρ =0.9 

Methods T2+SVM 
Proposed 
method 

T2+SVM 
Proposed 
method 

T2+SVM 
Proposed  

method 

P=2  
87.40  
(3.77) 

85.10 
(2.07) 

96.16 
(2.42) 

97.40 
(0.97) 

93.03 
(8.70) 

99.43 
(0.47) 

P=3  
70.12 
(2.48) 

71.24 
(2.70) 

77.88 
(3.41) 

84.78 
(3.92) 

71.12 
(13.40) 

97.67 
(1.03) 

P=5  
43.62 
(1.43) 

49.49 
(1.56) 

70.56 
(2.21) 

78.67 
(2.09) 

41.05 
(7.23) 

87.34 
(6.93) 

 
 

of ρ =0.9 and the shift type of (1,0,0), the proposed approach is significantly superior 

than the typical approach. Observing Table 1, we can conclude that the proposed 
approach is better than the typical approach in most cases. 

Table 2 demonstrates the experimental results of the testing phase in the case of 
P=2, P=3, and P=5, respectively. Considering the case of P=5 and ρ =0.9, the typical 

approach shows that the averaged CIR is 41.05% while the proposed approach is 
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87.34%. The number in parentheses stands for the standard error of the averaged CIR. 
The smaller standard error indicates that the identification mechanism is more consis-
tent. Again, comparing the two standard errors of 7.23 and 6.93, we can conclude that 
the proposed approach is much better. 

4   Conclusion 

Determination of the fault quality variables for an out-of-control multivariate process 
is very important in practice. While most of the studies use the single step of classifi-
cation, this study proposes the two-step approach, ICA-SVM, to overcome the diffi-
culties. The proposed ICA-SVM scheme is able to enhance the correct identification 
rate for the determination of fault quality variables. 

The proposed scheme initially uses ICA to the Hotelling T2 statistics to generate 
two ICs. As a consequence, the SVM model uses the two ICs as inputs for the pro-
posed classification. In this study, three types of quality variables and correlations are 
considered for evaluating the performance of the proposed approach. Experimental 
results strongly agreed that the proposed ICA-SVM scheme is able to produce the 
better correct identification rate for the testing datasets. Observing the experimental 
results, we can strongly conclude that the proposed approach is able to effectively 
enhance the correct identification rate. 
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Abstract. Tuning parameters is essential for the results of the welding process. 
In order to optimize the tuning process of welding parameters, we propose a 
system based on historical data of laser welding machines. On a given combina-
tion of materials, the system extracts patterns dynamically and classifies new 
cases with a relative accuracy, which depends on the selected data set. The 
analysis of the generated patterns helps decision makers to visualize important 
features in large databases and therefore, achieve optimal results. 

Keywords: Data mining, patterns, welding parameters, rough sets, automatic 
laser welding process, coil joining. 

1   Introduction 

Hugo Miebach GmbH builds laser welding machines (See Figure 1) for joining strip 
ends of different material compositions and combinations of thicknesses. In industrial 
lines of more than 200 meters length, the automatic laser welding machine is one of 
the most significant components in the entry section [1]. The capacity of the machines 
varies according to the application i.e. Pickling Lines, Rolling Mills, Coupled Pick-
ling Lines and Tandem Mills. The usual materials to be joined are low carbon steel, 
higher strength steel, Si-steel, all newly developed advanced high strength steels 
(AHSS), austenitic and ferritic stainless steel, aluminum and titanium. The strip can 
vary: from 0.4 mm to 6.8 mm thickness and from 600 mm to 2100 mm width [2]. 
Strip ends are joined within different combinations of thicknesses in defined ranges 
i.e. thick to thin or vice versa, and a corresponding set of parameters according to the 
production plan of the plant. This leads to several thousands sets of parameters for 
each machine. 

The parameters are tuned according to the characteristics of the coils (rolls of e.g. 
steel strip). It means, the characteristics of the entry and exit materials, according to 
the direction of the production line, and an optimal combination of welding speed, 
laser power, focal position, laser head pressure, pre-heater and post-heater power, 
mechanical settings, etc. In the case of known combinations, there is a set of optimal 
parameters that has to be tuned for every welding machine. As expected, the industry 
develops and produces new materials and demands new combinations and ranges and 
therefore, new optimal sets of parameters. With the knowledge of the experts, these 
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recipes are built and tested. The seam is inspected through an optical system devel-
oped jointly with Falldorf [3], called Quality Control Data System (QCDS) based on 
camera sensors, which inspects and evaluates the geometry of the seam by image 
processing and analysis of analog signals. Moreover, the samples are also mechani-
cally tested with the “Erichsen” bulge test, which is a rapid factory test that proofs the 
resistance (strength) of the welded joint by pushing a metal ball with hydraulic force 
in several positions of the seam length. Additionally, some weld seam samples are 
sent to laboratories in order to study their structure under the microscope and measure 
the hardness. All this tasks are fulfilled so that the welding parameters are optimized 
until the seam is acceptable with a very small potential of failure.  

 

 

Fig. 1. Laser welding machine during testing and tuning process at Hugo Miebach GmbH., 
Dortmund, Germany 

1.1   Related Work and Motivation 

Previous studies focused mainly on the analysis of welding parameters [4],[5],[6]. 
Kim et al. used mathematical equations in order to find relationships between a  
reduced number of welding process parameters [4]. Chan and Na applied neural net-
works and numerical analysis of welding parameters to predict the bead shape in laser 
spot welding of thin stainless steel sheets as a possible prediction solution [5]. Olabi 
et al. found optimal ranges of parameters such as welding speed, laser power and 
focal position for CO2 keyhole laser welding by means of the back propagation artifi-
cial neural network and the Taguchi approach for the experiment design [6].  

We have a great collection of data, from machines in production and test that has 
not been mined. The data related to every weld can be inspected separately but not  
as a whole. Therefore, we propose a system that gathers the data of all welds in a 
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relational database and analyses a great number of parameters from a statistical point 
of view as well as a data mining technique, in order to obtain patterns and classifiers, 
as support for the tuning process and finding of optimal welding parameters. 

In chapter 2, we explain the technique we used in order to achieve our task. We 
give our conceptual approach, as well as the description of the patterns discovery 
technique and how we classify new cases. In chapter 3 we present the results. Finally, 
we state our conclusions and future work.  

2   Technique 

The technique to be described in this section, responds to the requirements addressed 
by the experts, who are concerned with the problem of recognizing dynamically the 
leading factors or patterns that affect the results of an optimal or pour weld in large 
collections of data in relational databases.  

2.1   Approach 

We assume that the quality of the seam is directly related to the weld settings for a 
selected combination of materials and thicknesses. Nevertheless, successful and un-
successful welds share some information. The shared information can be seen as a 
boundary region between sets. Sets that cannot be precisely described can be ap-
proximated. This kind of sets are called Rough Sets [7], [8]. Our approach is based on 
the concept of roughness, discernibility and belonging. 

Welds are objects described by their parameters and classified by the QCDS and 
saved in our relational database. Relevant parameters are gathered in a decisional 
database entity, which undergoes different stages of data manipulation until the gen-
eration of knowledge.  

Conceptually, we want to detect patterns that reveal the roughness of sets and over-
lap new cases to a “cleaned” set of parameters. Moreover, when patterns are identified 
and visualized, experts can decide to remove patterns that lead to undesired results, 
and approximate new combination with suggested patterns. 

In order to make the system adaptive, we built the model, in such a form that every 
time it creates new sets, patterns and classifiers depending on the characteristics of the 
materials. 

2.2   Pattern Discovery 

A relational database precise a defined structure in order to simplify the extraction of 
patterns. A decision table is a database entity where every object is described by at-
tributes or parameters and is associated to a decision. Usually decision tables are large 
structures with a great population of objects. It is desired that its dimension be reduce 
preserving its complete information [9], [10], [11]. Moreover, dimension reduction is 
used for computational efficiency and classification performance [12], [13]. We  
propose a paradigm through a mining table, where every column corresponds to a 
parameter and is a nested table of all values of a set.  
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We used a typical machine learning approach, where the decision table splits into 
two tables, training and test. These tables are built picking sequentially one object for 
each table, being the intersection of both tables empty. When patterns are found, the 
objects of the test table are classified and evaluated.  

Lets consider Table 1 as illustrative example of a decision table with n objects, 
four parameters and a binary result, and Table 2 as the corresponding mining table. 
The nested tables of the mining table are populated dynamically with the data of the 
training set and are classified as patterns according to its known results: ok or nok. 
Then, the boundary region is created through the multiset intersection between every 
nested table of the two previous patterns. This boundary region help us to find the ok 
pattern that does not contain boundary parameters, we call it the extreme pattern xok, 
as well as the extreme pattern xnok that does not contain boundary parameters.  

Table 1. Illustrative example of a decision table with n objects, four parameters and a binary 
result  

Object Parameters1 Parameter2 Parameter3 Parameter4 Result 
1 a o i y ok 
2 e p j y nok 
3 b q k y ok 
4 c m l y ok 
5 c o m y ok 
6 a o n y nok 
7 d p i y ok 
8 e q k y ok 
9 a m m y ok 
… … … … … … 
n-1 b q k y ok 
n b n n y ok 

Table 2. Illustrative example of a mining table containing nested tables for every parameter. 
The five patterns are built dynamically. 

Pattern_id Parameters1 Parameter2 Parameter3 Parameter4 
ok ( a,b,c,d,e ) ( o,p,q ) ( i,j,k,l,m,n )  ( y ) 
nok ( e,f,g ) ( m,n ) ( i,m,n ) ( y ) 
boundary ( e ) ( ) ( i,m,n ) ( y ) 
xok ( a,b,c,d ) ( o,p,q ) ( j,l ) ( ) 
xnok ( f,g ) ( m,n ) ( ) ( ) 

2.3   Dynamic Pattern Extraction 

We built a relational ORACLE database, and populated it processing the data gener-
ated by QCDS. We selected the parameters related to the welding process, in our case 
more than 80 selected and representative parameters1, and created a decision table, 
containing all objects associated to a binary result. The mining table is populated 

                                                           
1 The selection criteria were performed based on expert knowledge and experience. 
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dynamically applying multiset operators, which combine the results of two nested 
tables into a single nested table [14]. At the end of the process, the mining table pos-
sesses five rows that correspond to the following patterns: ok, nok, boundary, xok and 
xnok. The cardinality of the patterns for every parameter is not greater than the num-
ber of the parameter’s distinct set of values. The following pseudo code basically 
summarizes the essential multiset operations in order to obtain patterns from the 
training and mining tables: 

 
--Class pattern extraction 
For k in {ok, nok}  loop 
      For i in {1 to parametern } loop 
         update mining table set parameteri = (  
          select cast collect values of parameteri U classk  as Nested_tablei 

                      from training table) 

             where patternk 
 

 
--Boundary region 
For k in {boundary}  
      For i in {1 to parametern } loop 
         update mining table set parameteri = (  

     select (Nested_tablei U patternok) ∩ (Nested_tablei U patternnok) 
     from mining table) 

             where patternk 
  

 
--Extreme patterns 
For j, k in {(ok, xok), ( nok, xnok)}   
     For i in {1 to parametern } loop 
         update mining table set parameteri = (  

      select (Nested_tablei U patternj) - (Nested_tablei U patternboundary) 
      from mining table) 

             where patternk 
 

 
Consider that our system uses dynamic SQL in PL/SQL2 [15]. However, instead 

of presenting the whole dynamic procedure, we want to present the function of mul-
tiset operators.  

As seen previously in the pseudo code, consider the following statements within 
loops. The SQL statement used for class pattern extraction extracts patterns by creat-
ing a nested table from all parameters of the training table and updates the nested 
table for a parameter in a defined pattern: 

 

                                                           
2 Dynamical SQL statements in PL/SQL update dynamically values using the EXECUTE IM-

MEDIATE statement and bind variables. 
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--Class pattern extraction 
sql_stmt :=  
'UPDATE mining SET '|| parameter ||' = ( 
      SELECT CAST(COLLECT('|| parameter ||') AS nested_table)  
      FROM training  
      WHERE result = :1)  
WHERE pattern_id = :2'; 
 
EXECUTE IMMEDIATE sql_stmt USING class, pattern_id; 

 
The value of the parameter will take the corresponding value of the parameter in 

the training table and result will take the values of the decision in the training table 
according to its cardinality. When all patterns related to a class are populated, we 
build the boundary region as the multiset intersection of distinct values as follows: 

 
--Boundary region 
sql_stmt :=  
'UPDATE mining SET "'|| parameter ||'" = ( 
  SELECT '||parameterA||'  
  MULTISET INTERSECT  
  DISTINCT '|| parameterB ||' multiset_intersect  
  FROM mining A, mining B  
  WHERE A.pattern_id = :1 AND B.pattern_id = :2)  
WHERE pattern_id = :3'; 
      
 
EXECUTE IMMEDIATE sql_stmt USING class1,class2,pattern_id; 
 

The bind variables of the SQL statement that builds the boundary region will take 
values: ok for class1, nok for class2 and boundary for pattern_id. Finally, we build 
the extreme sets with all values of the nested table for a determined pattern, except the 
values in the boundary region:     

 
--Extreme Sets 
sql_stmt :=  
'update mining set "'|| parameter ||'" =( 
  SELECT '||parameterA||'  
  MULTISET EXCEPT DISTINCT '|| parameterB ||' multiset_except  
  FROM mining A, mining B  
  WHERE A.pattern_id = :1 AND B.pattern_id = ''boundary'')  
where pattern_id = :2'; 
 
 
EXECUTE IMMEDIATE sql_stmt USING class,  pattern_id; 
 
The above statement populates the extreme sets xok and xnok, where the bind variable 
class takes values: ok and nok, each time, as well as pattern_id takes values: xok and 
xnok, respectively. 

2.4   Classification  

Once the patterns are extracted, we calculate an overlap coefficient μ  between every 

case of the test set Ct and the extreme sets denoted by X. This overlap coefficient is 
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the rate of hitting parameters. 

X

XCt ∩
=μ  . (1) 

 

Every new case will be classified to one of the extreme sets according to its overlap 
coefficient. In case that this coefficient be equal to both sets or zero, then we assign the 
new case to one of the sets according to the probability distribution of the training set.  

3   Results 

The approach described in section 2 was tested using data of one machine in tuning 
stage. After mining the data, the experts analyzed the findings and used the patterns 
found in order to optimize the data sets. We present the status of the machine in a first 
tuning stage, followed by the evaluation of the patterns found and finally, the status of 
the machine in a second tuning stage.  
 

 

Fig. 2. Statistical information about the performance of one Laser Welding Machine in a first 
tuning process. Number of welds 997, performance 94.38 %. 
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3.1   Nature of the Data 

Welds are classified into weld programs according to the material characteristics and 
combinations. Weld programs contain empirical parameters that should be adjusted 
and optimized for every machine. Figure 2 shows the statistical information of one 
machine in a first tuning stage. The chart in the upper left corner shows the amount of 
welds, ok:941 and nok:56. The lower left corner shows the failures of the 56 nok 
welds. Consider that a weld can present more than one failure. In the right upper  
corner, the chart shows the percentage of weld programs used. Finally, the 10 most 
representative weld programs, in terms of number of welds, are shown in a statistics 
report with the materials welded, the total number of welds, and the performance of 
every program.  

The description of the materials assigned to the machine can be seen on Table 3. 
The thickness ranges of every material group can be seen on Table 4.  

3.2   Results and Evaluation 

Table 5 describes the most representative combinations, in terms of number of welds, 
of materials and thicknesses tested. The corresponding results can be seen in Table 6,  
 

Table 3. Material code and description 

Material group Steel grade 
1 Interstitial free 
2 Bake hardening 
3 RePhos 
4 Forming light 
5 Forming heavy 
6 HSLA light 
7 HSLA heavy 
8 Dual phase 

Table 4. Thickness ranges defined for all material groups 

Range id Lower limit mm Upper limit mm 
1 0.4 0.54 
2 0.55 0.74 
3 0.75 0.99 
4 1 1.24 
5 1.25 1.49 
6 1.5 1.79 
7 1.8 2.29 
8 2.3 2.79 
9 2.8 3.3 
10 3.31 3.79 
11 3.8 4.29 
12 4.3 4.79 
13 4.8 5.29 
14 5.3 5.79 
15 5.8 6.79 
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Table 5. Representative combinations of entry and exit material, and their respective thickness 
range as defined in Table 4 

No. Material  
Entry - Exit 

Ranges mm 
Entry - Exit 

1 4 – 4  2 – 2  
2 4 – 4  3 – 3  
3 5 – 5  2 – 2  
4 4 – 4  5 – 5  
5 5 – 5 3 – 3 
6 4 – 4  7 – 7  
7 5 – 5 5 – 5 
8 1 – 1 7 – 7 
9 6 – 6 6 – 6 
10 4 – 5 3 – 3 
11 4 – 4 4 – 4 
12 5 – 4 2 – 2 
13 5 – 4 3 – 3 
14 5 – 4  2 – 3  
15 4 – 4  2 – 3  
16 1 – 1    3 – 3  
17 1 – 1  5 – 5  
18 1 – 5  3 – 3  
19 4 – 5 3 – 2 
20 1 – 1  3 – 4  

 

Table 6. Number of patterns extracted and classification performance of the most representa-
tive combinations 

 
No. TN FP TP FN Total  

Tested 
Xok  
Patterns  

Xnok  
Patterns 

Precision Specificity Sensitivity Accuracy 

20 1 0 6 0 7 22 17 1 1 1 1 
16 7 0 23 0 30 16 8 1 1 1 1 
15 18 0 13 1 32 30 8 1 1 0.93 0.9688 
11 2 1 41 2 46 13 0 0.98 0.67 0.95 0.9348 
3 0 7 112 2 121 17 1 0.94 0 0.98 0.9256 
18 2 0 8 1 11 19 13 1 1 0.89 0.9091 
12 0 4 39 0 43 16 0 0.91 0 1 0.907 
8 43 2 4 3 52 9 16 0.67 0.96 0.57 0.9038 
19 1 1 8 0 10 29 5 0.89 0.5 1 0.9 
14 0 4 38 1 43 16 0 0.9 0 0.97 0.8837 
5 0 10 79 3 92 13 6 0.89 0 0.96 0.8587 
17 0 1 12 1 14 15 8 0.92 0 0.92 0.8571 
6 9 8 47 1 65 9 15 0.85 0.53 0.98 0.8515 
1 9 19 184 23 235 29 6 0.91 0.32 0.89 0.8213 
7 9 11 34 0 54 15 4 0.76 0.45 1 0.7963 
4 2 19 82 6 109 24 6 0.81 0.1 0.93 0.7706 
9 1 10 37 4 52 17 2 0.79 0.09 0.9 0.7308 
2 30 34 68 3 135 24 18 0.67 0.47 0.96 0.7259 
10 12 9 21 4 46 14 8 0.7 0.57 0.84 0.7174 
13 5 8 22 8 43 13 2 0.73 0.38 0.73 0.6279 
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Fig. 3. Statistical information about the performance of one Laser Welding Machine in a sec-
ond tuning stage. Number of welds 379, performance 98.68 %3.  

which summarizes the number of tested objects, as well as the number of TN: True 
Negatives, FN: False Negatives, FP: False Positives, TP True Positives; the number of 
patterns found for both extreme sets, where this number represents the number of 
nested tables associated to the extreme sets and their Precision = TP/(TP + FP), Speci-
ficity= TN/(TN + FP), Sensitivity= TP/(TP + FN) and Accuracy=(TP + TN)/ 
(TP+FN+TN+FP). Table 6 was reordered according to the accuracy of the patterns.  

The results show that it is not necessary to retrieve a greater number of patterns in 
order to obtain the best performances, but perhaps extract the most significant ones. 
Nevertheless, when no patterns are retrieved for a class, it is clear that the system is 
less trustful classifying objects because the overlap coefficient is 0.  

 

                                                           
3 Concerning the failure "Height mismatch" it is necessary to state that some times the real 

thickness difference of the strip ends provided to the welding machine is bigger than the ex-
pected thickness step because of thickness deviation. So the evaluation of this signal will 
show the deviation to the operator, who can still decide as good weld according to the evalua-
tion result of other important signals by the QCDS. 
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A very important aspect for our analysis was focused not only in considering the 
accuracy as the most determining factor, but the specificity. We take special consid-
eration of it, because misclassification of an object as successful implies very high 
costs in case of breakages of a weld in the production line. Nevertheless, it is impor-
tant to remark that our special interest was extracting valuable information from the 
database, more than classifying new welds. 

4   Discussion and Future Work 

The accuracy of the system and the performance of the patterns are related to histori-
cal data. If the training data reveals at least a pattern or a set of patterns that appears 
again in the test set, the system has demonstrated to be able to classify new cases with 
a relative accuracy to the input data. On the other hand, when no patterns are found or 
recognized in the training set, or the patterns found in the training set are not repro-
duced in the test set, the system is less appropriated for the classification task. This 
occurs when cases are indiscernible, it means, successful and unsuccessful cases share 
almost all data and therefore, we consider it as a lack of information. In this case, we 
can assume that the results are influenced by mechanical factors, or by other variables 
that are not considered in the model. Therefore, the present system can be seen as a 
complementary tool for welding parameter analysis and as a tool for the decision 
making process of the welding machine operator. In this sense, once the patterns are 
identified, the users of the system are encouraged to analyze these findings. 

We did not compare this approach with other algorithms in this study. However, 
we are interested in testing several models in order to contrast results and analyze 
other aspects that have not been considered until now. 

Figure 3 shows the performance of a machine in a second tuning stage. In compari-
son with Figure 2, it can be seen that the most representative programs in terms of 
number of welds, improved considerably its performance.  The parameters for this 
machine were not optimized automatically. Experts considered the patterns found as 
suggestion and adjusted the parameters, combining their experience and knowledge 
with the mining table. As improvement to the system, it is desired that the expert be 
able to edit the mining table when appropriate.  

The visualization of patterns can be seen as a support for decision makers and ana-
lysts, and can also serve as a tool for a better understanding of the welding parameters 
during the introduction and further use of the new laser welding technology in con-
tinuous steel strip production. 
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Abstract. The automatic detection of the vibration signature of rotat-
ing parts of an aircraft engine is considered. This paper introduces an
algorithm that takes into account the variation over time of the level of
detection of orders, i.e. vibrations ate multiples of the rotating speed.
The detection level over time at a specific order are gathered in a so-
called trajectory. It is shown that clustering the trajectories to classify
them into detected and non-detected orders improves the robustness to
noise and other external conditions, compared to a traditional statistical
signal detection by an hypothesis test. The algorithms are illustrated in
real aircraft engine data.

1 Introduction

We tackle the issue of monitoring the behavior of an aircraft engine from the
point of view of measured vibrations. Indeed, abnormal level or odd pattern of
vibrations may be the consequence of mechanical or sensor malfunction, both of
dramatic importance for engine manufacturers and airline operators.

More precisely this work focuses on the detection of the signature of specific
parts of a turbofan engine (the fans), whose vibration levels are modelled as
vibration trajectories, i.e. as the amount of vibration of a given fan with respect
to time. The trajectories are then clustered thanks to standard clustering al-
gorithms. The obtained clusters gather all trajectories that correspond to fans
whose vibratory signature is present in the data.

Section 2 gives a more thorough introduction to the problem. In Section 4 the
algorithms are presented. Results are discussed in Section 5, while conclusion
and perspectives are sketched in Section 6.

2 Problem Description

A turbofan whose structure is presented by Fig. 1 is considered. Air from the
outside enters an intake, then is successively compressed by the low-pressure (LP)

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 362–375, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. Turbofan engine. Simplified diagram of fan, low-pressure and high-pressure
compressors and turbines attached to their respective shafts.

and high-pressure (HP) compressors. Compressed air passes to a combustion
chamber, where it is mixed with fuel and burnt. Both compressors are powered
by turbines located at the rear of the engine, which transmit their energy to the
compressors through two contra-rotating shafts, the low-pressure (LP) shaft and
the high-pressure (HP) shaft.

Although turbofan condition monitoring can be achieved in various ways, we
take the stand to focus on vibrations monitoring in this work. Two accelerom-
eters provide vibration measurements at a constant 51 kHz frequency. Since
compressors and turbines are fan-like components made of a varying number
of blades mounted on the shafts, it is expected that their motion entails vi-
brations at frequencies which are multiples of shaft speeds. Although this is a
strong simplification of the overall vibratory behavior of a bladed disk mounted
on a rotor [1], it allows an efficient detection of malfunction and damages, given
the low quantity of available information (two vibration sensors). Vibration pat-
terns corresponding to multiples of shaft speed are known as “orders” in the
engineering field.

Moreover, vibrations signals are usually processed not in the time-domain, but
in the frequency [2] or in the time-frequency domain [3, 15.6]. When the rotation
speed of the engine is constant, vibration signals can be considered as stationary,
and the classical Fourier transform is sufficient. However when the rotation speed
is varying, signals are non-stationary and the spectrogram or more advanced time-
frequency distributions might be of some help. Examples of a Fourier transform
and a spectrogram on a vibration signal are given in Fig. 2(a,b).

In addition to accelerometers, the sensors give an approximation of both shaft
velocities. Since many mechanical parts of the engine rotate at a speed multiple
of these shafts speeds (compressors and turbines for example), we can anticipate
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Fig. 2. Vibration analysis of accelerometric data: (a) in the frequency domain with the
Discrete Fourier Transform; (b) in the time-frequency domain with the spectrogram;
(c) idealized signature of fan-like mechanical part in accelerometer data. An unknown
signature in the spectogram and an expected signature at 36 times the frequency of
LP shaft superpose.

the position of their signature in the frequency or time-frequency domain, as
illustrated in Fig. 2(c) where an unknown signature in the spectrogram and an
expected signature superpose at a particular order.

As we can notice from Fig. 2(b), the signature is embedded in noise. For spe-
cific orders, it remains clearly visible whereas for others it vanishes. Furthermore,
there is a potentially large number of orders. For both reasons, order detection
is most of the time the task of an expert. Automatic detection would hence
accelerate the process, and relieve the expert of this daunting task.

Several difficulties arise when considering the issue of automatic detection of
orders in vibration data. First, as already mentioned, the signal is noisy. Second,
the magnitude of vibration of the orders is a function of the excitation. The latter
is a direct function of the shafts speeds. Indeed, the fans behave as mechanical
parts that are excited and resonate for specific frequencies only. Consequently,
if we examine a sufficiently long recording, the orders will appear with varying
magnitude along time. The frequency response of rotating machines is classi-
cally summarized in Campbell diagrams where the experimentally1 measured

1 Such diagrams can be drawn from analytical models as well, if the eigenfrequencies
can be computed.
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Fig. 3. Idealized diagram of trajectories clustering

vibration response spectrum appear as a function of the rotation speed of the
shaft. If we suppose that the underlying shaft rotation speed follows a regu-
lar enough time pattern, then there should be some degree of continuity in the
vibration magnitude of the orders.

Admitting that signals are split into a finite number of windows for compu-
tational reasons, we propose to consider vibration magnitude trajectories, where
to each time window corresponds a robust measure of the vibration magnitude
at a given order, for a selected shaft. This needs to be done systematically since
we ignore whether a given order k of LP or HP shaft is visible for a specific
regime. At the end, a large number of trajectories will be available, which we
propose to cluster thanks to dedicated algorithms in order to segregate those
who correspond to orders that are present in the data from those who do not.
This is summarized by Fig.3. The expected outcome of this algorithm is thus a
cluster of trajectories that correspond to what the expert would have singled-out
as orders that are actually present in the recordings.

Related works are given a quick review in Section 3, while a detailed pre-
sentation of available data is given in Section 4.1. The proposed method is dis-
cussed in Section 4.2. Canonical signal processing detection procedures in the
case of partially unknown sine wave are evoked in Section 4.3 for benchmarking
purposes.

3 Related Work

This work addresses the problem of feature detection, where the features are the
vibration signatures of bladed disks that compose compressors and turbines of
an aircraft engine.

It is intended to be part of a Condition Based Monitoring (CBM) framework.
CBM for industrial machines has been attracting increasing attention over the
years in both academic and industrial areas. According to [4] it consists in four
main steps: data acquisition, feature extraction, feature selection, and decision-
making. The first two steps rely on mechanical modeling or rotor dynamics [5],
noise and vibration phenomena in rotating machines [6,4] and data analysis
[7]. The latter builds on the general tools and methods developped in signal
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processing [8,3], statistical signal estimation and detection [9,10,11], learning
theory, change detection [12], fault detection and isolation [13].

Aircraft CBM deals with many problems such as structural health monitor-
ing. It treats engine health monitoring (EHM) as a special case [14,15]. As a
subtopic of EHM, vibrations monitoring in engines addresses the following is-
sues: rotor/stator contact [16], rotor unbalance, blade defects [17], bearing [18]
and gearings defects [19]. Another important topic is order tracking, i.e. the
precise estimation of the frequency and amplitude of a periodic signal whose
leading frequency is varying in time. This may involve data resampling in the
case of rotating machines [20,21], non-parametric time frequency methods such
as the Gabor transform [22] or parametric methods such as the Vold-Kalman fil-
ter [23,24], that models the vibrating machine and use estimation tools to track
the frequencies and amplitudes of orders.

When features have been extracted, decisions can be made, such as change
(or novelty) detection. The decision concerning the health of the engine is either
taken from a statistical viewpoint [25,12], or can derive from learning techniques
such as neural networks [26,27].

In this work the aim is not to detect an anomaly, but a normal bladed disk
signal. Up to our knowledge, there is no example of such order detection in the
litterature. The case of novelty or abrupt change detection in engine have been
covered, as well as feature extraction for many particular mechanical parts, but
not for bladed disks in turbines and compressors. The works dedicated to these
parts aim at estimating their rotation speed, amplitude and phase, but not to
detect their presence. In the following we show that classical tools such as sine
wave detection and unsupervised clustering enable us to tackle this issue.

4 Methods and Data

4.1 Data

The recordings under study were provided by the Health Monitoring Department
of SNECMA2 and correspond to a dual-shaft turbofan mounted on a testbench,
that undergoes a continuous acceleration during several minutes. They include
raw vibration outputs of an accelerometer sampled at 51kHz, as well as LP and
HP shaft angular velocity computed from raw keyphasor data and sampled at
6.25 Hz. Sample time series are plotted in Fig. 4.

4.2 Clustering Contrast Trajectories for Order Detection

First we give a precise meaning to what was termed “vibration magnitude tra-
jectory” in Section 2. Conforming to current practice in the field of vibration
monitoring for rotating machine, we choose a classical time-frequency repre-
sentation, the Discrete Gabor Transform (DGT) [22], which is a special kind
of Discrete Short-Time Fourier Transform [8,28]. The representation of a given
vibratory signal is a matrix, indexed in both time and frequency.
2 http://www.snecma.fr
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(a) (b)

Fig. 4. (a) Raw accelerometric data; (b) LP shaft angular velocity in rpm

(a) (b)

Fig. 5. (a) Order masking takes as its inputs the vibratory signal, a specific order
integer k and the shaft rotation speed N1 or N2. The expected main frequency is
fk,N1 , and the region that surrounds ths central frequency has a fixed user-defined
width ; (b) contrast.

As stated earlier, we focus on the signature of “orders”, produced by the
bladed disks that compose the compressors and turbines. Their simplified sig-
nature in the time-frequency domain has been illustrated by Fig. 2(c). We write
G(t, ν) the complex-valued time-frequency transform at discrete time t and dis-
crete frequency ν. Since we know approximately the frequency of an order from
the choice of an integer number (the order) and the estimation of the shaft speed,
we can build a region in the time-frequency plane in which we expect the order
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signature to appear, if it is present in vibratory data. This operation is called
masking and is illustrated in Fig. 5(a).

Then, having focused on a specific order, we still need to compute a measure of
magnitude for that order. Several statistical preprocessing steps (computation
of the modulus, of the logarithm, then centering and scaling of the data) are
followed by a geometric flattening of the signature as shown in Fig. 5(b). We call
G′(t, ν) the resulting quantity. Finally the flattened signature is time-average,
then the contrast function is computed.

∀ν, G̃(ν) =
1
T

t2∑

t=t1

G′(t, ν) (1)

ck(n) = max
ν

G̃(ν) − min
ν

G̃(ν) (2)

where k and n are respectively the order and the window indices, T is the length
of the time window, and t1 and t2 are respectively the start and end of that time
window.

Secondly, we describe the trajectory clustering algorithm announced in 2.
The previous masking step returns a contrast value for each order k in a user-
defined range [k1, k2], and for each window n ≤ N that divides the full vibration
recording. Hence for each order k we get an ordered set of scalar real-valued
contrasts Tk = {ck(1), . . . , ck(N)} indexed by the order k. This set T is what
we call a trajectory. We then propose to cluster it into a fixed number C = 3 of
clusters, with the k-means algorithm. The whole procedure is illustrated in Fig. 6.

Clustering trajectories is a way to classify them into classes, corresponding
respectively to orders that are detected, not detected, and a possible intermedi-
ate, ambiguous classes. One could argue that if an order k is effectively present
in the recordings, any contrast ck(n) belonging to Tk should be high, allowing a
detection on each time window n. However, one has to take into account the fact
that the vibratory signals are extremely noisy. Splitting into windows is thus a
way to expect an improved detection robustness in some windows. Averaging
the detection hits over the windows could then improve the detection results,
compared to a single detection (over one window or the whole signal).

Still, this average would completely lose the temporal correlation between
orders. Indeed it is naturally expected that at some engine speeds (corresponding
to some of the windows), all or most of the orders will be hardly detected (either
because a large part of the engine will be less subject to vibrations, or because
the latter will be polluted by higher noise). It is therefore of primary importance
to take into account the longitudinal aspect of the detections at various orders,
i.e. the temporal correlation. This is the justification for the original use of
trajectories in this work.

In Section 4.3 we summarize classical results relevant to our problem in the
field of statistical signal detection, in order to assess the performance of the
proposed method.
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Fig. 6. Clustering algorithm

4.3 Statistical Signal Detection Method

From the point of view of classical statistical signal detection theory [9,10,11],
the problem formulated in Section 2 is an instance of the detection of a deter-
ministic sine wave in noise, with unknown parameters [9, 7.6.2]. Indeed, with
the simplifying hypotheses stated in Section 2, the compressor and turbine disk
blades whose signature is under study are seen as curves in the time-frequency
plane, i.e. as sine waves with slowly varying leading frequency. On time win-
dows where the frequency can be considered as constant, this sine wave can be
parametrized as follows:

s(i) = A cos(2πfi + φ) (3)

where A is the amplitude, i the time instant, f the frequency and φ the phase
difference. Apart from this wave the signal contains a vast amount of other deter-
ministic or random contributions which we call “noise” since they are irrelevant
to the purpose of detecting a given order of a specific shaft. The detection of the
sine wave in the noise is formalized as the following hypothesis test:

H0 : z20(i) = w(i) ∀i ∈ [0, I − 1]
H1 : z20(i) = w(i) + A cos(2πfi + φ) ∀i ∈ [0, I − 1]

where z20 is the accelerometric signal, w(i) is the noise term. It should be noted
that, while the frequency f is approximately known, the amplitude A and phase
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difference φ are unknown to the observer. Under noise normality and indepen-
dence hypotheses that diserve further discussion, this hypothesis test is amenable
to analytic treatment under the Generalized Likelihood Ratio Test framework.
Since this material is standard, we merely state the corresponding results, which
are given proper development in classical textbooks (see for example [9, 7.6.2]):

– the decision rule is written I(f0) ≷H1
H0

γ′, where the decision statistics is
I(f0), the value of the periodogram evaluated at target frequency f0 which
can be approximated by Discrete Fourier Transform. γ′ is the detection
threshold.

– the false alarm probability is α = exp
(
− γ′

σ2

)
, where σ is the standard

deviation of the noise, supposedly known. Usually α takes a fixed user-defined
value such as α = 1% so that the value of the detection threshold γ′ can be
easily derived.

– the performance of this test is quantified by the power π of the test, whose
analytic expression can be computed.

With these results, we can build a sine wave detector. Given a vibratory time
series and a few contextual parameters such as the noise variance, the detector
will accept or reject hypothesis H0 depending if the signal is composed of noise
or if an order is present in the signal. Note that several improvements over this
standard procedure should be made, because the estimated noise does not respect
exactly the white noise hypothesis. For example, the energy is not homogenous
in the frequency spectrum. Consequently we divide the frequency spectrum into
bins and perform the above detection separately in each bin. In Section 5 we
compare the results with those elicited by the clustering algorithm.

5 Results

We first illustrate the computation of the contrast function defined in Section 4.2.
The first steps depicted by Fig. 5 are the statistical and geometric preprocessing
steps. Fig.7(a) shows the resulting preprocessed time-frequency transforms for
six chosen orders of the HP shaft. Three orders (38,53,68) correspond to the
number of blades of three bladed disks belonging to the compressor, therefore
we expect the corresponding signatures to be present in vibration signals. Three
ordrers (20,90,100) were selected because no significant vibratory activity is ex-
pected. In Fig.7(a) thick lines appear clearly in the first three cases, whereas
no specific pattern except the background noise can be noticed in the last three
cases. Time averaged values of the time-frequency transforms are plotted in
Fig. 7(b), as well as their peak value in Fig. 7(c). The latter clearly shows that
peak values are higher for orders 38, 53, 68 that correspond to actual mechanical
rotating parts.

Secondly we comment on the contrast trajectory clusters that are found out
by the clustering algorithm mentioned in Fig. 6. The number of clusters was set
to C = 3. Results are shown in Fig. 8(a). The first cluster gathers trajectories
with high mean value over the window range, that increases at the beginning,
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(a) (b)

(c)

Fig. 7. Contrasts of orders 38,53,68,20,90,100 of HP-shaft N2: (a) DGT after prepro-
cessing; (b) mean DGT along time axis; (c) contrasts

decreases at the end, and experiences a sudden decrease at window index 6. In
the second one, trajectories are flat and have low mean value. The third cluster
mixes different types of trajectories that have an average intermediate value.
In first approximation, only the trajectories in cluster 1 are meaningful to the
detection task.

In order to assess the significance of results, we use prior mechanical infor-
mation. Indeed, the number of blades that compose the compressor and turbine
mounted on HP shaft is known. Because of many mechanical factors it is not cer-
tain whether or not each bladed disk will have a noticeable vibratory activity, but
this information can be helpful for comparison purposes. In Fig. 8(b), we plot the
composition of the clusters obtained above (indices 1 and 3), and compare it with
the cluster built with prior information which is given cluster label 0. Lastly, clus-
ters found by the statistical detection algorithm from Section 4.3 are labelled as
cluster D. We see that between orders 35 to 80 many orders are shared by clusters
0 and 1. This is true also for clusters 0 and D. However, clusters 2 and 3 show little
similarity with cluster 0. This is coherent with our initial expectation, stated at
the end of Section 2. In addition we remark that many low orders are detected
in cluster D. This could be explained by the fact that low frequencies bear more
energy that higher ones, as evidenced in Fig. 2(b). The clustering method is less
prone to overweigthing such orders because of the higher energy content in the low
orders area. Lastly the fact that orders not expected from mechanical knowledge
appear both in clusters 1 and D suggest that interesting information not provided
by naive mechanical data was actually discovered.
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Fig. 8. Comparison of clustering and classical detection results for z20 vibratory data:
(a) contrast vectors clustered by k-means with C = 3 clusters; (b) composition matrix
for each cluster. Dark line with matrix coordinate i, j means that order i belongs to
cluster j. Column 0 represents orders for which fan signature is expected from mechan-
ical knowledge. Columns 1 to 3 are produced by the clustering algorithm. Column D
is output by the statistical signal detection algorithm.
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Lastly we confirm quantitatively these observations. Mutual information [29]
is used here to measure the similarity between clusters. Setting cluster 0 as
the default one, we compute the mutual information between the corresponding
column of the composition matrix displayed in Fig. 8(b) and the other columns.
What we expect is that self-information (i.e. the information between column 0
and itself) is high, while information between unrelated clusters such as 0 and 2
should be low. Moreover, mutual information between cluster pairs 0/1 and 0/D
should be between the self-information value, and the unrelated clusters value.
Indeed this is what we observe from Fig. 9, where the highest value corresponds
to cluster pairs 0/0, while cluster pair 0/1 and 0/D have high mutual information.
The negative value, which is theoretically meaningless, is a known limitation of
the estimation algorithm. Lastly, the mutual information for cluster pair 0/D is
lower than for cluster pair 0/1, which seems to indicate a higher performance of
the proposed algoritm.

Fig. 9. Mutual information between pairs of clusters

The good results obtained by unsupervised clustering over signal-processing
algorithms are suprising at first mainly because additional knowledge is embed-
ded in the latter. Indeed, one needs to model the signal and the noise components
before deriving a decision algorithm. We suggest that the results of the signal
detection algorithm could be explained first by poor agreement between real
data and noise hypotheses. This should be examined in further experiments.

Nevertheless, it remains that in the clustering approach we take into account
the continuity of contrast values in time, which is a consequence of the continuity
of shafts rotation speeds as a function of time. This continuity remains unex-
ploited by the classical signal-detection algorithm, which iterates the decision
process over successive windows without relating them.

6 Conclusion and Perspectives

In this work we have tackled the issue of order detection, i.e. the discovery
of vibration patterns in noisy aircraft engine vibration signals. We proposed a
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contrast measure whose aim is to single out significant vibration patterns that
correspond to compressor and turbines mounted on the engine shafts. Then
a clustering algorithm is built, and compared to a statistical signal detection
procedure. We show with real data that the clustering method performs well,
and give quantitative measure of this performance. Future works will aim at:

– increasing the statistical significance by enlarging the database to several en-
gines, in both acceleration and deceleration situations. Theoretical properties
of the estimators of contrast, and of mutual information could be studied
as well.

– improving the signal detection algorithm, for example by considering exten-
sion to colored noise situation. In addition the continuity from one window
to the following could be used.

– merging the decisions from both methods.
– refining the clustering, mainly the interpretation of the intermediate cluster.
– assessing the continuity hypothesis and using it as prior for clustering, from

the knowledge of theoretical Campbell diagrams.
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Abstract. This paper presents a local pattern-based method that ad-
dresses system prognosis. It also details a successful application to com-
plex vacuum pumping systems. More precisely, using historical vibratory
data, we first model the behavior of systems by extracting a given type of
episode rules, namely First Local Maximum episode rules (FLM-rules).
A subset of the extracted FLM-rules is then selected in order to further
predict pumping system failures in a vibratory datastream context. The
results that we got for production data are very encouraging as we pre-
dict failures with a good time scale precision. We are now deploying our
solution for a customer of the semi-conductor market.

Keywords: episode rules, FLM-rules, predictive maintenance, progno-
sis, vibratory signals.

1 Introduction

In the current economic environment, industries have to minimize production
costs and optimize the profitability of equipments. Fault prognosis is a promis-
ing way to meet these objectives. Early detection of system behavior deviation
indeed permits a better management of production means by anticipating rather
than undergoing failures. Most of the prognosis applications come from medicine
[1] or aerospace [9, 17]. In medicine, prognosis is defined as ”the prediction of
the future course and outcome of disease processes, which may either concern
their natural course or their outcome after treatment” [1]. In aerospace domain,
prognosis is defined as detecting the precursor signs of a system misfunction and
predicting how much time is left before a major failure [17]. Research works in
aerospace are very close to our application [9, 6]. We thus adopt the same point
of view about prognosis objectives.

In the kind of pumping systems we want to monitor, common sensing tech-
nology (power levels, temperature, pressure and flow rates) is not sufficient for
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dealing efficiently with failure prognosis. We thus use vibratory data, more infor-
mative about system status, but also more difficult to handle. Indeed, because
of their complex kinenatic, vacuum pumping systems may generate high vibra-
tion levels even if they are in good running conditions. It is thus difficult to
prognose failures using traditional data analysis techniques (crest level, kurtosis,
...) and to develop monitoring methods based on expert knowledge or physical
models. In this challenging context, a data-driven approach is preferred. In in-
dustrial applications, most of data-driven approaches are neural network based
[17]. Unfortunately, neural networks are limited by their inability to explain their
conclusions [12]. Thus we propose to extract local patterns, namely episode rules
[14], from a large sequence of historical vibratory data, to describe the behavior
of vacuum pumping systems. More precisely, we propose to extract First Lo-
cal Maximum-rules (FLM-rules) as defined in [13]. FLM-rules are episode rules
having an optimal temporal window width, which means that these rules are
likely to appear within a specific temporal window width. This temporal win-
dow width can vary from a rule to another. In opposition to neural networks,
such kind of rules is more interpretable. A subset of these rules is then used as a
rule-based system to proceed to prognosis, i.e. to prognose seizings of pumping
systems when considering our industrial application. This subset is generated by
selecting the most predictive FLM-rules.

The prognosis of vacuum pumping system failures remains a challenge for
process tool owners. Furthermore, explaining unexpected failures from typical
vibratory behaviors and understanding early warning signs is of major inter-
est for vacuum pump manufacturers. In this context, our contribution can be
summarized as:

– running a recent data mining algorithm extracting FLM-rules from industrial
vibratory data,

– providing a method for selecting the most predictive FLM-rules,
– providing a method for merging FLM-rules temporal information in order

to prognose failures in a precise temporal window.

This paper is structured as follows: Section 2 reviews existing works in data
mining applied to prognosis. Section 3 introduces our industrial application and
describes the way data are selected and preprocessed. Section 4 presents the
notion of FLM-rules while Section 5 details the process that is used to select the
most predictive FLM-rules. In Section 6, we explain how to proceed to real time
prediction, which includes matching the selected FLM-rules in a datastream and
merging their respective temporal informations so as to provide a precise forecast
window. Finally, experimental results are presented in Section 7 while Section 8
concludes and draws perspectives.

2 Related Work

Although maintenance is a manufacturing area that could benefit a lot from
data mining solutions, few applications have been identified [8, 17] so far. Most
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of them are diagnosis applications (i.e. identifying problems without predicting
them) [17] and mainly relate to aerospace [9] or to network analysis applications
[7]. Prognosis applications often meet difficulties in predicting how much time
is left before failure. End-users indeed have to set the width of the temporal
window that is used to learn a model and predict failures [3].

In [9], Letourneau and al. present an approach that aims at predicting aircraft
component faults. They rely on data mining techniques to build models from his-
torical data. These models are then used to predict failures. More precisely, for
each component, heterogeneous data (numerical, text) originating from measure-
ments and maintenance reports are collected. Learning datasets are then defined
according to the component replacement occurrences found in maintenance re-
ports by selecting the data that have been recorded before and after replace-
ments. Failure periods are defined by considering temporal windows (about 10%
of the time scale of the dataset) that start just before replacement dates. All
temporal aspects are user-defined. Classifiers are finally extracted using decision
tree, nearest-neighbor or naive-bayes techniques. It is to note that the choice of
the width of the failure periods significantly impacts results as it is used both
to model and predict failures.

As further expounded in Section 3, the dataset we deal with is a large se-
quence of events, i.e. a long sequence of time-stamped symbols. Such a context
has been identified in [7]. More precisely, in [7], a data mining application, known
as the TASA project, is presented. It aims at extracting episode rules that de-
scribe a network alarm flow. These rules syntactically take the temporal aspect
into account. They are known as episode rules. They are selected according to
a frequency (or support) measure and a confidence measure (for more formal
definitions, the reader is referred to [7]). In practice, users have to set the max-
imum temporal window width of the episode rule occurrences so as to make
extractions tractable. Episode rule occurrences whose window width is greater
than this maximum window width are indeed not considered. This approach
can still generate a large amount of rules and experts are required to browse
interesting rules according to their knowledge. Though this approach has not
been designed to perform prognosis, it inspired some works that actually aim
at predicting failures. For example, in [3], the authors propose a method that
searches for previously extracted episode rules in datastreams. As soon as an
episode rule is recognized, it is used for predicting future events. More precisely,
they propose to build and to continuously maintain a queue of events which are
likely to contribute to the occurrences of episode rules. Once the premiss of a
rule is matched, they proceed to prediction by adding the maximum time span
to the occurrence date of the first symbol of the episode rule. This method is
interesting as it avoids scanning back the entire data stream but still, a crucial
temporal information, i.e. the maximum window width, has to be set by users.
Moreover, it has only been tested on synthetic data.

Beside asking for temporal parameters, the methods that are reviewed in this
section all impose a same temporal window width for all possible models, for all
possible rules. However, it is quite difficult to justify the use of a same maximum
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time span for each rule. It has thus been proposed in [13] to extract FLM-rules.
These episode rules indeed come along with their respective optimal temporal
window widths. In [11], we proposed a first approach for using those optimal
window widths so as to establish prediction dates. An experiment on synthetic
supply chain datasets was also presented. Though the results of that experiment
were encouraging, and as explained in Section 6.1, the proposed approach was
not consistent with respect to the definition of FLM-rules. Furthermore, dealing
with vibratory data is more demanding than dealing with inventory levels. In
this paper, we thus detail an improved version of this technique. We also describe
a successful prognosis experiment that has been run on real production datasets
acquired from vacuum pumping systems.

3 Application and Data Preprocessing

The aim of the approach described in this paper is to generate a valid model to
identify abnormal behaviors of complex vacuum pumping systems (i.e. with a
complex kinetic) and to predict a major default mode. Those systems are run-
ning under really severe and unpredictable conditions. They basically transfer
gas from inlet to outlet. One major default mode that can alterate this function
is the seizing of the pump axis. Seizings can be provoked by many causes such as
heat expansion or gas condensation. Preventive maintenance plannings are not
efficient. Therefore, Alcatel Vacuum Technology initiated a predictive mainte-
nance project. With this aim in view, the quadratic mean (Root Mean Square,
denoted RMS) of the vibration speed over 20 frequency bands has been collected
over time at a frequency of 1/80 Hz. Real vibratory environnement is random
by nature. Random vibrations can be measured on all mechanical systems such
as vehicles or planes [10]. It also holds for vacuum pumping systems. Most of
random vibration signals found in real applications follow a Gaussian distri-
bution and are stationary time-function (i.e. they follow a zero-mean gaussian
distribution). Thus, RMS is the standard deviation of the vibration speed [18].
It is measured by accelerometers and it is equal to the power of the vibration
speed. Available data cover more than 2 years for 64 identical pumping systems.
In order to build the learning dataset, we selected data that directly relate to
some serious and fairly common failures we want to anticipate, i.e. first seizings.
More precisely, we decided to build our learning dataset by only considering the
data that are acquired before the first occurrence of such a failure. Indeed, after
the first seizing, systems are seriously damaged and learning from potentially
degraded systems would bias models. Moreover, if we succeed in predicting seiz-
ing, we will not observe such conditions. So we build learning sequences that
start at the system startup date and end at the first failure occurrence. We got
13 doubtless sequences that end with the first occurrence of a seizing.

In order to detect evolutions of systems, for each system, we first determine
the signal signature corresponding to good running conditions. The measured
signal is then compared to this reference. Measurements represent the power the
equipment is subjected to. It can be decomposed as follows: P = P0 + Pd, with
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Fig. 1. Sequence building

P the measured power, P0 the power in good running conditions and Pd the
power of the default. According to experts, P0 is defined for each frequency as
the standard deviation calculated 24 hours after system power-on (so as to get a
stable signal). It is calculated using sliding windows. Each time a new measure
arises, P0 is updated if the computed value is lower than the previous one. It
generally takes up to 2 weeks to get a stable P0.

The kind of default we are looking for generates a high level of power (Pd is
high). Thus, for each frequency band we decide to focus on the values of the
maximal envelope of measured power P . In order to perform FLM-rule extrac-
tion, the maximal envelope has to be encoded into symbols. First, to qualify the
default severity, the ratio P/P0 is computed and discretized using three levels.
Then, we define a dictionary of 240 symbols, each symbol being associated with
three pieces of information: the frequency band, the default severity and the
duration at that severity level. We also introduce a specific symbol to represent
seizing occurrences. Finally, we got 13 sequences containing 2000 symbols on
average along with their occurrence dates. It is thus not recommended to use
standard algorithms that extract patterns from a collection of short sequences
(i.e. base of sequences [2]). Indeed short sequences generally do not contain more
than about 500 events. Pattern extraction from a single large sequence [7, 13, 14]
is then focused on. 13 sequences were thus concatenated into a single large se-
quence D. In order to avoid the extraction of FLM-rule occurrences spreading
over various subsequences Seqi, a large time gap between each initial sequence
is imposed (see Fig. 1) and the WinMiner algorithm [13] is used for extract-
ing FLM-rule occurrences. WinMiner can indeed handle a maximum time gap
constraint (denoted as maxgap) between occurrences of symbols.

4 FLM-Rules

This section aims at defining the main concepts that are necessary to understand
the notion of FLM-rules as originally proposed in [13]. First, we define the dataset
itself. As previously explained in Section 3, our application context generates a
large sequence.

Definition 1 (event, event sequence). Let E be a set of symbols, namely
event types. An event is defined by the pair (e, t) where e ∈ E and t is an integer
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Fig. 2. An example of such an event sequence

giving the occurrence date of e. An event sequence is a triple S = (s, Ts, Te)
where s is an ordered sequence of events 〈(e1, t1), (e2, t2), ..., (en, tn)〉 such that
∀i ∈ {1, ..., n}, ei ∈ E ∧ ∀i ∈ {1, ..., n − 1}, ti ≤ ti+1. Ts, Te are integers that
denote the starting and ending time of the event sequence.

Figure 2 depicts a toy example of such a sequence. FLM-rules are built upon a
given kind of episodes, namely serial episodes.

Definition 2 (serial episode, prefix, suffix). A serial episode is a tuple
α = 〈e1, e2, ...ek〉 such that ∀i ∈ {1, ..., k}, ei ∈ E and there exists a total or-
der relation between event types. The prefix of α, denoted by prefix(α) is the
tuple 〈e1, e2, ...ek−1〉. The suffix of α, denoted by suffix(α) is the singleton {ek}.
For the sake of simplicity, a serial episode α = 〈e1, e2, ...ek〉 is also denoted by
e1 → e2 → ... → ek. As we only consider serial episodes, we will now refer to
episodes instead of referring to serial episodes. For example, A → B → C is
an episode stating that B occurs after A and is followed by C. The prefix of
A → B → C is A → B and its suffix is C. Let us now define how an episode is
said to occur within an event sequence:

Definition 3 (occurrence). An episode α = 〈e1, e2, ..., ek〉 occurs in a se-
quence S = (s, Ts, Te) if there exists at least one ordered sequence of events
s’ = 〈(e1, t1), (e2, t2), ..., (ek, tk)〉 such that s′ can be obtained by removing some
elements of s or s′ = s (which will be denoted by s′ 	 s in this paper) and
∀i ∈ {1, ..., k − 1}, 0 < ti+1 − ti ≤ maxgap with maxgap a user-defined con-
straint that represents the maximum time gap allowed between two consecutive
events. [t1, tk] is an occurrence of α. The set of all occurrences of α in S is
denoted by occ(α, S).

The maxgap constraint is set both to reduce the search space and match re-
current application requirements. It has been introduced in [13]. It linearly con-
straints the window width of episode occurrences in function of the number of
symbols that form the episode (instead of having a same maximum window
width for all episodes). According to this definition, and by setting maxgap to
4 all along this section, occ(A → B, S) = {[1, 3], [2, 3], [10, 11], [14, 18]}. Intervals
[1, 11], [2, 11], [1, 18], [2, 18], [10, 18] do not match the maxgap constraint. In order
to reduce the size of such sets and to consider occurrences that do not already
contain another occurrence, minimal occurrences are considered, as proposed in
[14] and [13]:
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Definition 4 (minimal occurrence). A minimal occurrence of an episode α
in a sequence S is a time interval [ts, te] containing α and such that there is
no other occurrence [t′s, t′e] verifying [t′s, t′e] ⊂ [ts, te]. The set of all minimal
occurrences of α in S is denoted by mo(α, S).

Back to our example, the minimal occurrences of episode A → B in S are
mo(A → B, S) = {[2, 3], [10, 11], [14, 18]}. The occurrence [1, 3] does not be-
long to mo(A → B, S) because it spreads over the occurrence [2, 3]. We here
recall that this definition relies on the occurrence definition that includes a
maxgap constraint. Minepi [15] can not handle this constraint as it causes
incompleteness. More precisely, if minimal occurrences of episodes of size k
(i.e. having k event types) are considered, then it is not possible to compute
episodes of size k + 1. Let us consider sequence S, episode A → B → C and
episode A. With maxgap = 4 time units, mo(A → B → C, S) = {[2, 4]} and
mo(A, S) = {[1, 1], [2, 2], [10, 10], [14, 14], [19, 19]} can not be used to generate the
minimal occurrence{[2, 10]} of episode A → B → C → A. Indeed, the minimal
occurrence of (A → B → C) in S occurs too early with respect to the ending
date of A → B → C → A. Therefore, in [13], the WinMiner algorithm has been
proposed to extract all minimal occurrences of the episodes satisfying a maxgap
constraint. For more details, the reader is referred to [13].

Episode rules are derived from episodes. Let α be an episode. An episode rule
is the expression prefix(α) ⇒ suffix(α). For example if α = A → B → C,
the episode rule built on α is A → B ⇒ C. A more generic definition of episode
rules can be found in [15]. Episode rules are characterized with two measures :

– the support : the number of occurrences of an episode rule over the whole
sequence. The support of A → B ⇒ C, denoted by support(A → B ⇒ C),
is equal to the number of occurrences of episode A → B → C, denoted by
support(A → B → C).

– the confidence: the observed conditional probability of observing the conclu-
sion of an episode rule knowing that the premiss already occurred. Confi-
dence of A → B ⇒ C is thus defined as follows: confidence(A → B ⇒ C) =
support(A→B→C)

support(A→B) .

Those measures are used for selecting episode rules according to a minimum
support threshold σ and a minimum confidence threshold γ. As proposed in [13],
support and confidence can be defined for each window width, i.e. the maximum
time span of episode occurrences. In the example of Fig. 2, mo(A → B, S) =
{[2, 3], [10, 11], [14, 18]} and mo(A → B → F, S) = {[2, 5], [10, 12]}. If we consider
a window width of 2 time units, then we have Support(A → B ⇒ F, S, 2) = 1
and Confidence(A → B ⇒ F, S, 2) = 1

2 . This means that A → B ⇒ F occurs
once and has a confidence of 50% for a 2 time units window width. If, for a given
episode rule λ, and for the shortest possible window width w,

– the support of λ is greater or equal to σ,
– the confidence cw of λ is greater or equal to γ,
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– there exists a window width w′|w′ > w such that such confidence of λ for w′

is decreaseRate% lower than cw,
– there is no window width between w and w′ for which confidence is higher

than cw,

then, episode rule λ is said to be a First Local Maximum-rule or FLM-rule.
Parameter decreaseRate is user-defined and allows selecting more or less pro-
nounced local maxima of confidence with respect to window widths. The window
width w corresponding to a first local maximum is termed as the optimal win-
dow width of FLM-rule λ. If we set decreaseRate to 30%, σ to 2, γ to 100% and
maxgap to 4, then rule r = A → B ⇒ F (Fig. 3) is a FLM-rule which has a first
local maximum of confidence for a 3 time units window. This can be interpreted
as: ”if I observe the premiss of r at t0, then its conclusion must appear within
t0 and ts + w”. Parameter γ can be of course set to lower values. In this case,
the probability of observing the conclusion between t0 and ts + w is greater or
equal to γ. For more formal definitions, reader is referred to [13].

As further explained in Sections 5 and 6, for predicting failures, most predic-
tive FLM-rules ending on the symbol seizing are retained.

window width 1 2 3 4 5
mo(A → B → F, S) ∅ {[10, 12]} {[2, 5], [10, 12]} {[2, 5], [10, 12]} {[2, 5], [10, 12]}

mo(A → B, S) ∅ {[2, 3], [10, 11]} {[2, 3], [10, 11]} {[2, 3], [10, 11], {[2, 3], [10, 11],
[14, 18]} [14, 18]}

support(A → B → F, S) 0 1 2 2 2
support(A → B, S) 0 2 2 3 3

confidence(A → B ⇒ F, S) 0 1/2 = 50% 2/2 = 100% 2/3 = 66% 2/3 = 66%

100%

50%

66%

2 3 4 5 6 8 91 7

confidence

window (time interval)

First Local Maximum for

optimal window width

σ = 2, γ = 100% and decreaseRate = 30%

Fig. 3. Confidence and support for rule A → B ⇒ F in sequence S (Fig. 2), for
maxgap = 4

5 Rule Selection

FLM-rules can be extracted using the WinMiner algorithm that is proposed in
[13]. Extracted FLM-rules give us a description of the pump behavior. However,
as we aim at predicting seizings, we only retain FLM-rules concluding on the
symbol ”seizing”. Furthermore, we select a subset of these rules, the most pre-
dictive ones, in order to perform prognosis. Our selection process is inspired from
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the well known leave-one-out cross validation technique. It involves considering
alternatively each subset Seqi (see Fig. 1), ending with a failure, as a validation
set while other subsets form the learning set. We thus alternate FLM-rules ex-
tractions (with the same parameter values) to get descriptions from the training
set and validations of these descriptions by matching extracted FLM-rules. A
FLM-rule is matched in the validation set if it occurs and if its occurrence time
span is lower or equal to its optimal window width. Once our selection process
ends, we get a set of FLM-rules that do not trigger any false alarm on validation
sets. A same FLM-rule can be extracted at several iterations, each iteration pro-
viding a different optimal window width. In this case, its optimal window width
is set to the most observed value. The set of selected FLM-rules is termed as
the FLM-base. Back to our application, as seizings can originate from very dif-
ferent causes, and as we only have 13 subsets relating to a seizing, the minimum
support threshold σ is set to 2. In order to extract the most confident rules, the
minimum confidence threshold γ is set to 100%. Parameter decreaseRate is set
to 30% to select pronounced/singular optimal window widths and the maxgap
constraint is set to 1 week to consider very large optimal window widths. Indeed,
when searching for the optimal window width of an episode rule, confidence and
support measures are computed for window widths that are lower or equal to
the number of events of the rule multiplied by the maxgap constraint. Finally,
we asked for FLM-rules containing 4 event types as a maximum so as to con-
sider generic rules and to make extractions tractable. For each extraction, we
got about 3000000 FLM-rules. Among them 486 FLM-rules end on symbol seiz-
ing. At the end of the rule selection process, we got a FLM-base containing 29
FLM-rules with their respective optimal window widths. Optimal window widths
distribution is presented in Figure 4. It clearly shows that setting a unique win-
dow width does not make sense when extracting episode rules. Running such a
process remains tractable: execution times does not exceed 3 hours on a standard
PC (proc. Intel Xeon CPU 5160 @ 3.00GHz, 3.9 Go ram, linux kernel 2.26.22.5).

6 Real Time Prognosis

Real time prognosis first relies on matching premisses of the 29 most predictive
FLM-rules issued from the rule-selection step (Section 5). Then, for each matched
premiss, a time interval within conclusions/seizings should occur is computed.
Those aspects are detailed in Section 6.1. As many different premisses can be
matched, we may get different time intervals for a single failure occurrence. We
thus propose in Section 6.2 a method for merging these informations and for
providing a single time interval, namely the forecast window.

6.1 Matching FLM-Rules Premisses in Datastreams

For matching premisses of the FLM-rules belonging to the FLM-base, we build a
queue of event occurrences whose time span is lower than W , the largest optimal
window width of the FLM-base. This queue is maintained by removing events
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whose occurrence date t′ is lower than t−W , with t the current system time. We
thus make sure that enough data are kept for being able to identify the premisses
of all the FLM-rules that form the FLM-base. Each time a new event occurs, it
is added to the queue. If that one corresponds to the suffix (last event) of the
premiss of a FLM-rule r belonging the the FLM-base, a premiss matching process
is launched. We scan the queue through an observation window W o

r =]tr, t0[ with
t0 the date at which rule matching process is launched and tr = t0 − wr, with
wr the optimal window width of rule r. Indeed, in the worst case scenario, the
conclusion of rule r is about to occur at t0 +1 and the earliest date of occurrence
of the first symbol of its premiss is t0 +1−wr = tr +1. As proposed in [3], in this
observation window, we search for the latest minimal occurrence of the premiss
of r which amounts in finding the occurrence date of its first event, denoted tsr

and defined as follows: let Tsr be the set of the occurrence dates of the first
event of the premiss occurrences of rule r that occurs in ]tr, t0]. The date tsr is
the single element in Tsr such that � t ∈ Tsr with tsr �= t and t > tsr and such
that the conclusion of rule r does not appear in ]tsr, t0]. Then, by definition of
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FLM-rules, we forecast the conclusion of rule r in wf
r =]t0, tcr] with tcr =

tsr + wr. By construction t0 < tcr < t0 + maxgap. Figure 5 illustrates this
process for rule A → B → C ⇒ P . In [11], for each matched premiss of rule r,
its conclusion is forecasted at tcr though it may appear in ]t0, tcr] by definition
of FLM-rules. The prognosis approach proposed in [11] is thus not consistent
with respect to the definition of FLM-rules.

6.2 Merging FLM-Rules Predictions

Let t0 be the date at which a FLM-rule premiss is matched. For each matched
premiss of rule r, its conclusion should occur in wf

r =]t0, tcr] with 100% con-
fidence (if the minimum confidence is set to 100%). Let Tc be the set of all
prediction dates tcr that are active, i.e. that are greater than t0 (those predic-
tion dates can be computed before and at t0). The associated failure predic-
tion time interval ]tfs , tfe ], also termed as the forecast window WF , is such that
tfs = t0 ∧ tfe = min(Tc). By choosing the min operator to aggregate prediction
dates, this forecast window is defined to be the earliest one. Figure 6 provides
a forecast window established using rules α, β, δ that have been recognized at
tn−1
0 and tn0 .

7 Experimental Evaluation of Prognosis

In order to evaluate the accuracy of our forecast, we consider two cases:

– each time our forecast method foresees a seizing, we check if seizing really
occurs in the given forecast window WF =]tfs , tfe ].
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– each time t0 a new event arises, and if no warning is triggered, we check if
a seizing occurs in ]t0, t0 + maxgap]. We extracted rules under maxgap, a
maximum time gap between events. We thus can not predict any occurrence
of conclusions of FLM-rules after t0 + maxgap.

We applied the real time prediction method on 2 datasets: the 13 sequences
used to build our FLM-base (dataset 1) and 21 new sequences of production
data (dataset 2). Using these datasets, we simulated 2 data streams and made
respectively 24125 and 32525 forecasts. Results of evaluations are given in Table
1 and in Table 2, using confusion matrices. We denote ̂failure the number of
forecasts stating that pump will seize and ̂healthy the number of forecasts that
do not foresee anything. Though we could access few data relating to failures
so far, results are really encouraging as we predicted 10 seizings out of 13 with
99, 97% of accuracy on dataset 1 and as we foresaw 2 upcoming seizings with
98, 75% accuracy on dataset 2. The 262 misforecasts on dataset 1 all relate
to the 3 failures that have not been detected. Furthermore, the 20 and 404
false alarms (tables 1 and 2) stating that pump will seize, were generated on
pump that really seized few days later. Though the forecast window was not
precise enough, diagnostic was right. Earliest failure predictions provided by our
software prototype arise at the latest 3 hours before the seizing really occurs and,
most of the time, more than 2 days before. This is enough to plan an intervention.
In Section 5, we outlined that optimal window widths distribution shows different
modes. They are all involved in forecast windows.Those results are good. The
proposed approach is thus patent-pending and we are now deploying it for a
client of the semi-conductor market.

Table 1. Results for dataset 1

̂failure ̂healthy

failure 492 262
healthy 20 23351

Table 2. Results for dataset 2

̂failure ̂healthy

failure 300 0
healthy 404 31821

8 Conclusion and Perspectives

In this paper, we present a local pattern-based approach for modeling pumping
systems by means of FLM-rules and for forecasting failures using a subset of these
rules, namely the FLM-base. We applied this approach in an industrial context
in which vacuum pumping systems are running under severe and unpredictable
conditions. Identified FLM-base is based on vibratory data which contain rich
information but are difficult to handle. Indeed, as complex pumping systems
may have high vibration levels even in good running conditions, the extraction
of rules for failure predictions without false alarms has been a critical point.
Results are encouraging as we forecast failures with a good accuracy, i.e. more
than 98% on both learning data and new data. Moreover, using our predictions,
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enough time is left to technical teams for planning an intervention. The presented
forecast method is patent-pending. Others applications to telecommunication
networks, constant frequency rotating machines or supply chain management
can be considered. Future work directions include introducing fuzzy logic to
merge prediction dates so as to provide end-users with gradual warnings.

References

[1] Abu-Hanna, A., Lucas, P.J.F.: Prognostic models in medicine: AI and statistical
approaches. Jr. of Methods of Information in Medicine 40, 1–5 (2001)

[2] Agrawal, R., Srikant, R.: Mining sequential patterns. In: Proc. of the 11th Intl.
Conf. on Data Engineering, pp. 3–14 (1995)

[3] Cho, C., Zheng, Y., Chen, A.L.P.: Continuously Matching Episode Rules for Pre-
dicting Future Events over Event Streams. In: Dong, G., Lin, X., Wang, W., Yang,
Y., Yu, J.X. (eds.) APWeb/WAIM 2007. LNCS, vol. 4505, pp. 884–891. Springer,
Heidelberg (2007)

[4] Fiot, C., Masseglia, F., Laurent, A., Teisseire, M.: Gradual trends in fuzzy se-
quential patterns. In: Proc. of the 12th Intl. Conf. on Information Processing and
Management of Uncertainty in Knowledge-Based Systems (IPMU), pp. 456–463
(2008)

[5] Giannella, C., Han, J., Pei, J., Yan, X., Yu, P.S.: Mining frequent patterns in
data streams at multiple time granularities. Next Generation Data Mining 212,
191–212 (2003)

[6] Grabill, P., Brotherton, T., Berry, J., Grant, L.: The us army and national guard
vibration management enhancement program: data analysis and statistical results.
In: Annual proceeding of American helicopter society, vol. 58, pp. 105–119 (2002)

[7] Hatonen, K., Klemettinen, M., Mannila, H., Ronkainen, P., Toivonen, H.: TASA:
Telecomunications Alarm Sequence Analyzer or: How to enjoy faults in your net-
work. In: IEEE Network Operations and Management Symposium, pp. 520–529
(1996)

[8] Harding, J.A., Shahbaz, M., Kusiak, A.: Data mining in manufacturing: a review.
Jr. of Manufacturing Science and Engineering 128(4), 969–976 (2006)

[9] Letourneau, S., Famili, F., Matwin, S.: Data mining for prediction of aircraft
component replacement. IEEE Intelligent Systems and their Applications 14(6),
59–66 (1999)

[10] Lalanne, C.: Vibrations aléatoires. Hermes Science (1999)
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Abstract. Understanding and predicting disk failures are essential for
both disk vendors and users to manufacture more reliable disk drives
and build more reliable storage systems, in order to avoid service down-
time and possible data loss. Predicting disk failure from observable disk
attributes, such as those provided by the Self-Monitoring and Report-
ing Technology (SMART) system, has been shown to be effective. In the
paper, we treat SMART data as time series, and explore the prediction
power by using HMM- and HSMM-based approaches. Our experimental
results show that our prediction models outperform other models that do
not capture the temporal relationship among attribute values over time.
Using the best single attribute, our approach can achieve a detection
rate of 46% at 0% false alarm. Combining the two best attributes, our
approach can achieve a detection rate of 52% at 0% false alarm.

Keywords: Disk Failure, SMART data, Hidden Markov Model, Hidden
Semi-Markov Model.

1 Introduction

Reliable storage systems serve as one of the fundamental key components for
providing reliable performance in large enterprise systems. Although disk failfure
is a rare event (lower than 1% annualized failure rate (AFR) reported by vendors
[1] and as high as 6% AFR reported by users [2]), it could be very costly in terms
of service downtime once it fails. As storage systems become more complex
and can easily reach 1000 disks per node (e.g., NetApp FAS6000 series [3]),
understanding and predicting failures have been a challenging task for both
disk manufacturers (e.g., [1]) and users (e.g., [2]). An accurate failure prediction
mechanism is desired to raise warnings to users and to reduce the cost caused
by such failures.

The focus of disk failure studies has been on the rate it happens and the re-
lationship between disk failures and observable factors. They can be categorized
in two groups. The first group utilizes a broad range of information such as sys-
tem logs, disk model, room temperature and so on ([2,4,3]), whereas the second

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 390–404, 2010.
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group focuses specifically on information collected through the Self-Monitoring
and Reporting Technology (SMART) system ([5,6,2]), which provides close moni-
toring on a number of attributes indicating the health and performance of disks,
such as Read Error Rate, Throughput Performance, Seek Error Rate, Reallo-
cated Sectors Count, and so on. The analytical methods on SMART data vary
from theshold-based methods (provided by most manufacturers), Bayesian ap-
proaches [5], machine learning approaches [6], to correlation study over time [2].
Nevertheless, they all fail to fully consider the characteristics of the observed
attributes over time as a time series and tend to make their predictions based
on individual or a set of attribute values.

In this paper, we consider observed SMART attributes as time series and em-
ploy Hidden MarkovModels (HMMs) and Hidden Semi-MarkovModels (HSMMs)
to build models for “good” and “failed” drives to make predictions. The moti-
vation is that people have observed for some attributes, “a pattern of increasing
attribute values (or their rates of change) over time is indicative of impending
failure” [6]. It is reasonable to believe that attribute values observed over time are
not independent, and a sequence of observed values with certain patterns may be a
good indicator on whether or not a drive may fail soon. Hence we would like to fully
explore the prediction power of SMART data when treated as time series. The rea-
son we choose HMMs and HSMMs is that they provide flexible, general-purpose
models for univariate time series, especially for discrete-valued series, and HSMM
is more flexible and offers a large variety of possible temporal dependence struc-
tures. In addition to the proposed HMMs- and HSMMs-based methods, we also
conduct experiments with the best methods reported in [6], namely the rank-sum
test and SVMs. The experimental results show that our approaches improve the
prediction accuracy over other approaches for both single- and multiple-attribute
settings. Our proposed approaches do not require expensive parameter searching,
and are able to reach a detection rate of 52% while keeping the false alarm rate as
low as 0%.

The rest of the paper is organized as follows. We first formulate the problem
and discuss basic data preparation techniques in Section 2. Section 3 discusses
various prediction models for single attributes, including Hidden Markov Models,
Hidden Semi-Markov Models, and Rank-sum, whereas Section 4 presents pre-
diction models for multiple attributes, including for combining the results from
multiple classifiers and Support Vector Machines. The description of the dataset
used in our experiments is in Section 5, as well as experimental methodology
and metrics. Section 6 presents the detailed experimental results. Related work
is discussed in Section 7, and Section 8 concludes the entire paper.

2 Problem Formulation and Data Preprocessing

2.1 Problem Formulation

Given an attribute matrix AT×M = {aij} of a disk drive, where aij is the value
of attribute j measured at time i (T is the number of time intervals, M is
the number of attributes), the problem of disk failure prediction is to predict
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whether the disk is going to fail based on AT×M . The attributes could come
from a wide range of sources, including room temperature, hours of operating,
system logs, and other physical features measured by the Self-Monitoring and
Reporting Technology (SMART) system etc.

If the information of a set of failed disk drives and a set of good disk drives
is available, the problem of disk failure prediction can be formulated as a clas-
sification problem. In particular, let failed disks be positive samples, good disks
be negative samples, we can build classifiers based on attribute matrices from
both positive and negative samples. When an attribute matrix of a new disk is
available, we can use the trained classifiers to classify whether the disk belongs
to the positive class (i.e., is going to fail), or the negative class (i.e., is good).

There are three ways to use attribute matrices for obtaining classifiers. First,
the entire or part of each row of an attribute matrix can be extracted out as a
vector (e.g., at time t, Vt = {ati1 ...atin}, where {i1, ..., in} is a set of attributes
of size n), and be used individually as a training sample. In this way, the rela-
tionship between attributes is taken into consideration, and this is how SVMs
are trained. Second, the entire or part of each column of an attribute matrix can
be extracted out as a sequence (e.g., for attribute i, Si = {at1i...at2i} is the at-
tribute sequence from time t1 to time t2), and be used individually as a training
sample. In this way, the sequence for an attribute is considered as a time series,
and the temporal relationship within an attribute is taken into consideration.
Our proposed methods in this paper fall into this category. Finally, time series of
multiple attributes can be considered at the same time for training, however, it
requires complicated learning and may only suitable for a small set of attributes
and short period of time.

2.2 Data Preprocessing

Previous research has reported that using binning in data preprocessing is effec-
tive in disk failure prediction [5,6]. We employ the equal-width binning procedure
is our study, where each attribute’s range is divided into a fixed number of bins
with equal-width, and attribute values become bin numbers.

3 Predition Models for Single Attributes

In this section, we discuss the two prediction models designed specifically for
time series, and the rank sum test, which was reported as the best prediction
model for single attributes by [6]. We first briefly describe Hidden Markov Models
(HMMs) and Hidden Semi-Markov Models (HSMMs), and how they are used to
build prediction models. Then, we briefly review the rank-sum test, and discuss
how it is different in terms of using SMART data as time series.

The study of HMMs and HSMMs has a long history. The first HMM work
was introduced by the paper of Baum and Petrie [7] in the mid-sixties, and the
first application of HSMMs was analyzed in 1980 by Ferguson [8]. They both
are built for two stochastic processes: an observed process and an underlying
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‘hidden’ process. Since they provide flexible, general-purpose models for time
series, people have been using them on discrete-valued series, categorical series,
and many other types of data. The state duration probability density of HMMs
is implicitly modeled and follows exponential distribution, which may not be ap-
propriate for some applications. Whereas HSMMs explicitly set a state duration
probability density, hence offer a large variety of possible temporal dependence
structures.

3.1 Hidden Markov Models

The basic idea of HMM is that the system has an underlying ‘hidden’ process
involving different states and transitions between them at each time t. Each state
has probabilities to emit observable symbols, which correspond to the physical
output of the system. Given N states S = {S1, S2, ..., SN} (the state at time
t is denoted as qt), M distinct observation symbols V = {v1, v2, ..., VM}, and
an observation sequence O = O1O2...OT over time T , the transition probability
distribution A, the observation probability distribution B, and the initial state
distribution π form the complete parameter set of a model λ = (A, B, π). In
particular, the transition probability distribution A = {aij} is defined as

aij = P [qt+1 = Sj |qt = Si], 1 ≤ i, j ≤ N. (1)

The observation probability distribution B = {bjk} is defined as

bjk = P [Ot = vk|qt = Sj ], 1 ≤ j ≤ N, 1 ≤ k ≤ M. (2)

Finally, the initial state distribution π = {πi} is defined as

πi = P [q1 = Si], 1 ≤ i ≤ N. (3)

Once λ is determined, we can use the Forward-Backward procedure to calculate
the likelihood of observing sequence O from the model. Also, when a set of
observation sequences are available, λ can be estimated by the Baum-Welch
method or other methods [9].

To apply HMMs to the disk failure prediction problem, N is determined
through an automatic model selection procedure, which will be discussed in
Section 5. M is the number of bins used in data preparation. We build HMMs
from positive training sequences (failed disks) and negative training sequences
(good disks), respectively. Then, the testing data (disks without labels) are eval-
uated using the two models and sequence log likelihood values are calculated
accordingly. Finally, we take the difference between the two log likelihood values
for each testing sample, and a threshold value is selected to make the prediction
(i.e., if the difference is greater than the threshold, the testing disk is predicted
as failed, otherwise, it is predicted as good). The threshold value is adjusted to
vary the tradeoff between true positive rates and false positive rates.
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Fig. 1. Illustration of Hidden Semi-Markov Model with specified state duration distri-
butions pi(d), where multiple observations can associate with one state

3.2 Hidden Semi-markov Models

Letting aii = 0, 1 ≤ i ≤ N and setting an state duration probability density,
Hidden Semi-Markov Models (HSMMs) allow the underlying ‘hidden’ process
stay in a state for a while, which is a reasonable modification for problems like
failure detection, where failures may happen in stages, and the duration of each
stage may not follow exponential distributions as implicitly assumed in HMMs.

An illustration of the basic structure of a HSMM is shown in Fig. 1. The
complete parameter set for HSMMs now becomes λ = (A, B, D, π), where the
state duration distribution D = {pj(u)} is defined as

pj(u) = P [qt+u+1 �= j, qt+u−v = j, v = 0, ..., u − 2|qt+1 = j, qt �= j], 1 ≤ j ≤ N.
(4)

Sequence likelihood calculation and model parameter estimation can be solved
similarly by modifying the Forward-Backward procedure and the Baum-Welch
method, respectively [9].

Similarly, we apply HSMMs to the disk failure prediction problem, where N
is determined through an automatic model selection procedure, which will be
discussed in Section 5. M is the number of bins used in data preparation. We
build HSMMs from positive training sequences (failed disks) and negative train-
ing sequences (good disks), respectively. Then, the testing data (disks without
labels) are evaluated using the two models and sequence log likelihood values are
calculated accordingly. Finally, we take the difference between the two log like-
lihood values for each testing sample, and a threshold value is selected to make
the prediction (i.e., if the difference is greater than the threshold, the testing disk
is predicted as failed, otherwise, it is predicted as good). The threshold value is
adjusted to vary the tradeoff between true positive rates and false positive rates.

3.3 Rank-Sum Test

The Wilcoxon-Mann-Whitney rank-sum is one of the models for comparison
against our prediction models, as it was reported as the best model when us-
ing single attributes [6]. The rank-sum test [10] is used for testing whether two
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datasets come from the same distribution. In particular, it is assumed that at-
tribute values measured from good disks follow a “good” distribution, attribute
values measured from failed disks follow a “about-to-fail” distribution, and the
two distributions are different. Hence, given a reference set R (of size n) consist-
ing of attribute values from good disks and a testing set T (of size m) consisting
of attribute values from disks without labels, the rank-sum test statistic WS can
be calculated and used to test against the null hypothesis, i.e., R and T are from
the same distribution. We follow the same calculations in performing this test
as in [6], where more details about this test can be found.

Note that although a sequence of consecutive attribute values of the test data
is used as T for the rank-sum test, it is not used as a sequence in the sense
that the testing attribute values are sorted together with reference points with
respect to the value, and the temporal dependence among the testing attribute
values is ignored.

4 Prediction Models for Multiple Attributes

In this section, we discuss the strategies of combining individual prediction mod-
els trained from single attributes. We also briefly discuss Support Vector Ma-
chines at the end, which was reported as the best model for multiple attributes
in [6].

4.1 Combining Multiple Classifiers

There is a rich literature on the subject of combining multiple classifiers (refer to
[11] for a detailed review). Classifiers trained from different training data, feature
sets, and classification methods are used together to provide better classification.
In this paper, we adopt a simple fixed rule for this purpose, namely, the maximum
rule. More complicated combining strategies involving training the combiner can
also be considered, however, we do not discuss them here and leave them to
future work.

Given M binary classifiers, for one testing sample x, each classifier i returns
some sort of confidence value c+

i (x) for assigning x to the positive class and c−i (x)
for assigning x to the negative class. In our case, c+

i (x) and c−i (x) are the sequence
log likelihoods observed from the positive and negative model, respectively. In
general, c+

i (x) − c−i (x) > 0 (c+
i (x) − c−i (x) < 0) means the testing sample is

more likely from the positive (negative) class. Now we have the simple strategy
to combine these values.

the maximum rule: The combined value C(x) is defined as

C(x) =
M

max
i=1

{c+
i (x) − c−i (x)}. (5)

The intuitive behind the maximum rule is that we would like to assign x to the
positive class (i.e., predicted as failed in our case) if one attribute shows great
confidence in doing so. Once we have the combined values, a threshold is used
again to trade off between detections and false alarms.
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4.2 Support Vector Machines

Support vector machine (SVM) [12] is a state-of-the-art classification technique
based on pioneering work done by Vapnik et al. This algorithm is introduced
to solve two-class pattern recognition problems using the Structural Risk Min-
imization principle. Given a training set in a vector space, this method finds
the best decision hyperplane that separates two classes. The quality of a deci-
sion hyperplance is determined by the distance (referred as margin) between two
hyperplances that are parallel to the decision hyperplance and touch the clos-
est data points of each class. The best decision hyperplane is the one with the
maximum margin. By defining the hyperplane in this fashion, SVM is able to
generalize to unseen instances quite effectively. The SVM problem can be solved
using quadratic programming techniques. SVM extends its applicability on the
linearly non-separable data sets by either using soft margin hyperplanes, or by
mapping the original data vectors into a higher dimensional space in which the
data points are linearly separable through appropriate kernel functions. A new
example is classified by representing the point the feature space and computing
its distance from the hyperplane.

SVM has been applied to a wide range of classification problems because of
its many attractive features, including effective avoidance of overfitting, and the
ability to handle large feature spaces. The success of SVM has been showed
in documents classification and secondary structure predictions. It was also re-
ported as the best classification method on disk failure data when using 25
features from SMART data [6].

5 Datasets and Experimental Methodology

5.1 Dataset

We use the SMART dataset provided by Center for Magnetic Recording Re-
search, University of California, San Diego [6]. The original dataset contains 178
“good” drives and 191 “failed” drives. For each drive, an entry of 60 SMART
attributes was recorded every 2 hours for a total of 600 hours. However, failed
drives may not survive the entire recording period, thus may have fewer than
300 entries (fewer than 10 entries for some failed drives are observed). In our
experiments, since both HMMs and HMMs require non-trivial sequence lengths
to be effective, we selected failed drives with more than 50 entries resulting in
a total of 99 failed drives. The number 50 is a tradeoff between providing more
sequential information to HMMs/HSMMs and keeping enough number of failed
drives to fairly compare our results with others. We do not think a minimum
length requirement for detecting disk failure is a major limitation, as in practice,
the prediction analysis is invoked along with a continuous disk monitoring. It
is a safe assumption that before a disk fails, we have already met the length
requirement.

In short, our SMART dataset contains 178 good drives and 99 failed drives.
We use this dataset for our prediction models and other models for comparison,
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i.e., the rank-sum test and SVMs. Comparing this dataset with the one used in
[6], there are fewer failed disks, making the dataset smaller and more unbalanced
(i.e., the ratio between positive and negative class samples is more skewed).

5.2 Metrics

We use receiver operating characteristic (ROC) curves as the metric for evaluat-
ing various prediction approaches in our experiments. As mentioned in Section
2, we would like to predict or classify disks with failures accurately through our
models. An ROC curve displays the tradeoff between true positive rate and false
positive rate. The true positive rate, in our case termed as detection rate, is
defined as the fraction of positive examples predicted correctly by the model,
i.e., the fraction of disks with failures predicted correctly. The false positive rate,
in our case termed as false alarm rate, is defined as the fraction of negative
examples predicted as a positive class, i.e., the fraction of “good” disks wrongly
predicted as disks with failures. A good classification model should be as close
as possible to the upper left coner of the diagram. Since high false alarm rates
are prohibited as the consequent overhead is not acceptable by users (manufac-
turers’ recommendation is 0.1%-0.3%), we only plot ROC curves up to a false
alarm rate of 5%, and focus our discussions at the low end (i.e., a false alarm
rate less than 1%).

5.3 Experimental Methodology

Now we describe how various models are applied to predict disk failures and how
our experiments are set up.

HMMs and HSMMs: The number of distinct observation symbols is the number
of bins, which is set to be 10 in our experiments, as suggested by [5,6]. The
number of states is determined by an automatic model selection process, in which
five models are trained with the number of states varying from 10 to 30, and the
one that maximizes the sequence log likelihoods of training sequences is selected.
For an attribute, the positive models are trained with sequence segments of the
last 50 values of the failed disks in the training set, whereas the negative models
are trained with sequence segments of the last 50 values of the good disks in
the training set. A disk is predicted as failed if any of its sequence segments of
consecutive 50 values over time is predicted as failed. Using a sequence segment of
length 100 does not seem to improve performance. In addition, to simply training,
we use a parametric state duration distribution instead of non-parametric state
duration distribution for HSMMs, i.e., a kernel including a normal distribution
is assumed.

We evaluate HMMs and HSMMs in the following way. We randomly selected
one fifth of the total failed and good disks as the training sets for positive and
negative models, respectively, and use the remaining disks as the testing set. By
varying the threshold of the difference of sequence log likelihoods calculated over
positive and negative models, we can plot an ROC curve for the trained models.
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We repeated this process 5 times, and the average ROC curve was calculated
and presented in the following section.

Rank-sum test: We followed the same implementation as in [6]. In particular,
for single attribute testing, we randomly choose 50 values from good disks as
the reference set (i.e., n = 50). Sequence segments consisting of consecutive 15
values of a disk are used as the testing set (i.e., m = 15). A disk is predicted
as failed if any of its sequence segments over time is predicted as failed by the
rank-sum test.

SVMs: We used a 5-fold cross validation for evaluating SVMs. The training
samples are attribute vectors from failed disks (positive samples) and good disks
(negative samples). A disk is predicted to be failed if any of its attribute vec-
tors over time is predicted as positive. We used mySVM [13] to perform the
experiments and followed the same parameter selection as in [6].

6 Experimental Results

6.1 Single Attributes

In the first set of experiments, we focus on the prediction performance of various
models when using single SMART attributes. In particular, we started from the
25 attributes identified by [6] with reverse arrangements and z-score test that
appear to be promising for distinguishing good and failed disks. We then run
our HMM and HSMM predictors and found four attributes provided good failure
detection, namely, ReadError18, Servo2, Servo10, and FlyHeight7. We show the
ROC curves of HMM, HSMM, and the rank-sum test on these four attributes
in Fig. 2 to Fig. 5. Note that ReadError18 and Servo10 were also among the
best attributes that appeared to provide good failure detection when using the
rank-sum test [6].

The detection rates obtained by the rank-sum test on attribute FlyHeight7
and Servo2 are either very low or too low to be measured, which is consistent
with Murray et al.’s observation [6]. On the other two attributes, ReadError18
and Servo10, the HMM and HSMM outperformed the rank sum test significantly.
Especially for Servo10, there are no measurable detections at a false alarm less
than 1% for the rank-sum test, while HMM and HSMM can achieve a detection
rate of 46% and 30% at 0% false alarm, respectively. Except for ReadError18,
HMM outperformed HSMM at low false alarm rates. Possible reasons for this
observation are two-fold: 1) HSMMs require more parameters to be estimated
and our training samples are too limited to produce good training results; 2) to
simplify training, we use a parametric state duration distribution, i.e., a kernel
including a normal distribution is assumed. Using other distribution families
might improve the performance of HSMMs, and we will explore more options in
the future.

Note that the performance of the rank-sum test for attribute ReadError18 and
Servo10 is slightly different from that reported in [6]. For example, for Servo10,
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Fig. 2. Performance of HMM, HSMM, and the rank-sum test on disk failure prediction
using attribute ReadError18. Results of HMM and HSMM are average over 5 trails.

0 1 2 3 4 5 6
0

10

20

30

40

50

False alarm rate(%)

D
et

ec
tio

n(
%

)

HMM 

HSMM 

Fig. 3. Performance of HMM, HSMM, and the rank-sum test on disk failure prediction
using attribute FlyHeight7. Results of HMM and HSMM are average over 5 trails. No
measured detection rates for the rank-sum test with false alarms ≤ 5%.

we report a detection rate of 34% and 36% at a false alarm rate of 1% and 2.5%,
respectively, while Murray et al. [6] reported a detection rate of 30% and 45%,
respectively. There are two reasons behind this observation. Firstly, the reference
set of 50 data points is randomly selected from a large population of data points,
hence, it is inherently prohibited to reproduce the exact results because of the
possible different choice of the reference set. Secondly, our dataset contains fewer
failed disks than the one used in [6] as mentioned in Section 5. Nevertheless, we
consider the comparison with the rank-sum test has been made carefully, and
the conclusion drawn from the comparison is a fair conclusion.
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Fig. 4. Performance of HMM, HSMM, and the rank-sum test on disk failure prediction
using attribute Servo2. Results of HMM and HSMM are average over 5 trails.
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Fig. 5. Performance of HMM, HSMM, and the rank-sum test on disk failure prediction
using attribute Servo10. Results of HMM and HSMM are average over 5 trails.

6.2 Multiple Attributes

In the second set of experiments, we focus on the prediction performance of
various models when using multiple SMART attributes. From the best single
attributes, we choose to combine the best two, namely, ReadError18 and Servo10,
which can achieve high detection rates at 0% false alarm. We also compare our
model with a SVM trained on 25 attributes. As reported by [6] training SVM
on 25 features gave the best multiple-attribute prediction model. We show the
ROC curves of the combined HMM using the two attributes and SVM trained
on 25 features in Fig. 6.
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From Fig. 6, we can see that our combined model with two attributes can
achieve a detection rate of 52% at 0% false alarm, and this result is better than
the SVM result on 25 attributes. Again, since the dataset used in our experiments
is smaller and more unbalanced than the one used in [6], the results of SVM are
lower than those reported in [6]. Also there is a huge parameter space to search
for finding the best SVM model, and varying parameters like C, L+, L− to trade
off between detections and false alarms is not intuitive and hard to interpret. In
contrast, our HMM- and HSMM-base approaches employ an automatic model
selection process with a much smaller parameter searching space, and varying
the threshold of log likelihoods provides an intuitive way to trade off between
detections and false alarms.
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Fig. 6. Performance of the combined HMM and SVM on disk failure prediction. Re-
sults of HMM are average over 5 trails. Results of SVM are average over 5-fold cross
validation.

6.3 Run Time

All experiments were conducted on a desktop with Pentium 4 dual 2.4GHz CPUs
and 1GB memory. We summarize the training and testing time for each predic-
tion model in Table 1. For HMM and HSMM, the single model training time
shown in the table is the average for obtaining one model of the positive class
or negative class when using one attribute, while the testing time is for calcu-
lating log likelihoods of all sequence segments for a testing disk for one model
averaged over all testing data. As we mentioned before, HMM and HSMM pre-
diction models have a self model selection procedure, i.e., the number of states
are varied for 5 times and the best model is chosen based on the sequence like-
lihoods of the training data. Hence, obtaining the combined predictor with two
attributes involves training 2 × 2 × 5 models (a positive model and a negative
model per attribute, 2 attributes, repeated 5 times for model selection) and the
combining time is trivial, which results in roughly 1 hour in total. Once we have
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Table 1. Summary of run times (in seconds) for training and testing

Prediction Model Training Testing
(per testing disk)

HMM (singel) 192.4 0.04
HSMM (single) 191.8 0.47
HMM (combined) 3848.4 0.16
Rank-sum - 2.82
SVM (25 attributes) 1279.1 1.64

the combined predictor, testing one disk needs to be done against 4 individual
models, which results in 0.16 seconds for HMM. The testing time of HSMM is
much longer than HMM, since we use a normal distribution kernel that demands
an integral calculation.

Similarly, the training time for SVM (roughly 20 mins) is for obtaining a
SVM model using 25 attributes given one set of parameters. However, to find
the optimal set of parameters, an extensive search in the parameter space (i.e.,
training more than 100 models with different sets of parameters) needs to be done
and can be very costly. Note that the rank-sum has the advantage of no training
needed; however, testing is a non-trivial process and needs to be repeated for
many times with different sequence segments for a testing disk.

7 Related Work

People have been studying disk failures for decades and have been focusing on
the relationship between disk failures and observable factors with the hope to
predict disk failures accurately and manufacture more reliable disks. These work
can be categorized in two groups. The first group utilizes a broad range of infor-
mation such as system logs, disk model, room temperature and so on ([2,4,3]),
whereas the second group focuses specifically on information collected through
the Self-Monitoring and Reporting Technology (SMART) system ([5,6,2]), which
are more related to our work. Hence we review them in more detail in this section.

Hamerly and Elkan [5] studied SMART data collected from 1934 “good” drives
and 9 “failed” drives. They employed supervised naive Bayes learning and mix-
tures of naive Bayes models to predict “failed” drives, and were able to achieve
a detection rate of 30% at a false alarm rate of 0.2%.

Murray et al. [6] collected data from 369 drives (roughly half of which are
“good” drives), and studied the performance of multiple-instance naive Bayes,
Support Vector Machines (SVMs), unsupervised clustering, the reverse arrange-
ments test, and the rank-sum test on these data. They found that the rank-sum
test was the best for single and small sets of SMART attributes (52.8% detec-
tion with 0.7% false alarm) and SVMs performed the best for all features (50.6%
detection with 0% false alarm).

The work of Pinheiro et al. [2] was conducted on data collected from a sys-
tem health infrastructure on a large population of hard drives under deployment
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within Google’s computing infrastructure. Their work involved more than one
hundred thousand disk drives of different types and periodic SMART data were
extracted and cleaned up for their analysis. They found strong correlations be-
tween disk failures and some SMART parameters, such as first erros in reallo-
cation, offline reallocations, and probational counts etc. However, they believed
that the prediction accuracy based on SMART parameters alone may be quite
limited.

HMMs and HSMMs first showed their great success in the context of auto-
matic speech recognition ([9],[8]). Since then for more than two decades, people
have been using HMMs and HSMMs on more and more fields involving signal
processing applications, such as biological sequences, financial time series and
so on. Recently, Salfner and Malek [14] used HSMMs to analysis system logs for
accurate error-based online failure prediction on a commercial telecommunica-
tion system, where they treat system logs as time series. Along with sequence
clustering and noise filtering, their HSMM-based approach was able to achieve
a failure prediction F-measure of 0.66.

8 Conclusion

In this paper, we tackle the problem of disk failure prediction from a different
angle. We consider various attributes measured at consecutive time intervals for
a disk drive as time series, and use HMMs and HSMMs to model such time
series to classify “failed” disks and “good” disks. Our proposed prediction mod-
els can achieve a detection rate of 46% and 52% at 0% false alarm for single-
and multiple-attributes, respectively, which confirms that using time series of
attributes is indeed effective in predicting disk failures. Moreover, our combined
model does not require expensive parameter searching, and provides an intuitive
way of trading off between detections and false alarms.
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China (Project No. 60703058) and the National High-tech R&D Program (863
Program) No. 2008AA01A204 and 2008AA01A201.
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Abstract. Aircraft engines are designed to be used during several tens
of years. Ensuring a proper operation of engines over their lifetime is
therefore an important and difficult task. The maintenance can be im-
proved if efficients procedures for the understanding of data flows pro-
duced by sensors for monitoring purposes are implemented. This paper
details such a procedure aiming at visualizing in a meaningful way suc-
cessive data measured on aircraft engines. The core of the procedure is
based on Self-Organizing Maps (SOM) which are used to visualize the
evolution of the data measured on the engines. Rough measurements can
not be directly used as inputs, because they are influenced by external
conditions. A preprocessing procedure is set up to extract meaningful
information and remove uninteresting variations due to change of en-
vironmental conditions. The proposed procedure contains three main
modules to tackle these difficulties: environmental conditions normaliza-
tion (ECN), change detection and adaptive signal modeling (CD) and
finally visualization with Self-Organizing Maps (SOM). The architecture
of the procedure and of modules are described in details in this paper
and results on real data are also supplied.

Keywords: Health monitoring, Self-Organizing Maps, Changes
detection.

1 Introduction

During the flights, some on-board sensors measure many parameters related to
the behavior (and therefore the health) of aircraft engines. These parameters are
recorded and used at short and long terms for immediate action and alarm gen-
eration, respectively. In this work, we are interested in the long-term monitoring
of aircraft engines and we want to use these measurements to detect any devi-
ations from a “normal” behavior, to anticipate possible faults and to facilitate
the maintenance of aircraft engines.
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This work presents a tool that can help experts, in addition to their tradi-
tional tools based on quantitative inspection of some relevant variables, to easily
visualize the evolution of the engine health. This evolution will be characterized
by a trajectory on a two-dimensional Self-Organizing Map. Abnormal aging and
fault will result in deviations with respect to normal conditions.

The choice of Self-Organizing Maps is motivated by several points:

– SOMs are useful tools for visualizing high-dimensional data onto a low-
dimensional grid;

– SOMs have already been applied with success for fault detection and predic-
tion in plants and machines (see [1] for example).

The article is organized as follow. First, in Section 2, the data and the nota-
tions used throughout the paper are presented. The methodology and the global
architecture of the proposed procedure are described in Section 3. Each step is
defined and results on real data are given in Section 4. Finally, in Section 5,
perspectives on trajectory analysis are supplied.

2 Data

Measurements are collected on a set of I engines. On each engine i ∈ {1, . . . , I},
ni measurements are performed successively flight after flight; there is thus no
guarantee that the time intervals between two measures are approximately equal.
Each observation is denoted by Zij , where i ∈ {1, . . . , I} is the engine number
and j ∈ {1, . . . , ni} is the flight number.

Each vector Zij contains two kinds of variables: those which are strictly
related to the behavior of the engine (fuel consumption, static pressure, ...),
and those which are related to the environment (temperature, altitude, ...). Let
the p engine variables be denoted by Y 1

ij , . . . , Y
p
ij and the q environmental vari-

ables by X1
ij , . . . , X

q
ij . Each observation is therefore a (p + q)-vector Zij , where

Zij = [Yij , Xij ] =
[
Y 1

ij , . . . , Y
p
ij , X

1
ij , . . . , X

q
ij

]
. The variables at disposal are listed

in Table 1. There are p = 5 engine variables and q = 15 environmental variables.
The dataset contains measurements for approximately one year of flights and
I = 91 engines, that leads to a global dataset with

∑91
i=1 ni = 59407 (p + q)-

dimensional observations.

3 Methodology

The goal is to build the trajectories of all the engines, that is to project the
successive observations of each engine on a Self-Organizing Map, in order to
follow the evolution and to eventually detect some “abnormal” deviation.

It is not valuable to use the rough engine measurements: they are inappro-
priate for direct analysis by Self-Organizing Maps, because they are strongly
dependent on environment conditions and also on the characteristics of the en-
gine (its past, its age, ...).
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Table 1. Variables names, descriptions and type

Name Description Type Binary

aid aircraft id
eid engine id
fdt flight date

X1
ij temp temperature environment

X2
ij nacelletemp nacelle temperature environment

X3
ij altitude aircraft altitude environment

X4
ij wingaice wings anti-ice environment �

X5
ij nacelleaice nacelle anti-ice environment �

X6
ij bleedvalve bleed valve position environment �

X7
ij isolationleft valve position environment �

X8
ij vbv variable bleed valve position environment

X9
ij vsv variable stator valve position environment

X10
ij hptclear high pressure turbine setpoint environment

X11
ij lptclear low pressure turbine setpoint environment

X12
ij rotorclear rotor setpoint environment

X13
ij ecs air cooling system environment

X14
ij fanspeedi N1 environment

X15
ij mach aircraft speed environment

Y 1
ij corespeed N2 engine

Y 2
ij fuelflow fuel consumption engine

Y 3
ij ps3 static pressure engine

Y 4
ij t3 temperature plan 3 engine

Y 5
ij egt exhaust gas temperature engine

The first idea is to use a linear regression for each engine variable: the environ-
mental variables (real-valued variables) and the number of the engine (categorical
variable) are the predictors and the residuals of these regressions can be used as
standardized variables (see [2] for details). For each engine variable r = 1, . . . , p,
the regression model can be written as:

Y r
ij = μr + αr

i + λr
1X

1
ij + . . . + λr

qX
q
ij + εr

ij (1)

where αr
i is the engine effect on the rth variable, λr

1, . . . , λ
r
q are the regression

coefficients for the rth variable, μr is the intercept and the error term εr
ij is the

residual.
Figure 1 presents for example the rough measurements of the corespeed feature

as a function of time (for engine 6) and the residuals computed by model (1).
The rough measurements seem almost time independent on this figure, whereas
the residuals exhibit an abrupt change which is linked to a specific event in
the life of this engine. This simple model is therefore sufficient to bring to light
interesting aspects of the evolution of this engine. However, the signals may
contain ruptures, making the use of a single regression model hazardous.
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Fig. 1. (a) Rough measurements of the corespeed variable as a function of time for
engine 6, (b) residuals of the same variable and for the same engine using a simple
linear model with the environmental variables and the engine indicator as predictors
(see Table 1)
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Fig. 2. Global architecture of the health monitoring tools

The main idea of this work is to replace model (1) by a new procedure which
deals with the temporal behavior of the signals. The goal is therefore to detect
the ruptures and to use different models after each rupture.

This new procedure is composed of two modules. The first module (Envi-
ronmental Conditions Normalization, ECN) aims at removing the effects of the
environmental variables to provide standardized variables, independent of the
flight conditions. It is described in section 4.1.

The second module uses an on-line change detection algorithm to find the
above mentioned abrupt changes, and introduces a piecewise regression model.
The detection of the change points is done in a multi-dimensional setting taking
as input all the normalized engine variables supplied by the ECN module. The
Change Detection (CD) module is presented in Section 4.2.

Finally, as a result of these first two steps, the “cleaned” database can be used as
input to a Self-Organizing Map with a “proper” distance for trajectories
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visualization. The third module (SOM) provides the “map” on which the trajec-
tories will be drawn.

This three-steps procedure is summarized in Figure 2.

4 Description of the Three Modules

4.1 Environmental Conditions Normalization - ECN

The first module aims at removing the effects of the environmental variables.
For that purpose, one regression model has to be fitted for each of the p

engine variables. As the relationship between environmental and engine vari-
ables is complex and definitively not linear, the environmental variables can be
supplemented by some non-linear transformations of the latter, increasing the
number of explanatory variables. Interactions (all the possible products between
two environmental variables), squares, cubes and fourth powers of the non binary
environmental variables are considered. The number q of predictors in the model
is therefore a priori equal to (11 + 4) ∗ (11 + 4 − 1)/2 = 105 for the interactions
variables and 11 ∗ 4 + 4 = 48 for the power of the continuous variable and the
binary variables leading to a total of q = 153 predictors.

This number is certainly too large and some of them are clearly irrelevant due
to the systematic procedure used to build the non-linear transforms of environ-
mental variables.

A LASSO criterion [3] is therefore used to estimate the regression parameters
and to select a subset of significant predictors. This criterion can be written
using the notations from Section 2 for one engine variable Y r, r ∈ {1, . . . , p} as:

βr = arg min
βr∈Rq

I,ni∑

i,j=1

(

Y r
ij −

q∑

l=1

βr
l X l

ij

)2

,
q∑

l=1

|βr
l | < Cr (2)

The regression coefficients are penalized by a L1 penalty which forces some of
them to be null for a well chosen value of Cr. The LARS algorithm [3] is used to
estimate all the solutions of the optimization problem (2) for all possible values
of Cr. The optimal value of Cr with respect to the prediction error estimated
by cross-validation (with 20 blocs) is finally selected. The number of selected
predictors and the coefficient of determination R2 are listed in Table 2 for all
engine variables. Engine variables are well explained by the proposed models as
attested by the high value of the coefficients of determination.

Table 2. Number of selected predictors and coefficients of determination for all engine
variables

corespeed fuelflow ps3 t3 egt

nb vars 25 43 31 30 41
R2

obs 0.9875 0.9881 0.9773 0.9636 0.8755



410 E. Côme et al.

fanspeedi
altitude

fanspeedi*altitude

optimal solution

fuelflow

Fig. 3. Regularization path for the fuelflow variable: regression coefficients evolution
with respect to Cr. The more significant explanatory variables are given and the best
solution with respect to cross-validation is depicted by a vertical line.

A qualitative inspection of the model results was also carried out with the help
of engine experts. The regularization path plot (as shown in Figure 3) is very
interesting from the point of view of the experts, because it can be compared
with their previous knowledge. Such a curve clearly highlights which are the
more relevant predictors and they appear to be in very good adequateness with
the physical knowledge on the system.

In summary, the first preprocessing module (ECN) provides 5 standardized
engine variables, which are independent of environmental conditions. These new
variables still contain some significant aspects such as linear trends and abrupt
changes at specific dates. We therefore propose to use an on-line Change Detec-
tion algorithm (CD) together with an adaptive linear model to fit the data.

4.2 Change Detection - CD

To take into account the two types of variation (linear trend and abrupt changes),
we implement an algorithm based on the ideas from [4] and [5]. The solution is
based on the joint use of an on-line change detection algorithm to detect abrupt
changes and of a bank of recursive least squares (RLS) algorithms to estimate
the slow variations of the signals. The algorithm works on-line in order to allows
projecting new measurements on the map as soon as new data are available.

The method can be described as follows :
1) One RLS algorithm is used for each one of the p engine variable to recur-

sively fit a linear model. At each date l, for each standardized engine variable r,
for each engine i, one has to minimize the following criterion:
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(αr
l , β

r
l ) = arg min

α∈R,β∈R

J({Y r
i1, . . . Y r

il}, α, β) (3)

= arg min
α∈R,β∈R

l∑

j=1

λ(l−i)(Y r
ij − (β.j + α))2 (4)

The estimates αr
l and βr

l are respectively the intercept and the slope of the linear
relationship. These estimates are then used to remove the slow variations of the
signals by defining the quantity:

εr
l = Y r

il − (βr
l .l + αr

l ) (5)

2) These values are then computed for each standardized engine variable and con-
catenated in a vector εl = [ε1

l , . . . , ε
p
l ], which is then used in a multi-dimensional

Generalized Likelihood Ratio (GLR) algorithm [6] to detect the abrupt changes
of the signals. The GLR algorithm is a sequential test procedure based on the
following model :

εk ∼ Np(θ(k), Σ), ∀k > 0,

with :

θ(k) =

{
θ ∈ Θ0 si k < t0,
θ ∈ Θ1 si k ≥ t0,

(6)

where t0 is the unknown change time and Θ0 and Θ1 are two non-overlapping
subsets. They are defined by two hyper-spheres centered on θ0 as shown in
Figure 4. In such a case, Θ0 and Θ1 are defined by:

Θ0 =
{
θ : (θ − θ0)tΣ−1(θ − θ0) ≤ a2

}
(7)

Θ1 =
{
θ : (θ − θ0)tΣ−1(θ − θ0) ≥ b2

}
, (8)

Fig. 4. Subsets for θ1 and θ0
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Fig. 5. Change detection results for engines 2 and 41. Alarms are depicted by vertical
lines, input signals are shown in light gray and signal estimates using RLS are depicted
by a black line. One variable egt is bigger than the other to present more clearly the
RLS estimate of the signal.
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with a ≤ b. The sequential test problem is then solved by defining the alarm date
ta to be the first time where the test statistic gk is above a specified threshold h:

ta = min{k ≥ 1 : gk ≥ h}, (9)

with the following definition of the test statistic:

gk = max
1≤j≤k

ln
supθ:||θ−θ0||Σ≥b

∏k
i=j pθ(εi)

supθ:||θ−θ0||Σ≤a

∏k
i=j pθ(εi)

. (10)

where pθ(.) denotes a density of a multivariate Gaussian of mean θ and vari-
ance Σ.

With Sk
j given by:

Sk
j = ln

supθ:||θ−θ0||Σ≥b

∏k
i=j pθ(εi)

supθ:||θ−θ0||Σ≤a

∏k
i=j pθ(εi)

, (11)

the maximization problem (10) has an analytical solution in the Gaussian case
and Sk

j takes the following value :

Sk
j =

⎧
⎪⎨

⎪⎩

− (k−j+1)
2 (χk

j − b)2, if χk
j < a,

(k−j+1)
2

(−(χk
j − b)2 + (χk

j − a)2
)
, if a ≤ χk

j ≤ b,

+ (k−j+1)
2

(χk
j − a)2, if χk

j ≥ b,

(12)

with χk
j =

√
(ε̄k

j − θ0)tΣ−1(ε̄k
j − θ0) and ε̄k

j =
∑k

i=j
1

(k−j)
εi.
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3) Finally, when an alarm is sent by the GLR algorithm, all the RLS algo-
rithms are re-initialized.

The results supplied by this algorithm are the following :

– the alarm dates supplied by the multi-dimensional GLR algorithm;
– cleaned signals estimated by the RLS algorithm;
– slopes and intercepts estimated by the RLS algorithm.

Figure 5 presents the obtained results for two engines. One abrupt change was
found for the first engine and 3 for the second; all of them seem to be reasonable
and a comparison between estimated alarm dates and recorded real events of
the engine life have confirmed this fact. The estimated signals are also shown on
these two figures.

4.3 Self-Organizing-Maps - SOM

The cleaned signals provided by the previous two modules are then used as
input to a SOM for visualization purpose. A [20× 20] square SOM is defined to
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Fig. 7. Visualization of engine variable as map background; each cell of the map is
colored according to the value of the selected variable
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Fig. 8. Trajectories of engines 22 (a) and 41 (b) on the map. The sizes of the dots
are proportional to the measurement date : smallest dots correspond to recent mea-
surements, larger dots to older measurements. The colors correspond to the segments
found by the change detection algorithm (ta = 394 and 522 for engine 22; ta = 180,
249 and 291 for engine 41).
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project the observations. The Matlab toolbox [7] was used to implement it and
the distance was carefully chosen since the standardized engine variables are very
correlated as shown by the correlation matrix in Figure 6: several correlation
coefficients have an absolute value greater than 0.6. A Mahalanobis distance
is therefore used to whiten the data. The observations are normalized and a
classical learning scheme is used to train the map.

Figure 7 shows the map colored according to the values of the five engine
variables. It is clearly visible that the organization of the map is successful (all
variables are smoothly varying on the map).

Figure 8 presents two examples of engine trajectories on the map, which
clearly have different shapes. For the first engine, available maintenance reports
inform us that this engine suffers from an deterioration of its high pressure core.
This fault is visible on the map at the end of the trajectory: the engine which was
projected on the middle north of the map during a large part of its trajectory,
suddenly moves towards the nord-east corner of the map. This area of the map
furthermore correspond to anomalous values of the engine variables as shown by
the component plane representation of the map (see Figure 7). The second en-
gine which is affected by another fault has also a trajectory which is interesting
even if the interpretation is less obvious. It moves to an area characterized by a
high value of the exhaust gas temperature which is known to be an indicator of
possible trouble.

The visual representations on the Kohonen map provide a synthetic and mean-
ingful representation for the temporal evolution of the engines. The next step
is then to characterize the different shapes of trajectories, to define a suitable
distance measure between these trajectories, and to define typical behaviors re-
lated to typical faults. Further work will consist in defining a proper distance
between two trajectories (or parts of trajectories) in order to propose a request-
type access to the database. Taking a piece of trajectory as input, the system
will finally be able to recover the most similar trajectories of the database. Such
similar trajectories can then be used to predict the possible evolution of the mon-
itored engine. Edit-type distance widely used in biostatistics could be of interest
for this task.

5 Conclusion and Perspectives

The method proposed in this paper is a useful tool to summarize and repre-
sent the temporal evolution of an aircraft engine health flight after flight. The
regression approach taken to deal with the problem of environmental condition
normalization seem to be effective. The joint use of an adaptive algorithm to es-
timate signal evolution (RLS) and of a change points detection method (GLR)
is also an interesting solution to deal with the non-stationarity of the signals.
Finally, Self-Organizing Maps can be used to show the engine health evolution
in a synthetic manner.
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Abstract. This paper describes an approach to temporal pattern min-
ing using the concept of user defined temporal prototypes to define the
nature of the trends of interests. The temporal patterns are defined in
terms of sequences of support values associated with identified frequent
patterns. The prototypes are defined mathematically so that they can
be mapped onto the temporal patterns. The focus for the advocated
temporal pattern mining process is a large longitudinal patient database
collected as part of a diabetic retinopathy screening programme, The
data set is, in itself, also of interest as it is very noisy (in common with
other similar medical datasets) and does not feature a clear associa-
tion between specific time stamps and subsets of the data. The diabetic
retinopathy application, the data warehousing and cleaning process, and
the frequent pattern mining procedure (together with the application of
the prototype concept) are all described in the paper. An evaluation of
the frequent pattern mining process is also presented.

Keywords: Temporal Pattern Mining, Trend Mining.

1 Introduction

This paper describes an approach to finding temporal patterns in noisy longitu-
dinal patient data. The identification of patterns in such data has many appli-
cations. One common example is the analysis of questionnaire returns collated
over a number of years, for example Kimm et al. studied the nature of physical
activity in groups of adolescents ([9]) and Skinner et al. studied children’s food
eating habits ([15]). Another example of the application of longitudinal studies
is in the analysis of statistical trends; an early reported example is that of Wag-
ner et al. [17], who performed an extensive longitudinal study of children with
“special educational needs”. Longitudinal studies particularly lend themselves
to the analysis of patient data in medical environments where records of a series
of “consultations” are available. For example Yamaguchi et al. ([18]) studied
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the effect of treatments for shoulder injuries, and Levy et al. [10] studied the
long term effects of Alzheimer’s disease. The application domain, with respect to
this paper, is the longitudinal diabetic retinopathy screening data collected by
The Royal Liverpool University Hospital (RLUH), a major centre for retinopa-
thy research. The nature of the longitudinal data is of interest because it does
not fit into any standard categorisation of such data, in that the “time stamp”
used is the sequential patient consultation event number. The duration between
consultations is also variable.

The temporal patterns of interest, in the context of this paper are frequent
patterns (collections of attributes that appear together regularly) that feature
some prescribed change in their frequency between two or more time stamps (i.e.
a trend). For example patterns whose frequency increases/decreases overtime,
patterns whose frequency remains constant with time, or patterns that display
some other kind of trend. The patterns themselves are identified using a modified
frequent pattern mining algorithm: the TFP algorithm [2,3] is used in this study,
however alternative frequent pattern miners could be suitably modified. The
proposed temporal pattern mining process is described in detail.

A further challenge of the work described is that the data collection is ex-
tremely large and complex; 150,000 records, comprising some 450 fields (of var-
ious types: categorical, quantitative, text, etc.), distributed over two databases
each composed of a number of tables. The main challenge represented by the data
was that, unlike more standard longitudinal data sets, there was no clear associa-
tion between specific time stamps and subsets of the data. The data warehousing
process established to prepare the data for mining is therefore also described.
A further complication was that the data, in common with similar patient data
sets, was very “noisy” in that it contained many missing and anomalous data.
This issue was addressed by defining a set of logic rules. In the context of miss-
ing data the logic rules were used to derive appropriate values. In the case of
anomalous data the logic rules were used to derive additional fields to formulate
“consensus values”. The data cleaning and warehousing process is also described
in detail.

The principal contributions made by this paper may be summarised as follows:

1. A process for identifying temporal patterns in large longitudinal data sets
over a sequence of time stamps.

2. An illustration of the application of the technique to a “real life” data set
(including the data cleaning process required to facilitate this illustration).

3. The use of logic rules to address the joint issues of missing and anomalous
data.

The rest of this paper is organised as follows. Further detail of the retinopathy
application domain is given in Section 2. Some background with respect to lon-
gitudinal data mining, the concept of temporal pattern mining and the issue of
missing values in data is given in Section 3. The adopted data warehousing and
cleaning process is described in Section 4. The temporal pattern mining problem
and its resolution is described in 5. An evaluation of the process is presented in
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Section 6. A summary of the work described, the main findings and some closing
observations are presented in section 7.

2 Diabetic Retinopathy Screening

The Royal Liverpool University Hospital (RLUH) has been a major centre for
retinopathy research since 1991. Retinopathy is a generic term used to describe
damage to the retina of the eye which can, in the long term, lead to visual loss.
Retinopathy can result from a number of causes, for example: diabetes, age-
related macular degeneration (AMD), high blood pressure and various genetic
conditions. In diabetes the retinopathy progresses over a number of years through
well characterised stages. Treatment comprises the application of laser to the
retina and is most effective during the stages before vision is affected. Screening
programmes for people with diabetes have recently been established across the
UK to detect retinopathy and instigate prompt treatment.

RLUH has collected a substantial amount of data, over a considerable period,
of time as part of its diabetic retinopathy research and screening programme.
Screening takes place within the community and is conducted by technicians
who perform photography and record data images on “lap-tops” which are then
downloaded (typically) at the end of each day. Retinal images are graded at a
central grading facility at a separate time, but within a few weeks, with results
recorded into a database. If the level of disease detected in the retinal pho-
tographs is worse than a predetermined level, or if photographs are ungradable
or unobtainable, then screenees are invited to a dedicated hospital outpatient
clinic for further examination by an ophthalmologist using more specialised slit
lamp biomicroscopy1. Data on retinal findings are entered into the database.
This clinical assessment can occur several months after the initial photographic
screening.

Four types of data associated with a single screening sequence are collected:

1. General demographic data.
2. Data on visual acuity (clarity of vision).
3. Data from grading of retinal images.
4. Data from biomicroscopy of the retina.

The full screening sequence is referred to as a “screening episode”
People with diabetes are usually screened once a year with the option to

rescreen early (typically 6 months) depending on the presence of intermediate
levels of disease indicating greater risk of progression. The RLUH screening
programme currently deals with some 17,000 people with diabetes registered with
family doctors within the Liverpool Primary Care Trust2 per year. Overall details
of some 20,000 patients have been recorded. Consequently a substantial amount
of data is available for analysis. Some further details of the data collection are
presented in the following sub-section.
1 A high intensity light source instrument to facilitate examination of the human eye.
2 A Primary Care Trusts (PCTs) are organisational units established to manage local

health services in the UK.
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2.1 Data Storage

Data collected from the diabetic retinopathy screening process described above is
stored in a number of databases. The structure (tables) of these database reflect
the mechanism whereby patients are processed and includes historical changes in
the process. Screening commenced in 1991 when data was recorded in a bespoke
database system called Epi-Info. Epi-Info was replaced with a more sophisticated
system, Diabolos, in 1995, which describes the data used in this study. Diabolos,
in turn, was replaced with a national database system, Orion, in 2005. The
design and implementation of Orion does not lend itself to simple extraction of
data for temporal pattern mining purposes and thus the data contained in this
latest database system does not form part of the current study. Thus the study
described here deals with data collected from 1995 to 2005.

The RLUH, as opposed to the screening programme, also maintains a clinical
investigations database called ICE. This database includes information about
biochemical “risk factors” that are known to be associated with progression of
diabetic retinopathy. Not all patients included in the screening programme have
records on ICE. The screening programme has its own Risk Factors database,
maintained by the programme team, containing data mostly extracted from ICE.

In the context of temporal pattern mining there are therefore five tables used
in this study of which the first four are held in the Diabolos system:

1. Patient Details. Table containing background information regarding indi-
vidual patients.

2. General. Demographic patient details and visual acuity data.
3. Photo Details. Results from the photographic grading.
4. Biomicroscopy. Results from the slit lamp biomicroscopy in cases where

this has been conducted.
5. Risk Factors. Results from blood pressure and biochemistry investigations

known to be associated with an increased risk of progression of retinopathy.

3 Previous Work

This previous work section comprises three subsections, each focussing on one of
the three Knowledge Discovery in Data (KDD) research domains encompassed
by the work described in this paper: (i) longitudinal data mining, (ii) temporal
pattern mining, and (iii) missing and anomalous data.

3.1 Longitudinal Data Mining

Longitudinal data is information comprising values for a set of data fields which
are repeatedly collected for the same object over a sequence of sample points,
as such it can be said to track the progress of the object in some context. The
exemplar longitudinal data set is patient data, where information concerning a
patient’s condition is repeatedly collected so as to track the patient’s progress.



422 V. Somaraki et al.

Longitudinal data may be categorized in a number of ways, one suggested
categorization is that of Singer and Willet [14] who identify person-level and
person-period data sets. In a person-level data set each person (subject) has
one record and multiple variables containing the data from each sampling. In
a person-period data set each person (subject) has multiple records, one for
each measurement occasion. Thus person-level data set has as many records as
there are subjects in the sample, while a person-period data sets has many more
records (one for each subject sampling event). The former is sometimes referred
to as a broad data structure and the later as long data structure [16].

Longitudinal studies have variations regarding sample size, number of vari-
ables and number of time stamps. Broadly speaking, there are five main types
of longitudinal study based on these characteristics [6]: (i) simultaneous cross-
sectional studies, (ii) trend studies, (iii) times series studies, (iv) intervention
studies and (v) panel studies. The work described in this paper may be described
as a time series study, in order to identify trends contained in a person-period
data set.

3.2 Temporal Pattern Mining

The objective of temporal pattern mining (or trend mining) is to discover tempo-
ral patterns in time stamped data. For example Nohuddin et al. [13] investigate
the application of trend mining in cattle movement databases. With respect to
diabetic retinopathy data the objective of the temporal pattern mining is to
identify unexpected, previously unknown, trends in the data. However, the iden-
tification of known patterns is also seen as important as this would provide a
means of validating the adopted approach. The process of frequent patten min-
ing in static data tables is well established within the Knowledge Discovery in
Data (KDD) community and can be traced back to early work on Association
Rule Mining (ARM) as first espoused by Agrawal and Srikant [1]. Less atten-
tion has been applied to temporal pattern mining. There has been reported
work on Temporal ARM (TARM) where association rules are mined from time
stamped data.

The temporal pattern mining process described in this paper operates on
binary value data sets (thus, where necessary, data must be transformed into
this format using a process of normalisation and discretisation). The research
described in this work also borrows from the field of Jumping and Emerging
Patten (JEP) mining as first introduced by Dong and Li ([4]). The distinction
between the work on JEPs, and that described in this paper, is that JEPs are
patterns whose frequency increases (typically) between two data sets (although
some work has been done on identifying JEPs across multiple data sets, for
example Khan et al. [8]). JEP mining is usually also conducted in the context of
classification (see for example [5]). The distinction between JEPs and the work
described here is that the work is directed at pattens that change in a variety of
pre-described ways over a sequence of data sets. To the best knowledge of the
authors there is little reported work on temporal pattern mining or trend mining
as defined above.
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Zhu et al. [19], in the context of data stream mining, identify three processing
models for temporal pattern mining: (i) Landmark, (ii) Damped and (iii) Sliding
Windows. The Landmark model discovers all frequent patterns over the entire
history of the data from a particular point in time called the “landmark”. The
Damped model, also known as the Time-Fading model, finds frequent patterns
in which each time stamp is assigned a weight that decreases with “age” so that
older records contribute less than more recent records. In the Sliding Window
model the data is mined by sliding a “window” through the temporal dimen-
sion. A similar categorisation may be adopted with respect to temporal pattern
mining. The work described in this paper adopts the Landmark model.

3.3 Missing and Anomalous Data

The problem of missing attribute values is well established in the context of
data mining. The generally agreed view is that removing records with missing
data is the least favoured option as this may introduce bias. The reduction
of the overall data set size, by removing records that contain missing values,
is not considered to be critical. There is significant scientific work to support
this view. Approaches to the imputation of missing values has been extensively
researched from a statistical perspective [7,11,12]. Example imputation methods
include: nearest neighbour imputation, mean imputation, ratio imputation and
regression imputation. The approach to missing data advocated in this paper
is to define and implement a set of logical rules to address the missing value
problem, this is discussed further in the following section.

4 Data Warehousing and Cleaning

For the study described in this paper, before any investigation of temporal pat-
tern mining could commence the five database tables identified in Section 2
(Patient, General, Photo Details, Biomicroscopy and Risk factors) were com-
bined into a single warehouse (i.e. a static data repository specifically intended
for the application data mining and data analysis tools). The creation of the
data warehouse required data anonimisation and data cleaning.

The anonimisation of the data tables was initiated by removing patient names.
Although this was straightforward, this presented a second problem as in many
cases the patient name was the “common key” linking database tables. An ob-
vious candidate for a universal common key was patient NHS (National Health
Service) numbers, however this was missing with respect to some 8000 records
and consequently had to be added manually. The NHS number was then used
for the construction of the data warehouse; on completion the NHS number was
replaced by a sequential record number so that individual records could not be
traced back to individual patients.

The next step after anonimisation was data cleaning. There were three prin-
cipal issues to be addressed:
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1. Missing values.
2. Contradictory values.
3. Duplicate records.

The first two issues were addressed by developing a set of logic rules. With respect
to missing values the evidence of such a missing value could be interpreted in
two ways: (i) that the value was either unknown or mistakenly omitted at time
of collection, or (ii) the missing value indicated a negative response to a question
suggested by the field, or (iii) the clinician considered the field to be inapplicable
for the given case. For example some fields indicated responses to question such
as “does the patient have one eye”, to which, in many cases, the clinician had
inserted a “yes” if the answer to the question was an affirmative and left the
field blank otherwise (the latter can thus be interpreted as either a “no”, or a
“don’t know”). A set of “if . . . then . . . ” logical rules were therefore developed
to address this issue. The logic rules were written in such a way that they could
also be used for data validation purposes. The operation of these rules is best
illustrated using some examples.

Consider the field SeeGPRegularly3 featured in the Diabolos General Table.
This field can have three possible values: 1 (“No”), 2 (”Yes”) and 9 (“Don’t
know”). In the event of a missing value for this field may be derived from another
field, in the set of database tables, LastSeeGP ; asking when the patient last saw
their GP for anything. The LastSeeGP field can have the following values: 1
(“Within last 6 months”), 2 (“Within last 6 to 12 months”), 3 (“More than a
year ago”) and 9 (“Don’t know”). The logic rule is then as shown in Table 1
(the null value indicates a missing field). The rule states that if the value for
SeeGPRegularly is missing and the value for LastSeeGP is also missing, or set
to 9 (“Don’t know”), we set the value for SeeGPRegularly to 9. If the patient
has seen their GP with the last 12 months (LastSeeGP field set to 1 or 2) we
set the value for SeeGPRegularly to 2 (“Yes”). Otherwise we set the value of
SeeGPRegularly to 1.

Table 1. SeeGPRegulary Logic Rule

if (SeeGPRegulary == null) {
if (LastSeeGP == 9) or (LastSeeGP == null) then (SeeGPRegulary = 9)
if (LastSeeGP == 1) or (LastSeeGP == 2) then (SeeGPRegulary = 2)
if (LastSeeGP == 3) then (SeeGPRegulary = 1)
}

With respect to contradictory/anomalous values this issue can be exemplified
by the diAgeDiag field, the age of the patient when diabetes was first diagnosed.
Within the application domain this has been recognised as a question patients
find very difficult to answer, and consequently clinicians responsible for gathering
3 In the UK GP stands for “General Practitioner”, essentially a family doctor; so the

field is asking if the patient sees their doctor regularly.
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data often leave this field blank if they feel that a patient is unable to give a
definitive answer. In addition it was found that patients may give a different
answer over different consultations which was believed to get less accurate with
the passing of time. The rule adopted in this case was to take the first recorded
value of the field as this was likely to be the most accurate.

The duplicate records issue, only prevalent in the Risk factor table, was ad-
dressed by issuing search queries to identify duplicate records and then manually
removing the duplicates (a time consuming task).

On completion of the anonimisation and data cleaning processes the infor-
mation contained in the data warehouse comprised comprised 1200 binary val-
ued attributes derived from the 53 fields after normalisation/discretisation. The
number of records remained more or less unchanged, at 150,000, each describ-
ing a single patient consultation (a small number of corrupted and duplicated
records were removed). Longitudinal data sets could then be extracted from this
warehouse using various parameters.

4.1 Episodes

From Section 2 the temporal window during which data associated with a single
screening is collected, is referred to as an episode. Patients are usually screened
once a year although there are many exceptions. For the temporal pattern identi-
fication process the annual sequence was taken as the “time stamp”. The number
of screening episodes per patient that have been recorded varies (at time of writ-
ing) between one and twenty with an average number of five consultations. It
should also be noted that in some cases a patient might not participate in an
annual screening episode, in which case there was no record for that episode al-
though this did not adversely affect the temporal pattern mining process. In some
other cases the sequence of episodes terminated because the patient “dropped”
out of the screening programme (was referred into the Hospital Eye Service;
moved away; died).

The data associated with a single episode, as also noted above, may actually be
recorded over several months. In some cases it was not clear whether a particular
set of data entries belonged to a single episode or not. Some empirical evaluation
indicated that the elapsed time between logging the initial screening data and
(where appropriate) the results of biomicroscopy was less than 91 days. This
was used as a working threshold to identify episode boundaries. For the research
described here a window of 91 days was therefore used to collate data into a
single “screening episode”.

The time lapse between screening episodes is typically twelve months although
the data collection displays a great deal of variation resulting from practical con-
siderations effecting the implementation of the screening programme (this is il-
lustrated in Figure 1. As noted above, according to the nature of the retinopathy,
additional episodes may take place. Consequently more than one consultation
can take place per year in which case the second consultation was ignored.
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In summary:

– The time stamps used in the temporal patten study are episode numbers.
– The study assumes one episode (consultation) per year; where more than

one took place in each time stamp the earliest one was used.
– To associate appropriate patient data with a single episode a 90 day window

was used.
– Where a specific 91 day window included multiple data records, the most

recent data (within the window) was used.

Fig. 1. Time lapse between screening (t = number of days between screenings)

4.2 Normalisation and Discretisation

The temporal pattern mining process (see below for further detail) operated
using binary valued data only (frequent pattern mining is typically directed at
binary value data). Thus the longitudinal data sets extracted from the data ware-
house had to be converted in this format. The LUCS-KDD DN pre-processing
software4 was used for this process. Continuous values were discretised into pre-
scribed k ranges giving rise to k binary valued (yes/no) attributes for a single field
describing continuous data. Categorical valued fields were normalised so that a
field that could have k values was described by k attributes (one per value).

4 http://www.csc.liv.ac.uk/̃frans/KDD/Software/LUCS-KDD-DN ARM/lucs-
kdd DN.html
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5 The Temporal Pattern Mining Process

Temporal data comprises a sequence of time stamped data sets. In the context
of the work described here a temporal data set comprises a a data set D made
up of a sequence of episodes E1, · · · , En (where n is the number of episodes)
and each episode comprises a set of records, E = {R1, · · · , Rm} (where m is the
number of records). The ith record within the jth episode is denoted by Rij ;
the sequence of records Ri1 to Rim denote the sequence of records associated
with patient i for episode 1 to m. Each record comprises some subset of an
identified global set of attributes A which in turn represent the possible field-
values that exist in the original data set. The objective is to find patterns that
exist across the set of episode (E) that feature specific trends. The pattens are
defined in terms of subsets of A that occur frequently within episodes. The
temporal patterns (trends) are then defined in terms of the changing support
values between adjacent episodes. Thus a temporal pattern is defined as a tuple
(a, S) where a is an itemset such that a ⊂ A, and S = {s1, · · · , sn} such that si is
the support for the itemset a at episode i. Trends in temporal patterns are then
defined using mathematical identities (prototypes). For example an increasing
trend line would be defined as follows.

trend =
N−1∑

i=1

Si+1 − Si

Si
+ 1 (1)

Thus if {Si+1}/Si > 1 for all i from i = 1 to i = n − 1, and the trend (Growth
Rate) is greater than some user defined Growth Rate Threshold, p, then the asso-
ciated attribute set is displaying an “increasing” trend. The value of p is selected
according to the magnitude of the trend increase that the end user is interested
in. Note that this increasing trend concept operates in a similar manner to the
Emerging pattern (EP) concept [4], as described above, except that the patterns
exist across many data sets whereas JEPs are normally determined with respect
to two data sets. The similarity is sufficient to allow operational comparisons to
be made as reported in the following section.

Decreasing trends and “constant” trends may be defined in a similar manner
as follows. If {si+1}/Si < 1 for all i from i = 1 to i = n − 1, and the trend
(Growth Rate) is less than some user defined Growth Rate Threshold, p, then
the associated attribute set is displaying a “decreasing” trend. Note that in this
case the Growth Rate will be negative. If {si+1}/Si = 1±k for all i from i = 1 to
i = n−1, and the trend (Growth Rate) is constant (±k), where k is a Tolerance
Threshold, then that attribute set is said to be displaying a “constant” trend.

The temporal pattens were generated by applying a frequent pattern mining
algorithm to each episode in a given longitudinal data set. The Total From
Partial (TFP) algorithm [2,3] was used. TFP is a fast pattern mining algorithm
that operates using the support-confidence framework [1]. The support threshold
was used to limit the number of potential patterns that might be of interest. Note
that for a temporal pattern to be recorded it must be frequent at all time stamps,
therefore a low support threshold must be used.
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6 Evaluation

The above temporal pattern mining process was evaluated using a three episode
longitudinal data set extracted from the data warehouse (as defined above).
Three episodes (E1, · · · , E3) was chosen as this was anticipated to result in a
large number of patterns. The data set used comprised 9,400 records. The first
experiment reported here compares the operation of the advocated frequent pat-
tern mining approach, in the context of the increasing trends proto-type, with the
concept of Emerging Pattern (EP) mining. The comparison is made in terms of
the number of temporal patterns (EPs) generated. Recall that JEP mining finds
patterns that exist between pairs of data sets; i.e. E1 and E2, and E2 and E3 in
this case: thus two sets of JEPs will be identified with respect to the given data.
The results are presented in Figures 2 and 3. The figures indicate the number
of discovered patterns using a number of Growth Thresholds (p) from p = 1.1
to p = 1.8 and three support thresholds (s = 0.5, s = 0.05 and s = 0.005).
Figure 2 gives the number of patterns produced using the advocated approach,
and Figure 3 the number of patterns using standard EP mining. Comparison of
the figures indicates that, using the advocated approach, fewer patterns are pro-
duced than when adopting EP mining. From the figures it can also be seen that,
as the Growth Rate Threshold (p) value is increased, the number of trends (EPs)
decreases as only the “steeper” trends are discovered. The figures also confirm
that, as expected, the number of identified patterns increases as the user defined
support threshold (s) decreases.

Fig. 2. Number of temporal patterns, increasing trends, identified using the advocated
approach
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Fig. 3. Number of temporal patterns identified using EP mining (Dong and Li [4])

Fig. 4. Number of constant patterns using different values of k
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Table 2. Number of Identified Increasing, Decreasing and Constant Patterns (p = 1.1,
k = 0.05)

Support T’hold Increasing Decreasing Constant Total

0.005 1559 499 371 2429
0.05 996 378 76 1450
0.5 392 221 38 651

The second experiment considered the effect of the value of the Tolerance
Threshold, k, on the number of detected constant trends. A range of k values
(from 0.005 to 0.055) were used coupled with the sequence of support thresholds
used in the previous experiments. The results are presented in Figure 4. From
the graph it can be seen that the support threshold setting has a much greater
effect on the number of constant trends identified than the value of k.

For completeness Table 2 presents a summary of the number of patterns dis-
covered in each category (increasing, decreasing, constant) using a range of sup-
port thresholds. With respect to the increasing and decreasing trend patterns
a Growth Rate Threshold, p, of 1.1 was used. With respect to the constant
patterns a Tolerance Threshold, k, of 0.05. was used.

7 Summary and Conclusion

In this paper we have described an approach to temporal patten mining as
applied within the context of a diabetic retinopathy application. The particular
application was of interest because it comprised a large longitudinal data set that
contained a lot of noise and thus presented a significant challenge in several areas.
A mechanism for generating specific temporal patterns was described where the
nature of the desired patterns is defined using prototypes (which are themselves
defined mathematically). The technique was evaluated by considering the effect
of changing the threshold values required by the system and comparing with an
established Emerging Pattern (EP) mining approach. The paper also describes
an interesting approach to data cleaning using the concept of logic rules to ad-
dress issues of missing values and contradictory/anomalous values. The research
team have been greatly encouraged by the results, and are currently working
on more versatile mechanisms for defining prototypes, so that a greater variety
of prototypes can be specified. For example the specification of a minimum and
maximum p threshold. In addition novel techniques for interpretation of output
in a clinical setting are being developed.
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Abstract. Important practical problems in computer support medical diagnosis 
are related to screening procedures. Identification of high risk patients can serve 
as an example of such a problem. The identification results should allow to se-
lect a patient in an objective manner for additional therapeutic treatment. The 
designing of the screening tools can be based on the minimisation of the convex 
and piecewise linear (CPL) criterion functions. Particularly ranked models can 
be designed in this manner for the purposes of screening procedures.  

Keywords: screening procedures, convex and piecewise linear (CPL) criterion 
functions, ranked models. 

1   Introduction 

One of the most important groups of problems in computer aided medical diagnosis 
are those related to screening procedures. We are considering screening procedures 
which are aimed at selecting high risk patients. High risk patients should be possibly 
early directed to a special therapeutic treatment. For example, the success of cancer 
therapy depends on early detection and beginning of this disease therapy.  

The screening procedures usually result from certain probabilistic prognostic mod-
els. The survival analysis methods give a theoretical framework for designing screen-
ing procedures [1], [2]. In particular, the Cox model is commonly used in survival 
analysis for selection of high risk patients [3].  

However, constraints met in practical implementation of screening procedures in-
dicate limitations of the probabilistic modeling in this context. In practice, the screen-
ing procedures are designed on the basis of available medical databases which rarely 
fit in the statistical principles of parameters estimation. First of all, the number of 
cases (patients) in medical databases is usually too low and the number of parameters 
(features) describing particular patients is too high for reliable estimation of selected 
prognostic model parameters. Secondly, the probabilistic assumptions linked to par-
ticular prognostic models are often unverifiable.  
                                                           
* This work was supported by the by the NCBiR project N R13 0014 04, and partially financed 

by the project S/WI/2/2010 from the Białystok University of Technology, and by the project 
16/St/2010 from the Institute of Biocybernetics and Biomedical Engineering PAS.  



 Selection of High Risk Patients with Ranked Models 433 

 

For these reasons, designing of effective and reliable screening procedures is still re-
lated to open research and implementation problems. Here we are examining the pos-
sibility of using ranked modeling in designing screening procedures [4]. In particular, 
we are taking into account linear ranked models designed through the minimisation of 
the convex and piecewise linear (CPL) criterion functions [5], [6]. These criterion 
functions are defined on the survival analysis data sets. An important problem analysed 
here is feature selection aimed at reducing ranked models dimensionality [7].   

2   Feature Vectors and Ranked Relations Originating from 
Survival Analysis  

Let us assume that m patients Oj collected in a given medical database are represented 
as n-dimensional feature vectors xj[n] = [xj1,......, xjn]

T or as points in the  n-
dimensional feature space F[n] (xj[n]∈F[n], j = 1,…..,m). The component xji of the 
vector xj[n] is the numerical value of the i-th feature xi of the patient (object) Oj. For  
example, the components xji can be the numerical results of diagnostic examinations 
of the given patient Oj. The feature vectors xj[n] can be of a mixed type and represent 
a type of measurement (for example (xji∈{0,1}, or xji∈ R1).  

We are taking into consideration the learning data set C built from m feature vec-
tors xj[n] which represent particular patients Oj: 

 

C = {xj[n]}  ( j  =  1,......., m) (1) 

 

Let us consider the relation ″Oj is less risky than Ok″ between selected patients Oj and 
Ok represented by the feature vectors xj[n] and xk[n]. Such relation between patients 
Oj and Oj can implicate the ranked relation ″xj[n] xk[n]″ between  adequate feature 
vectors xj[n] and xk[n].   

 

(Oj is less risky, then Ok) ⇒ (xj[n]  xk[n]) (2) 

 

The relation ″xj[n] xk[n]″ between the feature vectors xj[n] and xk[n] means that the 
pair {xj[n], xk[n]} is ranked. The ranked relations between particular feature vectors 
xj[n] and xk[n] should result from additional knowledge about the patients Oj and Ok. 
Such additional knowledge could result from an information about survival time Tj of 
particular patients Oj collected in the given database.  

Traditionally, the survival analysis data sets Cs have the below structure [1]:   
 

Cs = {xj[n], tj , δj}  ( j  =  1,.......,m) (3) 

 
where tj

 is the observed survival time between the entry of the j-th Oj patient into the 
study and the end of the observation, δj is an indicator of failure of this patient 
(δj∈{0,1}): δj= 1 - means the end of observation in the event of interest (failure),  
δj = 0 - means that the follow-up on the j-th patient ended before the event (the right 
censored observation). In this case (δj

 = 0) information about survival time tj is not 
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complete. A great part of survival data set Cs can be censored. The survival analysis 
methods are based in a great part on the Cox model [2], [3]. The ranked models can 
be also used in the search for a solution of basic problems in survival analysis [4].   

The survival time Tj can be defined in the below manner on the basis of the set  
Cs (3):  
 

(∀ j  =  1,.......,m)  if  δj  = 1,  then  Tj = tj,  and  

                                                   if  δj  = 0,  then  Tj > tj  

(4) 

 
Assumption: If the survival time Tj  (4) of the j-th patients Oj is longer then the sur-
vival time Tj  of the j-th patients Oj, then the patients Oj was less risky (2) then the 
patients Ok: 

 

(Tj  > Tk)  ⇒ (Oj is less risky than Ok) ⇒ (xj[n]  xk[n])  (5) 

 
This implication can be expressed also by using the observed survival time tj and  
tk (3):   

 

(tj  > tk  and δk = 1) ⇒ (Oj is less risky than Ok)  ⇒ (xj[n]  xk[n])  (6) 

3   Linear Ranked Models   

Let us consider such transformation of n-dimensional feature vectors xj[n] on the 
ranked line y = w[n]Txj[n], which preserves the ranked relations  ″xj[n]  xk[n]″ (2) as 
precisely as possible  

 

yj = yj(w[n]) = w[n]Txj[n] (7) 

 

where w[n] = [w1,......,wn]T is the vector of parameters.   
 
Definition 1: The relation ″xj[n] xj[n]″ (2) is fully preserved by the ranked line (7) if 
and only if the following implication holds: 

 

(∀(j, k))   xj[n]  xk[n]  ⇒ yj(w[n])  <  yk(w[n]) (8) 

 

The procedure of the ranked line designing can be based on the concept of  positively 
and negatively oriented dipoles {xj[n], xj′[n]} [6]. 
 
Definition 2: The ranked pair {xj[n],xj′[n]} (j < j′) of the feature vectors xj[n] and 

xj′[n] constitutes the positively oriented dipole {xj[n], xj′[n]} (∀(j, j′) ∈I+) if and only 
if xj[n]  xj′[n]. 
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(∀ (j, j’) ∈ I+)    xj[n]  xj′[n] (9) 

 
Definition 3: The ranked pair {xj[n], xj′[n]} (j < j′) of the feature vectors xj[n] and 

xj′[n] constitutes the negatively oriented dipole {xj[n], xj′[n]} (∀(j, j′) ∈I-), if and only 
if xj′[n]  xj[n]. 

 

(∀ (j, j’) ∈ I-)    xj′[n]  xj[n] (10) 

 
Definition 4: The line y(w[n]) = w[n]Tx[n] (7) is fully consistent (ranked) with the 
dipoles {xj[n],xj′[n] } orientations if and only if      

 

(∀ (j, j’) ∈ I+)    yj(w[n]) <  yj′(w[n])   and 

                              (∀ (j, j’) ∈ I-)    yj(w[n])  > yj′(w[n]), where  j < j′ 
(11) 

 

All the relations ″xj[n] xj′[n]″ (2) are fully preserved (8) on the line (7) if and only if 
all the above inequalities are fulfilled. 

The problem of the ranked line designing can be linked to the concept of linear 
separability of two sets C+ and C- of the differential vectors rjj′[n] = xj′[n] - xj[n] 
which are defined below: 
  

C+ = {rjj′[n] = (xj′[n] - xj[n]): (j, j’) ∈ I+}  
                     C- = {rjj′[n] = (xj′[n] - xj[n]):  (j, j’) ∈ I-}, where  j < j ′ 

(12) 

 

We will examine the possibility of the sets separation C+ and C- by a such hyperplane 
H(w[n]), which passes through the origin 0 of the feature space F[n]:  

 

H(w[n]) =  {x[n]: w[n]Tx[n] = 0} (13) 

 

where w[n] = [w1,......,wn]T is the vector of parameters.   
 

Definition 5: The sets C+ and C- (12) are linearly separable with the threshold equal 
to zero if and only if there exists such a parameter vector w∗[n]  that: 

 

(∀ (j, j’) ∈ I+)    w∗[n]T rjj′[n] > 0 

(∀ (j, j’) ∈ I-)    w∗[n]T rjj′[n] < 0   

(14) 

The above inequalities can be represented in the following manner: 
 

(∃w∗[n]) (∀ (j, j’) ∈ I+)    w∗[n]T rjj′[n]   ≥   1 

               (∀ (j, j’) ∈ I-)     w∗[n]T rjj′[n]    ≤ -1 

(15) 
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Remark 1: If the parameter vector w∗[n] linearly separates (14) the sets C+ and C- 
(12), then the line yj(w

∗[n]) = w∗[n]Txj[n] is fully consistent (11) with the dipoles 
{xj[n], xj′[n]} orientation. 

4   CPL Criterion Functions 

The separating hyperplane H(w[n]) (13) could be designed through the minimisation 
of the convex and piecewise linear (CPL) criterion function Φ(w[n]) which is similar 
to the perceptron criterion function used in the theory of neural networks and pattern 
recognition [8], [9]. Let us introduce for this purpose the positive ϕjj′+(w[n]) and 

negative ϕjj′-(w[n]) penalty  functions (Fig. 1): 
 

(∀ (j, j’) ∈ I+) 
                              1 - w[n]T rjj′[n]              if  w[n]Trjj′[n]  < 1 

  ϕjj′+(w[n])  = 

                                      0                           if  w[n]Trjj′[n]  ≥  1 

(16) 

and  (∀ (j, j’) ∈ I-) 
                             1  + w[n]Trjj′[n]           if   w[n]Trjj′[n]  > -1 

ϕjj′-(w[n])  =                                                                                                       

                                      0                          if   w[n]Trjj′[n]  ≤ -1  

(17) 

 

 

ϕ jj′
+(w [n]) ϕ jj′

-(w [n])  

-1   1 w [n]Tr jj′[n]  

 

Fig. 1. The penalty functions ϕjj′+(w[n]) (16) and ϕjj′-(w[n]) (17) 

The criterion function Φ(w[n]) is the weighted sum of the above penalty functions 
 

Φ(w[n])  =  Σ αjj′ ϕjj′+(w[n])  +  Σ αjj′ ϕjj′-(w[n])  

                                          (j,j′)∈I+                                 (j,j′)∈I-                

(18) 

 

where αjj’ (αjj’ > 0) is a nonnegative parameter (price) related to the dipole {xj[n], 

xj′[n]} (j < j′) 
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The criterion function Φ(w[n]) (18) is the convex and piecewise linear (CPL) func-
tion as the sum of such type of the penalty functions φjj′+(w[n]) (16) and φjj′-(w[n]) 
(17). The basis exchange algorithms, similarly to linear programming, allow to find a 
minimum of such functions efficiently, even in the case of large, multidimensional 
data sets C+ and C- (12) [10]:  

 

Φ* = Φ(w*[n])  = min Φ(w[n]) ≥ 0 (19) 

 

The optimal parameter vector w*[n] and the minimal value Φ* of the criterion func-
tion Φ( w[n]) (18) can be applied to a variety of data ranking problems. In particular, 
the below ranked model can be designed this way.  

 

y(w*[n]) = w*[n]Tx[n] (20) 

 
Lemma 1: The minimal value Φ* (19) of the criterion function Φ(w[n]) (18) is non-
negative and equal to zero if and only if there exists such a vector w*[n] that the  rank-
ing of the points yj = w*[n]Txj[n] on the line (7) are fully consistent (11) with the 
dipoles {xj[n], xj′[n]} orientations. 
 
The proof of this Lemma can be found in the earlier paper [6]. 

The modified criterion function Ψχ(w[n]) which includes additional CPL penalty 
functions in the form of the absolute values | wi | multiplied by the feature costs γi has 
been introduced for the purpose of feature selection [7].   

 

Ψλ(w[n])  =  Φ(w[n]) +  λ Σ γi |wi| 
                                                                                                                   i ∈ I                                                             (21) 

 

where λ (λ ≥ 0) is the cost level, and I = {1,……,n}.    
The criterion function Ψλ(w[n]) (21), similarly to the function Φ(w[n]) (18) is  

convex and piecewise-linear (CPL). The basis exchange algorithms allow to find 
efficiently the optimal vector of parameters (vertex) wλ[n] of the function Ψλ(w[n]) 
with different values of parameter λ [10]: 

 

(∃(wλ[n]))  (∀w[n])   Ψλ(w[n]) ≥ Ψλ(wλ[n]) =  Ψλ
^ 

(22) 

 

The parameters wλ[n] = [wλ1,….., wλn]
T (22) define the optimal separating hyperplane 

H(wλ[n]) (13). Such features xi which have the weights wλi
 equal to zero (wλi = 0) in 

the optimal vector wλ[n] (22) can be reduced without changing the location of the 
optimal separating hyperplane H(wλ[n]) (13). As a result, the below rule of the feature 
reduction based on the components wλi

 of the optimal vector of parameters  wλ[n] = 
[wλ1,….., wλn]

T  (22) has been proposed [7]: 
 

(wλi. =  0)  ⇒ (the feature xi is reduced) 

(23) 
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The minimal value (22) of the CPL criterion function Ψλ(w[n]) (21) represents an  
optimal balance between linear separability of the sets C+ and C- (12) and features 
costs determined by the parameters λ and γi. We can remark that a sufficiently in-

creased value of the cost level λ in the minimized function Ψλ(w[n]) (21) results in an 
increase number of the reduced features xi (23). The dimensionality of the feature 
F[n] can be reduced arbitrarily by a successive increase of the parameter λ in the 
criterion function Ψλ(w[n]) (21). Such method of feature selection has been named 
relaxed  linear separability [7].  

The feature selection procedure is an important part of designing ranked models 
(20). The feature selection process is aimed at reducing the maximal number of unim-
portant features xi. The reduced ranked model y(wλ′[n′]) can be defined by using the 
optimal vector of  parameters wλ[n] (22) and the rule (23):  
 

y(wλ′[n′]) = wλ′[n′]Tx[n′] (24) 

 

where wλ′[n′] is such vector of parameters which is obtained from the optimal vector 
wλ[n] (22) by reducing components wλi equal to zero (wλi.= 0), and x[n′] is the re-
duced  feature vector (23) obtained in the same way as wλ′[n′].   

The dimensionality reduction of the prognostic model (24), which is based on the 
relaxed  linear separability method allows, among others, to enhance risk factors xi 
influencing given disease. 

5   Selection of High Risk Patients 

The reduced ranked model (24) can be used in selection of high risk patients Oj. 
These models define transformations of the multidimensional feature vectors xj[n′] (1) 
on the points yj (7) which represent particular patients Oj on the ranked line. As a 
result, the ranked sequence of patients Oj(i) can be obtained:   

Oj(1),  Oj(2),….…, Oj(m),  where 

                                  yj(1)  ≥ yj(2) ≥ …... ≥ yj(m)   

(25) 

 
The patients Oj(i) with the largest values yj(i) which are situated on the top of the above 
sequence can be treated as high risk patients. The patients Oj(i) which are situated at 
the beginning of this sequence can be treated as a low risk. 

The models (20) or (24) can be applied not only to the patients Oj represented by 
the feature vectors xj[n] from the set C (1). Let us assume that a new patient Oa is 
represented by the feature vector xa[n]. The model (24) allows to compute the point ya 
= wλ′[n′]Txa[n′] on the ranked line. If the new patient Oa is located at the top of the 
ranked sequence (25),) next to the high risk patients Oj(i), then it can be also treated as 
a high risk. In other cases, Oa should not be treated as a high risk patient.    

The transformation (24) can be treated as a prognostic model of a given disease ωk 
development. Such model can represent a main trend in the disease ωk development. 
The model is designed on the basis of information contained in the survival analysis 
data sets Cs  (3). 
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A very important problem in practice is quality evaluation of the prognostic models 
(24). One of the possibilities is to use the ranked error rate er(wλ′[n′]) the model (24) 
evaluation.     

er(wλ′[n′]) =  mr′(wλ′[n′]) / mr (26) 

where mr is the number of positive (9) and negative (10) dipoles {xj[n], xj′[n]}, where 

j < j′. mr′(wλ′[n′]) is the number of such dipoles {xj[n], xj′[n]}, which are   wrongly 
oriented (not consistent with the rule (11)) on the line y(wλ′[n′]) (24). 

If the same dipoles {xj[n], xj′[n]} are used for the model (24) designing and for the 
model evaluation, then the error rate estimator er(wλ′[n′]) (26) is positively biased 
[11]. The error rate estimator er(wλ′[n′]) (26) is called the apparent error (AE). The 
cross-validation techniques are commonly used in model evaluation because these 
techniques allow to reduce the bias of the error estimation. 

In accordance with the cross-validation p – folds procedure, the set of all the di-
poles {xj[n], xj′[n]} (9), (10) is divided in the p near equal parts Pi (for example p = 
10). During one step the model is designed on the dipoles {xj[n], xj′[n]} belonging to 
p – 1 (learning) parts Pi and evaluated on the elements of one (testing) part Pi′. Each 
part Pi serves once as the testing part Pi′ during successive p steps. The cross-
validation error rate (CVE) eCVE(wλ′[n′]) is obtained as the mean value of the error 
rates er(wλ′[n′])  (26) evaluated on the p testing parts Pi′. 

The leave one method is the particular case of the p – folds cross-validation,  
when p is equal to the number mr (p = mr) of the positively (9) and negatively (10) 
dipoles {xj[n], xj′[n]}. In this case, each testing part Pi′ contains exactly one element 
{xj[n], xj′[n]}.  

The relaxed linear separability method of feature selection can be used during de-
signing the reduced ranked models y(wλ′[n′]) (24) [7]. In accordance with this 
method, a successive increase of the cost level λ in the minimized function Ψλ(w[n]) 
(21) causes a reduction of additional features xi (23). In this way, the less important 
features xi are eliminated and the descending sequence of feature subspaces Fk[nk] (nk 
> nk+1) is generated. Each feature subspace Fk[nk] in the below sequence can be linked 
to some value λk of the cost level λ (21):  

 

F[n] ⊃ F1[n1] ⊃ F2[n2] ⊃……… ⊃ Fk[nk],  where  
     0 ≤ λ0 <  λ1 < λ2 < ……< λk

 (27) 

 
Particular feature subspaces Fk[nk] (27) have been evaluated by using the cross-
validation error rate (CVE) eCVE(wλ′[ nk]) (26). The below figure shown an example of 
experimental results. The evaluation results of descending sequence (27) of feature 
subspaces Fk[nk] is shown on this figure: 

The above Figure illustrates the feature reduction process which begins from the 
dimensionality n = 100. In this case, the data set C (1) contained about m = 200 fea-
ture vectors xj[n]. It can be seen on the Figure 1, that it exists such feature subspaces 
Fk[nk] of dimensionality nk = 30 or more, which allow to obtain the fully consistent 
(11) ranked lines y(w[nk]) (7).  
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Fig. 2. The apparent error (AE) (26) and the cross-validation error (CVE) in different feature 
subspaces Fk[nk] of the sequence (27). The upper solid line represents the cross-validation error 
(CVE), the lower solid line represents the apparent error (AE) (26). The broken line represents 
the standard deviation.  

In accordance with the relaxed linear separability method, the process of succes-
sive reduction of the less important features xi should be stopped at the dimensionality 
nk′ ≈ 50, where the cross-validation error rate eCVE(wλ′[n′]) (26) reaches its lowest 
value. The feature subspace Fk[nk′] is treated as the optimal one in accordance with 
this method of feature selection [7]. 

6   Concluding Remarks  

Ranked modeling has been applied here to designing linear prognostic models 
y(wλ′[n′]) on the basis of the survival analysis data set Cs (3). The described designing 
process is based on multiple minimization of the convex and piecewise linear (CPL) 
criterion function Ψλ(w[n]) (21) defined on the data set Cs (3). The basis exchange 
algorithms allow to carry out such multiple minimization efficiently. 

The process of ranked models designing described here includes feature selection 
stage, which is based on the relaxed linear separability method. This method of fea-
ture selection is linked with the evaluation of prognostic models y(wλ′[n′]) (24) by 
using the cross-validation techniques. 

The linear ranked models designing has been discussed here in the context of the 
screening procedures aimed at selecting high risk patients. High risk patients should be 
possibly early detected for the purpose of special therapeutic treatment. The proposed 
solution can be applied also to other areas. For example, the bankruptcy in economy or 
the mechanical reliability problems can be analyzed and solved in a similar manner. 
The patients Oj could be replaced by sets of dynamical objects or events Ej. 

CVE 

AE 
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One of the important problems in ranked modeling could be feature decomposition 
of nonlinear family of ranked relations (9), (10) into a set of linear families. The sin-
gle linear model which does not fit well to all ranked relations should be replaced in 
this case by a family of well fitted local ranked models.   
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Abstract. The main goal of our research was to compile new methodology for 
building simplified learning models in a form of decision rule set. Every inves-
tigated source informational dataset was extended by application of constructive 
induction method to get a new, additional, descriptive attribute, and then sets of 
decision rules were developed for source and for extended database, respec-
tively. In the last step, obtained set of rules were optimized and compared to 
earlier set of rules. 

Keywords: Constructive induction, decision rule, medical dataset, melanocytic 
skin lesion, mental disease, heart disease. 

1   Introduction 

The main task of data mining is to assist users in extracting useful information or 
knowledge, which is usually represented as a form of rule due to its easy understand-
ability and interpretability, from the rapidly growing volumes of data [2]. Among 
various techniques in data mining, classification rule mining are one of the major and 
traditional.  

The problem of knowledge representation by means of decision rules is an impor-
tant issue in many areas of machine learning domain. Decision rules have simple and 
understandable structure, however, in many practical applications – even of quite 
trivial origin – the number of rules in learning models can be disastrous. One can 
easily imagine that for example, the learning model developed to distinguish between 
flu and pneumonia, but consisting, say, 10 000 rules, will never be accepted by medi-
cal doctors. For this reason our research were devoted to the development of learning 
models displaying high efficiency and - at the same time – consisting of possibly low 
number of rules. 

2   Theoretical Background 

Inductive learning algorithms used commonly for development of sets of decision 
rules can cause the appearance of some specific anomalies in learning models [10]. 
This anomalies can be grouped as follows [6]:  
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• redundancy: identical rules, subsumed rules, equivalent rules, unusable rules,  
• consistency: ambiguous rules, conflict rules, rules with logical inconsistency,  
• reduction: reduction of rules, canonical reduction of rules, specific reduction of 

rules, elimination of unnecessary attributes,  
• completeness: logical completeness, specific (physical) completeness, detection of 

incompleteness, and identification of missing rules.  

These irregularities in learning models can be fixed (and sometimes removed) using 
some schemes generally known as verification and validation procedures [12]. Vali-
dation tries to establish the correctness of a system with respect to its use for a  
particular domain and environment. In short, we can agree that validation is inter-
preted as "building the right product", whereas verification as "building the product 
right". It has been argued that the latter is a prerequisite and subtask of the former.  

Analysis of available literature suggest the expectation that application of the  
constructive induction mechanism over a source information database, prior to devel-
opment of rule sets, can lead to more effective learning models. Constructive induction 
idea was introduced by Michalski, later four types of the methodology was proposed 
[11]: data-driven constructive induction (DCI), hypothesis-driven constructive induc-
tion (HCI), knowledge-driven constructive induction (KCI), multistrategy constructive 
induction (MCI).  

An impact of constructive induction methods on data mining operations is de-
scribed in details in [9]. 

3   Investigated Datasets 

The three different medical datasets were used in this research. The first one concerns 
melanocytic skin lesion which is a very serious skin and lethal cancer. It is a disease 
of contemporary time, the number of melanoma cases is constantly increasing, due to, 
among other factors, sun exposure and a thinning layer of ozone over the Earth, [2]. 
Statistical details on this data are given in [6]. Descriptive attributes of the data were 
divided into four categories: Asymmetry, Border, Color, and Diversity of structures 
(further called for short Diversity). The variable Asymmetry has three different values: 
symmetric spot, one axial asymmetry and two axial asymmetry. Border is a numerical 
attribute with values from 0 to 8. Asymmetry and Border are single-value attributes. 
The remaining two attributes, Color and Diversity, are multivalent attributes. Color 
has six possible values: black, blue, dark brown, light brown, red and white. Simi-
larly, Diversity has five values: pigment dots, pigment globules, pigments network, 
structureless areas and branched streaks. Therefore, we introduced six single-valued 
variables describing color and five single-valued variables describing diversity of 
structure. In all of these 11 attributes the values are 0 or 1, 0 means lack of the corre-
sponding property and 1 means the occurrence of the property. This dataset consists 
of 548 cases diagnosed by medical specialists using histopathological tests. All cases 
are assigned into four decision classes: benign nevus, blue nevus, suspicious mela-
noma and melanoma malignant. 

The second dataset, with mental diseases cases, contains description of patients 
that were examined using the Minnesota Multiphasic Personality Inventory (MMPI) 
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from the psychic disturbances perspective. Examination results are presented in the 
form of profile. Patient’s profile is a data vector consisting of fourteen attributes. 
More exactly, a data vector consists of three parts:  

• Validity part (validity scales): lie, infrequency, correction; 
• Clinical part (clinical scales): hypochondriasis, depression, hysteria, psychopathic 

deviate, masculinity-femininity, paranoia, psychasthenia, schizophrenia, hypo-
mania, social introversion; 

• Group part – a class to which the patient is classified. 

Dataset consists of over 1700 cases classified by clinic psychologist. Each case is 
assigned to one of 20 classes. Each class corresponds to one of nosological type: 
norm, neurosis, psychopathy, organic, schizophrenia, syndrome delusion, reactive 
psychosis, paranoia, manic state, criminality, alcoholism, drag induction, simulation, 
dissimulation, deviational answering style 1, deviational answering style 2, devi-
ational answering style 3, deviational answering style 4, deviational answering style 
5, deviational answering style 6. 

The third dataset is a one of medical datasets available at UCI Machine Learning 
Repository. It is called Heart Disease Data Set. This database contains 76 attributes, 
but in this research like in most of published experiments refer to using a subset of 14 
of them: Age,  Sex, Chest Pain Type, Resting Blood Pressure, Serum Cholestoral, 
Fasting Blood Sugar, Resting Electrocardiographic, Maximum Heart Rate, Exercise 
Induced Angina, Oldpeak, Slope Of The Peak, Number Of Major Vessels, Thal, Class. 
The decision field refers to the presence of heart disease in the patient. More detailed 
information about this data are given on the UCI repository website. 

Some summary characteristics of investigated datasets are presented in table  
below. 

Table 1. Datasets characteristics 

Data Set Number 
of  
instances 

Number 
of  
attributes   

Number 
of 
classes 

Attribute 
type 

Melanocytic skin lesions 548 14 4 categoric 
Mental disease 1705 14 20 numeric 
Heart disease 303 14 2 categoric 

numeric 

4   Methodology Used 

Two pathways were used in the research (see Fig. 1). One of them was devoted to set 
of rules generated from primary source of knowledge (i.e. standard decision table), it 
is denoted as learning model (1). However, in the second path the decision table was 
expanded by inclusion of a new, additional attribute obtained by means of construc-
tive induction mechanism. In both pathways decision rules were developed using an  
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Fig. 1. Methodology used in the research 

in house developed algorithm GTS (General-To-Specific) [3]. Obtained in this way 
sets of rules (denoted as learning model (2)) were improved using RuleSEEKER sys-
tem [7]. All three learning models were then evaluated – via testing the classification 
accuracy of unseen cases. 

4.1   Brief Description of a New Constructive Induction Algorithm 

Our new constructive induction algorithm, called CIBN (Constructive Induction 
based on Belief Networks) creates a new descriptive attribute (a new column in the 
decision table). In the process of expansion of the source decision table, a new col-
umn-vector is created; its all cells are filled with numerical values obtained in the 
following way: to create a new attribute, the information from belief network [5] 
(generated for investigated dataset) is used (see Fig. 2). The approach is limited to 
numerical, thus, in the first step all categorical or nominal variables were converted to 
numerical form. In the process of construction Naive Bayes classifier was used.  

Descriptive attributes used in the original (source) decision table affect a course of 
the development cell-values of the new column-vector, according to the general for-
mula (1): 

(1) 

where:  
Factor_N – is a coefficient related with a level of the structure of belief network, VAN,n 
– is a value of a cell in the n-th case for N-th attribute.  
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Fig. 2. Belief network scheme - A1, A2...A5 – description attributes, D – decision attribute 

 

Fig. 3. Example of Bayesian network created on the basis of melanocytic skin lesions dataset 

On figure 3 the example of CIBN algorithm application is shown. There is example 
of Bayesian network created  on the basis of source melanocytic skin lesions dataset. 
As it is stated on Fig. 3 the most significance, direct influence on the diagnosis attrib-
ute have five attributes on level L1: Structureless areas, Pigments network, Asymme-
try, Branched streaks and Color blue. Thus, these attributes have factor equal to 1 in 
constructive induction process. Similarly, the next five attributes, on level L2, have 
indirect influence on decision attribute, in that way, these attributes have factor equal 
to 0.5, etc. Using this schema a new attribute (called by us CI attribute) could be cal-
culated (see equation 2). So, for example the attribute Structureless areas  has factor 
equal to 1+0.5 due to direct influence on Diagnosis and indirect influence by Pigment 
network attribute. 
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(2) 

This algorithm was implemented in PlaneSEEKER system [1], and next analysis on 
selected information dataset was performed. 

4.2   Short Description of the Optimizing Algorithm 

The main optimizing algorithm applied in the research was implemented in the sys-
tem RuleSEEKER [8], and was based on an exhaustive application of a collection of 
generic operations:  

• finding and removing redundancy: the data may be overdetermined, that is, some 
rules may explain the same cases. Here, redundant (excessive) rules were analyzed, 
and the redundant rule (or some of the redundant rules) was (were) removed, pro-
vided this operation did not increase the error rate; 

• finding and removing of incorporative rules, another example when the data may 
be overdetermined. Here, some rule(s) being incorporated by another rule(s) were 
analyzed, and the incorporative rule(s) was (were) removed, provided this opera-
tion did not increase the error rate; 

• merging rules: in some circumstances, especially when continuous attributes were 
used for the description of objects being investigated, generated learning models 
contained rules that are more specific than they should be. In these cases, more 
general rule(s) were applied, so that they cover the same investigated cases, with-
out making any incorrect classifications; 

• finding and removing of unnecessary rules: sometimes rules developed by the 
systems used were unnecessary, that is, there were no objects classificated by this 
rules. Unnecessary rule(s) was (were) removed, provided this operation did not in-
crease the error rate; 

• finding and removing of unnecessary conditions: sometimes rules developed by the 
systems used contain unnecessary conditions, that were removed, provided this  
operation did not increase the error rate; 

• creating of missing rules: sometimes developed models didn’t classify all cases 
from learning set. Missing rules were generated using a set of unclassified cases;  

• discovering of hidden rules: this operation generates a new rule by combination of 
similar rules, containing the same set of attributes and the same – except one – at-
tribute values; 

• rule specification: some rules caused correct and incorrect classifications of  
selected cases, this operation divides considered rule into few rules by adding addi-
tional conditions;  

• selecting of final set of rules: there were some rules that classify the same set of 
cases but have different composition, simpler rule stayed in a set. 
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5   Results of Experiments 

The results of improvement of learning models are gathered in Table 2. All experi-
ments were performed using well known 10-fold cross validation method. The col-
umn, indexed by (1), contains the basic information about each learning model (in the 
form of set of decision rules) developed for the source database. Next column denoted 
as (2) presents information after application of constructive induction method, e.g. 
after adding of CI attribute. The last column denoted as (3) contains results after add-
ing CI and optimization of learning model. 

Table 2. Average number of rules and error rate of the developed learning models 

Characteristic of 
learning model 

Data set (1) (2) (3) 

Melanocytic skin lesions 153 92 48 
Mental disease 508 497 385 Number of rules 
Heart disease 125 131 88 
Melanocytic skin lesions 14.29 7.69 7.14 
Mental disease 39.24 27.33 22.85 Error rate [%] 
Heart disease 44.44 32.94 30.74 

 
As it is stated in table 2, all datasets were improved by decreasing of number of 

rules and error rate. The greatest influence of experiments are observed in case of 
Melanocytic skin lesions dataset. This model, contained rather large number of rules 
(153), and the error rate was on the level of ~14%. Just after application of constructive 
induction algorithm (column(2)), the number of rules dropped roughly 40%, and addi-
tionally – what is very interesting – also the error rate was distinctly decreased (from 
14.29% to 7.69%). In the next step of the developed methodology (see column (3)), the 
optimization algorithm (see paragraph 4.2), the set of decision rules was smaller (92 
rules vs. 48 rules). It means, that the decrease of number of rules was even larger, i.e. 
about 48%. In case of Mental disease dataset similar results are observed. Number of 
rules decreased about 20%, and in the same time, the error rate decreased nearly half. 
Similar results could be found in case of third dataset devoted to Heart diseases. 

6   Conclusions 

It should be stressed, that the truncation of the learning model did not spoil its  
efficiency; the error rate is much smaller. Thus, it may be assumed that the combined 
algorithm of constructive induction, based on data taken from belief networks and some 
improvement of decision rule sets performed quite satisfactorily in classification of 
selected medical datasets. In the future a comparison of calculated CI attribute in case of 
melanocytic skin lesions dataset with well known in medicine TDS parameter is going 
to be done. Presumably using this method it could be possible to find some general 
parameter combined using other descriptive attributes for every investigated datasets. 
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Another important issues is to compare proposed method against an approach that 
adds a new attribute constructed with a lineal function approximation of the class and 
also how it compares against other rule-based classifiers and how these rule-based 
systems are affected by the inclusion of the new attribute. It would be investigated in 
future research. 
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Abstract. The term precision agriculture refers to the application of state-of-the-
art GPS technology in connection with small-scale, sensor-based treatment of the
crop. This data-driven approach to agriculture poses a number of data mining
problems. One of those is also an obviously important task in agriculture: yield
prediction. Given a precise, geographically annotated data set for a certain field,
can a season’s yield be predicted?

Numerous approaches have been proposed to solving this problem. In the past,
classical regression models for non-spatial data have been used, like regression
trees, neural networks and support vector machines. However, in a cross-validation
learning approach, issues with the assumption of statistical independence of the
data records appear. Therefore, the geographical location of data records should
clearly be considered while employing a regression model. This paper gives a
short overview about the available data, points out the issues with the classical
learning approaches and presents a novel spatial cross-validation technique to
overcome the problems and solve the aforementioned yield prediction task.

Keywords: Precision Agriculture, Data Mining, Regression, Modeling.

1 Introduction

In recent years, information technology (IT) has become more and more part of our
everyday lives. With data-driven approaches applied in industry and services, improve-
ments in efficiency can be made in almost any part of nowadays’ society. This is
especially true for agriculture, due to the modernization and better affordability of state-
of-the-art GPS technology. A farmer nowadays harvests not only crops but also growing
amounts of data. These data are precise and small-scale – which is essentially why the
combination of GPS, agriculture and data has been termed precision agriculture.

In those agriculture (field) data, often a large amount of information is contained,
yet hidden. This is usually information about the soil and crop properties enabling a
higher operational efficiency – appropriate techniques should therefore be applied to
find this information. This is a common problem for which the term data mining has
been coined. Data mining techniques aim at finding those patterns or information in the
data that are both valuable and interesting to the farmer.

A specific problem commonly occurring is yield prediction. As early into the grow-
ing season as possible, a farmer is interested in knowing how much yield he is about to
expect. The ability to predict yield used to rely on farmers’ long-term knowledge of par-
ticular fields, crops and climate conditions. However, this knowledge can be expected

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 450–463, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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to be available in the data collected during normal farming operations throughout the
season. A multitude of sensor data are nowadays collected, measuring a field’s hetero-
geneity. These data are precise, often highly correlated and carry spatial information
which must not be neglected.

Hence, the problem of yield prediction encountered can be treated as a problem of
data mining and, specifically, multi-dimensional regression. This article will serve as
a reference of how to treat a regression problem on spatial data with a combination
of classical regression techniques and a number of novel ideas. This article will fur-
thermore serve as a continuation of [17]: in the previous article, the spatial data were
treated with regression models which do not take the spatial relationships into account.
The current work aims to check the validity of the statistical independence assumption
inherent in classical regression models in conjunction with spatial data. Based upon
the findings, spatial regression will be carried out using a novel clustering idea dur-
ing a cross-validation procedure. The results will be compared to those obtained while
neglecting the spatial relationships inherent in the data sets.

1.1 Research Target

The main research target of this work is to improve and further substantiate the valid-
ity of yield prediction approaches using multi-dimensional regression modeling tech-
niques. Previous work, mainly the regression work presented in [17,21], will be used
as a baseline for this work. Some of the issues of the previous approach will be clearly
pointed out in this article. Nevertheless, this work aims to improve upon existing yield
prediction models and, furthermore, incorporates a generic, yet novel spatial clustering
idea into the process. Therefore, different types of regression techniques will be incor-
porated into a novel spatial cross-validation framework. A comparison of using spatial
vs. non-spatial data sets shall be presented.

1.2 Article Structure

This article will start with a brief introduction into the area of precision agriculture and
a more detailed description of the available data in Section 2. This will be followed
by an outline of the key techniques used in this work, embedded into a data mining
workflow presented in Section 3. The results obtained during the modeling phase will
be presented in Section 4. The article will be completed with a short conclusion in
Section 5, which will also point out further lines of research.

2 Data Description

With the recent advances in technology, ever larger amounts of data are nowadays col-
lected in agriculture during standard farming operations. This section first gives a short
categorization of the data into four classes. Afterwards, the actual available data are
presented. The differences between spatial and non-spatial data are pointed out.



452 G. Ruß and R. Kruse

2.1 Data Categorization

A commonality among data collected in agriculture is that every data record has a spa-
tial location on the field, usually determined via (differential) GPS with a high degree
of precision. These data can roughly be divided into four classes as follows:

Yield Mapping has been a standard approach for many years. Based on maps of pre-
vious years’ yields, recommendations of farming operations for the current season
are determined.

Topography is often considered a valuable feature for data mining in agriculture. The
spatial location of data points (longitude, latitude) is a standard variable to be used
in spatial modeling. Furthermore, variables like elevation, slope and derivatives of
those values can be obtained easily.

Soil Sampling is a highly invasive means of acquiring data about a field. Furthermore,
it is labour-intensive and therefore rather expensive. Obtaining a high resolution of
soil sampling data therefore requires lots of effort. From soil sampling, variables
like organic matter, available minerals, water content etc. can be derived.

Remote Sensing recently has become a rather cheap and high-resolution data source
for data-driven agricultural operations. It usually consists of aerial or satellite imag-
ing using multiple spectral bands at different times into the vegetation period. From
those images, vegetation indices are derived and used for assessing the crop status.

2.2 Available Data

The data available in this work were collected during the growing season of 2007 on
two fields north of Köthen, Germany. The data for the two fields, called F440 and F611,
respectively, were interpolated using kriging [23] to a grid with 10 by 10 meters grid
cell sizes. Each grid cell represents a record with all available information. The fields
grew winter wheat, where nitrogen fertilizer was distributed over three application times
during the growing season.

Overall, for each field there are six input attributes – accompanied by the respective
current year’s yield (2007) as the target attribute. Those attributes will be described
in the following. In total, for the F440 field there are 6446 records, for F611 there
are 4970 records, thereof none with missing values and none with outliers. A short
statistical summary of the fields and variables can be found in Figure 1. In the following
sections, further details about the individual attributes is provided.

2.3 YIELD07

Here, yield is measured in metric tons per hectare ( t
ha ). For the yield ranges for the

respective years and sites, see Figures 1(a) and 1(b).

2.4 Apparent Electric Conductivity – EC25

A non-invasive method to discover and map a field’s heterogeneity is to measure the
soil’s apparent electrical conductivity. It is assumed that the EC25 readings are closely
related to soil properties which would otherwise have to be sampled in a time-consuming
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Fig. 1. Statistical Summary for the two available data sets (F440, F611)
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and expensive manner. Commercial sensors such as the EM-381 are designed for agri-
cultural use and can measure small-scale conductivity to a depth of about 1.5 metres.
There is no possibility of interpreting these sensor data directly in terms of its mean-
ingfulness as yield-influencing factor. But in connection with other site-specific data,
as explained in the rest of this section, there could be coherences. For a more detailed
analysis of this particular sensor, see, e.g. [5]. For the range of EC25 values encountered
in the available data, see Figures 1(a) and 1(b).

2.5 Vegetation – REIP32, REIP49

The red edge inflection point (REIP) is a second derivative value calculated along the
red edge region of the spectrum, which is situated from 680 to 750nm. Dedicated REIP
sensors are used in-season to measure the plants’ reflection in this spectral band. Since
the plants’ chlorophyll content is assumed to highly correlate with the nitrogen avail-
ability (see, e.g. [13]), the REIP value allows for deducing the plants’ state of nutrition
and thus, the previous crop growth. For further information on certain types of sensors
and a more detailed introduction, see [9] or [24]. Plants that have less chlorophyll will
show a lower REIP value as the red edge moves toward the blue part of the spectrum.
On the other hand, plants with more chlorophyll will have higher REIP values as the
red edge moves toward the higher wavelengths. Obviously, later into the growing sea-
son the plants are expected to have a higher chlorophyll content, which can easily be
assessed by visually comparing the REIP values in Figures 1(c) and 1(d). The numbers
in the REIP32 and REIP49 names refer to the growing stage of winter wheat, as defined
in [11].

2.6 Nitrogen Fertilizer – N1, N2, N3

The amount of fertilizer applied to each subfield can be measured easily. Since it is
a variable that can and should be influenced by the farmer, it does not appear in the
preceding categorization. Fertilizer is applied at three points in time into the vegetation
period, which is the standard strategy for most of Northwestern Europe [15]. The ranges
in the data sets can be obtained from Figures 1(a) and 1(b).

2.7 Spatial vs. Non-spatial Data Treatment

According to [7], spatial autocorrelation is the correlation among values of a single
variable strictly attributable to the proximity of those values in geographic space, intro-
ducing a deviation from the independent observations assumption of classical statistics.
Given a spatial data set, spatial autocorrelation can be determined using Moran’s I ([14])
or semivariograms. Spatial autocorrelation appears in such diverse areas as economet-
rics [1], geostatistics [6] and social sciences [10], among others. In practice, it is usually
also known from the data configuration whether spatial autocorrelation is existent. For
further information it is referred to, e.g., [6].

In previous articles using the above data, such as [17,21], the main focus was on
finding a suitable regression model to predict the current year’s yield sufficiently well.

1 Trademark of Geonics Ltd, Ontario, Canada.
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However, it should be noted that the used regression models, such as neural networks
[18,19] or support vector regression [17], among others, usually assume statistical inde-
pendence of the data records. However, with the given geo-tagged data records at hand,
this is clearly not the case, due to (natural) spatial autocorrelation. Therefore, the spatial
relationships between data records have to be taken into account. The following section
further elaborates upon this topic in detail.

3 Regression Techniques on Spatial Data

Based on the findings at the end of the preceding section, this section will present a
novel regression model for data sets which exhibit spatial autocorrelation. In classical
regression models, data records which appear in the training set must not appear in
the test set during a cross-validation learning setup. Due to classical sampling methods
which do not take spatial neighborhoods of data records into account, this assumption
may be rendered invalid when using non-spatial models on spatial data. This leads to
overfitting (overlearning) and underestimates the true prediction error of the regression
model. Therefore, the core issue is to avoid having neighboring or the same samples in
training and testing data subsets during a cross-validation approach.

As should be expected, the data sets F440 and F611 exhibit spatial autocorrelation.
Therefore, classical regression models must either be swapped against different ones
which take spatial relationships into account or may be adapted to accommodate spa-
tial data. In order to keep standard regression modeling techniques such as neural net-
works, support vector regression, bagging, regression trees or random forests as-is, a
meta-approach will be presented in the following. In a nutshell, it replaces the standard
sampling approach of the cross-validation process with an approach that is aware of
spatial relationships.

3.1 From Classical to Spatial Cross-Validation

Traditionally, k-fold cross-validation for regression randomly subdivides a given data
set into two (without validation set) or three parts: a training set, a validation set and a
test set. A ratio of 6:2:2 for these sets is usually assumed appropriate. The regression
model is trained on the training set until the prediction error on the validation set starts
to rise. Once this happens, the training process is stopped and the error on the test set
is reported for this fold. This procedure is repeated k times, with the root mean squared
error (RMSE) often used as a performance measure.

The issue with spatial data is that, due to spatial autocorrelation, almost identical
data records may end up in training and test set, such that the model overfits the data
and underestimates the error. Therefore, one possible solution might be to ensure that
only a very small number (if any) of neighboring and therefore similar samples end up
in training and test subsets. This may be achieved by adapting the sampling procedure
for spatial data. Once this issue has been accommodated, the cross-validation proce-
dure may continue as-is. A rather straightforward approach using the geo-tagged data
is described in the following.
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3.2 Employing Spatial Clustering for Data Sampling

Given the data sets F440 and F611, a spatial clustering procedure can be employed to
subdivide the fields into spatially disjunct clusters or zones. The clustering algorithm
can easily be run on the data map, using the data records’ longitude and latitude. De-
pending on the clustering algorithm parameters, this results in a tesselation map which
does not consider any of the attributes, but only the spatial neighborhood between data
records. A depiction of this clustering process can be found in Figures 2(a) and 2(b).
Standard k-means clustering was used with a setting of k = 20 clusters per field for
demonstration purposes. In analogy to the non-spatial regression treatment of these
data records, now a spatially-aware cross-validation regression problem can be handled
using the k zones of the clustering algorithm as an input for k-fold cross-validation.
Standard models, as described below, can be used straightforwardly, without requiring
changes to the models themselves. The experimental setup and the results are presented
in the following section.

It should be noted that this spatial clustering procedure is a broader definition of the
standard cross-validation setup. This can be seen as follows: when refining the cluster-
ing further, the spatial zones on the field become smaller. The border case is reached
when the field is subdivided into as many clusters as there are data records, i.e. each
data record describes its own cluster. In this special case, the advantages of spatial clus-
tering are lost since no spatial neighborhoods are taken into account in this approach.
Therefore, the number of clusters should be seen as a tradeoff between precision and
statistical validity of the model.

3.3 Regression Techniques

In previous work ([17,21]), numerous regression modeling techniques have been com-
pared on similar data sets to determine which of those modeling techniques works best.
Although those models were run in a non-spatial regression setup, it is assumed that
the relative differences between these models will also hold in a spatial cross-validation
regression setup. In the aforementioned previous work, support vector regression has
been determined as the best modeling technique when comparing the models’ root mean
squared prediction error. Hence, in this work support vector regression will serve as a
benchmark technique against which further models will have to compete. Experiments
are conducted in R [16], a link to the respective scripts is provided in Section 5.

Support Vector Regression. Support Vector Machines (SVMs) are a supervised learn-
ing method discovered by [2]. However, the task here is regression, so the focus is on
support vector regression (SVR) in the following. A more in-depth discussion can be
found in [8]. Given the training set, the goal of SVR is to approximate a linear function
f (x) = 〈w,x〉+ b with w ∈ R

N and b ∈ R. This function minimizes an empirical risk
function defined as

Remp =
1
N

N

∑
i=1

Lε(ŷ− f (x)), (1)

where Lε (ŷ− f (x)) = max((|ξ |− ε),0). |ξ | is the so-called slack variable, which has
mainly been introduced to deal with otherwise infeasible constraints of the optimization
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problem, as has been mentioned in [22]. By using this variable, errors are basically
ignored as long as they are smaller than a properly selected ε . The function here is
called ε-insensitive loss function. Other kinds of functions can be used, some of which
are presented in chapter 5 of [8].

To estimate f (x), a quadratic problem must be solved, of which the dual form, ac-
cording to [12] is as follows:

maxα ,α∗ − 1
2

N

∑
i=1

N

∑
j=1

(αi −α∗
i )(α j −α∗

j )K(xi,x j)− ε
N

∑
i= j

(αi + α∗
i )+

N

∑
i=1

yi(αi −α∗
i ) (2)

with the constraint that ∑N
j=1(αi−α∗

i ) = 0,αi,α∗
i ∈ [0,C]. The regularization parameter

C > 0 determines the tradeoff between the flatness of f (x) and the allowed number of
points with deviations larger than ε . As mentioned in [8], the value of ε is inversely pro-
portional to the number of support vectors. An adequate setting of C and ε is necessary
for a suitable solution to the regression problem.

Furthermore, K(xi,x j) is known as a kernel function which allows to project the
original data into a higher-dimensional feature space where it is much more likely to be
linearly separable. Some of the most popular kernels are radial basis functions (equa-
tion 3) and a polynomial kernel (equation 4):

K(x,xi) = e
− ||x−xi||2

2σ2 (3)

K(x,xi) = (〈x,xi〉+ 1)ρ (4)

The parameters σ and ρ have to be determined appropriately for the SVM to generalize
well. This is usually done experimentally. Once the solution for the above optimization
problem in equation 2 is obtained, the support vectors can be used to construct the
regression function:

f (x) =
N

∑
i=1

(αi −α∗
i )K(x,xi)+ b (5)

In the current experiments, the svm implementation from the e1071 R package has been
used.

Random Forests and Bagging. In previous work ([17]), one of the presented regres-
sion techniques were regression trees. They were shown to be rather successful, albeit
in a non-spatial regression setup. Therefore, this article considers an extension of re-
gression trees: random forests. According to [4], random forests are a combination of
tree predictors such that each tree depends on the values of a random vector sampled in-
dependently and with the same distribution for all trees in the forest. In the version used
here, the random forest is used as a regression technique. Basically, a random forest
is an ensemble method that consists of many regression trees and outputs a combined
result of those trees as a prediction for the target variable. Usually, the generalization
error for forests converges to a limit as the number of trees in the forest becomes large.
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Let the number of training cases be N and the number of variables in the regression
task be M. Then, each tree is constructed using the following steps:

1. A subset with size m of input variables is generated. This subset is used to deter-
mine the decision at a node of the tree; m � M.

2. Take a bootstrap sample for this tree: choose N times with replacement from all N
available training cases. Use the remaining cases to estimate the tree’s regression
error.

3. Randomly choose m variables from which to derive the regression decision at that
node; repeat this for each node of the tree. Calculate the best tree split based on
these m variables from the training set.

It should be noted that each tree is fully grown and not pruned. This is a difference from
normal regression tree construction. Random forests mainly implement the key ideas
from bagging, which is therefore explained in the following.

Bootstrap aggregating (or bagging) has first been described in [3]. It is generally de-
scribed as a method for generating multiple versions of a predictor and using these for
obtaining an aggregate predictor. In the regression case, the prediction outcomes are av-
eraged. Multiple versions of the predictor are constructed by taking bootstrap samples
of the learning set and using these as new learning sets. Bagging is generally consid-
ered useful in regression setups where small changes in the training data set can cause
large perturbations in the predicted target variables. Since random forests are a special
case of bagging where regression trees are used as the internal predictor, both random
forests and bagging should deliver similar results. Both techniques are available in the
R packages randomForest and ipred. Running them on the available data sets should
therefore deliver similar results, since the bagging implementation in the R ipred pack-
age internally uses regression trees for prediction as well. Therefore, the main difference
between random forests and bagging in this article is that both techniques are implicitly
run and reported with different parameters.

Performance Measurement. The performance of the models will be determined using
the root mean squared error (RMSE). For the RMSE, first the difference between an
actual target value ya and the model output value y is computed. This difference is
squared and averaged over all training examples before the root of the mean value is
taken, see equation 6.

RMSE =

√
1
n

n

∑
i= j

(yi − ya,i)2 (6)

4 Results

As laid out in the preceding sections, the main research target of this article is to as-
sess whether existing spatial autocorrelation in the data sets may fail to be captured
in standard, non-spatial regression modeling setups. The approach consists of a simple
comparison between a spatial and a non-spatial setup.
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Fig. 2. k-means clustering on F440 and F611 (the bottom figure has been rotated by 90 degrees)
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Fig. 3. Results for spatial cross-validation on F440/F611 fields, using 50 clusters and support
vector regression
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non-spatial setup. The non-spatial setup is similar to the one presented in [17], al-
though different data sets are used. A standard cross-validation procedure is per-
formed, where k is the number of folds. Support vector machines, random forests
and bagging are trained on the training set. The squared errors on the test set are
averaged and the square root is taken. The resulting value is reported in Table 1.

spatial setup. Since the amount of research effort into spatial data sets is rather sparse
when compared to this special setup, a simple, yet effective generic approach has
been developed. The spatial data set is clustered into k clusters using the k-means
algorithm (see Figure 2). This non-overlapping partitioning of the data set is then
used in a spatial cross-validation setup in a straightforward way. This ensures that
the number of neighboring data points (which are very similar due to spatial auto-
correlation) in training and test sets remains small. The root mean squared error is
computed similarly to the non-spatial setup above and may optionally be displayed
(see Figure 3).

The results in Table 1 confirm that the spatial autocorrelation inherent in the data set
leads classical, non-spatial regression modeling setups to a substantial underestimation
of the prediction error. This outcome is consistent throughout the results, regardless of
the used technique and regardless of the parameters.

Furthermore, it could be shown that for these particular data sets, random forests
or bagging yield more precise predictions than support vector regression. However,
the standard settings of the respective R toolboxes were used in both the spatial and
the non-spatial setup, therefore the difference between these setups will remain simi-
lar regardless of parameter changes. Nevertheless, changes to model parameters might
slightly change the outcome of the prediction accuracy and the ranking of the models in
terms of root mean squared error. The drawback is that parameter tuning via grid search
easily extends computation times by orders of magnitude.

Moreover, the spatial setup can be easily set to emulate the non-spatial setup: set k
to be the number of data records in the data set. Therefore the larger the parameter k is

Table 1. Results of running different setups on the data sets F440 and F611; comparison of
spatial vs. non-spatial treatment of data sets; root mean squared error is shown, averaged over
clusters/folds; k is either the number of clusters in the spatial setup or the number of folds in the
non-spatial setup

F440 F611
k spatial non-spatial spatial non-spatial

Support Vector Regression 10 1.06 0.54 0.73 0.40
20 1.00 0.54 0.71 0.40
50 0.91 0.53 0.67 0.38

Random Forest 10 0.99 0.50 0.65 0.41
20 0.92 0.50 0.64 0.41
50 0.85 0.48 0.63 0.39

Bagging 10 1.09 0.59 0.66 0.42
20 1.01 0.59 0.66 0.42
50 0.94 0.58 0.65 0.41
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set, the smaller the difference between the spatial and the non-spatial setup should be.
This assumption also holds true for almost all of the obtained results.

5 Conclusions and Future Work

This article presented a central data mining task: regression. Based on two data sets from
precision agriculture, a continuation and improvement over previous work ([17,21])
could be achieved. The difference between spatial data and non-spatial data was pointed
out. The implications of spatial autocorrelation in these data sets were mentioned. From
a statistical and machine learning point of view, neighboring data records in a spatially
autocorrelated data sets should not end up in training and test sets since this leads to
a considerable underestimation of the prediction error, possibly regardless of the used
regression model.

It can be concluded that it is indeed important to closely consider spatial relationships
inherent in the data sets. As a suggestion, the following steps should be taken: for those
data, the spatial autocorrelation should be determined. If spatial autocorrelation exists,
standard regression models must be adapted to the spatial case. A straightforward and
illustrative approach using simple k-means clustering has been described in this article.

5.1 Future Work

Despite having improved and validated upon the yield prediction task, the data sets
carry further information. Two rather interesting task are variable importance and man-
agement zones.

The first refers to the question which of the variables is actually contributing most
to the yield prediction task. This has practical implications for the farmers and sensor-
producing companies. A first non-spatial approach has been presented in [20] as a stan-
dard feature selection approach, which should accommodate the spatial relationships
in future implementations. The bagging approach presented in this article might be
considered.

The second refers to discovering interesting zones on the (heterogeneous) field which
should be managed differently from each other. This is a classical data mining question
where the k-means approach used in this article is likely to be considered.

Further material, including the R scripts for creating the figures in this article and
computing the results, can be found at http://research.georgruss.de/
?cat=24.
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Abstract. This paper reports on a mechanism to identify temporal spatial trends
in social networks. The trends of interest are defined in terms of the occurrence
frequency of time stamped patterns across social network data. The paper pro-
poses a technique for identifying such trends founded on the Frequent Pattern
Mining paradigm. The challenge of this technique is that, given appropriate con-
ditions, many trends may be produced; and consequently the analysis of the end
result is inhibited. To assist in the analysis, a Self Organising Map (SOM) based
approach, to visualizing the outcomes, is proposed. The focus for the work is the
social network represented by the UK’s cattle movement data base. However, the
proposed solution is equally applicable to other large social networks.

Keywords: Social Network Analysis, Trend Mining, Trend Visualization.

1 Introduction

A Social Network is an interconnected structure that describes communication (of some
form) between individuals. Social Network Mining is concerned with the identification
of patterns within such networks. Typical applications include: the identification of dis-
ease spreading patterns from dynamic human movement [2], monitoring users’ topics
and roles in email distributions [15], and filtering product ratings from online customer
networks for viral marketing strategies [7]. Social network mining approaches tend to
be founded on graph mining or network analysis techniques. Typically, social network
mining is undertaken in a static context, a “snapshot” is taken of the network which
is then analysed. Little work has been done on the dynamic aspects of social network
mining. Further, most current work does not take into consideration the relationship
between network nodes and their associated geographical location. The work described
in this paper seeks to address these two issues.

In the context of this paper, social networks are viewed in terms of a sequence of
snapshots taken of the network at discrete time intervals. The patterns of interest are
identified using Frequent Pattern Mining (FPM) techniques, which relate groups of
data items that frequently appear together. An adaptation of the Total From Partial
(TFP) FPM algorithm [5] is used, Trend Mining TFP (TM-TFP), to discover trends
in sequences of time stamped social networks. The trends are described in terms of sets
of frequency measures associated with specific frequent patterns that occur across the
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network. These sequences are conceptualised as time series or“trend lines”. However,
using the TM-TFP approach, given appropriate input conditions, a great many such
trends may be identified. The trends of interest are very much application dependent.
We may be interest in increasing or decreasing trends, or trends that represent seasonal
changes. In addition, we may wish to identify “flat” trend lines, or sudden changes in
trends. This paper therefore also suggests a visualisation technique, founded on a Self
Organising Map (SOM) approach, to cluster similar trends. This allows end users to
focus on the application dependent trend lines of interest.

The focus of the work described in this paper is the UK’s cattle movement database.
This is a UK government funded initiative, managed by The Department for Environ-
ment, Food and Rural Affairs (Defra), introduced in 1998 in response to a cattle disease
epidemic. The database records the movement of all cattle between pairs of locations in
Great Britain. As such, these locations can be viewed as network nodes, and the move-
ment of cattle as weighted links between node pairs. All data entries are time stamped,
and thus snapshots of the network can be obtained. Sequences of patterns, trends, can
thus be identified within the network. Similarly, each location (node) is referenced ge-
ographically and thus a spatial element can be added into the analysis. The activity
evidenced in the databases was grouped at monthly intervals to obtain a sequence of
“snapshots”. For any given month, the number of network nodes was in the region of
56,300, and the number of links in the region of 73,600, in other words the size of each
time stamped network was substantial.

The overall contribution of this paper may thus be summarized as follows. Firstly, a
mechanism for identifying spatial-temporal trends in large social networks is described.
Secondly, a technique is presented to support the analysis/visualisation of the outcomes
by clustering similar trends. Thirdly, a “real-life” application of the techniques is pre-
sented and evaluated.

The rest of this paper is organized as follows. Section 2 provides a brief background
of FPM, social network mining and the SOM technology used. Section 3 describes the
cattle movement database (social network) application. An overview of the proposed
spatio-temporal social network trend mining framework is then given in Section 4. A
full evaluation of the framework is reported in Section 5; and, finally, Section 6 provides
some conclusions.

2 Background

This section provides some necessary background to the work described in the rest of
this paper. It commences with a brief review of FPM, then continues with a considera-
tion of current work in trend mining, social network mining and SOM technique.

FPM was first popularized in the context of Association Rule Mining (ARM). The
catalyst ARM algorithm is generally acknowledged to be the Apriori algorithm [1].
Many alternative ARM and FPM algorithms have since been proposed. The FPM al-
gorithm used with respect to the work reported in this paper is the TFP (Total From
Partial) algorithm [5]. TFP uses a tree structure, the P-tree, in which partial support
counts are stored; and a second tree structure, the T-tree (a reverse set enumeration tree
data structure) facilitates fast “look up” ([4]). TFP offers advantages, with respect to
many other FPM algorithms, in terms of computational efficiency and storage.
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Trend mining is concerned with the identification of patterns that change over time.
Trends are typically defined in terms of time series. One example is Google Trends,
a public web facility recently introduced by Google to identify trends associated with
keyword search volume across various global regions and in various languages [22].
Trend recognition processes can be applied to qualitative and also to quantitative data,
such as forecasting financial market trends based on numeric financial data, and usage
of text corpi in business news [18]. In the context of this paper, trends are defined in
terms of the changing frequency of individual patterns. A similar concept has been
used in the context of Jumping Emerging Pattern (JEP) mining. For example in Khan
et al. [9], a moving window was used to identify such patterns (patterns whose support
changes significantly over time).

There has been a rapid increase in attention, within the data mining community, re-
garding social network analysis. This is because of the demand to exploit knowledge
from the large amount of data that has been collected with respect to the social behavior
of users in online environments. A social network depicts the structure of some social
entities, and normally comprise actors who are connected through one of more class
of links [20]. To analyze this structure, many social network analysis techniques have
been proposed which map and measure the relationships and flows between people, or-
ganizations, groups, computers or web sites. Social network mining can be applied in a
static context, which ignores the temporal aspects of the network; or in a dynamic con-
text, which takes temporal aspects into consideration. In a static context, we typically
wish either: (i) to find patterns that exist across the network, or (ii) cluster (group) sub-
sets of the networks, or (iii) build classifiers to categorize nodes and links. In addition,
given the dynamic context, we wish to identify trends or change points within social
networks. A further point of interest is the geographical relationships represented by
nodes. Given the availability of spatio-temporal data, we can determine the relationship
between nodes by evaluating the spatio-temporal co-occurences of events in social net-
works [14]. Thus, we are able to detect changes or abnormal patterns in comunnication
(movement) behaviour in the network.

Self Organising Maps (SOMs), or Self-Organizing Feature Map (SOFM), were first
proposed by Kohonen [11,10]. Essentially, SOMs are a neural network based technique
designed to reduce the number of data dimensions in some input space by project-
ing it onto a “map”, which plots the similarities of the input data by grouping similar
data items together (i.e. clustering the data). The algorithm is based on unsupervised
and competitive learning, and typically operates by first initialising a n × m matrix of
nodes where each node is to be associated with a cluster. Currently, there is no scientific
method for determining the best value for n, i.e. to identify how many clusters should
be represented by a SOM, however the n × m value does define a maximum num-
ber of clusters; in most cases, on completion of the SOM algorithm, some nodes will
be empty [6]. Since SOM are based on competitive learning, the output nodes on the
map compete among each other to be stimulated to represent the input data. Eventually,
some nodes can be empty without any input vectors. The authors implemented a SOM
using Matlab toolbox functions. The toolbox provided functions, based on the Kohonen
SOM algorithm, that determine the distance between input data and represented simi-
lar input data on the map [19]. A SOM approach was adopted because it could group



Trend Mining in Social Networks 467

similar trends, and thus enhance the analysis of the TM-TFP result, without requiring
prior input of the number of desired clusters (n × m). It also represented a “tried and
tested” approach that had been successfully used in many engineering applications such
as patterns recognition and process monitoring [12].

3 The Cattle Movement Data Base

The work described in this paper focuses on the UK Cattle Tracing System (CTS)
database. Nevertheless, the proposed technique is equally applicable to other types of
data sets with similar properties. The CTS is maintained by the British Cattle Movement
Service (BCMS). The CTS database is the core information source for Defra’s RADAR
(Rapid Analysis and Detection of Animal-related Risks) database with regard the birth,
death and movement of cattle in Great Britain. The required recording is undertaken
using a range of mechanisms including post, telephone and a dedicated website [21].
Cattle movements can be one off movements to final destinations, or movements be-
tween intermediate locations [16]. In short, the movement types include cattle imports,
movements between locations, on movement in terms of births and off movements in
terms of death. CTS was introduced in September 1998, and updated in 2001 to support
the disease control activities. Currently, the CTS database holds some 155 Gb of data.

The CTS database comprises a number of tables, the most significant of which are
the animal, location and movement tables. The animal table gives information about
each individual animal, referenced by an ID number, such as the breed of the animal
(185 different breads are recorded) and animal date of brith. The location table gives
details about individual locations, again referenced by a unique ID number, such as its
grid coordinates (Easting and Northing) and location type. The most common location
types are Agricultural Holding, Landless Keeper, Market, Common Land and slaugh-
terhouses. A total of thirteen different categories of location are recognised within the
database. The movement table, in the context of the work described here, is the most
significant. Each record in the movement table describes the movement of one animal
from a sender location to a receiver location. The table also includes the date of the
movement.

For the work described in this paper, information was extracted from these tables
into a single data warehouse that comprised sets of time stamped data “episodes”. The
temporal granularity used through out was one month. The number of CTS records
represented in each data episode was about 400,000, each record representing a cattle
movement instance. Each record in the warehouse comprised: (i) a time stamp, (ii) the
number of cattle moved, (iii) the breed, (iv) the senders location in terms of Eastings
and Northings, (v) the “type” of the sender’s location, (vi) the receivers location in
terms of Eastings and Northings, and (vii) the “type” of the receiver’s location. If two
different breeds of cattle were moved at the same time from the same sender location
to the same receiver location this would generate two records in the warehouse. The
maximum number of cattle moved between a pair of locations for a single time stamp
could be more than 40 animals.

In summary, the cattle movement warehouse can be interpreted as a social network
where nodes described farms or holding areas and links described cattle movements be-
tween farms and/or holding areas. The number of animals moved, of a given breed type,
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between any pair of nodes, was regarded as a link weighting. The spatial magnitude of
movement between nodes can be derived from the location grid values.

By applying the proposed spatio-temporal trend mining technique to the CTS social
network, trends describing cattle movements, across time and space, can be identified.
Within these trends we can also identify sub-trends, i.e. trends contained within trends.
As noted above, a trend describes the fluctuations of the frequency of a frequent pattern
over time. Frequent patterns often contain sub-patterns (sub-sets) which also have trend
lines associated with them. Trend-lines belonging to such patterns are identified as sub-
trends of the trends associated with the parent (super-set) patterns. Generally, sub-trends
display similar trends to their parent trends, but not necessarily so.

Some previous studies of the CTS database have been conducted. Green and Kao
[8], who conducted an analysis of the CTS database, confirmed that the number of
movement record decreased as the distance between farm location increase. Another
significant example is the study undertaken by Robinson and Christley [17], who iden-
tified a number of trends in the database. These trends demonstrated that the UK cattle
population was in constant flux, and that both seasonal and long term patterns might be
identified to support model predictions and surveillance strategies. However, Robinson
and Christley’s study was very “high level” and considered temporal trends across the
entire CTS database without acknowledging spatial factors. The approach describes in
this paper serves to identify trends that exhibit both spatial and temporal aspects.

4 The Social Network Trend Mining Framework

This section provides an overview of the proposed social network trend mining frame-
work. The framework comprises two principal components: (i) the trend mining unit,
and (ii) the visualization unit. A block diagram giving a high level view of the frame-
work is presented in Figure 1.

The Trend Mining unit (represented by the elements in the top half of Figure 1) is
responsible for the identification of trend lines, one per identified pattern, across the
input social network. An established FPM algorithm, TFP [5] (introduced in Section 2)
was extended for this purpose. The resulting software, Trend Mining TFP (TM-TFP),
took as input a sequence of time stamped binary valued data tables, and a minimum
support threshold (S); and produced a sequence of trend lines. It should be noted that
if a particular pattern, at a particular time stamp, fell below the support threshold it was
deemed to be “not relevant” and an occurance value of 0 was recorded in the trend line,
however the pattern was not “thrown away”. TM-TFP utilizes the T-tree and P-tree data
structures used in TFP. These were essentially set enumeration tree structures designed
to enhance the efficiency of the TFP algorithm. In addition, TM-TFP made use of a
further tree data structure, the TM tree, that combined the identified frequent item sets
into trend lines.

The visualization unit was developed using the SOM Toolbox in Matlab [19]. The
toolbox made use of functions and learning processes based on the Kohonen SOM al-
gorithm. The authors extended the software to produce prototype and trend line maps.
As will be illustrated in the following section, the prototype map displays the character-
istics of each identified trend line cluster, while the trend lines map gives information
regarding the number of trends that exist in each cluster.
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Fig. 1. Block diagram outlining social network trend mining framework

5 Evaluation

To evaluate the proposed framework, numerous experiments were conducted, the most
significant of which are reported in this section. All the reported experiments were
directed at the cattle movement database introduced in Section 3. This section is di-
vided into three Sub-sections as follows. Sub-section 5.1 describes the necessary pre-
processing conducted on the input data. Sub-section 5.2 reports on the evaluation of the
TM-TFP algorithm. Sub-section 5.3 considers the SOM visulalisation/clustering mech-
anism adapted to support the anlysis of the trend lines identifyed using TM-TFP.

5.1 Data Preprocessing, Normalisation and Discretisation

Several subsets of the CTS database were used for the evaluation. These ranged from
between six month’s of data to two year’s of data time stamped at monthly intervals.
There were twenty four monthly data sets collected from within the time period of
January 2005 to December 2006 inclusive.

The FPM algorithm used, TFP [5], in common with most other FPM algorithms, op-
erates using binary valued data. The data had therefore to be normalised and discretized.
The Easting and Northing coordinate values were divided into k kilometer sub-ranges,
experiments using both k = 50 and k = 100 were conducted. The effect of this rang-
ing was to sub-divide the geographic area represented by the CTS into a k × k grids,
allowing for the inclusion of trends that express both spatial and temporal relationships.
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The number of cattle moved value (m) was discretised into five sub ranges: m ≤ 10 ,
11 ≤ m ≤ 20 , 21 ≤ m ≤ 30 , 31 ≤ m ≤ 40 and m > 40. The non-linear distribution
was used so that a roughly equal proportion of records was included in each sub-range.
The end result of the normalisation/discretisation exercise was a table schema compris-
ing 265 attributes where k = 100, and 305 attributes where k = 50.

5.2 Evaluation of TM-TFP

This Sub-section presents an analysis of the proposed TM-TFP algorithm. Experiments
were conducted using a sequence of support thresholds: S = 2%, S = 5% and S = 8%.
Four different temporal windows were used, 6 months, 12 months, 18 months and 24
months, corresponding to 6, 12, 18 and 24 data episodes respectively. In this analysis,
the Easting and Northing coordinate of datasets were normalised according to 100 km
grid squares (i.e. k = 100).

TM-TFP identified frequent patterns within each time stamped data episode, with
their individual support values. These patterns were then related across the data to iden-
tify trend lines. The total number of trend lines identified, using support thresholds of
2%, 5% and 8% are presented in Table 1. For example, for the six month data input, for
S = 2%, 1993 trend lines were identified; while with S = 5%, 523 trend lines were
identified, and with S = 8% 222 trend lines. From Table 1, it can be seen that a great
many trend lines are discovered. As the temporal window is increased there is a cor-
responding (although slight) increase in the number of identified trend lines. As would
be expected, increasing the support value had the effect of decreasing the number of
identified patterns (trends), but at the risk of missing potentially significant trends.

Table 1. Number of trend lines identified
using TM-TFP algorithm when k = 100

Duration Support Threshold
(months) 2 5 8

6 1993 523 222
12 2136 563 242
18 2175 570 248
24 2204 580 257

Table 2. Run time values (seconds) using
the TM-TFP algorithm

Duration Support Threshold
(months) 2 5 8

6 39.52 29.09 28.11
12 78.58 58.91 55.43
18 114.85 88.12 83.02
24 156.96 118.61 115.48

For completeness, Table 2 presents a sequence of “run time” values for the reported
sequence of experiments so as to give an indication of the time complexity of the TM-
TFP trend mining algorithm. Increases in the size of the temporal window (number of
data episodes) and the support thresholds gave rise to corresponding linear increases in
TM-TFP run time.

5.3 Evaluation of SOM Visualisation

From the above, it can be seen that a great many trends can be identified, the number
of trends increases as the temporal window size is increased, and the support value is
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decreased. This presents a challenge concerning the analysis and interpretation of the
identified trend lines. More generally, we can observe that powerful mining algorithms,
such as TM-TFP, may overwhelm the end user with too many patterns. Further, the
trend lines produced by algorithms such as TM-TFP can occur in many shapes.

The proposed solution is to use a SOM approach to cluster the trends, and conse-
quently ease the interpretation. As noted in Section 2, a SOM consists of several nodes
with associated prototypes. A prototype is a vector of the same dimensionality as the
original data. The training algorithm adjusts the prototypes, enabling the SOM to spa-
tialy order high-dimensional data in much lower dimensional space whilst maintaining
complicated underlying relationships and distributions. Time series can be presented to
the trained SOM whereby the node with the most similar prototype is declared the win-
ner. Similarity may be determined in a number of ways but the most straight forward
is the Euclidean distance measure. Due to the training process, we can expect similar
time series to be won by spatially close nodes. Hence, if nodes are arranged as a two
dimensional grids, we may expect nodes in the top left corner to win time series of
very different shapes in comparison to those in the lower right corner. This is a very
useful property of SOMs. Furthermore, large numbers of time series can be reduced
to a few meaningful coordinates whilst maintaining their underlying relationships. Do-
main experts can combine neighbouring nodes to form clusters, reducing the number of
patterns even further. This might lead to a handful of clusters containing (say) steady,
increasing, decreasing and constantly changing time series.

Fig. 2. SOM frequent patterns(S = 2%)
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Fig. 3. SOM frequent patterns (S = 5%)

For the analysis described in this Sub-section, the SOM was seeded with 6×4 nodes,
each node representing a cluster. The authors have tested several sizes of SOM to gen-
erate clusters of trend lines. However, there is no specific method to determine the most
appropriate size of a SOM map, and a 6 × 4 was found to be the most effective. The
bigger the n × m size of a SOM map the greater the possible number of clusters that
may be identified. For example, in medical images clustering, it has been shown that
a higher size SOM gives a better image clustering results [3]. For discussion purposes,
in this Sub-section, nodes are sequentially numbered by row, reading from top-left to
bottom-right. Recall that each trend line represents a sequence of support values. Thus,
the authors applied a distance function1 and a neighbourhood function2 to determine
similarity. The visualization results are presented in Figures 2, 3 and 4 for a sequence
of support thresholds (S = 2%, S = 5% and S = 8%) using the twenty four month
data set, the largest of the four data sets experimented with. Each figure comprises a
pair of “maps”, the top map presents the prototypes for the identified clusters and the
below map the trends contained in each cluster. As might be expected more clusters
were found with S = 2% than with S = 5% and S = 8%. Further analysis verified
that subsets of the frequent patterns tended to be included in the same cluster as their
supersets. Thus, in each cluster, only certain attribute labels/columns were combined;

1 Euclidean function is the distance function used to calculate shortest distance.
2 Gaussian function is used to determine the neighbourhood size on the map.
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Fig. 4. SOM frequent patterns (S = 8%)

therefore providing for more effective, focused and understandable result interpretation
by the end user.

Some specific trend examples (taken from Figures 2, 3 and 4) are: (i) the pattern
(Sender holding locations in area B and movement 25-30 animals of Breed British
Friesian and receiver holding locations in area D) is in constant flux across the 24
months (area B and D are identifiers for specific grid squares in the geographic area
under consideration), and (ii) the pattern (Movement 20-25 animals and Breed High-
land and gender female) is static across the time period. The largest number of trends
contained in a single cluster was 360 (node 10 in Figure 2). Some nodes, for example
numbers 2, 3, 4, 7, 8, 9 and 15 in Figure 2, show “clear-cut” types of trend lines in
the respective clusters. Regardless of the “outlier” trend lines shown in each node, the
prototype SOM portrays the prototype trends in each node.

The maps presented in Figures 3 and 4 (for S = 5% and S = 8%) show similar clus-
ters. Further analysis established that this was because use of a lower support threshold
resulted mostly in the identification of subsets of those identified using S = 8% (al-
though for S = 2% additional patterns were also discovered that were not found using
S = 8%).

In all cases, the maps identified similar prototypes indicating that if we are only in-
terested in identifying prototypes a higher support threshold, which offers the advantage
of greater computational efficiency, is sufficient. By applying the SOM technique, the
authors were able to provide a lower dimension of prototypes to represent a substantial
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number of generated trend lines. In each node, trend lines exhibit the frequent itemsets
which include all the possible combination of attributes that carry spatial and temporal
features. Thus, the changes or fluctuation can be perceived easily for further analysis.

6 Conclusions

In this paper, the authors have described a framework for identifying and visualising
spatio-temporal trends in social networks. The trends were defined in terms of trend
lines (in effect time-series) representing the frequency of occurrence of individual pat-
terns with time. Firstly, the trends were identified (the first element of the two part
framework) using an extension of the TFP algorithm, TM-TFP. The challenge of TM-
TFP was that, given a realistically sized database, a great many trends could be iden-
tified making them difficult to analyse. Secondly, to addressed the analysis issue, the
framework used a SOM based clustering mechanism which allowed for similar trends
to be grouped together. The advantage offered was that this would allow decision mak-
ers, and other end users, to focus on relevant trends.

The framework was evaluated using the UK’s Cattle Tracking System (CTS) data
base. More specifically, it was applied to sequences of snapshots of the database cov-
ering from six months to two years of data. The main findings may be summarized as
follows:

1. TM-TFP can successfully identify trends in large social networks with reasonable
computational efficiency.

2. The SOM clustering/visualisation technique provides a useful mechanism for group-
ing similar trends.

3. From the SOM, to ease decision makers to spot trend lines in each cluster for further
investigation to be taken.

The research team have been greatly encouraged by the results produced to date and
are currently investigating further mechanisms where by understanding and advanced
analysis of the identified trends can be facilitated.
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Abstract. Spam is serious problem that affects email users (e.g. phish-
ing attacks, viruses and time spent reading unwanted messages). We
propose a novel spam email filtering approach based on network-level
attributes (e.g. the IP sender geographic coordinates) that are more
persistent in time when compared to message content. This approach
was tested using two classifiers, Naive Bayes (NB) and Support Vec-
tor Machines (SVM), and compared against bag-of-words models and
eight blacklists. Several experiments were held with recent collected le-
gitimate (ham) and non legitimate (spam) messages, in order to simulate
distinct user profiles from two countries (USA and Portugal). Overall,
the network-level based SVM model achieved the best discriminatory
performance. Moreover, preliminary results suggests that such method
is more robust to phishing attacks.

Keywords: Anti-Spam filtering, Text Mining, Naive Bayes, Support
Vector Machines.

1 Introduction

Email is a commonly used service for communication and information sharing.
However, unsolicited e-mail (spam) emerged very quickly after email itself and
currently accounts for 89% to 92% of all email messages sent [13]. The cost
of sending these emails is very close to zero, since criminal organizations have
access to millions of infected computers (known as botnets) [17]. Spam consumes
resources, such as time spent reading unwanted messages, bandwidth, CPU and
disk [7]. Also, spam is an intrusion of privacy and used to spread malicious
content (e.g. phishing attacks, online fraud or viruses).

The majority of the current anti-spam solutions are based on [3]: Content-
Based Filtering (CBF) and Collaborative Filtering (CF). CBF is the most pop-
ular anti-spam approach, using message features (e.g. word frequencies) and

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 476–489, 2010.
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Data Mining (DM) algorithms (e.g. Naive Bayes) to discriminate between legit-
imate (ham) and spam messages. CF works by sharing information about spam
messages. One common CF variant is the DNS-based Blackhole List (DNSBL),
also known as blacklist, which contains known IP addresses used by spammers.
CF and CBF can also be combined. For example, a blacklist is often used at
a server level to tag a large number of spam. The remaining spam can be de-
tected later by using a personalized CBF at the client level (e.g. Thunderbird
SpamBayes, http://www.entrian.com/sbwiki).

Spam content is very easy to forge in order to confuse CBF filters. For exam-
ple, normal words can be mixed into spam messages and this heavily reduces the
CBF performance [15]. In contrast, spammers have far less flexibility in changing
network-level features. Yet, the majority of the spam research gives attention
to content and the number of studies that address network-level properties is
scarce. In 2005, Leiba et al. [11] proposed a reputation learning algorithm that
is based on the network path (from sender to receiver) of the message. Such
algorithm obtained a high accuracy when combined with a CBF bayesian filter.
Ramachandran and Feamster [17] have shown that there are spam/ham differ-
ences for several network-level characteristics (e.g. IP address space), although
the authors did not test these characteristics to filter spam using DM algorithms.
More recently, transport-level properties (e.g. TCP packet stream) were used to
classify spam messages, attaining a classification accuracy higher than 90% [1].

In this paper, we explore network-level characteristics to discriminate spam
(see Section 2.1). We use some of the features suggested in [17] (e.g. operating
system of sender) and we also propose new properties, such as the IP geographic
coordinates of the sender, which have the advantage of aggregating several IPs.
Moreover, in contrast with previous studies (e.g. [11,1]), we collected emails from
two countries (U.S. and Portugal) and tested two classifiers: Naive Bayes and
Support Vector Machines (Section 2.2). Furthermore, our approach is compared
with eight DNSBLs and CBF models (i.e. bag-of-words) and we show that our
strategy is more robust to phishing attacks (Section 3).

2 Materials and Methods

2.1 Spam Telescope Data

To collect the data, we designed and developed the spam telescope repository.
The aim of this repository is to perform a longitudinal and controlled study
by gathering a significant slice of the world spam traffic. Spam was harvested
by setting several spam traps; i.e. fake emails that were advertised through the
Internet (e.g. Web pages). To collect ham, we created email addresses what were
inscribed in moderated mailing lists with distinct topics. Figure 1 shows the
proportions of mailing list topics that were used in our datasets. For both spam
and ham collection, we tried to mimic real users from two countries: U.S. and
Portugal (PT). For instance, we first registered a U.S. domain (.com) and then
set the corresponding Domain Name System (DNS) Mail Exchange (MX) record.
Next, the USA spam traps were advertised in USA popular Web sites and the
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Fig. 1. Pie charts showing the distribution of mailing list topics for each dataset

USA ham emails were inscribed in 12 USA mailing lists. A similar procedure
was taken to harvest the Portuguese messages (e.g. .pt domain).

All spam telescope messages were gathered at a specially crafted server. This
server uses virtual hosting to redirect addresses from distinct Internet domains
and runs a customized Simple Mail Transfer Protocol (SMTP) program called
Mail Avenger (http://www.mailavenger.org). We set Mail Avenger to tag each
received message with the following information:

– IP address of the sender and a traceroute to this IP;
– Operating System (OS) of the sender, as estimated from a passive p0f TCP

fingerprint;
– lookup at eight DNSBLs: cbl.abuseat.org (B1), dnsbl.sorbs.net (B2), bl.-

spamcop.net (B3), sbl-xbl.spamhaus.org (B4), dul.dnsbl.sorbs.net (B5), zen.-
spamhaus.org (B6), psbl.surriel.com (B7) andblackholes.five-ten-sg.com(B8).
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Table 1. Network-level attributes

Attribute Domain

NHOP – number of hops/routers to sender {8,9,. . .,65}
Lat. – latitude of the IP of sender [-42.92◦,68.97◦]
Long. – longitude of the IP of sender [-168.10◦ ,178.40◦]
OS – operating system of sender {windows,linux,other,unknown}

Table 2. Summary of the Spam Telescope corpora

setup ham main #mailing #ham total spam time
language lists senders size /ham period

US1 English 6 343 3184 1.0 [23/Apr./09,9/Nov./09]
US2 English 6 506 3364 1.0 [21/Apr./09,9/Nov./09]
PT Portuguese 7 230 1046 1.0 [21/May/09,9/Nov./09]
US1PT Eng./Port. 13 573 4230 1.0 [23/Apr./09,9/Nov./09]
USWBS English 6 257 612 0.2 [21/Apr./09,9/Nov./09]

The four network-level properties used in this study are presented in Table 1.
Instead of using direct IP addresses, we opt for geographic coordinates (i.e.
latitude and longitude), as collected by querying the free http://ipinfodb.com
database. The geographic features have the advantage of aggregating several
IPs. Also, it it known that a large fraction of spam comes from specific regions
(e.g. Asia) [17]. The NHOP is a distance measure that was computed using the
traceroute command. The passive OS signatures were encoded into four classes:
windows – if from the MS family (e.g. windows 2000); linux (if a linux kernel is
used); other (e.g. Mac, freebsd, openbsd, solaris); and unknown (if not detected).

In this study, we collected recent data, from April 21st April to November
9th 2009. Five datasets were created in order to mimic distinct and realistic user
profiles (Table 2). The US1 set uses ham from 6 mailing lists whose members
are mostly U.S. based, while US2 contains ham from different U.S. lists and
that is more spread through the five continents (Figure 2). Regarding the spam,
the data collected from the U.S. traps was added into US1 and US2, while PT
includes only features extracted from Portuguese traps. The mixture of ham
and spam was based on the time that each message was received (date field),
which we believe is more realistic than the sampling procedure adopted in [14].
Given the large number of experiments addressed in this work, for US1, US2
and PT we opted to fix the global spam/ham ratio at 1. Yet, it should be
noted that the spam/ham ratios fluctuate through time (right of Figure 5). The
fourth set (US1PT) merges the data from US1 and PT, with the intention of
representing a bilingual user (e.g. Portuguese but working in U.S.). Finally, the
U.S. Without Blacklist Spam (USWBS) contains ham and spam from US2. The
aim is to mimic a hybrid blacklist-filter scenario, thus all spam that was detected
by any of the eight DNSBLs was removed from US2. For this last set, we set
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Fig. 2. Distribution of geographic IP of sender (black squares denote ham, gray circles
show spam) for the used datasets

the spam/ham ratio to a realistic 0.2 value, since in such scenario most spam
should be previously detected by the DNSBLs. Figures 2, 3 and 5 show several
examples of ham/spam differences when analyzing the network-level attributes.

2.2 Spam Filtering Methods

We adopted two DM classifiers, Naive Bayes (NB) and Support Vector Machine
(SVM), using the R statistical tool [16] (e1071 and kernlab packages) [16]. The
NB algorithm is widely adopted by anti-spam filtering tools [3]. It computes the
probability that an email message j ∈ {1, . . . , N} is spam (class s) for a filter
trained over D data with N examples:

p(s|xj) = β · p(s)
m∏

i=1

p(xi|s) (1)

where β is normalization constant that ensures that p(s|x)+p(¬s|x) = 1, p(s) is
the spam frequency of dataset D and xi denotes the input feature i ∈ {1, . . . , m}.
The p(xi|s) estimation depends on the NB version. We used the multi-variate
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Fig. 3. Operating system histograms for the US1 dataset (left ham, right spam)

Gauss NB that is implemented in the R tool [14]:

p(xi|c) =
1

σi,c

√
2π

exp− (xij − μi,c)2

2σ2
i,c

(2)

where it is assumed each attribute (xi) follows a normal distribution for each
c = s or c = ¬s categories and the mean (μi,c) and typical deviation (σi,c) are
estimated from D.

The Support Vector Machine (SVM) is a more powerful and flexible learner,
capable of complex nonlinear mappings [5]. SVMs are particularly suited for
classification tasks and thus they have been naturally applied to spam detection
[8]. The basic idea is transform the input xj ∈ �m into a high f -dimensional
feature space by using a nonlinear mapping. Then, the SVM finds the best linear
separating hyperplane, related to a set of support vector points, in the feature
space. The transformation depends on a nonlinear mapping that does not need
to be explicitly known but that depends of a kernel function. We opted for the
popular gaussian kernel, which presents less parameters and numerical difficulties
than other kernels (e.g. polynomial):

K(xj ,x′
j) = exp(−γ||xj − x′

j ||2), γ > 0 (3)

The probabilistic output SVM computes [12]:

f(xj) =
∑

p∈SV ypαpK(xp,xj) + b

p(s|xj) = 1/(1 + exp(Af(xj) + B))
(4)

where SV is the set of support vectors, yj ∈ {−1, 1} is the output for message
j (if spam yj=1, else yj = −1), b and αp are coefficients of the model, and A
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and B are determined by solving a regularized maximum likelihood problem.
Under this setup, the SVM performance is affected by two parameters: γ, the
parameter of the kernel, and C, a penalty parameter. Since the search space
for these parameters is high, we heuristically set the least relevant parameter
to C = 3 [4]. For NSV and to avoid overfitting, γ is set using a grid search
(i.e. γ ∈ {2−15, 2−13, . . . , 23}). During this search, the training data was further
split into training (first 2/3 of D) and validation sets (last 1/3). Then, the
best γ (i.e. with the highest AUC in the validation set) was selected and the
model was retrained with all D data. Since the WSV model requires much more
computation (with up to 3000 features when compared with the 4 NSV inputs),
for this model we set γ = 2−3.

DM models such as NB and SVM are harder to interpret when compared
with simpler methods (e.g multiple regression). Still, it is possible to extract
knowledge in terms of input relevance by using a sensitivity analysis procedure
[6]. This procedure is applied after the training phase and analyzes the model
responses when the inputs are changed. Let p(s|x(l)) denote the output obtained
by holding all input variables at their average values except xa, which varies
through its entire range with l ∈ {1, . . . , L} levels. If a given input variable
(xa ∈ {x1, . . . , xm}) is relevant then it should produce a high variance (Va).
Thus, its relative importance (Ra) can be given by:

Va =
∑L

l=1 (p(s|x(l)) − p(s|x(l)))2/(L − 1)
Ra = Va/

∑m
i=1 Vi × 100 (%)

(5)

In this work, we propose novel filters based on network-level inputs and compare
these with bag-of-words models and blacklists. For the first two classes of filters,
we tested both NB and SVM algorithms using either network based attributes
or word frequencies. The complete set of models includes:

– NNB and NSV, NB and SVM classifiers using the four inputs from Table 1;
– WNB and WSV, NB and SVM using word frequencies;
– Eight blacklist based models (B1,. . .,B8), where spam probabilities are set

to p(s|xj) = 1 if the IP is present in the corresponding DNSBL, else it is 0;
– finally, the All Blacklist (AB) method that outputs p(s|xj) = 1 if any of the

eight DNSBLs was activated, otherwise it returns 0.

Regarding the bag-or-words models (WNB and WSV), we used the preprocess-
ing adopted in [7]. First, all attachments are removed. In the case of ham, all
mailing list signatures are also deleted. Then, word frequencies are extracted
from the subject and body message (with the HTML tags previously removed).
Next, we apply a feature selection that is based in ignoring any words whose
frequency is lower than 5 in the training set (D) and then selecting up to the
3000 most relevant words according to a mutual information criterion. Finally,
we apply a TF-IDF and length normalization transform to the word frequencies.
All preprocessing was performed using the perl [2] and R languages [16].
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2.3 Evaluation

To access the predictive performances, we adopted the realistic incremental re-
training evaluation procedure, where a mailbox is split into batches b1, . . . , bn of
k adjacent messages (|bn| may be less than k) [14]. For i ∈ {1, . . . , n − 1}, the
filter is trained with D = b1 ∪ . . . ∪ bi and tested with the messages from bi+1.

For a given probabilistic filter, the predicted class is given by: s if p(s|xj) > D,
where D ∈ [0.0, 1.0] is a decision threshold. For a given D and test set, it is
possible to compute the true (TPR) and false (FPR) positive rates:

TPR = TP/(TP + FN)
FPR = FP/(FP + TN) (6)

where TP , FP , TN and FN denote the number of true positives, false positives,
true negatives and false negatives. The receiver operating characteristic (ROC)
curve shows the performance of a two class classifier across the range of possible
threshold (D) values, plotting FPR (x-axis) versus TPR (y-axis) [9]. The global
accuracy is given by the area under the curve (AUC =

∫ 1

0
ROCdD). A random

classifier will have an AUC of 0.5, while the ideal value should be close to 1.0.
With the incremental retraining procedure, one ROC is computed for each bi+1

batch and the overall results are presented by adopting the vertical averaging
ROC (i.e. according to the FPR axis) algorithm presented in [9]. Statistical
confidence is given by the t-student test [10].

3 Experiments and Results

We tested all methods from Section 2.2 in all datasets from Table 2 and using
a retraining evaluation with a batch size of k = 100 (a reasonable value also
adopted in [14]). The obtained results are summarized as the mean of all test
sets (bi+1, i ∈ {1, . . . , n − 1}), with the respective 95% confidence intervals and
shown in Tables 3 and 4. To increase clarity, we only show the best blacklist
(B6) in Table 3. In the tables, the best values are in bold, while underline
denotes a statistical significance (i.e. p-value<0.05). In Table 3, the significance
was computed for a paired t-test comparison (with Bonferroni correction) of the
network-level approach against AB and the corresponding bag-of-words method
(e.g. NSV vs AB and WSV). In Table 4, the paired t-test is performed against
the second best blacklist (B4).

Under the AUC metric and for all setups, the NSV method is the best choice
and the obtained results are of high quality (from 95.3% to 99.8%). The NNB is
the second best filter for the last three datasets. It is also interesting to notice
that both NSV and NNB are robust to a geographic spread of the ham origin,
since there is only a slight decrease (0.4 and 0.8 pp) when comparing US2 and
US1 filtering performances. For WSV, the detection capability is higher when
there is Portuguese ham (PT and US1PT). This was an expected behavior,
since most spam is written in English. The bag-of-words performances decrease
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Table 3. Comparison among the main filters (AUC test set results, in %)

setup B6 AB WNB WSV NNB NSV

US1 98.0±0.8 98.9±0.5 73.0±4.7 75.8±2.2 98.7±0.6 99.8±0.2

US2 98.1±0.7 98.9±0.6 65.4±2.7 77.0±2.3 97.9±0.8 99.4±0.5

PT 83.9±4.5 89.0±3.4 71.4±7.5 82.1±5.1 95.6±1.5 97.3±1.6

US1PT 94.5±0.9 96.3±0.8 68.4±3.4 78.2±2.0 98.2±0.5 99.2±0.4

USWBS 50.0±0.0 50.0±0.0 50.1±0.3 63.6±7.6 94.7±3.4 95.3±3.6

Table 4. Blacklist filter performances (AUC test set results, in %)

setup B1 B2 B3 B4 B5 B6 B7 B8

US1 87.6±1.2 80.2±1.8 80.8±1.6 87.7±1.2 58.7±1.1 98.0±0.8 74.3±2.6 67.1±2.6

US2 88.7±1.2 80.3±2.0 79.4±2.0 88.9±1.2 59.2±1.0 98.1±0.7 74.0±2.6 67.5±3.0

PT 76.0±3.8 74.7±2.1 69.1±3.7 78.0±4.2 59.0±3.0 83.9±4.5 65.5±3.0 63.0±4.5

US1PT 84.5±1.0 79.0±1.5 77.2±1.1 85.2±0.9 58.7±1.1 94.5±0.9 72.2±1.8 66.2±2.0

substantially for the last setup, showing that the spam that is not detected in
blacklists is more difficult to classify based on content. However, our network-
level based methods still obtained high AUC values, around 95%. When using
the same inputs, the SVM algorithm is always better when compared with NB,
with an average improvement of 1.2 pp for the network-level features and 9.7 pp
for the bag-of-words attributes.

Regarding the blacklist comparison (Table 4), B6 is clearly the best filter.
Overall, the second best DNSBL is B4, followed by B1. For all setups, three
blacklists (B5, B7 and B8) are outperformed by the WSV model. B5 is the worst
filter, with no average AUC value above 60%. For all DNSBLs except B5, the
worst performance is achieved for the Portuguese dataset (PT). This outcome
was expected, since the tested blacklists are international and thus may fail in
mapping more country specific spam.

The full ROC analysis is given in Figure 4. To increase clarity, we only selected
the best and worst blacklists (B6 and B5). The ROC curve allows the definition
of different filtering profiles, according to the user needs. In the studied datasets,
the blacklists never output a false positive. Thus, for B6 and AB, the TPR values
are high when FPR is zero. For the spam domain, this is an important point of
the ROC curve, since often the cost of losing normal e-mail (FP ) is much higher
than receiving spam (FN). This is particularly true if the email client action
is set to delete messages marked as spam. For this decision point, AB, followed
by B6, are the best filters, except for US1 and USWBS, where NSV is the best
option. For larger admissible values of FPR, NSV gives the best TPR values. It
should be noted that for some users, this is an interesting scenario, as the cost
of receiving spam can also be high, due to an higher vulnerability to phishing
attacks, viruses or online fraud, while not all ham is important. Since often email
clients move messages marked as spam to a different folder, false positives could
still be read by the user.
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Table 5. Filter responses to phishing messages (values above 0.5 are in bold)

setup B6 AB WNB WSV NNB NSV

US1 0.00 1.00 0.00 0.62 1.00 0.99
US1 0.00 1.00 0.00 0.36 1.00 0.98
US2 1.00 1.00 1.00 0.28 1.00 1.00
PT 0.00 0.00 1.00 0.35 1.00 0.91
US1PT 0.00 0.00 1.00 0.29 0.00 0.96

The average network-level feature importances for NSV are plotted in Fig-
ure 6. The bar plots show the Ra values, while the whiskers denote the 95%
confidence intervals. The US1 importance bars are not shown, since they are
similar to US2. All four attributes contribute to the model, although their rela-
tive influences vary. For example, the operating system (OS) is the most relevant
feature for the US datasets, although it is the least important input for PT. On
the other hand, the length of the message path (NHOP) is most relevant at-
tribute for PT and US1PT.

To study the filtering vulnerability to phishing email attacks, we searched
within the datasets for spam messages asking for user password details (e.g.
related to a bank online account). Five messages were found and the respective
spam probability predictions (p(s|xj)) are shown in Table 5. The first column of
the table shows the dataset that contained such messages. Although the number
of examples is not enough for a more definitive conclusion, the results seem to
favor the network-level based methods. For a decision threshold of D = 0.5, NSV
detects all attacks, while NNB predicts four. The less robust methods are B6
and WSV.

4 Conclusions

In this work, we proposed a new spam filtering approach that is based on four
network-level attributes: message path length in terms of number of routers
(NHOP), geographic coordinates (i.e. latitude and longitude) and operating sys-
tem of the sender. We tested two data mining (DM) classifiers, Naive Bayes (NB)
and Support Vector Machines (SVM) and also targeted two countries from differ-
ent continents and with different main languages (i.e. U.S. and Portugal). Since
our network-level properties are not currently monitored by filtering systems,
we created and developed a new spam repository, called spam telescope. This
repository includes real legitimate (ham) and non legitimate (spam) messages.
The ham was collected from several mailing lists, while the spam was captured
from email traps (fake addresses advertised through the Web). Several experi-
ments were carried out, where a realistic mixture of spam and ham was used to
simulate distinct user profiles.

When comparing with Content-Based filters (CBF), i.e. bag-of-words, and
eight DNS-based Blackhole Lists (DNSBL), the NSV method (SVM fed with the
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four network-level features) obtained the best discriminatory performance, with
high quality results (from 95.3% to 99.8%). The NSV method requires much less
computation than the respective bag-of-words filter. Also, in contrast with the
blacklist methods, it does not require communication with other servers, since
the free geographic IP database that we used can be installed locally. Moreover,
preliminary results suggest that NSV is more robust to phishing email attacks.

Based on the achieved results, we advise the use of the NSV filter, which
provides a high true positive rate (i.e. detects most of the spam). To reduce false
positives (i.e. ham marked as spam), this method could be used after a first
phase blacklist filtering. Yet, for an effective blacklisting, it should be considered
a careful DNSBL server selection or (even better) use of multiple DNSBLs.

Spammers and anti-spammers are in a continuous struggle. The research com-
munity has devoted a large attention to improve CBF. Yet, as argued in [17],
spammers can easily change content to confuse CBF filters but network-level
properties are more persistent in time. For example, a large portion of current
spam comes from botnets. Most spammers are greedy and want a massive dis-
tribution of spam, thus they do not care about the location of a given controlled
machine. Furthermore, some operating systems (e.g. Windows) are more vulner-
able to botnet control by malicious software. Hence, we believe it is more difficult
for spammers to surpass network-level based filters. As future work, we intend to
enlarge the experiments to other countries (e.g. Spain) and access the full NSV
robustness against phishing attacks by harvesting more phishing emails.
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Abstract. Staying tuned to the trends and opinions in a certain do-
main is an important task in many areas. E. g., market researchers want
to know about the acceptance of products. Traditionally this is done
by screening broadcast media, but in recent years social media like the
blogosphere have gained more and more importance. As manual screen-
ing of the blogosphere is a tedious task, automated knowledge discovery
techniques for trend analysis and topic detection are needed.

Our system “Social Media Miner” supports professionals in these
tasks. The system aggregates relevant blog articles in a specified do-
main from blog search services, analyzes their link structure and their
importance, provides an overview of the most active topics and identifies
general trends in the area. For every topic it gives the analyst access to
the most relevant articles. Experiments show that our system achieves a
high degree of sound automated processing.

1 Introduction

Besides the traditional media such as newspapers, radio, and television the World
Wide Web (WWW) plays an increasing role as an information source for the
shaping of public opinions. With the expansion of the Web 2.0 a shift in user
behavior can be observed. More and more users are no longer only consumers but
they become also producers of content. They contribute and comment pictures,
videos, and bookmarks in resource sharing platforms, write reviews in online
shops, and collaboratively collect information in wikis. In our article we focus
on blogs as a medium that allows every user of the WWW to easily express her
opinion about anything.

In this context, we collaborate with professional market researchers. For them
it is essential to stay tuned about reviews and the acceptance of products, or
about trends in the area of their interest. Traditionally, this is done by screening
broadcast media, but in recent years, social media like the blogosphere have
gained more and more importance for the evaluation of products and trends. A
good indicator for this is Microsoft’s PR action from December 2006, when they

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 490–504, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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Fig. 1. System workflow

sent free Vista laptops to influential bloggers.1 However, the large amount of
available information sources, the problem to obtain a good overview of them,
and the difficulty to rate their importance makes the monitoring of social media
a tedious task if performed manually.

We developed a system named “Social Media Miner” to support professional
market researchers in these tasks. There are three key actions that are automated
by our system, which are illustrated in Figure 1. In the first action, the system
aggregates relevant blog articles of a domain from different blog search services
for maximal reach. In this data set, it analyzes the structure between the blogs
and articles for ranking purposes. In the second action, we monitor the number of
articles for each day. For periods of four days we extract the topics of the articles
by applying textual data mining techniques. That way we provide an overview
over the discussions in the domain. A user who is interested in a topic can select
the most relevant terms from its label and in a third action, the system returns
a ranked list of relevant articles as reading recommendations for exploring the
selected topic.

The remainder of this article is structured as follows. In Section 2 we present
related work in the fields of trend analysis and topic extraction. In Section 3 we
describe how blog articles are aggregated from different search engines. Next, in
Section 4 we briefly explain how networks are generated out of the data that
allow us to derive social authority metrics for the articles. We depict the topic
extraction process in Section 5 and the process of information access to articles
of a topic in Section 6. Then we go on to present a first evaluation of our system
in Section 7 before we conclude our findings and present our ideas for future
work in Section 8.

2 Related Work

Research in the blogosphere can be roughly divided into two categories. The
analysis of its structure and the analysis of its content. The structural analy-
sis focuses on the ranking of blogs, the identification of communities and the
1 http://apcmag.com/microsoft sends ferraris to bloggers.htm
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dynamics of the blogosphere, mostly with Social Network Analysis (SNA) meth-
ods. The contentual analysis instead focuses on the blog articles and investigates
what bloggers are writing about, usually with respect to a time dimension.

As explained in the introduction, we are following the second direction and
investigate the current topics in the blogosphere. The analysis of its structure is
however an essential tool for understanding the field and for ranking blog articles.
Kumar et al. [1] describe how information evolves in the blogosphere, namely in
“bursts” of increased activity. This increased activity does not necessarily imply
that there is more real information around, but merely reflects its popularity.

In the area of contentual monitoring of the blogosphere, there exists the com-
mon idea of trend detection based on keyword frequencies, i. e., how often a
certain keyword appears throughout all articles. The search service BlogPulse2

implemented an automatic trend discovery for weblogs [2]. It is capable of identi-
fying key persons or key phrases in the whole data set on a daily basis. This form
of global monitoring is a very good indicator for the blogosphere as a whole, but
it provides only insights for social researchers and curious individuals, hardly
for market researchers interested in a specific domain, or any other focused ob-
servers. For these tasks, BlogPulse offers “trend search”. Based on a query, it
plots the number of matching articles per day over a certain time period. This
gives a good impression of the general popularity of a domain or product, and
periods of increased activity or buzz. You can also compare the trend lines of two
different queries for a comparison of activity. This methods can provide deeper
insights for specific keywords, but it fails to explain the curves any further.

The same trend lines are offered by other blog search services as well, be it
commercial ones like Icerocket3 or more research-oriented ones like BlogScope.4

This method is currently well-established and state-of-the-art and practice.
To detect the topics in the corpus of blog postings our system uses algorithms

from the domain of topic detection and tracking (TDT). TDT is concerned with
finding and following new events in a stream of documents. In [3] the following
TDT tasks have been identified: First is the segmentation task, i. e., segmenting
a continuous stream of text into its several stories. Second, there is the detec-
tion task which comprises the retrospective analysis of a corpus to identify the
discussed events and the identification of new events based on online streams
of stories. Third is the tracking task where incoming stories are associated with
events known in the system. In this work we focus on the detection of topics in
a corpus of blog postings.

In [4] Schult and Spiliopoulou consider the problem of finding emerging and
persistent themes in accumulating document collections which are organized in
rigid categorization schemes such as taxonomies. They propose ThemeFinder, an
algorithm for monitoring evolving themes from accumulating document collec-
tions. The algorithm works as follows: In the first period, it clusters all documents
in the collection. In the following periods, it clusters the new documents with

2 http://www.blogpulse.com/
3 http://www.icerocket.com/
4 http://www.blogscope.net/
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the old feature space and compares the new clusters to the ones found in the
previous period. If the clusters of two adjacent periods are similar with regard
to their themes and if the quality of the clustering is not declining significantly,
then the original feature space is kept. Otherwise a new feature space is build
for the documents of the latest period and the next comparison. Thematic clus-
ters are represented by a label, consisting of a set of terms that have a minimal
support in the associated cluster. Thematic clusters that survived over several
periods, despite re-clustering and changes of the feature space, will become part
of the classification scheme. The authors put special emphasis on the evolution
of topics over time. Our system deals with data from the Web 2.0, where many
topics emerge in a short term and decay just as quickly. For that purpose we cur-
rently only focus on the topic detection task. Our approach combines statistical
analysis (publication trend) with topic extraction techniques.

3 Data Acquisition

In order to find blog articles relevant to our domain, we define the appropriate
keywords for a search query and regularly aggregate the search results from
multiple blog search services. That way, we do not have to set up a complete
search engine infrastructure by ourselves, and we can reach more articles than a
single search service can offer, as our experiment will show.

3.1 Blog Search Service Analysis

In a preliminary step, we evaluate the quality and reach of five popular blog
search services. These are Technorati,5 Google Blogsearch,6 Bloglines,7 Icerocket
and BlogPulse.

As the domain for this test, we have chosen the keyword “Henrietta Hughes”,
which unequivocally refers to an event on February 10th 2009, where this home-
less person talked to US president Barrack Obama. The event had a major
impact in broadcast media, as well as social media, especially the blogosphere.

Using this search query with the aforementioned services two weeks after this
event, we aggregated and manually verified a total of 871 unique blog articles
writing about this event. The most important finding concerns the percentage
of articles each search service contributed to the aggregated article set. The
best service, Icerocket, reached 51% here, while the other search services range
between 21% and 35%. Thus, by aggregating results from multiple services, we
can acquire a significantly larger data set as the basis for our analyses.

Concerning the validity of the search results, we discovered a number of un-
reachable sites, non-blog articles as well as presumably related pages that do not
even mention the lady’s name. Apart from Google Blogsearch’s results, where
only 51% were valid, i. e., blog articles on topic, the validity of the remaining
services is between 84% and 93%.
5 http://www.technorati.com/
6 http://blogsearch.google.com/
7 http://www.bloglines.com/
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Consequently, we left Google’s service out of the final aggregation component,
and implemented a number of heuristics, based on the URL, meta-data and the
site content, in order to filter out as much of the invalid results as possible.

3.2 The Aggregation Component

For our analyses, we need the URL of each blog article along with the date of
publication, the title and the textual content. All search services allow to return
the query results sorted by date, enabling us to exactly fetch the results in our
individual time period of interest in the first step of the aggregation process. In
a second step, each result is validated by the RSS entry on the blog site, fetching
the accurate date, the full title and the available textual content.

Another important building block of our data is the link structure among
these articles. We want to track all links, where the textual content of an article
is referring to another current blog article in the domain. In most cases, the link
targets will be articles already existing in the data set, but eventually, this will
discover new relevant articles to be added to our data set. These links are used
later as a social assessment of relevance and authority of articles, as widely known
from PageRank [5] and similar methods. We impose some requirements on these
article links, in order to include only expressive ones. First of all, links between
articles on the same blog are ignored, since their expressiveness of authority is
doubtful at best.

In a next step, we extract the underlying blog URLs out of the article URLs
and gain a second type of data, the blogs. We then collect the blogroll links
between these blogs, according to our method presented in [6]. These will serve
as additional authority indicators in the subsequent network analysis.

4 Network Analysis

Our acquired data enables us to use SNA methods [7] to derive social authority
values from the link structure.

Our data set can be represented in two networks that are linked with each
other. We have a first directed network of articles, in which the nodes represent
the blog articles and the edges represent the links between these articles. We also
have a second directed network of blogs, in which the nodes represent the blogs
in our data set, and the edges represent the blogroll links between them. These
two networks are connected via a relation between the blog articles and their
originating blog. These relations can be used to map metrics from one network
to the other one.

We are interested in an authority value of blog articles for the reading recom-
mendations on detected topics. First of all, we apply the PageRank algorithm [5]
on the article network to obtain initial authority values for the articles. Alter-
natively, Kleinberg’s HITS algorithm [8] can also be chosen for this task by the
user. This authority is grounded on the fact, that often-cited articles are more
likely to contain original and interesting content than less- or non-cited ones.
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Second, the blog in which the article has been published is also a very strong
indicator for the authority of an article, as the public usually trusts into a blog
or blog author, not into a specific set of her articles. Therefore, we also calculate
an authority value for each blog from the link structure of the blog network.

The final authority value of an article is the mean value of its initial authority
from the article network and the authority value of its blog. That way, by the
application of established network ranking algorithms, we can provide an impor-
tance indicator to the reader, when she has to choose articles from a given list.
In our application this metric is used to sort the article list of a topic, so that
the authoritative articles are listed first.

5 Topic Extraction

We identify the topics in our corpus of blog articles by applying textual data
mining techniques. First we aggregate articles that were published within a time
interval of four days. The time window is shifted by two days in each iteration of
the algorithm, i. e., first time window from day 0 to day 3, second time window
from day 2 to day 5, and so on. We will refer to these iterations of the algorithm
as runs subsequently. The setting has been chosen as a typical use case, where
a market researcher requests every two days an analysis of the domain for the
last four days. However the size of the time window can be adapted to the needs
and preferences of the user as well as to the publication volume in the respective
domain.

The process steps of our topic extraction algorithm are depicted in Figure 2
and will be described in detail subsequently:

Fig. 2. Topic extraction process steps
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Data Access. We use the titles of the blog articles as the input for the topic
extraction algorithm, as they are considered to reflect the content of the as-
sociated articles appropriately in the majority of the cases. On account of the
usually large number of articles per topic, a topic can still be detected reliably
even if some titles do not perfectly describe the content of the respective articles.
We also conducted experiments including the full text of the articles, however,
the best clustering results were achieved when only the titles of the blog articles
were used.

Preprocessing. We convert the terms contained in the titles to lower case charac-
ters, remove punctuation characters and stop words. Further stemming is applied
to bring the terms to a normalized form. We use the Snowball stemmer8 for this
purpose. The normalized profiles of the blog articles are represented according
to the “bag-of-words” model, i. e., they are represented as vectors where the
features correspond to the terms in the corpus and the feature values are the
counts of the words in the respective articles.

Noise Reduction. Very rare and very frequent terms are not considered helpful to
characterize articles. As a consequence dimensions representing these terms are
removed. To reduce the noise that is inherent in social metadata we experimented
with dimensionality reduction based on Latent Semantic Analysis ([9]). However
the positive impact of the application of this technique still has to be examined
in greater depth.

Term Weighting. Terms that appear frequently in the data/metadata of one
article but rarely in the whole corpus are likely to be good discriminators and
should therefore obtain a higher weight. We use the TF-IDF measure ([10]) which
is widely applied in information retrieval systems in order to achieve this goal.

Clustering and Cluster Labeling. To be able to cluster the blog articles we need
to find a reasonable number of clusters in our data first. For this purpose we
follow an approach which is based on the residual sum of squares (RSS) in a
clustering result. For document clustering and cluster label extraction we apply
non-negative matrix factorization.

We estimate the number of clusters in the data set as described in [11], page
365. First we define a range in which we expect to find the number of topics
per run. We chose a range between 2 and 20 for our experiments, however the
boarders are configurable in our algorithm. For each potential cluster size k (2 ≤
k ≤ 20) we run K-Means i-times (we chose i = 10), each time with a different
initialization. We compute for each clustering the residual sum of squares (RSS)
and the minimum RSS over all i clusterings (denoted by ̂RSSmin (k)). Then we
take a look at the values ̂RSSmin (k) and search for the points where successive
decreases in ̂RSSmin become significantly smaller.9 The first five such values
k−1 are stored as reasonable cluster sizes. We store five values in order to enable
8 http://snowball.tartarus.org/
9 RSSmin (k) is a monotonically decreasing function in k with minimum 0 for k = N

with N being the number of documents.
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clusterings according to different granularities. If broad clustering granularity is
desired we take the first reasonable number of clusters, for middle granularity
the second, and so on.

Using non-negative matrix factorization (NMF) for document clustering has
firstly been introduced by Xu et al. ([12]). The authors show that NMF-based
document clustering is able to surpass latent semantic indexing and spectral
clustering based approaches.

NMF finds the positive factorization of a given positive matrix. It is applied on
the term-document matrix representation of the document corpus. In the latent
semantic space which is derived by applying NMF, each axis represents the
base topic of a document cluster. Every document is represented as an additive
combination of these base topics. Associating a document with a cluster is done
by choosing the base topic (axis) that has the highest projection value with the
document. Formally NMF is described as follows:

Let W = {f1, f2, ..., fm} be the set of terms in the document corpus after our
preprocessing steps. The weighted term vector Xi of a document is defined as

Xi = [x1i, x2i, ..., xmi]
T (1)

with xij being the TF-IDF weights of the terms fi as described before.
We assume that our document corpus consists of k clusters. The goal of NMF

is to factorize X into non-negative matrices U (m × k) and V T (k × n) which

Fig. 3. Factorization of the term-document matrix by the NMF algorithm
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minimize the following objective function:

J =
1
2
‖ X − UV T ‖ (2)

‖ · ‖ denotes the squared sum of all the elements in the matrix.
Each element uij of matrix U determines the degree to which the associated

term fi belongs to cluster j. For cluster labeling we simply choose for each cluster
the ten terms with the highest degree of affiliation. Analogously each element vij

of matrix V represents the degree to which document i is associated with cluster
j. To cluster the documents, again we assign every document to the cluster with
the highest degree of affiliation. If a document i clearly belongs to one cluster
x then vix will have a high value compared to the rest of the values in the i’th
row vector of V . The matrix factorization is depicted in Figure 3.

In our previous work, we used the X-means algorithm ([13]) to cluster our blog
articles. For cluster label extraction, frequency-based cluster labeling as well as
feature selection methods such as mutual information and the chi-square test
([11] pages 396-398) have been used. Our experiments showed that the results
using NMF were more gratifying, in particular with respect to meaningful cluster
labels.

6 Information Access

For each run the detected cluster labels are displayed to the user. Every cluster
is associated with a label consisting of at most ten terms and their respective
relevance values. The presentation of topic terms together with their associated
relevance values in the Social Media Miner web interface is shown in Figure 4.
Our system offers three options to access the relevant postings of a topic:

1. Get all postings in a cluster.
2. Get postings in a cluster that match specified search terms.
3. Get postings of the current run that match specified search terms.

In order to provide access to all relevant postings in the current run and to
avoid the presentation of wrongly clustered postings to the user we chose the
third option for our GUI. The approach of deducing a cluster label first and
then re-querying the input documents has been proposed in the literature before
(e. g., [14]). In our system the user is currently required to select the relevant
terms of a topic manually. However we plan to automate this step in the next
version of the Social Media Miner.

The result set of this query can be evaluated with precision and recall values
[11], whereby the precision value is the critical one. The query should ideally
return only articles that belong to the topic of interest, i. e., the precision value
should be close to 1.0. Given that the system achieves indeed a high precision, a
high recall value is not overly important, since a few good articles, or even only
one in certain topics, are enough to get all the facts and information the topic
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Fig. 4. Social Media Miner interface for the presentation of topics in a selected run

contains. However, from a user’s intuitive point of view, it is desirable to obtain
a longer list of relevant articles for a very active topic, than for a less active
one. This expectation can be met with relatively constant recall values over the
queries, if the precision is reliably high at the same time.

We rank the result list according to the authority value of the articles, as
described in Section 4. Thus, the resulting reading recommendation gives the
user an impression of the popularity and efficient access to the important and
relevant articles of the topic, given that precision and recall values fulfill the
conditions postulated before.

Besides providing access to the relevant blog postings of a topic in a run, we
also want to support the users in identifying whether a topic of interest is of
increasing or decreasing importance in the blogosphere. For that purpose, the
user chooses a topic of interest, again selects the relevant terms of the topic and
clicks the “get Trend Graph” button. A graph is generated and displayed that
depicts the publication trend of articles matching the selected terms during the
time the domain has been tracked. That way the user can easily determine the
current relevance of the associated topic in the blogosphere.

7 Evaluation

7.1 Example Data Set

We evaluate our system by comparing its suggestions with manually categorized
topics for the articles. As a test domain, we have chosen the relatively new and
hyped mobile handset G1 launched by T-Mobile in 2008, with its Google Android
software as the most important feature. This is a domain that is interesting for
marketing professionals or market researchers in the mobile phone sector.

The resulting search query is “Android G1”, and the data has been acquired
as described in Section 3 at the end of March 15th 2009, with a time frame of
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Fig. 5. Social Media Miner interface for the publication trend in a domain (i. e., number
of blog articles per day)

the last 22 days, including February 22nd 2009 as day 0. The search services
returned 2193 unique URLs, from which our heuristics validated 1710 as blog
articles of the domain, for which a timestamp and the content were available.
From the originally 693 links between these articles, only 350 adhered to our
criteria, but are supposed to be expressive. The 1710 articles were published in
931 different blogs. Between these blogs, we detected 264 blogroll links.

Figure 5 shows the number of published articles by day in our test data set.
This is how a traditional trend analysis would present the data, as outlined in
Section 2. Obviously, this method detects three peaks of activity in our data set,
leaving the observer alone to find out about the reasons and topics behind them.
With almost 400 blog articles in the main peak on the days 17 and 18, this is a
time-intensive task to perform for a human being.

7.2 Ground Truth

For the evaluation, we have looked through all of the articles and categorized
them into topics. A topic is relating multiple articles by either a specific event
in the domain, or by a common entity, which is not the domain itself of course.
We found 57 different topics with at least three articles in the data set. 775 blog
articles did not belong to any topic, e. g., reviews of an author’s new G1 phone.

Figure 6 plots the Top 7 topics of the domain with their volume of articles
per day. The ground truth reveals that there exist two different kinds of topics,
which are very good to distinguish from each other. Event-based ones and entity-
based ones. The articles of an event-based topic usually appear around a certain
peak day, in a frame between three and five days, like the announcement of the
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Fig. 6. Ground Truth: Topics in example domain

cupcake update for April. Entity-based topics on the other hand appear more
or less intensive throughout the whole time period, e. g., the speculations and
discussions about HTC’s next android device codenamed “Magic”.

Another observation is the composition of peaks in the overall publication
trend. Figure 6 disguises that the publication peak at the end of the observed
period (see Figure 5) is not expressive for the domain, but mostly a result of
four concurrent large-volume events, which occur around the same time by coin-
cidence. This illustrates very well the limits of “Trend Graphs” as they are used
in search services today, and the need for a topic detection that can explain the
publication trend and its composition in more detail.

7.3 Topic Detection

For the topic detection we aim to identify such topics for which at least 10 blog
postings are available in a run. To evaluate the topic detection step, we assigned
each cluster whose label indicated a certain topic to the respective topic in
our ground truth data set. To objectify this manual step, we require that our
system presents at least three relevant articles for the topic in the top ten list
of recommended blog postings which corresponds to a precision of 0.3. However
the average precision is much higher (> 0.8). Table 1 shows how many topics
have been identified in each run. Altogether 29 of 37 topics (78.38%) could be
detected with our approach.
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Table 1. Detected topics in runs

Run #Articles #Topics to detect #Topics detected

0 - 3 169 1 1
2 - 5 232 1 1
4 - 7 239 2 2
6 - 9 195 2 2
8 - 11 226 1 1
10 - 13 241 1 1
12 - 15 239 2 1
14 - 17 435 8 8
16 - 19 663 9 6
18 - 21 528 10 6

Table 2. Average precision and recall values for different term selection heuristics

Top3 Top5 Top10

Precision 0.84 0.87 0.87
Recall 0.35 0.35 0.33

7.4 Information Relevance

To get access to the relevant postings of a topic the user selects the terms that
best characterize the topic and clicks on a search button. We chose three heuris-
tics for the term selection step. Top3 refers to the three most relevant terms in
the label, Top5 and Top10 to the five and ten most relevant terms respectively.
Additionally we require that the relevance of each selected term is not less than
50% of the relevance of the most relevant term. Terms whose relevance is less
are dismissed.

Precision and recall values are calculated over the top 10 recommended blog
articles for each topic. With the Top3 heuristic we achieved a precision of 0.84
and with the Top5 and Top10 terms a precision of 0.87 in averaged over all
detected topics. The average recall values were 0.35 for the Top3 and Top5
approaches and 0.33 for the Top10 approach. The average precision and recall
values for the different term selection approaches are summarized in Table 2.
Concerning the recall values it has to be considered that the amount of postings
on a topic is usually too high for the user to check all of them. For that purpose
we aim at finding a smaller set of relevant postings for each topic. With an
average precision of 0.87 for the Top5 and Top10 approaches we can in general
present the user eight to nine relevant postings for each topic. In our future
work we will examine how the amount of relevant postings can be restricted to a
smaller set by exploiting the relevance values derived from the SNA algorithms
thus making higher recall values possible.
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8 Conclusion and Future Work

By combining methods from social network analysis and textual data mining, we
set up a system for the semi-automatic analysis of topics and trends in selected
domains in the blogosphere, therewith supporting the work of professionals in
market research or public relations businesses.

In the next version of our system we plan to automate the connection of
topic terms with relevant blog postings of the associated topic thus making the
manual term selection step obsolete. Further we plan to integrate topic tracking
algorithms that allow for a visualization of publication trends of specific topics
that way improving the perceptibility of trends in an early stage.

A new insight revealed during this work is the fact that links between blog
articles cannot only be used to measure article authority, but they also give
strong hints for the topic clustering in the domain. We intend to integrate this
network component information into the clustering algorithm and improve it
further that way.
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European Union. Special thanks to Fernanda Pimenta for graphical assistance.
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Abstract. Hospitals increasingly use process models for structuring their care 
processes. Activities performed to patients are logged to a database but these 
data are rarely used for managing and improving the efficiency of care processes 
and quality of care. In this paper, we propose a synergy of process mining with 
data discovery techniques. In particular, we analyze a dataset consisting of the 
activities performed to 148 patients during hospitalization for breast cancer 
treatment in a hospital in Belgium. We expose multiple quality of care issues that 
will be resolved in the near future, discover process variations and best practices 
and we discover issues with the data registration system. For example, 25 % of 
patients receiving breast-conserving therapy did not receive the key intervention 
"revalidation''. We found this was caused by lowering the length of stay in the 
hospital over the years without modifying the care process. Whereas the process 
representations offered by Hidden Markov Models are easier to use than those 
offered by Formal Concept Analysis, this data discovery technique has proven to 
be very useful for analyzing process anomalies and exceptions in detail.  

Keywords: Breast cancer, process mining, data discovery, integrated care 
pathways. 

1   Introduction 

An increasingly competitive health care market forces hospitals to search for ways to 
improve their processes in order to deliver high quality of care while at the same time 
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reducing costs [1]. According to [14], the solution to poor quality is not to increase the 
supply of physicians or specialists or hospital beds, but instead to improve health care 
systems and incentives to ensure that existing physicians and hospitals provide the best 
possible quality at the lowest cost. Integrated care pathways are structured multi-
disciplinary care plans which detail the essential steps in the care process of a popula-
tion of patients with a certain clinical problem [3]. The aims to achieve with care  
pathways are improving quality and efficiency of care, to standardize the outcomes of 
the provided care, to facilitate communication between healthcare professionals and to 
allow for systematic continuing audit. Care pathways are business process models 
which describe the expected progress of the patient through the care process and try to 
model the most standard frequent care pathway, based on expert prior knowledge. 

Till date, the continuous monitoring, analysis and improvement of the care path-
way's performance was performed in an ad hoc, manual and labor-intensive way. This 
approach however has some limitations. Modifications to the care process are per-
formed in an ad hoc way and their success can only be measured by the impact of 
these modifications on the Key Performance Indicators (KPIs). This retrospective 
impact analysis can only be done after several months, which is an unacceptable long 
time window in healthcare management. Moreover, this standard model does not 
capture process variations, nor process exceptions and the root causes for inefficien-
cies are not known. Moreover, in practice there is often a significant gap between 
what is prescribed or supposed to happen and what actually happens. Process mining 
is an interesting method for gaining insight into what happens in a healthcare process 
for a group of patients with the same diagnosis. 

In [6] the applicability of process mining in the healthcare domain was investi-
gated, using Petri-Nets. The idea of process mining [12] is to extract, monitor and 
improve real processes by extracting knowledge from event logs.  

In this paper, we use a unique combination of process discovery techniques and 
data discovery techniques to gain a deeper understanding of an existing breast cancer 
care process and the actual activities performed on the working floor to discover 
process inefficiencies, exceptions and variations immediately and to search for the 
root causes of inefficiencies. We propose and use a new approach based on Hidden 
Markov Models to discover a process model from event sequences. Formal concept 
Analysis (FCA) is used to analyze the characteristics of the clusters of patients that 
emerged from this process discovery exercise and vice versa to find groups of patients 
to feed into the process discovery methods. 

The remainder of this paper is composed as follows. In section 2 we introduce the 
essentials of business process discovery, Hidden Markov Models and the HMM-based 
techniques that are proposed for process discovery. In section 3, we elaborate on FCA 
as a data discovery technique. In section 4, we discuss the dataset used. Section 5 
describes the methodology and the results of our discovery exercise. Finally, section 6 
rounds up with conclusions. 

2   Business Process Discovery 

In contrast to process modeling, which is developing a top-down representation of a 
"to-be" process reality, process discovery is a bottom up approach that tries to gain an 
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understanding of the as-in process realities that are existing at the operational work 
floor. Discovering irregularities, exceptions and variations by means of analytics is 
essential in developing process and workforce intelligence. Statistical techniques 
often consider exceptions as nuisance information and eliminate them as noise. Ac-
cording to [8], statistical techniques are able to capture the general process model 
rather than the process model containing exceptional paths. For discovering process 
exceptions, anomalies and variations, the combination of learning techniques, mining 
and clustering is required to gain sufficient insights in the processes. Most workflow 
mining methods use Petri-Net like models. In [7], simulated process logs of hospital-
wide workflows, containing events like "blood test" or "surgery" were used to build 
Petri-Net like models. In [2] a statistical approach, using Hidden Markov Models 
(HMMs) is taken to model the workflow inside the Operation Room. These probabil-
istic models offer a greater degree of flexibility and are a better option for healthcare, 
where traditional process mining techniques do not work well [4].  

2.1   Hidden Markov Models 

A Hidden Markov Model (HMM) is a statistical technique that can be used to classify 
and generate time series. A HMM [13] can be described as a quintuplet I = (A, B, T, 
N, M), where N is the number of hidden states and A defines the probabilities of mak-
ing a transition from one hidden state to another. M is the number of observation 
symbols, which in our case are the activities that have been performed to the patients. 
B defines a probability distribution over all observation symbols for each state. T is 
the initial state distribution accounting for the probability of being in one state at time 
t = 0. For process discovery purposes, HMMs can be used with one observation sym-
bol per state. Since the same symbol may appear in several states, the Markov model 
is indeed “hidden”.  

We visualize HMMs by using a graph, where nodes represent the hidden states and 
the edges represent the transition probabilities. The nodes are labelled according to 
the observation symbol probability. 

2.2   HMM-Based Process Discovery 

There are multiple advantages of using HMMs for process discovery: 
 

• A lot of (open source) algorithms have been published for analyzing and under-
standing HMMs (e.g. Expectation Maximization, Viterbi algorithm for most 
probable path for a given pattern of observations, etc.) 

• Micro patterns of actor behavior (e.g. medical acts that belong together) can be 
easily aggregated into one single state in HMMs. Transitions of 100%. probabil-
ity can be aggregated into one single state of activity. 

• HMMs can be annotated with a variety of attributes, such as (risk and transition) 
probabilities, time duration, variances, etc. 

• HMMs offer better possibilities to match the models obtained from process  
discovery with the training/learning datasets. In particular, parallel activities are 
filtered out in HMMs. 
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In this paper the standard HMM MATLAB toolbox developed by Kevin Murphy was 
used [9]. The patient data were transformed into sequences, and the Expectation 
Maximization (EM, also known as Baum-Welch) algorithm was used to produce the 
results for this paper. This algorithm combines both forward and backward learning 
techniques for training an HMM as a process model. The input data were organized 
according to the Event – Object – Actor standard for process mining input. In this 
case the input data were obtained from standard clinical patient reporting datasets, 
compatible with the Healthcare Level 7 record standard.  

The only large scale commercial toolset for process discovery (including not only 
the process analytics, but also the automatic non-invasive gathering of input data) is 
provided by OpenConnect in its Comprehend product family.  

3   Data Discovery with Formal Concept Analysis 

Formal Concept Analysis [5] is a data analysis technique that supports the user in 
analyzing the data and discovering unknown dependencies between data elements. In 
particular, the visualization capabilities are of interest to the domain expert who wants 
to explore the information available, but at the same time has not much experience in 
mathematics or computer science. The details of FCA theory and how we used it for 
KDD can be found in [11].  

Traditional FCA is mainly using data attributes for concept analysis. In this paper 
the process activities (events) are used as the attributes, whereas the patients are used 
as the objects in the cross-table that is used as input for FCA. In analogy with [11] 
where coherent data attributes were clustered to reduce the computational complexity 
of FCA, coherent events have been clustered in this study. 

4   Dataset 

Our dataset consists of 148 breast cancer patients that were hospitalized during the 
period from January 2008 till June 2008. They all followed the care trajectory deter-
mined by the clinical pathway Primary Operable Breast Cancer (POBC), which struc-
tures one of the most complex care processes in the hospital. The treatment of breast 
cancer consists of 4 phases in which 34 doctors, 52 nurses and 14 paramedics are 
involved. Fig. 1 contains a high-level summary of the breast cancer care process. 
Before the patient is hospitalized, she ambulatory receives a number of pre-operative 
investigative tests. During the surgery support phase she is prepared for the surgery 
she will receive, while being in the hospital. After surgery she remains hospitalized 
for a couple of days until she can safely go home. The post-operative activities are 
also performed in an ambulatory fashion. Every activity or treatment step performed 
to a patient is logged in a database and in the dataset we included all the activities 
performed during the surgery support phase to each of these patients.  

Each activity has a unique identifier and we have 469 identifiers in total for the clini-
cal path POBC. Using the timestamps assigned to the performed activities, we turned 
the data for each patient into a sequence of events. These sequences of events were used 
as input for the process discovery methods. We also clustered activities with a similar 
semantical meaning to reduce the complexity of the lattices and process models. 
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Fig. 1. Breast cancer care process 

5   Analysis and Results 

One of the most important tasks of the care process manager is to gain insight into 
what's happening on the working floor. The goal was to develop an approach that 
optimally supports this manager's role. The synergy of process and data discovery 
techniques in healthcare we propose, has some major advantages over the traditional 
way of working: 
 

- Significantly reduces the workload for the care process manager who has to 
monitor over 42 care processes. 

- Many unknown data dependencies are revealed that stay hidden for traditional 
statistical analysis techniques, which typically only look at one or two aspects 
of the process simultaneously. 

- Provides a structured method for finding knowledge gaps, outliers, quality of 
care issues, process anomalies and inefficiencies. 

- Much more information is provided to the process manager, much more 
quickly. This allows for better analysis and real-time anticipation on potential 
problems, whereas in the past, this could be done only after a yearly, very 
time-consuming and labor-intensive retrospective data analysis. 

- The method allows the user to zoom in on different aspects of the provided 
care. 

 
The process models allow for the extraction and visualization of the most frequent 
standard care pathway. While analyzing these models, we observed many anomalies 
and process exceptions that were hard to explain. Therefore, we used FCA to zoom in 
on and analyze these observations in detail. 

5.1   Quality of Care Analysis 

Our initial process model was built from the full dataset with 148 patients and 469 
activity codes. We observed a relatively linear process for the group of patients with a 
length of stay in the hospital less than 10 days. However, there were 12 patients for 
which the process model was very complex. They all had in common that their length 
of stay in the hospital was longer than 9 days. Fig. 2 contains screenshots from the 
output produced by the Comprehend toolset. The upper part displays the obtained 
process map on the set of patients with a length of stay lower than or equal to 10 days 
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in the hospital and the lower part displays the obtained map for the patients with a 
length of stay lower than 10 days. 

We built an FCA lattice to explore their characteristics. This lattice gave us some 
first interesting insights in the problem. We will try to summarize the most important 
ones. 

• One of our clinical indicators is the pain score which tells us at which days 
the pain experienced by patients reaches its highest level. We always saw 
peaks on 1 and day 4 of hospitalization however until now we had no idea 
why. The lattice gave us an interesting suggestion that this might be due to 
an overlooked connection between removal of the wound drains and insuffi-
cient pain medication. We were able to find that wound drains is probably 
the most contributing factor to an increased pain score experience by patients 
and that pain medication should be administered before removing the drains  
( = improving quality of care). 

• We were able to find a quality problem in the care provided to these 12 pa-
tients. For 1 patient the history record (containing amongst others clinical, 
psychosocial information) was not consulted prior to the start of treatment. 
This may result in an inappropriate nursing care thereby potentially neglect-
ing physical and psychosocial patient needs.  

• Probably one of the main reasons of the increased length of stay we found to 
be the following: neurological/psychiatric problems, wound infection, subse-
quent bleeding. This makes the care process more complex and result in 
more investigative tests. Since these additional morbidities are probably one 
of the root causes for this increased length of stay, there treatment should be 
anticipated on and optimalized during the preoperative phase. 

 

 

Fig. 2. Comprehend process map for patients with a length of stay smaller than 10 days (upper 
part) and process map for patients with a length of stay larger or equal than 10 days (lower part) 
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Fig. 3. Lattice containing 12 patients with length of stay larger or equal to 10 days 

5.2   Process Variations 

There are five types of breast cancer surgery: mastectomy, breast conserving surgery, 
lymph node removal and the combination of either mastectomy or breast conserving 
surgery with lymph node removal. For each of these surgery types, we extracted the 
corresponding patients in the dataset and constructed a process model and an FCA 
lattice for in-depth analysis of the characteristics of these groups.  

Mastectomy surgery consists of completely removing the breast and during breast 
conserving surgery only the tumor is removed. The process models showed that the 
complexity of the care process is much larger for the mastectomy patients. Since 
mastectomy is a more complex surgery type, we expected that the FCA lattices would 
also be more complex than for breast conserving surgery. Surprisingly we found  
out that this was not true. The complexity of the lattice was larger for the breast con-
serving surgery patients and we found that this was due to the less uniform structure 
of this care process, in which for many patients some essential care interventions were 
missing. Fig. 4 contains the interventions performed to the 60 patients receiving 
breast-conserving surgery with lymph node removal. The lattice shows that 3 of these 
patients did not receive a consultation from the social support service. 15 patients did 
not have an appointment with a physiotherapist and did not receive revalidation ther-
apy. 1 patient did not receive a pre-operative preparation and 2 patients were missing 
emotional support before and after surgery. 
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Fig. 4. Lattice containing 60 patients receiving breast-conserving surgery with lymph node 
removal 

The originally developed breast-conserving surgery care pathway was written for a 
certain length of stay for the patients in the hospital. This length of stay was signifi-
cantly reduced over the past years without modifying the care process model. As a 
consequence, we found it became impossible to execute the prescribed process model 
in practice and patients are receiving suboptimal care. The activities performed to the 
patients should be reorganized and a new care pathway, taking into account this time 
restriction, should be developed. 

Fig. 5 shows the lattice for the 37 patients receiving mastectomy surgery with 
lymph node removal, which has a much less complex structure than the lattice for the 
breast conserving surgery with lymph node removal. For the mastectomy patients, we 
found that most patients received all key interventions prescribed in the clinical path-
way. Only for two patients there was a quality of care issue, namely 1 patient did not 
receive emotional support and 1 patient did not receive a breast prosthesis. These 
shortcomings in the provided care however may have serious consequences for her 
psychological well-being.  

5.3   Workforce Intelligence 

We also made a lattice for each type of surgery in which we used as attributes the 
names of the surgeons and the length of stay of the patients in the hospital. We calcu-
lated the average length of stay of the patients and looked at how many patients 
stayed longer, equal or shorter than this average time of' stay. Fig. 6 contains the  
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Fig. 5. Lattice containing 37 patients receiving mastectomy surgery with lymph node removal 

lattice for the 60 patients receiving breast conserving surgery with attributes length of 
stay and doctor performing the operation. 

We saw for the breast conserving surgery with lymph node removal that 25 pa-
tients with a length of stay smaller than 4 days were treated by “surgeon 9”, whereas 
almost all patients treated by the other doctors had a longer length of stay.  

We extracted these subsets of patients and constructed a process model for the groups 
of patients with a length of stay smaller than 4 days, equal to four days and larger than 4 
days. This way, we were able to extract some best practices that could be used to im-
prove the care provided to all patients. Fig. 7 contains the HMM process model ex-
tracted from the datasets with the 10 breast-conserving surgery patients with a length of 
stay in the hospital of 4 days (the average length of stay). This process model was cho-
sen because of its simplicity in comparison with the other models and since it most 
closely resembles the standard care process as perceived by the domain experts.  
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Fig. 6. lattice for 60 patients receiving breast conserving surgery 

 

 

Fig. 7. Process model for 10 breast-conserving surgery patients with length of stay of 4 days 

 

 



  Combining Business Process and Data Discovery Techniques 515 

 

Table 1 contains some of the complexity measures for these process variations.  
For each surgery type and length of stay, the number of patients, the average number 
of activities and the number of unique activities performed to these patients is given. 
For visualizing the process maps, we laid a cutoff point at 5%, i.e. all transitions with 
a lower probability of occurrence were removed from the process representation. The 
table also contains the number of remaining unique activities and the number of con-
nections after filtering. The structural complexity measure after filtering is the sum of 
these two measures. 

Table 1. Complexity measures for the two process variations with the largest number of  
patients 

SURGERY                             \ LOS LOW AVG HIGH 
Length of stay < 4 days = 4 days >  4 days 
# patients 32 10 18 
Avg. # activities 97 146 184 
# unique activities 32 23 35 
# unique act filtered 24 22 22 
# connections filtered 98 80 92 

Breast  
Conserving  
Therapy with 
Lymph Node 
Removal 

Struct. Complex. filtered 122 102 114 
Length of stay < 7 days = 7 days > 7 days 
# patients 17 4 16 
Avg. # activities 187 206 268 
# unique activities 27 21 36 
# unique act filtered 19 20 24 
# connections filtered 83 78 100 

Mastectomy with 
Lymph Node 
Removal 

Struct. Complex. filtered 102 98 124 

5.4   Data Entrance Quality Issues 

Using the process models, we also found some data entrance quality problems. For 
some patients, activities were registered after the day of discharge. We found that this 
was due to an error in the computer program combined with sloppy data entry by the 
nursing staff. We also found many semantically identical activities that had different 
activity numbers.  

When we analyzed the process models, we found that some of the events typically 
were not ordered in the sequence that they are performed in real life. In other words, 
the timing of the events as can be found in the data does not always correspond to the 
timing at the real-life working floor. We found this is due to an error in the computer 
system which sometimes imposes a certain sequence of events and does not allow for 
a correct registration of activities.  

There is a discrepancy between this built-in top-down developed model and the re-
ality. This discrepancy is probably due to the insufficient insight into the reality of the 
working floor when the system was developed. The anomalies found during this proc-
ess mining exercise will be used as input for the development of the new IT systems. 
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6   Discussion and Conclusions 

Neither process nor data discovery techniques alone are sufficient for discovering 
knowledge gaps in particular domains such as healthcare. In this paper, we showed 
that the combination of both gives significant synergistic results. Whereas FCA does 
not provide easy to use process representations, it has proven to be very useful for 
process analysis, i.e. to analyze anomalies and exceptions in detail.  

Initially, we thought FCA would only be useful for post-factum analysis of the re-
sults obtained through process discovery, but in this case we also found that FCA can 
play a significant role in the discovery process itself. In particular, concept lattices 
were used to improve the detection and understanding of outliers in the data. These 
exceptions are not noise, but are the activities performed to human beings, so every 
exception counts and must be understood. Concept lattices were also used to reduce 
the workspace, to cluster related events together in an objective manner.  

Using this combination of techniques, we exposed multiple quality of care issues. 
We gained a better understanding of the process variations and better understood 
where we should take action to improve our healthcare processes. The impact of co-
morbidities of patients on the overall care process was found to be of importance and 
offers some opportunities for improving quality and efficiency of care. Further, reduc-
ing the length of stay of breast-conserving therapy patients was discovered to be the 
root cause for a suboptimal care, missing some key interventions, provided to pa-
tients. Finally, we found the length of stay for patients receiving breast-conserving 
surgery was significantly different for different surgeons. This situation may be im-
proved by uniformization of discharge criteria.  

Avenues for future research include the use of supervised clustering, mainly to ob-
tain normalized process models, in which many-to-many transitions are eliminated (as 
argued in [10]). The normalized clusters will give the best views on process varia-
tions. Again, a posterior data discovery (FCA) can be used to understand the meaning 
of the different clusters. 
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Abstract. This paper investigates the application of data-mining techniques on 
a user’s browsing history for the purpose of determining the user’s interests. 
More specifically, a system is outlined that attempts to determine certain key-
words that a user may or may not be interested in. This is done by first applying 
a term-frequency/inverse-document frequency filter to extract keywords from 
webpages in the user’s history, after which a Self-Organizing Map (SOM) neu-
ral network is utilized to determine if these keywords are of interest to the user. 
Such a system could enable web-browsers to highlight areas of web pages that 
may be of higher interest to the user. It is found that while the system is indeed 
successful in identifying many keywords of user-interest, it also mis-classifies 
many uninteresting words boasting only a 62% accuracy rate.  

Keywords: Web Mining, Machine Learning, Self-Organizing Map. 

1   Introduction 

According to a study conducted by Statistics Canada in 2007 [ 1], over two-thirds of 
all Canadian Internet home users log on daily, with half of these individuals reporting 
5 or more hours of usage in a typical week. Furthermore, it was reported that behind 
checking one’s email, general web-browsing was the second most popular task per-
formed when surfing the web. With such a high frequency of usage, the act of web 
browsing inherently reveals much about the character of the user. Similar to how a 
person's preferences in literature, movies, and music can all provide clues as to their 
likes and dislikes, webpage preferences can also be a window into personal taste. 
Unlike the other aforementioned mediums however, the world-wide web presents a 
unique ability for a person’s preferences to be analyzed and dissected as all web-
traffic is ultimately recorded on a day-to-day basis by the user's browser. 

The goal of this work is to design a system that, by analyzing the user's browsing 
history, could potentially endow a browser application with the ability to discern what 
the likes and dislikes of the user are. Once available, such information could be util-
ized for a variety of different applications. For example, the web browser could then 
highlight areas of new incoming web-pages that may be of interest to the user, or 
actively crawl the internet for interesting articles and suggest these to the user. Fur-
thermore, since a user's web-browsing history continually builds over use, such a 
system should be able to adapt to the user's preferences over time as well. 
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The application of similar concepts can readily be seen in the usage of contextual 
advertisements on the web [ 8]. Such systems, like Google's Ad-Sense, parse the text 
of a webpage or email in order to determine what type of relevant advertisement 
should be placed on a particular page. The system proposed in this paper differs from 
techniques such as those in Google Ad-Sense as it attempts to collectively analyze all 
of the web pages a user visits and cross reference this data. For example, should a 
user visit a video website regularly to download/watch a particular television show, 
the system should highlight a headline pertaining to such a show the next time the 
user is on an entertainment news website. Stated another way, the proposed system is 
client-side based and thus privy to much more usage information, whereas the infor-
mation available to Google's Ad-Sense is limited due to the fact that it is primarily 
server-side.  Other server-side implementations include the Web-Lattice approach, 
which intelligently sorts server-side browsing data in order to determine an interest 
hierarchy [ 9]. 

Of higher relevance to the task at hand is a research project that was carried out at 
the Jozef Stefan Institute in Slovenia which attempted to reorganize browsing history 
based on subjects of interest [ 3]. In their article, Grcar et al., discuss how words of 
interest can be determined by extracting all of the content text from the HTML source 
of a webpage, converting this text into word vectors, and performing k-means cluster-
ing on these vectors. While this solution is somewhat adequate, it does not analyze 
usage statistics of the user but instead only focuses on the nature of word distribution. 

The main challenge in designing such a system involves accurately separating the 
true “likes” of the user from what the user just happens to see repeatedly. For exam-
ple, the system should realize that the appearance of a copyright line on the bottom of 
many web pages does not necessarily indicate that the user has an interest in copy-
right law. For the purposes of a prototype, it was decided that the problem would be 
scaled down to tackle one specific application. More specifically, a system was de-
veloped that would parse and analyze a simulated set of browser history in order to 
determine the user's interests. The system was then presented with a new web page 
separate from which it attempted to extract a subset of words which it believed to  
be "liked" by the user (which could then be used in future implementations for high-
lighting). It was decided that in order to tackle such a problem, a neural network 
would be utilized. 

2   Approach 

The problem of determining user interests based on web history can essentially be 
broken down into two separate subtasks. The first of these tasks requires that key-
words be extracted from the web pages in the browser history. In this particular con-
text, the term "keywords" refers to the words in an HTML file that are representative 
of the content on that particular webpage. For example, keywords for a webpage 
about the Beatles may include "Beatles", "music", "John Lennon", "guitar" and so 
forth. Once these words are determined, a set of usage-data about each word is  
recorded. The second phase of the problem then involves using this usage-data to 
determine the subset of words that are of interest to the user. More specific details on 
these to subtasks are in the follow subsections. 
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2.1   Determining Keywords 

In order to generate the dataset necessary, the user's browsing history is first parsed in 
order to collect a list of web addresses that the user has visited in the past. For each 
URL in the history, the system downloads the HTML source for the page and discards 
all HTML tags and any scripting code (e.g. JavaScript) leaving only the text of the 
actual content behind. With the content text successfully extracted, the system per-
forms a tally on each of the content words (within a single page) and saves this tally 
into a record. In this way, a record containing all of the word tallies on a web page is 
created for each URL. Once all of the URLs in the history are successfully visited, the 
system iterates through the records and extracts a subset of "keywords" using term-
frequency/inverse-document frequency filtering (TF/IDF). This method, commonly 
used in data mining applications, assigns a weight to every word within every record 
by using the following equation [ 6]: 

Weight =  (fl / fmax) * log(N/Nl), where 
  fl is the frequency of the word within the local webpage 
  fmax is maximum frequency of any word on the same page 
  N is the total number of web pages in the history 
  Nl is the number of pages containing the word 

Note the following characteristics of this equation: 

- The weighting is proportional to the frequency of the word within the local 
webpage. That is, if the word appears frequently on a single page, it is consid-
ered to be more important. 

- The frequency of the word on the local webpage is divided by the maximum 
frequency of any word on the same page as a means to normalize this value. 

- The weighting decreases if the word appears over many pages in the history.  
That is, if the word is extremely common over all pages, then it is considered 
to be less important. This property is useful for filtering words such as articles 
(i.e. "a", "an", "the" etc.), prepositions ("on", "over", "in" etc.) and pronouns 
("he", "she" etc.). 

Once the weighting is calculated, the system makes a decision to keep or reject the 
candidate as a keyword by comparing the weighting to a threshold value. If the weight 
is greater than the threshold, the keyword is entered into an entirely new record system 
along with usage-data pertaining to the keyword. This usage-data is obtained by look-
ing at the usage information of the keyword’s associated web page. More specifically, 
after this filtering process the following attributes are stored along with each keyword: 

1. Total number of web pages that contain the word as a keyword 
2. Days since the page with the word was last accessed 
3. Total minutes spent on the page with the word 
4. Total number of web pages that contain the word (regardless of whether it is 

a keyword or not) 

These inputs were partially decided based on past research work on user interest pro-
filing [ 7]. This process is repeated for every single word over every single webpage in 
the history. 
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2.2   Determining User Interests 

With usage data for all of the keywords in the browsing history now available, the 
second part of the problem involves feeding this data into a neural network in order to 
determine those words that are of actual interest to the user. Neural networks are suit-
able approach since they are inherently adaptive, and the ability to adapt is an asset 
since user-browsing patterns are likely to change variably over time. For this specific 
application, an unsupervised neural network is utilized since a supervised neural net-
work would require the user to give constant feedback as to whether certain words 
were in fact liked. Such a task would be a significant nuisance to the user and thus 
extremely impractical in a real application. In contrast, an unsupervised neural network 
is capable of taking the usage data, and determining a pattern based on clustering in 
order to decide whether a keyword is of interest without any need for user input. 

3   Implementation 

For the purposes of a working prototype, the proposed system was simulated with the 
use of the Mozilla Firefox web browser, a Python script, and the Matlab neural net-
work toolbox. The Python script was primarily responsible for parsing the browser 
history and determining content keywords, while Matlab was required in building 
neural net used to determine which of the keywords were of actual interest to the user. 
Finer implementation details are discussed in the following subsections. 

3.1   Determining Keywords  

In order to generate the required data, all Firefox history was cleared and a series of 
webpages were chosen and visited based on a certain user profile. In this particular 
instance, websites pertaining to jazz music were chosen in order to simulate a jazz 
music lover who often scouts for concerts and visit pages with musician information. 
Once completed, the Firefox history was extracted by looking at Firefox’s history.dat 
file. Since this data is stored in a proprietary file format known as MORK, the MORK 
file was first converted into a space-delimited text file with the use of a free utility 
named DORK. Each row of a DORK-processed text file contains a single URL, along 
with several attributes including the number of repeated visits, the first visit date, and 
the last visit date. Since the Firefox session took place within the same day, the dates 
in the DORK-processed text file were then slightly modified manually in order to 
simulate a greater span of time. Furthermore, an extra column was added to represent 
“total minutes spent on the page”. This was primarily motivated by the fact that past 
research has shown that pages viewed for longer periods of time tend to contain  
information of higher interest to the user [ 5]. Thus, if such a system were actually 
incorporated into Firefox, this additional attribute could be added to the history file 
via a Firefox plugin or extension. 

Once the DORK-processed text file was made available, a Python script was written 
to visit each URL and extract the content text from the HTML source. This was done 
with the help of the Python SGMLParser library, which contains pre-written routines to 
help identify the different components within an HTML source file. With the content 
text extracted, each unique word was tallied and the results were used to calculate the 



522 K.B. Shaban, J. Chan, and R. Szeto 

 

term-frequency/inverse-document frequency weight of the word. Should the weighting 
exceed a threshold of 0.3, it was considered as a “keyword” of the page. The end result 
was a dictionary (a data structure similar to a Perl hash) with all of the unique words in 
the history as keys, and the desired attributes (listed in section 2.1) as values. For com-
pleteness, the total frequency of the word over all pages was also saved as an optional 
fifth attribute, but ultimately not used as an input to the neural network. Furthermore, 
for the purposes of this prototype, the data set was also cut down (to speed up the neu-
ral network) by eliminating any words which never appeared as keywords on any page. 
This data structure was then printed to a space-delimited text file, which was subse-
quently converted to an excel spreadsheet to facilitate easier importing into Matlab. 
This file represented the training data for the neural network. 

With the training data determined, a simple testing set was also created by going to 
the Toronto Star music web page, and running the HTML source through both the 
SGMLParser to obtain the content, and then the term frequency/inverse-document 
frequency to obtain the keywords on the page. These keywords were then queried 
against the training set, and if they existed in the training set the attributes for each 
word were printed to a text file. Since the training set only contained words that ap-
peared as keywords in at least one page in the history, this step also effectively fil-
tered out all words that were not keywords in the past. It should also be noted that in 
essence, the testing data set is actually a subset of the training data set. However this 
is inherently necessary since the system should not update the existing data with new 
information from the current testing page. For example, the “last accessed” date 
should not be changed to the current time just because the user is accessing the test 
page now. Once determined, the testing set was also converted into an excel spread-
sheet for use in Matlab. 

3.2   Determining User Interests  

Since the system was expected to learn continuously over time, an unsupervised 
learning neural network was deployed in Matlab. To reiterate, for any given keyword 
the system was required to identify patterns utilizing the 4 inputs defined as follows:  

1. Total number of web pages that have this word as a keyword 
2. Days since the page with the word was last accessed 
3. Total minutes spent on the page with the word 
4. Total number of web pages that have this word (regardless of whether it is a 

keyword or not) 

The actual inputs utilized for testing can be found by looking at Appendix A. The 
solution was implemented in the form of a Self-Organizing Map (SOM) neural net-
work. It should be noted however, that an SOM takes only 2-dimensional data points 
to compute a neuron map. While there existed 4 data points for input, it was quickly 
realized through trial and error with various neural net configurations that the inputs 
did not form adequate clusters in n-4 space. Thus, the best 2 out of the 4 inputs were 
selected. In order to determine which 2 inputs were the most appropriate, the mechan-
ics of the SOM first need be discussed. 

Given the spread and spatial organization of a set of data points, an SOM deter-
mines different classes in a manner similar to K-means clustering, a pattern recognition 
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approach that separates data based on their Euclidian distances. Thus, when graphed 
against each other, an ideal set of inputs should present themselves with some distinct 
clustering patterns in Euclidian space that the SOM can recognize. Holland’s paper [ 4] 
stresses the statistical importance of data to be used, which seconds this assertion. 

In order to indentify the ideal input pair, the different pairs of input data for all  
300 keywords in the training set were plotted against each other. The results were as 
follows: 

 

 

 
 

 

The results clearly show that the patterns of input 1 vs. 2, input 1 vs. 4, input 2 vs. 
3 and input 2 vs. 4 have poor clustering patterns for a two class case.  In contrast, the 
plot of input 3 vs. 4 clusters much better into two classes.  Thus, these two sets of data 
points were chosen to be the inputs fed into the SOM.  It should be noted once more  
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that while input 1 was not chosen to be inputted into the neural network, the informa-
tion gleamed from input 1 was already used once to cut the data set down to only 
approximately 300 inputs. That is, the data set fed into the neural network contained 
only words that appeared as keywords on at least one page. 

With the inputs determined the SOM was generated with the following parameters: 
Neuron grid: 10 x 20, randomized shape 
Epoch: 3000 
Training Data Size: 300 
The resultant SOM generated was graphed as follows: 

 
When the network was simulated, the SOM determined the neuron closest to each 

of the input data. The closet neuron activated, and the input data can be understood as 
associated with the activated neuron. The neurons were numbered and ordered, with 
neuron 1 located at the bottom left of the map and neuron 200 located at the top right 
of the map. 

4   Evaluation 

The neural network was tested against 50 data points that were extracted from another 
web page (the Toronto Star music homepage). Higher neuron numbers refer to a 
higher chance of the word being a word of interest, thereby denoting the relative im-
portance of the word. To evaluate the results based on the binary selection require-
ment, it can be understood that with an activation neuron number above 100, the word 
tends to be of interest, while a number below 100 means the word is not of interest. 
Furthermore, in order to test the accuracy of the results each word was qualitatively 
assigned as being truly “of interest” or ”not of interest” based on the simulated user 
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profile. The 50 data points were evaluated based on this understanding with the re-
sults as follows: 
 

Word Neuron # Correct? 

Advanced 196 No 

Advertising 101 No 

Air 144 No 

American 36 Yes 

April 196 No 

Archive 76 Yes 

Back 144 No 

Band 115 Yes 

Barber 36 Yes 

Beat 120 Yes 

Blogs 81 Yes 

Books 18 Yes 

Can 196 No 

Canadian 125 Yes 

CD 196 Yes 

Charles 195 Yes 

David 138 Yes 

DVD 177 No 

Events 114 Yes 

Full 126 No 

Function 142 No 

Having 144 No 

He 196 No 

Hot 20 Yes 

Ian 125 Yes 

Jazz 196 Yes 

Julian 70 Yes 

Kennedy 20 Yes 

Last 147 No 

Life 189 No 

Live 186 Yes 

Mike 127 Yes 

Music 196 Yes 

Musician 174 Yes 

Must 175 No 

News 92 Yes 

Note 61 Yes 

Out 196 No 

Phoenix 69 Yes 
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Photos 83 Yes 

Playing 196 Yes 

Recent 198 No 

Releases 133 Yes 

S 81 Yes 

Sensitive 9 Yes 

Show 137 Yes 

Singers 36 No 

Site 113 No 

Specials 10 Yes 

Star 199 No 
 

The items highlighted in grey are important words that are definitely of user interest. 
Results: 
Correct: 31 / 50 
Incorrect: 19 / 50 
Accuracy rate: 62% 
Keywords identified: 16 / 17 
Keyword identification accuracy rate: 94% 

The overall test results do not demonstrate very accurate results, with an accuracy 
of 62%. Major keywords of interest however, were in fact identified correctly. Recall-
ing that the user profile was preset to be a jazz music lover who often scouts for con-
certs and visit pages with musician information, important keywords such as “band”, 
“events” and “jazz” were correctly identified. Furthermore, with 17 pre-determined 
words of interest, the system was able to properly identify 16 of them. The problem 
however, was that the system also identified many uninteresting words as words of 
interest. In other words, the system tends to be too permissive in identifying the words 
of interest. 

5   Discussion 

One of the sources of error within the current system stems from the fact that while the 
SGMLParser class is extremely easy to use, it is not the most robust. More specifically, 
it was found early on that the SGMLParser class would actually misidentify snippets of 
Javascript and HTML as content text. In order to correct for this, a filter was imple-
mented whereby only alphanumeric characters would pass. This greatly decreased the 
errors, however a few words still slipped through, as is evidenced by the abundance of 
the word "function" in the testing set. To correct for this in the future, the open source 
SGMLParser would need to be investigated and modified appropriately. 

Another source of error came from the fact that the idealized threshold value for the 
term-frequency/inverse-document frequency was actually slightly different for each 
webpage. An attempt was made to normalize these values, as evidenced by the fact that 
in calculating the weight the equation divides by the maximum frequency for any word 
for any given page. However, while this normalization did help, the threshold values 
still seem to be somewhat disparate from each other. More work needs to be done in 
order to come up with a proper normalizing function over all pages. 



 Interest-Determining Web Browser 527 

 

Furthermore, while the term frequency/inverse document frequency technique is 
adequate and relatively inexpensive computationally, it is not entirely the most accu-
rate. Since whether or not a word should be considered a "keyword" is rather subjec-
tive, no quantitative measure can be given as to the accuracy of the TF/IDF technique 
for this particular application. However, upon perusal of the output, it is fairly obvi-
ous that some words do not belong. Since usage data on these misidentified keywords 
is fed as the input into the neural network, they obviously introduce error into  
the neural network as well. Thus, any future system should investigate alternative 
methods to determining keywords. One such approach may be to forgo the step com-
pletely, and instead let the neural network do the work instead. Another approach 
would be to first extract all the nouns in a given web page since nouns are more likely 
to be keywords. This can be done by interfacing the system with a dictionary data-
base, or by using a probabilistic approach to detect nouns [ 2]. 

In addition to flawed input data, the usage of an unsupervised network also limits 
the intelligence of the system. The core concept motivating an unsupervised network is 
that it is able to recognize a distinct pattern given the data. However, the inputs to the 
network may very well prove to not have a distinct pattern as indicated by the diffi-
culty in creating a working neural-net using all four data points in n-4 space. Thus, it 
becomes questionable whether the user’s interest is determined solely by the patterns 
in the numerical factors presented in the user’s browsing history. That is, it might be 
difficult for the system to learn without a teacher. On the other hand, as mentioned 
previously the system should not expect a teacher as it becomes unrealistic for a user 
browsing the web to constantly train the system. It may be more realistic to develop a 
system that can take user-feedback in a way that is intermittent and less intrusive. 

6   Conclusion 

There are many uncertainties present in determining user interest based on past 
browsing history. Thus, it is not surprising that there does not exist a single algorithm 
or solution that can compute user interest based on the patterns found in browsing 
history. Nonetheless, the implemented system is able to reduce the giant list of poten-
tial keywords to a small list, and indicate the words of interest with decent accuracy. 
However, the system is also overly permissive in marking uninteresting words  
as words of interest to the user. To improve on the robustness and sensitivity of the 
system, a more complex neural network approach with some redundancy might be 
helpful. Furthermore, incorporating a supervised learning system that is unobtrusive 
to the user may also be beneficial. 
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Abstract. Defining the boundaries of a web-site, for (say) archiving or
information retrieval purposes, is an important but complicated task. In
this paper a web-page clustering approach to boundary detection is sug-
gested. The principal issue is feature selection, hampered by the observa-
tion that there is no clear understanding of what a web-site is. This paper
proposes a definition of a web-site, founded on the principle of user in-
tention, directed at the boundary detection problem; and then reports on
a sequence of experiments, using a number of clustering techniques, and
a wide range of features and combinations of features to identify web-site
boundaries. The preliminary results reported seem to indicate that, in gen-
eral, a combination of features produces the most appropriate result.

Keywords: Web-site definition, Web-page Clustering, Web Archiving.

1 Introduction

As the World Wide Web has grown in size and importance as a medium for
information storage and interchange, the problem of managing the information
within it has assumed great significance. In particular, there has been a lot of
interest, recently, in working with whole web-sites, and other compound web-
objects rather than single web-pages [5,17,18]. The detection of web-site bound-
aries is an important aspect with respect to many applications such as web
archiving, WWW information retrieval and web spam detection. The process of
archiving web content is a non trivial task [6, page 82]. The target information
may be contained in just a few HTML files, or a very complex web application
[1]. Identifying the boundary of a web-site can automate the choice of pages
to archive. Studying the world-wide web at web-site level rather than web-page
level may also have useful applications [3].Documents can be represented by
multiple pages on the web [5]. Thus, sometimes, it is not reasonable to study
attributes like authorship at page level. A web-site entity may be reorganised at
the site owners control, as pages and links appear/disappear on an infinite basis
[14]. This characteristic implies the separate study of inter and intra site links.
The accessibility of content on the web [4], assuming content is fully accessible
from within a site (navigation between pages all of the site) can focus on con-
nectivity between sites. Finally, the study of the web using statistical analysis of
web-pages maybe skewed due to the simplicity of rapid and dynamic generation.
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The identification of the boundaries of a web-site can be a relatively simple
task for a human to achieve. When traversing the web, navigating from one web-
page to another, the detection of a particular web-sites boundaries is done by a
human recognising certain attributes from these pages or closely related content.
The set of attributes from a page is usually common to each of the pages within
a web-site, this is also true of the topics which are closely related or about one
theme. The features that a user can recognise to determine similarity between
pages can be the style and layout of the page, including; colours, borders, fonts,
images and the positioning of these items. Also the content covered, including
topic or topics displayed in various sections or sub section within the same
page or spread across pages. Although this is all fairly obvious to humans, the
boundary detection task is far from trivial for a machine. This paper tries to
overcome such difficulties by proposing a data mining approach to the web-site
boundary identification problem.

The identification process is hampered by the lack of a clear, general, and useful
definition of what a web-site is [2,3]. The term is often used either informally (for
instance when investigating the sociological impact of the web [10]), or in rather
specific ways. The simplest option is to state that a web-site is defined by the
machine it is hosted on. However, several web-sites may be hosted on the same
machine (e.g. http://www.member.webspace.virginmedia.com has content by
many authors), alternatively a single web-site may span several machines (for ex-
ample the INRIA’s web-site has content on domains www.inria.fr,
www-rocq.inria.fr, osage.inria.fr, etc). A web-site may also comprise sev-
eral sub web-sites. To apply data mining techniques to the web-site boundary de-
tection problem, in the context of applications such as web archiving, requires
some definition of a web-site. This is one of the issues addressed in this paper.
The second issue has to do with the nature of the web-page features that should
be included in a feature vector representation that permits the application of data
mining techniques to identify web-site boundaries. From the above it is clear that
URL alone is not sufficient. Intuitively content alone would also not be sufficient
given that any web-site can be expected to link to other sites with similar content.
In this paper we present a number of experiments investigating which features are
the most appropriate to aid the identification of web-site boundaries.

Given a collection of web-pages, represented in terms of a set of features,
we can attempt to identify boundaries either by processing the collection in a
static manner or a dynamic manner (by “crawling” through it). The first option
is considered in this paper. In the static context clustering techniques may be
applied so as to distinguish between web-pages that belong to a given web-site
and web-pages that do not belong to the site.

The contributions of this paper may thus be summarised as follows;

1. A definition of what constitutes a web-site in the context of web-site bound-
ary identification.

2. A report on a sequence of preliminary experiments, conducted using a num-
ber of different web-page features, and a combination of features, to deter-
mine the most appropriate features for boundary identification.
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3. A report on the use of a number of different clustering techniques to identify
the most appropriate for web-site boundary identification.

Note that the most appropriate clustering technique and web-page model com-
bination, as will be demonstrated, is that which most accurately generates the
known clusters present in a number of “test” input data sets.

The rest of this paper is organised as follows. In Section 2 we present our
definition of what a web-site is, and compares this to previous proposals. Section
3 then presents a discussion of the web-site boundary identification process, and
discussion of the potential features that may be most appropriately used to
identify such boundaries. The results of the evaluation of the different potential
features, using a number of clustering techniques, is presented in Section 4. some
conclusions are presented in Section 5.

2 Web-Site Definition

A number of proposals have been put forward over the years, to characterize the
idea of a collection of strongly related web-pages. In the work by Senellart [19,20],
the aim is to find web-pages that are contained in logically related groups using
the link structure. Senellart emphasises the fact that there is no clear definition
of what a web-site is, and defines a “logical” web-site as a collection of nodes that
are significantly more connected than other “nodes”. This definition abstracts
from the physical notions described in the traditional definition (single server,
single site) and makes a more subjective claim that concentrates on the similarity
between pages.

Work has also been done in the area of detecting web subsites by, for example,
Rodrigues et al. [16,17] and Neilsen [15]. The authors use the word subsite to
refer to a collection of pages, contained within a main web-site, that fills the
criteria of having a home page, and having distinct navigation and styling from
the main pages of the site.

Research by Dmitriev [5,7] brings about the notion of compound documents.
This is a set of web-pages that aggregate to a single coherent information entity.
An example of a compound document is a news article that will be displayed over
several pages within the news web-site, each with a unique URL. The authors
intention is for the reader to absorb the article as a single piece of information
[7]. Some points to note about compound documents is that they have an entry
point (which can be non trivial to find) which is similar to the definition of a
subsite above. Using the definition it challenges the synonymous notion of web
node equals web-page.

It is suggested, in the context of boundary detection, that an appropriate
definition must encompass several of the above concepts. The following definition
is therefore proposed:

Definition 1. A web-site is a collection of web-pages that:
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WS1 have a common entry point, referred to as the web-site home-page, such
that every page in the collection is reachable from this home-page through a
sequence of directed hyperlinks;

WS2 have distinct navigation or styling features, and
WS3 have a focused content and intention.

The first two elements in the statement above are syntactic in nature. They refer
to clearly recognizable features of the given collection of web-pages. The third
one is intended to capture the purposes of the creators of the given collection.

Considering the above definition in further detail it should be noted that the
definition is couched in terms of the expected structure of a web-site, and that
some of the elements of the definition build upon existing ideas found in the lit-
erature. Constraint WS1 is probably the most obvious one, and its importance
has been recognized previously (see for instance [12,13,15,21]). It is also natu-
ral to add a constraint like WS2; similar styling is a clear sign of authorship.
Collections of web-pages that have the same styling tend to have been created
by the same people. Minor differences may arise between pages in the same col-
lection, however common themes will often be shared by all pages that are part
of a single conceptual unit. Constraint WS2 also refers to the possibility that
many pages in the same site may have similar link patterns. The styling may be
completely different, but the navigation of the pages may share some common
links (for instance a back link to the web-site home-page). As to WS3, the idea
of focused content and intention has never been explicitly included in a web-site
definition, although it is implicitly present in other proposals (e.g. [2]). The idea
reflects the situation where an author has control over a collection of pages so
that the pages can thus be said to be related by the author’s intention.

It is perhaps also important to stress that we move away from the popular
graphical vision associated to the web (see e.g. [4]). Web-sites are collections of
related web-pages, but their hyper-link structure is only one of the many possible
features that one should consider when grouping related pages. It will become
apparent that hyper-links (directed out-going links) from a page are important,
but, for instance, “popular-pages” [11] (a notion derived from the analysis of in-
going links) seem to be less relevant with respect to web-site boundary definition.

The above definition (in the context of boundary detection) offers a number
of advantages:

Generality: This is more general than previous proposals. Constraint WS1
clearly relates to the notion of seed pages that has been used in the past
as a means of clustering content-related web-pages.WS2 encompasses the
approaches based on the study of the URL’s and the link structure of the
given set of pages.

Flexibility: The definition is flexible. It is argued that any sensible definition
must contain a semantic element referring to the authors’ intentions. Such
an element cannot be defined prescriptively, and is application dependent.
Adding such element to the definition (constraint WS3) makes it suitable
to describe a wide range of boundary detection scenarios.
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Effectiveness: The proposed definition is effective because, as will be demon-
strated, it can be used to identify web-site boundaries using data mining
techniques.

3 The Web-Site Boundary Identification Process and
Feature Selection

We now turn to the description of the proposed approach to the problem of
web-site boundary identification.

As noted above, the process of identifying web-site boundaries adopted in this
paper is a static one (as opposed to a dynamic one). The process commences
with a crawl whose aim is to collect a set of web-pages that will represent the
domain of investigation in the subsequent boundary detection process. The start
point for the crawl is the home page of the target site. The search then proceeds
in a breadth-first fashion with a crawling that is not limited to URL domain or
file size. Thus, for example, if an external link (e.g. google.co.uk) was found,
it would be followed and included in the dataset. Once a sufficiently large col-
lection of pages has been gathered, feature vectors are constructed, one for each
page, and a clustering algorithm applied to distinguish the target site from the
“noise” pages. To complete the description of our approach we need to specify
what features (attributes) to include in the feature vector and what clustering
technique is the most appropriate. A tentative answer to the latter is provided
in Section 4.4, here we address the former.

The space of features that may be used to describe a given web-page is massive.
The features selected in the study described here include: hyper links, image
links, Mailto links, page anchor links, resource links, script links, title tags and
URLs. We contend that web-pages grouped based on such features and arbitrary
combinations therein can be considered part of the same web-site, based on the
definition given in Section 2.

The hyper-link based features were constructed by extracting all of the hyper-
links from each of the pages. Each textual hyperlink, representing a pointer to
another web-page was stored as a single string (the only processing that was done
was that the text was cast into lower-case, to facilitate comparison). The values
associated with each of the features in the hyper-link group was the number of
potential occurrences (frequency count) of each identified hyper link. The theory
behind the use of hyper-links is that pages that are related may share many of
the same hyper-links. The shared links may be other pages in the same web-
site (e.g. the web-site home page) or significant external pages (e.g. most pages
from a Department with a University web-site may point to the main University
portal).

The image links feature sub-vector was built by extracting all of the links to
images (< img >) from each of the given pages in W . The image links were
processed in a similar fashion to the hyper-links, as described above. Pages that
link to the same images were deemed to be related; for example the same set of
logos or navigation images.
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Another feature sub-vector was constructed by extracting Mailto links from
the pages in W . The idea is that a group of related pages may contain a Mailto
link to a single email contact (for example the web master). The links are ex-
tracted from the HTML code using the same method as described above, but
looking for the Mailto tags.

The page anchor links sub-vector was constructed by extracting all of the page
anchors from each of the pages. Page anchors are used to navigate to certain
places on the same page, these can be helpful for a user and can very often have
meaningful names. It is conjectured that if the same or related names are used
on a set of pages it could imply related content. The Page Anchor Links group
of attributes were extracted by parsing the HTML code as above and identifying
the number of possible occurrences (the values for the individual attributes).

The Resource Links feature sub-vector was constructed by extracting all of
the resource links from the given pages. This commonly includes CSS (Cascading
Style Sheet) links. The motivation is that the styling of a page is often controlled
by a common CSS which could imply that a collection of pages that use the same
style sheet are related. In this case the feature space is built by extracting only
the resource links from the HTML.

The script links sub-vector was constructed by extracting all of the script
links from each of the pages in W . This commonly included Java script links.
The observation here is that some functions that are used on web-pages can be
written and used from a common script file; if pages have common script links
then they could be related. This feature sub-vector was built by extracting this
information.

It is conjectured that the titles used in a collection of web-pages belonging
to a common web-site are a good indicator of relatedness. The title group of
features was constructed by extracting the title from each of the given pages.
The individual words in each title were then processed to produce a “bag of
words” (a common representation used in text mining). Note that when the
textual information was extracted from the title tag non-textual characters were
removed, along with words contained in a standard “stop list”. This produced a
group of feature’s comprising only what were deemed to be the most significant
title words.

The textual content was extracted from each page in the dataset by using
a html text parser/extractor (http://htmlparser.sourceforge.net/). This
gave only the text that would be rendered by a web browser. This is deemed
to be the same text that a user would use to judge a pages topic/subject. Stop
words (same list as used to identify title text above) were then removed and a
bag of words model produced as in the case if the title sub-vector.

Finally the URL feature sub-vector was constructed by collating the URL’s
from each of the pages. The motivation is that the URL is likely to be an
important factor in established whether subsets of web-pages are related or
not. As noted above URL should not be considered to be a unique identi-
fier for every web-page in the given collection. The URL of each page was
split into “words” using the delimiters found in URL’s. For example the URL
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http://news.bbc.co.uk would produce the attributes news, bbc, co and uk.
Non textual characters were removed (no stop word removal was undertaken).
The process constructed an attribute group that would have a high frequency
count for common URL elements (words).

4 Evaluation

This section describes the results of the sequence of experiments conducted to
identify the most appropriate set of features, considering a number of clustering
algorithms, in the context of web-site boundary identification and with respect
to the web-site definition given in Section 2. The clustering algorithms used are
briefly reviewed in Sub-section 4.1. The test data is described in Sub-section 4.2.
The evaluation strategy adopted is introduced in Sub-section 4.3. The results
are presented and discussed in Sub-section 4.4.

4.1 Clustering Algorithms

Four different clustering algorithms were selected to evaluate the proposed web-
site boundary identification process: two variants of the well-known k-means pro-
cess (k-means and Bisecting k-means), k-nearest neighbour, and the DBSCAN.
A brief overview of each is given below:

k-means: The k-means algorithm is an example of an iterative partitional al-
gorithm [8]. It operates on the actual feature space of the items. Items are
allocated to a user specified number of k clusters. Only “spherical” shaped
cluster are found, and the process has the disadvantage that results can be
influenced by outliers.

Bisecting k-means: The bisecting k-means clustering algorithm is a parti-
tional clustering algorithm that works by computing a user specified k num-
ber of clusters as a sequence of repeated bisections of the feature space. A
k-way partitioning via repeated bisections is obtained by recursively com-
puting 2-way clusterings. At each stage one cluster is selected and a bisection
is made[22].

k-nearest neighbour: The k-nearest neighbour algorithm is an iterative ag-
glomerate clustering algorithm [8]. Items are iteratively merged into existing
clusters that are “closest”, within a user specified threshold value. If items
exceed the threshold, they start a new cluster. The algorithm has the ability
to find arbitrary shaped clusters in the feature space.

DBSCAN: The DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) algorithm creates clusters that have small size and density [9].
Density is defined as the number of points within a certain distance of one
another. Note that the number of clusters, k is not input, but it is determined
by the algorithm.

The selection of candidate clustering algorithms was made according to the dis-
tinctiveness of their operation. To remove the dependence on the number of
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clusters of some of the algorithms, in each case the cluster containing the start
page of the crawl in each data-set was designated as the target cluster KT (ideally,
such cluster would include all pages belonging to the web-site to be archived).
All other clusters were then identified as noise cluster KN .

4.2 Test Data

For the purposes of the experiments a collections of web-pages was obtained by
crawling the University of Liverpool’s WWW site. For the evaluation four sets of
web-pages were obtained, comprising 500 pages each, and describing the activity
of a number of University Departments, namely: (i) Chemistry, (ii) Mathematics,
(iii) History, and (iv) Archaeology, Classics and Egyptology. The data sets were
identified as: LivChem500, LivMaths500, LivHistory500 and LiveSace500.

4.3 Evaluation Strategy

For evaluation purposes the four clustering algorithms identified above were ap-
plied to the data collection several times to identify each of the four University
Departments web-sites, each time using different groups of features to character-
ize the given web-pages. The objective on each occasion was to correctly identify
all pages describing a particular department, and group in a generic “noise” clus-
ter all other pages. For each experiment one of the data sets was identified as
the target class, CT , and the remainder as noise. The results are presented in
the following section.

Two measures were used to evaluate the quality of the resulting cluster con-
figuration: (i) accuracy and (ii) entropy. The accuracy was calculated as the sum
of the correctly classified target class web-pages within KT plus the sum of the
number of “noise” web-pages correctly allotted outside KT divided by the total
number of web-pages. Thus:

accuracy =
correctClass(KT ) +

∑i=n
i=1 correctClass(Ki)

|W | (1)

Where the function correctClass returns the number of correctly classified items
in its argument, which must be a cluster, KT is the target cluster, K1 to Kn are
the remaining clusters and W is the input set.

Similarly, denoting by mTT (resp. mTN ) the number of pages from (resp. not
in) the given web-site (according to the human classification) that land in KT ,
the entropy for KT is defined as:

eT = −mTT

|KT | log
mTT

|KT | −
mTN

|KT | log
mTN

|KT | (2)

(here, clearly, the size of cluster KT satisfies |KT | = mTT + mTN ). Therefore,
the total entropy of the resulting set of clusters, is calculated as:

|KT |eT + (500 − |KT |)eN

500
(3)

(where eN is defined in a similar way to eT with respect to KN ).
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4.4 Results and Discussion

The results of the experiments are presented in this section. Table 1 describes
results using the Chemistry data-set. The table presents a comparison of the
effectiveness of the proposed web-site boundary identification process using: (i)
different web-page features and (ii) different clustering algorithms. The first col-
umn lists the feature of interest. The Composite feature (row 1) combines all
features except the textual content feature (row 2). The second column gives the
clustering algorithm used, and the third the value of any required parameters.
The clustering algorithm, with respect to each feature, are ordered according to
the accuracy value (column 5) obtained in each case. The fourth column gives
the entropy value obtained using each of the 10 identified features with respect
to each of the clustering algorithms.

Similar experiments were conducted with respect to the other data sets. Table
2 summarises the entire set of experiments. The column headings are the same
as for Table 1. For each target class the best two performing features (according
to the accuracy measure) were selected and reported in Table 2.

Discussion of Feature Selection. The first observation that can be made
from Table 1 is that the entropy and accuracy measure corroborate each other.
The second observation is that Resource Links, Image Links, Mailto Links and
Page Anchors, when used in isolation, are poor discriminators. With respect to
accuracy the best discriminators are (in order): Composite, URL, Hyper Links
and ScriptLinks. In terms of maximising the entropy the best features are (in
order): ScriptLinks, URL, Hyperlinks and Composite. Putting these results to-
gether we can observe that there are clear candidates for the most appropriate
features to use for boundary identification. There is two possible reasons for the
poor performance of the trailing features. One reason could relate to the absence
of a feature, this could be a consequence of a specific design choice or function of
a web-page. In terms of page anchors and mailto links, these feature will only be
present if the specific function is needed/used for a certain page, mailto link may
not be provided, or page anchors might not be used. The second reason might be
because of the common presence of the feature amongst all pages in the dataset.
The pages collected in the dataset that are classed as irrelevant (i.e not in the
target class CT ) still come from various divisions of the Liverpool University. If
many pages use many common images, scripts or resource links, distinguishing
between pages may prove quite difficult if the pages only vary by a small degree.
Finally, it is perhaps worth noticing that the composite feature acts as a boost
in terms of dissimilarity between pages. As described above, if the difference
in the pages using a single feature are very small, then combining features will
increase this small distinction, to provide a more detectable difference in the
inter page dissimilarity between groups. It also copes well with missing features,
as the composite feature provides other items that can be present to correctly
classify data items.

Inspection of Table 2 indicates that the best discriminators, across the data
sets, are: Composite, URL, Hyperlinks and Textual. The composite feature
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Table 1. Clustering accuracy and entropy results obtained using LivChem500, differ-
ent features and using different clustering algorithms. (Results ordered by clustering
algorithm with respect to best average performing feature, according to accuracy).

Chemistry Department 500 (LivChem500)

Feature Algorithm Params (op-
timal)

Entropy
(%)

Accuracy
(%)

Composite
Bisecting Kmeans k=4 87.09% 98.2%
Kmeans k=4 86.99% 98%
DBSCAN minPoints=1,

eps=250
62.82% 91.8%

KNN Threshold=20 46.07% 13.2%

Textual
Kmeans k=5 81.09% 96.8%
Bisecting Kmeans k=4 66.18% 91.6%
DBSCAN minPoints=1,

eps=999
48.99% 88.6%

KNN Threshold=25 64.02% 23.4%

URL
Bisecting Kmeans k=4 87.42% 98.2%
Kmeans k=4 85.86% 98.1%
DBSCAN minPoints=1,

eps=5
58.72% 91.6%

KNN Threshold=5 45.92% 12.4%

Hyperlinks
Kmeans k=5 87.28% 98.2%
Bisecting Kmeans k=5 65.78% 93%
DBSCAN minPoints=1,

eps=250
55.87% 90.6%

KNN Threshold=30 45.96% 12.6%

Title
Kmeans k=6 83.98% 97%
DBSCAN minPoints=3,

eps=5
54.41% 90.4%

Bisecting Kmeans k=4 60.14% 84.6%
KNN Threshold=5 45.92% 16.8%

ScriptLinks
Kmeans k=4 88.25% 97.8%
Bisecting Kmeans k=3 64.08% 91.8%
DBSCAN minPoints=3,

eps=5
47.73% 46.6%

KNN Threshold=1 45.92% 12.4%

ResourceLinks
DBSCAN minPoints=3,

eps=5
63.23% 91.8%

Bisecting Kmeans k=5 52.85% 63%
Kmeans k=5 55.29% 61.6%
KNN Threshold=5 45.92% 12.4%

MailtoLinks
Bisecting Kmeans k=6 48.00% 74.2%
Kmeans k=7 46.00% 12.8%
DBSCAN minPoints=1,

eps=200
45.92% 12.4%

KNN Threshold=5 48.98% 11.4%

ImagesLinks
Bisecting Kmeans k=6 46.05% 34.4%
Kmeans k=8 48.95% 27%
DBSCAN minPoints=1,

eps=250
46.19% 13.8%

KNN Threshold=15 46.11% 13.4%

PageAnchors
Bisecting Kmeans k=9 45.92% 12.4%
Kmeans k=9 45.92% 12.4%
KNN Threshold=5 45.92% 12.4%
DBSCAN minPoints=1,

eps=1
45.92% 12.4%
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Table 2. Best results for all four test set combinations (Results ordered by clustering
algorithm with respect to best average performing feature, according to accuracy)

Departments from University Of Liverpool

Best per-
forming
feature

Best perform-
ing Algorithm

Params (op-
timal)

Entropy
(%)

Accuracy
(%)

Chemistry Department (LivChem500)

Composite
Bisecting Kmeans k=4 87.09% 98.2%
Kmeans k=4 86.99% 98%

URL
Bisecting Kmeans k=4 87.42% 98.2%
Kmeans k=4 85.86% 98.1%

Mathematics Department (LivMaths500)

Textual
Bisecting Kmeans k=8 76.3% 96%
Kmeans K=7 75.35% 95.8%

Hyperlink
DBSCAN minPoints=3,

eps=5
69.72% 94.4%

KNN Threshold=90 44.16% 86.8%

History Department (LivHistory500)

Composite
Bisecting Kmeans k=3 77.28% 96%
Kmeans k=6 72.83% 95.2%

Hyperlinks
Bisecting Kmeans k=3 75.06% 92.6%
Kmeans k=5 72.25% 95.2%

School of Archaeology, Classics and Egyptology (LivSace500)

Composite
Bisecting Kmeans k=5 82.33% 89.2%
Kmeans k=9 85.03% 93.2%

Hyperlinks
Bisecting Kmeans k=4 72.84% 79%
Kmeans k=3 74.36% 70%

performs the best in three out the four cases and can thus be argued to have
the best performance overall. It is conjectured that this is because it is the most
robust comprehensive representation, and thus can operate better with respect
to missing or irrelevant values in the vector space (compared to using features in
isolation). For example, title seems to be a good indicator of pages in the same
web-site, but if a title tag is missing then the page will be missed completely.
Using a composite set of features boosts the performance, and helps find pages
that span across multiple domains and services within the input data. There are
some cases were the Textual (content) works well. However, content tends to
be dynamic and is subject to change; it is suggested that the composite feature
representation would be able to deal effectively with such changes.

In general, it can be said that the features considered in the composite feature
include attributes of a web-page that are more representative of authors’ overall
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intentions, rather than the authors means of conveying an idea. The composite
feature representation will model a page using: the URL which can be considered
as the place in the web structure it resides, the title provides a round-up of the
overall message the page conveys, the hyperlinks consider the position it is in
the website site structure (home page, leaf node etc); while the resource, script,
mail, image and page anchors links provide a consistent representation of the
skeleton structure of the page. All features in combination perform better than
in isolation. The performance is better than only textual content, which can
be thought of as a representation of the target information an author is trying
to convey at a specific point. This is subject to change as events/schedules or
activities change. The main skeleton structure will remain fairly consistent, and
thus, in the experiments conducted in this paper, prove to be a better model for
website boundary identification according to our definition.

Discussion of Clustering Algorithms. The best overall clustering algorithms
tend to be Bisecting Kmeans and Kmeans. It is worth noting that the feature
space that is created from each of the web-page models is quite dense, with low
ranges of values with occasional outliers, and with very high frequency of cer-
tain features. Consequently the KNN and DBSCAN algorithms tend to produce
clustering results that merge almost all items into a single cluster, or they over-
fit, and produce a single cluster for each data item (note that these clustering
algorithms do not work with a predetermined number of clusters). The items in
the feature space are densely packed so even using low threshold values cannot
produce distinctions between related and non related items. This observation
is also reflected with respect to the Kmeans and bisecting kmeans algorithms
when a low initial cluster value (k) is used; in this case it can also be seen that
the majority of items are grouped together, this is contrary to what we might
expect to be produced, i.e. a cluster containing items from the ideal class and
another cluster containing the remaining items.

In the early stages of the investigation it was thought that a cluster value
of K = 2 for Bisecting Kmeans and Kmeans would be the most appropriate to
distinguish between desired web-pages from the target class (CT ), and web-pages
that are irrelevant (noise included in the crawl). However, from test results, it
quickly became apparent that using K = 2 did not provide any useful distinction
in the data sets. This was because the clusters produced by Bisecting Kmeans
and Kmeans are Hyper spheres, i.e with equal radii in all n dimensions. Any
change in the cluster radius in any specific dimension impacted on all dimensions
which meant that in some cases, given a low number of clusters (i.e. K = 2), some
“short” dimensions was entirely encompassed by a single cluster. By increasing
the value of K much better results were produced as clusters were not able to
grow in the same manner as with low values of K. Thus a high initial cluster value
(K) was eventually used so as to distinguish between items in the densely packed
feature space. The effect of this was to force the generation of many cluster
centroids (in the case of kmeans) or many bisections (in the case of bisecting
kmeans), This method of using high initial cluster values was re-enforced by the
adverse results obtained using DBSCAN and KNN which do not operate with
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an initial number of cluster parameters, and instead tried to adapt to the feature
space. DBSCAN and KNN either produced single clusters containing most items,
or they “over-fitted” and generated a large number of clusters each containing
very few items.

It can be argued, out of the clustering algorithms that were tested, that the
Bisecting kmeans seemed to produce the overall best performance. The reason
for this is that it suffered much less with initialisation issues; and that the feature
space is bisected on each iteration which produced clusters that were not limited
by centroid distance, as in the case of Kmeans (and others).

The method of using a high initial clustering value proved to have very good
results when combined with the composite web-page representation. The fea-
tures in isolation were out performed by the more robust composite feature,
which is also true for the content (textual) representation. The composite fea-
ture representation using high initial cluster value for the Bisecting Kmeans
algorithm produced a better more consistent performing result that fits our se-
lective archiving application.

5 Conclusions

An approach to the clustering of web-pages for the purpose of web-site boundary
detection has been described. The reported study focuses firstly on the identifi-
cation of the most appropriate WWW features to be used for this purpose, and
secondly on the nature of the clustering algorithm to be used. The evaluation
indicated that web-page clustering can be used to group related pages for the pur-
pose of web-site boundary detection. The most appropriate features, identified
from the experimentation were Composite, URL, Hyper Links and ScriptLinks.
These Composite features can be argued to be the most appropriate because
it appears to be the least sensitive to noise because it provided a much more
comprehensive representation (although it required more computation time to
process). The most appropriate clustering algorithms, from the four evaluated,
were found to be Bisecting Kmeans and Kmeans.

There are many applications that may benefit from the work. described Ex-
amples include: (i) WWW spam detection, (iii) creation of WWW directories,
(iii) Search Engine Optimisation (SEO) and (iv) the generation of site maps. In
future work the research team are interested in conducting experiments using
much bigger data sets, including some currently popular web-sites.
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Abstract. In this paper, we present an application of an Element Oriented 
Analysis (EOA) credit scoring model used as a classifier for assessing the bad 
risk records. The model building methodology we used is the Element Oriented 
Analysis. The objectives in this study are: 1) to develop a stratified model based 
on EOA to classify the risk for the Brazilian credit card data; 2) to investigate if 
this model is a satisfactory classifier for this application; 3) to compare the cha-
racteristics of our model to the conventional credit scoring models in this spe-
cific domain. Classifier performance is measured using the Area under Receiver 
Operating Characteristic curve (AUC) and overall error rate in out-of-sample 
tests. 

Keywords: Credit Scoring, Classifiers, Element Oriented Analysis, AUC. 

1   Introduction 

Credit scoring models have been widely used in industry and studied in various aca-
demic disciplines. We make two broad observations of the existing literature.  

On the one hand, the existing credit scoring models are sensitive to the specific 
domain and available dataset. As a result, they might change significantly over variant 
domains or datasets. For example, Neural Networks performed significantly superior 
to LDA in predicting bad load [4]. Whereas Yobas et al [14] reported that the latter 
outperformed the former in bank credit account assessment. Similar problems also 
appeared among the applications of Logistic Regression model, kNN model and Deci-
sion Tree model [1]. On the other hand, domain knowledge and experience are the 
important aspects to influence the risk assessment. This point has also been demon-
strated by many reported works, such as [2], [8] and [10]. 

This paper makes the following three contributions. First, we develop a stratified 
credit scoring model based on Element Oriented Analysis (EOA) methodology. 
Second, we apply the model to the Brazilian credit card data. Third, we evaluate the 
performance of the EOA model relative to some conventional models on this particu-
lar dataset.   

The empirical results in this paper are focussed on the Brazilian credit dataset from 
the PAKDD09 data mining competition. This provides a good basis for comparison of 
the EOA model with other models used in that competition [2], [8], [9] and [10]. 
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Realistic available credit datasets are rare. The Brazilian credit data was available 
(with reasonable PAKDD09 competition restrictions). The widely used German credit 
data can criticised for being unrealistic because it is small, has few variables, and has 
been pre-cleaned.  

The rest of the paper is organised as follows. Section 2 introduces the development 
of our stratified model, including a comprehensive explanation of EOA and a com-
plete framework for the EOA model. We discuss related credit scoring models in 
Section 3. Then we describe the application data and procedure in Section 4, followed 
by the experimental results. We also discuss the related work from PAKDD09 compe-
tition in Section 5. Finally, Section 6 concludes with a summary of the paper's contri-
butions and proposes possible directions for future work. 

2   Credit Scoring Model Based on Element Oriented Analysis 

In this section, we firstly review some key concepts of EOA. Then we describe how a 
credit scoring model is developed based on EOA. 

2.1   Element Oriented Analysis 

EOA is a methodology for developing predictive models and is not an algorithm. The 
EOA methodology involves the design of new features or attributes based on segmen-
tation. EOA has been used to predict corporate bankruptcy by Zhang et al [15]. In that 
application, the data was segmented and the segment characteristics used to add new 
informative features. To better understand our model, it is necessary to briefly intro-
duce the idea of EOA with the following definitions. 

Definition 1. Let ܦ ൌ  ሺ݀ଵ, ݀ଶ, . . . , ݀ሻbe a dataset and  ݀ሺ1  ݅  ݉ሻbe the ݅௧  

observation with ݀ possibly being a vector. If ݀ there exists k common intrinsic 
properties, and they can be represented by the following function (1).  ݀ ൌ ,⊗ଵݏ …  ሺ1ݏ ⊗,  ݅  ݉ሻ                                        (1) 

where ݇݅ݏ  the common intrinsic property and ⊗ represents the only relationship be-
tween the different properties. ݏ  is defined to be an Element of data point  ݀ . 
Example. Suppose that a dataset consists of ten observations with one binary target 
attribute (Y) and one numeric explanatory attribute (X) shown in below 

Y:  0, 1, 1, 0, 1, 1, 0, 0, 1, 0 
X: 7, 3, 4, 6, 3, 4, 7, 6, 4, 7 

Suppose that we need to find the relationship explaining what kind of ܺ is more likely 
to cause ܻ ൌ 1. According to Definition 1, some intrinsic properties are extracted into 
the new informative features. One of the simple ways to define an informative feature 
is as follows. Consider an Element ݏଵ  to represent the probability of an explanatory 
variable given the occurrence of the target variable Y.  Then we might find ܲሺݔ ൌ ݕ|7 ݎ 6 ൌ 1ሻ ൌ 0, ܲሺݔ ൌ ݕ|3 ൌ 1ሻ ൌ 0.4 and ܲሺݔ ൌ ݕ|4 ൌ 1ሻ ൌ 0.6.  

We may define another Element  ݏଶ to depict the dataset from the viewpoint of the 
observations across all attributes. As a result, we choose  ݏଶ to be the probability of 
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belonging to an overall segment for the observation between ܻ ൌ 1 and  〱 ൌ 0. For 
example, we can use a clustering algorithm to calculate the probability of a data item 
being in a particular segment.  In this example, we obtain ܲᇱሺݔ ൌ ݕ|7 ൌ 1ሻ ൌ0.11, ܲᇱሺݔ ൌ ݕ|3 ൌ 1ሻ ൌ 0.86  ܲᇱሺݔ ൌ ݕ|4 ൌ 1ሻ ൌ 0.87 and ܲᇱሺݔ ൌ ݕ|6 ൌ 1ሻ ൌ 0.2 
(Please note that more details of obtaining the Element are stated in Section 2.3). Now 
we generate two Elements to replace the original explanatory variables as shown in 
Table 1. 

Table 1. Dataset Based on the New Elements 

Obs. Y X s1 s2 

1 0 7 0.6 0.11 
2 1 3 0 0.86 
3 1 4 0 0.87 
4 0 6 0.4 0.2 
5 1 3 0 0.86 
6 1 4 0 0.87 
7 0 7 0.6 0.11 
8 0 6 0.4 0.2 
9 1 4 0 0.87 
10 0 7 0.6 0.11 

 
 

These two Elements are designed to represent the latent structure between the tar-
get variable (Y) and the original explanatory variable (X). Therefore, they fit the defi-
nition of a Structure Element in the following Definition 2. 

Definition 2. The Element is defined as a Structure Element if it satisfies two  
conditions: 

1. It contains the same number of observations as the original dataset. 
2. It states the original data in terms of either the view of attributes or the 

whole dataset.     

The defined Elements are chosen based on insights and knowledge of the intended 
application. The two Elements defined above use segments or strata. We now need 
describe how the Elements are used to do the predictions. Generally, EOA has two 
steps. 

Definition 3. The Local Level (LL) calculates the Elements as defined for an applica-
tion. The Global Level (GL) does the calculation to use the Elements to meet the 
modelling objective. 

In the current application, the modelling objective is a classifier predicting whether a 
credit card holder is a good or bad. EOA has been applied to other applications such 
as short-term time series prediction where the modelling objective is the prediction of 
the next k-values in a time series. 

Definition 4.  Element Oriented Analysis (EOA) methodology has the following 
components: 
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1. New Elements representing the informative features are generated by segment-
ing the original dataset. 

2. The resulting model uses the new Elements (and optionally the original data) 
3. The resulting model is multi-level using a Local-Global hierarchy resulting 

from the use of new Elements based on segments and original data. 
 

The same dataset could be segmented into the Elements in many different ways, 
which depend on the data domain and intended applications of the model. An impor-
tant part of the EOA model application is the discovery and design of the Elements. 

2.2   EOA Credit Scoring Model 

Suppose that a target variable Y can be predicted by a linear function of the explanato-
ry variables Xi (i=1…p). Some parameters such as the intercept ߚ and the slope ߚ 
are estimated in function (2) 

ܻ ൌ ߚ  ∑ ୀଵߚ ܺ  ߳                                        (2) 

where ߳ is the unobserved random variable. In the usual cases of credit risk assess-
ment, the target variable is assumed to be the binary value using 0 for good risk and 1 
for bad risk. Hence, there exists a conditional probability of the binary variable Y 
given the value of Xi as function (3) ܲ ൫ܻݎ ൌ 1ห ଵܺ … ܺ൯ ൌ ଵଵାష                                                 (3) 

and the probability of the contrary event is function (4) ܲݎ൫ܻ ൌ 0ห ଵܺ … ܺ൯ ൌ షଵାష                                                     (4) 

where ݖ ൌ ߚ  ଵߚ ଵܺ  ڮ  ܺߚ  ߳. In terms of Definition 2, we now define two 
Structural Elements (SE) ݏଵ and ݏଶto explain the observations. The ݏଵ  element puts 
observations into attribute (or column) based segments while the ݏଶ  element puts 
observations into record (or row) based segments. According to function (1), we now 
have a transferring function (5) 

ܺ ൌ ଶ ሺ1ݏ ⊗ଵݏ  ݅  ݉ሻ                                             (5) 

As a result, regression function (2) is converted to (6) ݖᇱ ൌ ᇱߚ  ∑ ᇱୀଵߚ ଵݏ  ାଵᇱߚ  ଶ                                              (6)ݏ

And the credit scoring model is built by following function (7) log ሺୀ|௦భ,௦మሻሺୀଵ|௦భ,௦మሻ ൌ ᇱߚ  ∑ ᇱୀଵߚ ଵݏ  ାଵᇱߚ  ଶ                                     (7)ݏ

 
According to Definition 3, our model is designed with LL and GL. The comprehen-
sive development framework for our model is shown in Figure 1. We need to clarify 
that Logistic Regression is tentatively applied in GL in this application. However, our 
model is not limited to this technique only.  
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Fig. 1. The Framework of EOA Model in Credit Scoring 

2.3   Finding the Structural Element in Local Level 

To simplify the explanation, we first assume a sample of n independent observations 
(x, y), where y denotes the observed value of a binary variable (e.g. good/bad credit 
risk) and x denotes the explanatory variable. Following the EOA framework, we de-
fine two SEs to understand the dataset accurately. The first SE s1 is given by function 
(8) to discover the probability of explanatory variable x given the occurrence of target 
variable y.  ݏଵ ൌ ܲሺݕ|ݔ ൌ 1ሻ ݏ ݎଵ ൌ ܲሺݕ|ݔ ൌ 0ሻ                                    (8) 

To provide a different view of a data observation, we define SE s2 from the viewpoint 
of the observations across the attribute. In the other words, this SE should state the 
probability of an observation belonging to a segment of good credit risk or bad credit 
risk. To find s2, we firstly generate two clusters through the distance function (9). ݀ ൌ ሺݔ െ  ܿ ሻ்ܣሺݔ െ ܿሻ, ሺ݅ ൌ 1,2ሻ                                (9) 

Where A is the distance norm matrix, ܿ is the cluster. Then the ݏଶ, which 
represents probability of an observation belonging to a segment, which is calculated 
by the membership functions (10).  聼ଶ ൌ ଵ∑ భమೕసభ ଶݏ ݎ  ൌ ଵ∑ మమೕసభ                                             (10) 

2.4   Estimate Credit Score in Global Level 

Based on the function (7), we fit a Logistic Regression model with the elements as 
inputs. The logistic regression model parameters are estimated by minimising the log-
likelihood (11) ܮ ൌ ∑ ሾݖ݈݃  ሺ1 െ ሺ1݃ሻ݈ݖ െ ሻሿୀଵ                                    (11) 

where  ൌ 1/ሺ1  ݁ି௭ሻ and ݖ ൌ ߚ  ∑ ୀଵߚ ଵݏ   ଶ. L uses the maximumݏାଵߚ
likelihood method that depends on the estimation of ߚ, … , -ାଵ. The estimated probߚ
ability of target variable is calculated when our model is fitted in the training data. 
Then our model starts to group the observations based on the following rule (12) 
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ܻ ൌ ൜ 0, ݂݅ ሺܻݎܲ ൌ ,ଵݏ|0 ଶሻݏ  0.51, ሺܻ ݎܲ ݂݅ ൌ ,ଵݏ|0 ଶሻݏ ൏ 0.5                                  (12) 

3   Related Work 

Reichert et al. [11] first proposed to assess credit risk by Linear Discriminate Analysis 
(LDA). They assigned the observations to the “good applicant” or “bad applicant” 
class by the posterior probability, which is calculated through Bayes’ theorem. As a 
result, their model showed good performance in the normal distributed data. In other 
words, LDA can make a good linear classification if the covariance matrix can indi-
cate the class boundary clearly. Henley [5] applied logistic regression to the credit 
scoring applications in his dissertation. Both LDA and logistic regression are parame-
tric models. 

Along with the development of parametric models, some non-parametric models 
have also been used to assess the credit risk. For example, the kernel density based 
techniques achieved good results for a two dimensional dataset [12]. The kNN (k-
Nearest Neighbour) classifier has been used for a credit scoring model [6]. The basic 
idea of kNN is to classify the observations into the good or bad groups by their k most 
similar neighbours. Some experiments showed kNN model outperformed kernel based 
models in multidimensional datasets [6] [12].  

Decision Tree models have also been developed within data mining community 
[3]. As a rule inductive algorithm, decision tree models first learn the rule information 
from the samples iteratively. The observations are then distinguished by those learnt 
rules. Recently, neural networks have also been applied to support credit risk analysis 
[7] [13]. Their non-linear function learning systems are recognised to be effective on 
real world data, such as credit card data and home loan data [7].  

4   An Application on the Brazilian Credit Card 

In this section, we apply our model to the Brazilian credit card dataset from the 
PAKDD09 competition. The dataset is available from the website 
http://sede.neurotech.com.br:443/PAKDD2009/. The competition datasets are derived 
from one continuous dataset originally.  The organisers divided it into three datasets. 
One labelled dataset is provided for training purpose, and the other two datasets are 
unlabelled, which are set to test competitors’ results. Due to the fact that the competi-
tion has been closed and we cannot get the unlabelled results, we adopt the labelled 
data in this application only. 

4.1   Data Description and Pre-processing 

The selected dataset consists of 50000 observations with 32 attributes. The ratio of 
dataset between risky observations and safe ones is 20% to 80%. According to the 
preliminary knowledge from the competition, the attribute labelled as “TAR-
GET_LABEL_BAD_1” is the target variable with Boolean value that 0 denotes safe 
observation whereas 1 denotes risky one. However, the dataset encounters the issue of 
incompletion and diversity. Hence we pre-process the data in the beginning of the 
experiment. The pre-processing of the rest of 31 attributes together with the simple 
data descriptions are shown in appendix 1.  
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4.2   The Results 

After pre-processing, we get a new dataset with 18 explanatory variables, an identifi-
cation variable and a target variable. 49907 observations (93 observations are deleted 
as their values of target variable are null) consist of 40049 safe observations and 9858 
risky ones. The training/test data are generated using a 50% random split. 

Our experiment has two stages. In the first stage, we demonstrate the characteris-
tics of our model on the training and test datasets. To apply the EOA model, the fol-
lowing calculations are done: calculate the two SEs, fit the SEs to the Logistic Re-
gression. Then test performance of the resulting model on out of sample data. In the 
second stage we investigate the robustness of our model by testing out of sample data 
on the different runs and comparing our model to some conventional credit scoring 
models on the different split of training/test data. We apply to measure both training 
and test results using Area under the Curve (AUC) derived from the ROC and the 
overall error rate. 

4.2.1   Stage One – Modelling and Testing 
Following the EOA framework, we define 18 first SE giving the probability of bad 
risk for the original 18 selected explanatory variables to replace the original ones  
(A1-A18) in the new dataset. And a second type of SE defining the probability of 
membership of a bad risk cluster is added. The selection of the suitable explanatory 
variables from the new dataset depends on coefficients with significance level or 
0.005. Table 2 shows the training results for the selected explanatory variables. 

Table 2. The Results of Multivariate Testing 

P. Est. Std. 
Error 

Wald 
Chi-Sq. 

Pr > 
Chi-Sq. Select? 

Int 0.0310 0.7797 0.0016 0.9683 N 
s1 -1.5666 0.3461 20.4865 <.0001 Y 
s2 -0.7079 0.7086 0.9981 0.3178 N 
s3 -2.3897 0.6545 13.3301   0.0003 Y 
s4 -0.8214   0.2248   13.3485   0.0003 Y 
s5 -2.3923 0.1689 200.5355 <.0001 Y 
s6 -2.0592 0.2644 60.6754 <.0001 Y 
s7 -2.5196 0.3485 52.2728 <.0001 Y 
s8 -6.4221 1.3099 24.0357 <.0001 Y 
s9 -1.4159 0.3390 17.4409 <.0001 Y 
s10 -1.9306 0.2008 92.4867 <.0001 Y 
s11 -2.5967 0.1484 306.2052 <.0001 Y 
s12 -1.1876 0.4341 7.4835 0.0062 N 
s13 -0.3539 0.4457 0.6304 0.4272 N 
s14 -1.8058 2.0924 0.7448 0.3881 N 
s15 -2.7061 0.6110 19.6157 <.0001 Y 
s16 -2.1595 2.6541 0.6620 0.4158 N 
s17 27.6272 1.8639 219.7100 <.0001 Y 
s18 -3.4889 0.3492 99.8379 <.0001 Y 
m 1.3798 0.5634 5.9975 0.0021 Y 

(Note that s1-s18 is the first type SE for the original 18 selected explanatory variables 
(A1-A18), m is the second type SE) 
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The resulting model is used to make an out-of-sample test on another 50% obser-
vations. The result is shown in the following Figure 2(a). Also the precision results 
are concluded in the Figure 2(b).  

 

 

Fig. 2(a). ROC Curve for Our Model Estimat-
ing the Probability of Bad Credit Risk 

Fig. 2(b). Precision Curve for Our Model 
Estimating the Probability of Bad Credit Risk 

(The curves are based on a single training and out of sample test. The red curve indi-
cates the training result while the blue one shows test.) 

 

 
The AUC results and the overall error rate are shown in the following Table 3. 

Comparing the EOA model results with those from the competition, we find the re-
sults are similar (Dasgupta et al, 2009; Kannan and Balakrishnan, 2009; Pfahringer, 
2009 and Linhart et al, 2009). 

Table 3. The Results of AUC from Our Model 

Training Out of Sample Test
AUC Overall Error AUC Overall Error 

0.6843 0.1969831 0.6718 0.198273 

op 

4.2.2   Stage Two – Robustness Validation 
To check the robustness of the EOA model, we run the different random training and 
test dataset ten times. The results are shown in Table 4. 

After ten times out of sample testing, the average AUC we obtained from EOA 
model is 0.666, with standard deviation of 0.0072. The overall error rate is 0.199, 
these two measures showed the stability and robustness of EOA model.  
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Table 4. The Robust Validation of Our Model 

No. 
Training Out of Sample Test

ROC Overall Error ROC Overall Error 

1 0.6843 0.1970 0.6718 0.1983 

2 0.6891 0.1958 0.661 0.2022 

3 0.6868 0.1965 0.6649 0.1995 

4 0.6887 0.1973 0.6573 0.2 

5 0.6849 0.1969 0.6717 0.1979 

6 0.6865 0.1984 0.6621 0.1959 

7 0.6901 0.1948 0.6605 0.2024 

8 0.6827 0.1970 0.6765 0.1952 

9 0.6827 0.1956 0.6781 0.2022 

 ഥ 0.6863 0.1965 0.6669 0.1995ܯ 0.2012 0.665 0.1954 0.6875 10

Std 0.0026 0.0011 0.0072 0.0026 

 

4.2.3   The Results of Comparison 
We provide a comparison between the performance of the EOA model and some 
alternative models over different training/test dataset split, from 10/90, 30/70, 50/50, 
70/30 to 90/10. We use the R packages to test the performance of these models. The 
details of these models are listed in Table 5. 

Table 5. The Benchmark Models 

Benchmark R Package Model Setting 
Decision Tree rpart Min Split=20 Max Depth=30 Complexity=0.01 

AdaBoost ada Min Split=20 Max Depth=30 Complexity=0.01 
RandomForest randomForest Trees=500 

LogisticRegression glm Family=binomial Link=logit 
Neural Networks nnet HiddenNodes=15 

 
 

The comparison results are shown in Table 6 and Figure 3 below. We use AUC to 
measure the performance [16]. 

From the results of comparison, we observe that AUC of our model increases from 
0.64 of 10/90 split to 0.67 of 90/10 split. Hence, our model can perform better if it has 
the higher ratio of the training dataset to the test dataset. In addition, our model starts 
to outperform all the benchmark models from the 30/70 split. Therefore, we conclude 
that our model is competitive in this application. 

According to the latest publication by Hand [16] who reports that incoherence of 
AUC might mislead the results through using different misclassification cost distribu-
tion for different classifier, we also extend our experiment a bit further to the compar-
isons of Area Under the convex hull of a ROC curve (AUCH) for 50/50 split. The 
publically available R package is used in this comparison as well. The results are 
shown in Table 7 below.  
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Table 6. The Comparison between Our Model and Some Benchmarks 

Benchmark 10/90 30/70 50/50 70/30 90/10 

Our Model 0.6426 0.6592 0.6669 0.6671 0.6729 

AdaBoost 0.659 0.655 0.6553 0.6543 0.6475 

RandForest 0.6411 0.6473 0.6475 0.646 0.6409 

Logit 0.6561 0.6575 0.657 0.6593 0.6545 

DecisionTree 0.5 0.5 0.5 0.5 0.5 

NNs 0.507 0.5077 0.5085 0.5064 0.5088 

 

 

Fig. 3. The Comparison between Our Model and Some Conventional Models over the Different 
Training/Test Split 

Table 7. The Comparisons of AUCH between Three Models 

Benchmark Our Model AdaBoost Logit 

AUCH (50/50) 0.6687 0.6664 0.6652 

 
In this comparison, we mainly compare the performance of AUCH between Ada-

Boost, Logit and Our EOA model, which have the leading performances in AUC 
comparison. Our model again outperforms the other two models although the supe-
riority is very margin. The results also validate the robustness of our model from 
another view of points. 

5   Discussion of the Related Works 

Many credit assessment models were built for the Brazilian credit card dataset as part 
of the PAKDD09 data mining competition. In the following, we discuss work of dif-
ferent models from some top ranked teams (Note that the ranking is in terms of the 
results on the unlabelled dataset, to which we do not have access).  

0.64262

0.65915

0.66689 0.66708

0.67287

0.63

0.64

0.65

0.66

0.67

0.68

10%/90% 30%/70% 50%/50% 70%/30% 90%/10%

Our Model AdaBoost RandForest Logit
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Equinox team from ANZ bank [2] demonstrated their stratified model in this com-
petition. They trained two Logistic Regression models for the segmentation with 
AGE>30 and AGE<=30. They explained the reason for selecting AGE to partition 
data is that AGE has stable performance with respect to PSI (Population Stability 
Indices). And then the score one from the Logistic Regression model is brought to the 
score two by applying Naïve Bayesian Model with the Weight of Evidence of 
Quant_other_Bank_Accounts, Education Status and Cod_Application_Booth. The 
final credit score is then generated by the average of the score one and the score two. 
Similarly, Latentview team [8] used the joint score from the weighted average com-
bining the prediction from Logistic Regress, TreeNet, Adaptive Logistic Regression 
& CART models.  

Pfahringer [10] performed a detailed pre-processing of the dataset in his experi-
ment. The processed data is run in four models, which are Logistic Regression, Neur-
al Network, Bagged Boosted Decision Stumps and Ensembles of Boosted Random 
Rules. He claimed that Ensembles of Boosted Random Rules with 2.5 million rules 
gains the best performance in the final submission of competition. 
Logit team from Tel-Avis University [9] showed their ensemble of models through 
combining the parametric model and nonparametric model. They also made a major 
step of data pre-processing before their attempts on Logistic Regression model and 
kNN model respectively. Eventually, they applied the Logistic Regression model to 
the results from kNN model. Their accurate results are validated by a 5-fold cross 
validation approach.  

6   Conclusion  

In this paper, we develop a stratified model based on EOA to solve the credit risk 
problem on the Brazilian credit card dataset. Our approach is different from the re-
lated works, most of which have domain knowledge assistance. The main insight in 
our model is to find two valuable Structural Elements discovering the latent regulari-
ties from the attributes and observations respectively. And then these two Structural 
Elements are regarded as explanatory variables for input into a Logistic Regression 
model. As the results demonstrated in Section 3, our model is applicable in credit risk 
assessment in the context of the accuracy measures from the existing works on the 
same dataset and the benchmark models.  

In our future work, our framework will be extended to the standard UCI datasets. 
This will allow us to better understand the strengths and weaknesses of our approach. 
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Appendix 1. Data Description and Pre-processing 
 
 

Attribute Description Pre-processing 

ID_CLIENT: Sequential number for the applicant 
Set as the identification of 
the dataset 

ID_SHOP Shop code where the application has been 
made 

Drop it as no consistent 
values 

SEX (A1) M=Male, F=Female M=1, F=0 

MARITAL_STATUS 
(A2) 

S=Single C=Married D=Divorced V=Widow  
O=Other 

S=1 C=2 D=3 V=4 O=5 

AGE (A3) Applicant’s age Range it from 15 to 83 

QUANT_DEPENDA
NTS 

Quantity of applicant’s dependants Drop it as most of values 
are zeros 

EDUCATION Applicant's education level Drop it as all values are null 

FLAG_RESIDENCIA
L_PHONE (A4) 

Y=Yes, N=No; If the applicant possesses a 
residential phone Y=0, N=1 

AREA_CODE_RESI
DENCIAL_PHONE 
(A5) 

Modified residential phone area code Keep as the original format 

PAYMENT_DAY 
(A6) 

Fixed month day selected for the eventual 
monthly payment 

Categorize by 3 days 
interval.  

SHOP_RANK Company’s rating for the shop in commercial 
terms 

Drop it as no consistent 
values 

RESIDENCE_TYPE 
(A7) 

P=Owned, A=Rented, C=Parents' House, 
O=Other P=1, A=2, C=3, O=4 

MONTHS_IN_RESI
DENCE (A8) Time in the current residence in months Keep as the original format 

FLAG_MOTHERS_
NAME (A9) 

Y=Yes, N=No; If the applicant had filled the 
mother's name in the form 

Y=0, N=1 

FLAG_FATHERS_N
AME (A10) 

Y=Yes, N=No; If the applicant had filled the 
father's name in the form Y=0, N=1 

FLAG_RESIDENCE
_TOWN_WORKING
_TOWN (A11) 

Y=Yes, N=No; If the applicant works in the 
same town where lives 

Y=0, N=1 

FLAG_RESIDENCE
_STATE_WORKING
_STATE (A12) 

Y=Yes, N=No; If the applicant works in the 
same state where lives 

Y=0, N=1 

MONTHS_IN_THE_
JOB (A13) Time in the current job in months Keep as the original format 

PROFES-
SION_CODE (A14) Applicant’s profession code Keep as the original format 

MATE_INCOME 
(A15) 

Applicant's mate monthly net income in Brazil-
ian currency (R$) 

All nonzero values are 
flagged as 1 

FLAG_RESIDENCIA
L_ADDRESS 
POSTAL_ADDRESS 
(A16) 

Y=Yes, N=No; If the applicant receives the 
post in the same address where lives 

Y=0, N=1 

FLAG_OTHER_CAR
D  

Y=Yes, N=No; If the applicant possesses 
another credit or private label card 

Drop it as most of values 
are zeros 



 An Application of Element Oriented Analysis Based Credit Scoring 557 

QUANT_BANKING_
ACCOUNTS Quantity of applicant’s banking accounts 

Drop it as all values are 
zeros 

PERSON-
AL_REFERENCE_#
1 

First name of the personal reference #1 (in 
Portuguese) 

Drop it as it is difficult to 
categorize 

PERSON-
AL_REFERENCE_#
2 

First name of the personal reference #1 (in 
Portuguese) 

Drop it as it is difficult to 
categorize 

FLAG_MOBILE_PH
ONE 

Y=Yes, N=No; If the applicant possesses a 
mobile phone 

Drop it as all values are N 

FLAG_CONTACT_P
HONE 

Y=Yes, N=No; If the applicant possesses a 
contact phone 

Drop it as most of values 
are N 

PERSON-
AL_NET_INCOME 
(A17) 

Applicant's personal monthly net income in 
Brazilian currency (R$) 

Categorize by R$100 
interval 

COD_APPLICATIO
N_BOOTH Booth code where application was handed in 

Drop it as most of values 
indicate zeros 

QUANT_ADDITION
AL_CARDS_ 
IN_THE_APPLICATI
ON (A18) 

Quantity of additional cards asked for in the 
same application form 

All nonzero values are 
flagged as 1 

FLAG_CARD_INSU
RANCE_ 
OPTION 

Y=Yes, N=No; If the applicant asked for card 
insurance service 

Drop it as most of values 
are N 
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Abstract. This paper presents a novel semi-supervised approach that
determines a linear predictor using Support Vector Machines (SVMs) and
incorporates information on rejected loans, assuming that the labeled data
(accepted applicants) and unlabeled data (rejected applicants) are not
drawn from the same distribution. We use a self-training algorithm in or-
der to predict how likely a rejected applicant would have repaid had the ap-
plicant received credit. A modification to the self-training algorithm based
on Platt’s probabilistic output for SVMs is introduced. Experiments with
two toy data sets; one well-known benchmark Credit Scoring data set, and
one project performed for a Chilean financial institution demonstrate that
our approach accomplishes the best classification performance compared
to well-known reject inference alternatives and another state-of-the-art
semi-supervised method for SVMs (Transductive SVM).

Keywords: Semi-supervised learning, Credit scoring, Support vector
machines, Reject inference.

1 Introduction

Credit scoring needs sophisticated models to assess the risk of providing a loan
to a person or a business, rejecting those who are considered too risky. Credit
scoring models are used by all major banks and financial institutions because
of their advantages: Their use significantly reduces loan processing costs and
diminishes aggregate default costs [2].

Credit scoring models are usually developed from granted loans (known good/
bad sample), because complete data are only available for those accepted. How-
ever, a representative sample should be drawn from the population which applies
for credit. Using a model based on only previously approved applicants can be in-
accurate [22]. If the previous accept/decline decisions were made systematically,
the set of accepted loans is a biased sample and not representative of the rejects
(sample bias). A method is needed to account for cases in which the behavior
is unknown. Reject inference is therefore used to infer the status of applicants
who have been rejected. [7].

The logit model is considered the main classification model in Credit Scoring
[23]. However, several data mining approaches have been proposed for this task
[8]. The main objective of this work is to incorporate data mining techniques
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such as semi-supervised learning and SVMs to credit scoring in order to improve
classification performance, using a biased sample of the applicants. Another ob-
jective is to compare the performance of different reject inference approaches
mentioned in the literature, with semi-supervised methods such as self-learning
and transductive learning.

This paper is organized as follows. In Section 2 we briefly introduce semi-
supervised learning for classification. Section 3 addresses the issue of non-random
sample selection in credit scoring and the advantage of reject inference. Section 4
introduces the proposed semi-supervised method based on SVMs. Experimental
results using two artificial and two real-world data sets are given in Section 5.
Section 6 summarizes this paper by providing its main conclusions and addresses
possible future developments.

2 Semi-supervised Learning

Semi-Supervised Learning (SSL) is a technique that lies “between” supervised
and unsupervised learning and promises to make a better classification by includ-
ing unlabeled data. Based on the fact that obtaining labeled data is expensive
or difficult, making unlabeled data cheaper to obtain in many applications [6],
SSL attempts to achieve better classification performance using both labeled and
unlabeled data. One of the first algorithms proposed for using unlabeled data is
the self-training method [1,21]. Two other important approaches are co-training
[3] and the Transductive SVM or S3VM [14].

In the late sixties, transductive inference combined with combinatorial opti-
mization was applied by Hartley and Rao [12] in order to maximize the likelihood
of their model. In the early seventies, semi-supervised learning appeared as a so-
lution for Fisher linear discriminant with unlabeled data. Semi-supervised learn-
ing had also been applied to more theoretical analyses in the eighties and nineties,
for example, determining learning rates in an approximately correct framework
(PAC) by Valiant [24] and an identifiable combination in which Castelli and
Cover [4] showed that with finite unlabeled points the probability of error has
an exponential convergence to the Bayes risk.

In the nineties the interest in SSL increased thanks to text classification tasks.
Currently semi-supervised learning is particularly important in machine learn-
ing areas such as speech recognition, web mining and three-dimensional protein
sequence problems [6]. The main algorithms of semi-supervised learning will be
reviewed in the following sections.

2.1 Self-training

Self-training, also known as self-labeling or decision-directed learning, is the most
common and simple SSL method. This wrapper algorithm uses the prediction of
a supervised learning method to label the unlabeled data. In other words, the
classifier uses its own prediction to teach itself. It starts training a separating
hyperplane only with labeled data. In each step the algorithm selects a fraction of
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the unlabeled examples for labeling, according to a target or a decision function.
Then the method adds these objects to the training set. Finally the classifier
retrains itself and the process is repeated.

The self-learning algorithm is very simple and can be used as a meta-learning
algorithm. Nevertheless, it relies on the goodness- of-fit of the classifier obtained,
considering that mistakes reinforce themselves. Another disadvantage of self-
learning is the difficulty of analyzing it in general, however there have been
some studies of convergence for specific base learners. [10,11]. Self-training will
be one of the semi-supervised strategies that we will use in order to improve
credit scoring models.

2.2 Co-training

Co-training methods are based on three assumptions. First, there should be a
natural split of variables in two subsets. Second, each subset should be sufficiently
large in order to train a good classifier. Finally, the method assumes that both
subsets are conditionally independent given the class.

The approach trains two different classifiers, one for each subset, using only
the labeled data. Then each classification function classifies part of the unlabeled
data and teaches the other classifier. Both classifiers are retrained with this new
labeled data given by the other classifier (cross information) in an iterative way.

Nigam and Ghani [19] compare co-training with generative models and an
EM algorithm. Their results show that co-training performs well, when the as-
sumption of conditional independence is held. They also demonstrated that it is
better to perform probabilistic labeling of the entire universe rather than con-
sidering only the most confident unlabeled data. This work also states that if
there is no natural feature split of the set, an artificial split could be created by
randomly dividing the feature set in two. Although this artificial split helps, the
results are not as good as in the case where the split is natural.

2.3 Transductive Support Vector Machine (TSVM) or S3VM

Transductive Support Vector Machine is an extension of standard SVM, in which
only labeled data are used. The goal of TSVM is to use both labeled and un-
labeled data in order to obtain the maximum margin in the linear boundary
of the Reproducing Kernel Hilbert Space. Finding the exact TSVM solution
is NP-hard, so great effort has been made on approximation algorithms. One
of the first widely used softwares for solving this problem is SVMlight, TSVM
implementation by Joachims [14].

Considering L labeled examples
{
(xl

i,y
l
i)

} ∈ L , yl
i ∈ {−1, +1}, and U un-

labeled examples {xu
i } ∈ U , where N = L + U and L and U represent the

sets of labeled and unlabeled examples respectively. Assuming a linear model
f(x) = wT · xl + b and using hinge loss for the unlabeled data, TSVM has the
following formulation [27] (C1 and C2 are penalty parameters):

Min
f

∑

i∈L

(
1 − yif(xl

i)
)
+

+ C1 ‖w‖2 + C2

∑

i∈U

(1 − |f(xu
i )|)+ (1)
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The last term of the equation takes into account the unlabeled data. The loss
function (1 − |f(xu

i )|)+ has a non-convex hat shape, which is the source of dif-
ficulty in the optimization problem. Some researchers proposed to solve the op-
timization problem using Gaussian function as an approximation of the hat loss
function [15]. Other approaches attempt to solve an easier problem and then
gradually transform it into the TSVM objective. Collobert et al. [5] optimized
the hard TSVM directly using an approximate optimization procedure called
concave-convex procedure (CCCP). As a result the authors report improvements
in speed for the training of the TSVM. A global optimal solution of TSVM was
proposed using Branch and Bound, where excellent accuracy for small data sets
is found. Although Branch and Bound probably will not be useful for large data
sets, this result shows the potential of TSVM with better approximation algo-
rithms.

3 Reject Inference for Credit Scoring

Credit scoring models are developed to predict the behavior of all applicants
but using a model based only on approved clients can be inappropriate. This
is a major issue when the accept/decline decisions are made systematically and
not randomly. In this case the accepted population is not representative for the
rejected loans and a method is needed for cases where the behavior is unknown.
Reject inference is a process that forecasts the behavior of rejected applicants
based on the analysis and performance of previously rejected ones. The main
reason for performing reject inference is the sample bias issue.

Reject inference can neutralize some distortions in decision-making. For ex-
ample, if credit is given to a group of applicants who have historic delinquency,
and they respond as good applicants, a credit scoring model (without reject in-
ference) would probably classify a new applicant who has historic delinquency
as good, based on the result of the first group. This kind of distortion could
be corrected with reject inference. It is also useful to estimate level of risk in
a specific unknown situation, allowing estimation of bad rates by the score of
those who were previously rejected, helping decision-making processes. However,
reject inference involves predicting the unknown, and will always have a degree
of uncertainty. Uncertainty can be reduced using better techniques but it will
never be eliminated.

Depending on the application acceptance rate and the level of confidence in
previous credit-granting criteria, reject inference could have great impact on the
credit scoring models. For example, with a very high level of confidence and a
high approval rate, reject inference is less important. In this case all rejected can
be seen as bad with a high level of confidence. If the level of confidence in the
credit-granting criteria is very low, near random adjudication can be assumed
and again the reject inference is not relevant. In cases with low or medium
approval rates and low bad rates, reject inference helps to identify opportunities
to increase market share with risk-adjusted strategies. Reject inference will also
have an important impact in cases where the accept/decline decision process
performs well.
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Several strategies for reject inference in credit scoring have been proposed [22].
Subsection 3.1 summarizes different approaches for traditional reject inference.
With the advances in data mining made in the last decade, some strategies
have been developed for credit scoring and reject inference using data mining
techniques, which we present in subsection 3.2.

3.1 Traditional Reject Inference Strategies

There are various techniques used to perform reject inference. Some of these are
presented in the following paragraphs.

Assign All rejects to bads. This approach is not adequate in most cases, because
we know that an important fraction of the rejects would have been good. The
only situation where this assumption could be suitable is when the approval
rates are very high and the cost of default is very high as well.

Assign rejects in the same proportion of goods to bads as reflected in the accepted
loans. We can use this assignment with confidence in two situations. If there is
no consistency in the current selection system or if the decisions have been made
randomly.

Ignore the rejects altogether. This is the most common method. The scoring
system is developed only with accepted applicants and the sample bias issue is
present. Ignoring the rejects is an ineffective and inefficient alternative.

Approve All Applications for a time period. This is the only method that allows
finding out the actual or real performance of rejected accounts. It is necessary
to approve all applications for a specific time period, which could be a very
expensive decision in terms of credit risk. The approved applications should be
representative of all score ranges, so it is not acceptable to understate or overstate
the bad rate of the rejects.

Use Data mining techniques to classify rejects. Based on the idea that rejected
and approved applicants have different distributions, we can improve the classi-
fication performance by applying data mining techniques in order to incorporate
the complete information of the applicants for prediction.

3.2 Reject Inference Using Data Mining Techniques

Some approaches have been developed for reject inference for Credit scoring.
This issue has been mainly addressed within the context of logistic regression.
Chen [7] proposed a maximum likelihood approach for reject inference, which
is limited to logistic regression. More general approaches such as Heckman’s bi-
variate two-stage model and the augmentation method have also been proposed.
Unfortunately, empirical research of these models reveals little promise [7].

The issue of a non-random sample for the unlabeled data in semi-supervised
learning has been addressed in a more general context (see, for example [27])
and in different applications, such as spam filtering [26]. An interesting ap-
proach based on Bayesian networks is proposed for biased labeling in semi-
supervised learning.
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Transductive SVM also allows performing reject inference with an additional
parameter p, which represents the fraction of unlabeled examples to be classified
into the positive class [14]. This parameter allows a correction to the classifier
but does not perform reject inference since this method does not classify the
unlabeled data.

4 A Semi-supervised Algorithm for Reject Inference in
Credit Scoring

We propose a self-training algorithm with a modification in order to incorporate
the assumption that the unlabeled data (rejected loans) have a higher risk in
terms of good/bad proportion. The main idea is to train a SVM classifier using
the labeled data (accepted applicants) and to estimate the probability of default
for rejected loans by using a logit link function as proposed by Platt [20]. The
next step is to adjust the cut-off threshold using a parameter λ and computing
the confidence of each unlabeled object. We incorporate the unlabeled observa-
tions iteratively with higher confidence to the labeled data until all unlabeled
data are labeled. The final classifier considers all applicants for credit and allows
an unbiased prediction for the behavior of new applicants in terms of risk.

The intention behind this approach is that we can adjust the classifier by
penalizing the unlabeled objects with less confidence (closer to the hyperplane),
forcing some of the rejected loans labeled as “good” in the self-training process
to be “bad”. According to the principles of self-training, which seems to be one of
the most natural strategies to follow [27], unlabeled objects with high confidence
are more likely to be consistent with the classifier, so we focus on modifying the
separating hyperplane using the unlabeled objects with less confidence in order
to incorporate the higher risk of rejected loans and to construct a classifier based
on an unbiased sample of the real population of applicants.

Formally, given training vectors xi ∈ �M , i = 1, ..., N , which consists of
L labeled examples

{
(xl

i,y
l
i)

} ∈ L , yl
i ∈ {−1, +1}, and U unlabeled exam-

ples {xu
i } ∈ U . For binary classification, SVM provides the optimal hyperplane

f(x) = wT · xl + b that aims to separate the training patterns. In the case of
linearly separable classes this hyperplane maximizes the sum of the distances to
the closest positive and negative training patterns. This sum is called margin.
To construct the maximum margin or optimal separating hyperplane, we need
to classify correctly the vectors xl

i of the training set into two different classes
yl

i, using the smallest norm of coefficients w [25].
If we look for a linear hyperplane in the case of linearly non-separable classes,

a set of slack variables is introduced for each training vector. C is a penalty pa-
rameter on the training error. The SVM procedure aims at solving the following
optimization problem:

Min
w, b, ξ

1
2
‖w‖2 + C

L∑

i=1

ξi (2)
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subject to
yl

i · (wT · xl
i + b) ≥ 1 − ξi i = 1, ..., L,

ξi ≥ 0 i = 1, ..., L.

Notice that the examples that are farthest from the separating hyperplane have
higher confidence and are more likely to belong to their corresponding class. The
self-training algorithm for reject inference follows:

Algorithm 1. Self-Training for Reject Inference
1. while(U �= ∅) do
2. train a SVM classifier f using (1) with all data in L ;
3. use f to classify all unlabeled examples in U ;
4. transform f(xu

i ) to a probabilistic outcome using Platt’s logit link function:

P (y = 1|f(xu
i )) =

1

1 + exp(Af(xu
i ) + B)

(3)

5. adjust the cut-off threshold by incorporating a higher risk in unlabeled data:

fλ(xu
i ) = P(y = 1|f(xu

i )) − 0.5 + λ (4)

6. select x∗ ∈ U with highest confidence |fλ(x∗)|;
7. L .add((x∗, sign(fλ(x∗)));
8. U .remove(x∗);
9. end while;

The parameters A and B in the link function (3) are fit using maximum likeli-
hood estimation from the training set [20]. Parameter λ ∈ [−0.5, 0.5] represents
the relative risk of the rejected applicants in terms of the accepted examples.
λ = 0 performs standard self-training, while a value of λ equal to one of the
bounds will assume that all rejected examples belong to a unique class. For ex-
ample, given the class +1 the defaulted loans, P (y = 1|f(xu

i )) represents the
probability of default for each rejected loan. A negative value of λ considers a
higher risk in the rejected loans, and allows rejected examples with a probability
of default smaller but close to 0,5 to belong to the positive class (defaulters).

We suggest the following procedure to estimate λ: we define u− (u+) as the
number of negative (positive) examples in the unlabeled training data, which at
this point we assume to be known. We consider u+

U
the ratio of customers that

belong to the positive class in the unlabeled data. We propose to obtain λ by
correcting the expected value of P (y = 1|f(xu

i )) using the estimated proportion
of bad customers in the subset of rejected loans:

λ =
u+

U
−

U∑

i=1

P (y = 1|f(xu
i ))

U
, (5)



A Semi-supervised Approach for Reject Inference 565

which is positive when there is a higher proportion of good customers in the
labeled class (given by the expected value of the probability of default trained
using labeled data) than in the unlabeled class.

The parameter λ assumes knowing the probability of being a good customer
for the rejected loans, which is unknown but can be estimated by understanding
the process of credit assessment, and at the end represents a strategic decision.
In our experiments the real proportion of good customers in the unlabeled data
will be known and we will use this information to obtain λ.

5 Experimental Results

The proposed approach has been applied to two toy data sets, one real-world
credit data set from the UCI data repository [13], and one data set from a
Chilean financial institution [17]. Next, these data sets are briefly described and
the classification results using different reject inference methods are provided.

5.1 Experiments with Toy Data Sets

A two-dimensional data set was constructed including 3 subsets: 100 examples in
a training subset with 80 negative instances (good accepted loans, represented by
squares in Figure 1) and 20 positive instances (bad accepted loans, represented
by diamonds in Figure 1); 100 examples in a second training subset which we
consider unlabeled in order to emulate a rejected subset (circles in Figure 1),
with 60 negative instances (good rejected loans, shown by squares in Figure 1)
and 40 positive instances (bad rejected loans, diamonds in Figure 1). Finally we
consider a test subset with 100 examples (70 negative instances and 30 positive).
The training data set (labeled and unlabeled) and the test data set are drawn
from the same distribution. Both variables are generated in order to be useful
for the classification task. Figure 1 represents a plot of the training subset of
this toy data set.

A second toy data set is obtained using the same data: Using the same 200
examples for training and the remaining 100 examples for testing, we split the
training data according to one simple rule: 100 examples above a threshold us-
ing one of the variables are considered unlabeled. In this case we do not have
overlapping labeled/unlabeled data sets and we also have a higher risk (12 pos-
itive instances in the labeled-training subset and 48 positive instances in the
unlabeled-training set). Figure 2 represents a plotted view of the training subset
of the second toy data set.

We tested our approach in both data sets and obtained the following solutions
for reject inference:

– SVM using only the labeled data set and omitting the unlabeled data set
(SVM).

– SVM considering all rejected loans as good loans (SVM+g).
– SVM considering all rejected loans as bad loans (SVM+b).
– SVM using standard self-training (SVM+st), which is equivalent to λ = 0.
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Fig. 1. Plot of the data set “Toy 1”

Fig. 2. Plot of the data set “Toy 2”

– SVM using the proposed modification for self-training (λ-SVM).
– SVM using Transductive SVM assuming the same proportion of classes in

the labeled and unlabeled subset (TSVM).
– SVM using Transductive SVM considering the real proportion of classes in

the unlabeled subset (TSVM+p).
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Table 1. Classification accuracy for two “toy” data sets

Test Toy 1 Test Toy 2

SVM 79% 70%
SVM+g 70% 70%
SVM+b 59% 72%
SVM+st 80% 70%
λ-SVM 82% 76%
TSVM 80% 75%

TSVM+p 80% 76%

Table 1 shows the classification performance (percentage of correctly classified
examples over total examples) in the test subset for both data sets:

From these experiments we observed better classification performance with
our approach. Transductive SVM performs as well as our approach in the second
toy subset but it is much more time-consuming (about 3 hours versus a few
seconds). We can also speed up our method to 10 iterations by incorporating
10 examples ( U

10 ) to the labeled data set at each iteration, achieving the same
classification performance.

From these results we observed that classification performance on the training
set using self-training is much better than any other method, which can be tricky
since the method assumes that the function used to label the rejected examples
is classifying all data correctly. It is important to analyze the results only in the
test subset and to avoid biased conclusions. Self-training without any inference
of the unlabeled data just reinforces the classifier obtained with the labeled data
and does not improve the classification.

5.2 Experiments with a Real-World Benchmark Data Set

In order to validate the results obtained with toy examples, we considered the
real-world data set German Credit, which consists of 800 examples in a train-
ing subset and 200 examples in a test subset, both with approximately 70%
good loans. We split the training subset into a training-labeled subset and a
training-unlabeled subset using stratified sampling and selecting approximately
600 instances for the labeled subset and the remaining 200 instances for the
unlabeled subset. We perform 4 different splits of the training subset in order
to consider different levels of risk. Table 2 contains the information for the 4
different training subsets:

Table 2. Proportion good loans for the German Credit Data

Gcredit1 Gcredit2 Gcredit3 Gcredit4

good loans labeled subset 70,1% 69,5% 67,6% 66,8%
good loans unlabeled subset 70,1% 70,3% 70,9% 71,2%
total good loans for training 70,1% 70,1% 70,1% 70,1%
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Table 3. Classification accuracy for the German Credit Data

Gcredit1 Gcredit2 Gcredit3 Gcredit4

SVM 78% 76% 76% 75%
SVM+g 70% 70% 73% 70%
SVM+b 58% 66% 67% 65%
SVM+st 78% 76% 77% 75%
λ-SVM 78% 77% 78% 77%
TSVM 77% 74% 76% 71%

TSVM+g 77% 74% 76% 69%

We ran the approaches described above for all 4 training subsets. Table 3
shows the classification performance in the test subset for both data sets:

Again our approach outperforms other methods in all 4 training subsets. No-
tice that our method behaves better in comparison with others in the training
sets with a higher difference in terms of risk. When the risk is similar, all methods
have similar classification performance.

5.3 Experiments with the INDAP Data Set

The INDAP data set stems from a credit scoring project performed for this
Chilean organization. INDAP is the main service provided by the Chilean govern-
ment that aims at supporting small agricultural enterprises; see www.indap.cl.
It was founded in 1962 and has more than 100 offices all over Chile serving its
more than 100,000 customers [17].

Following a feature selection step using the wrapper method HO-SVM [17],
the data set is based on 21 variables describing 1,100 observations (767 good and
333 bad customers). We split the whole data set into a training data set with
770 examples and a test data set with 330 examples (both with approximately
70% good customers) using stratified sampling. From the training data set we
obtained two subsets: one labeled-training subset emulating accepted loans with
539 observations and 71.6% good customers and one unlabeled-training subset
with 231 examples and 65.4% good customers, which represent a sample of re-
jected loans and were used for reject inference. Table 4 shows the results in terms
of accuracy for this data set, considering the experiments mentioned above.

Table 4. Classification accuracy for the INDAP data set

INDAP

SVM 75%
SVM+g 70%
SVM+b 70%
SVM+st 75%
λ-SVM 76%
TSVM 76%

TSVM+g 75%
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For this data set the proposed approach and TSVM perform slightly better
than SVM and standard self-training, while traditional reject inference affects
negatively in the performance of the classifier.

6 Conclusions

We presented a novel semi-supervised learning approach for reject inference in
credit scoring using SVM. The intention behind this method is that we can
correct the sample bias by labeling the rejected loans using self-learning. Al-
though traditional self- learning focuses on the unlabeled examples with higher
confidence, the important examples in our approach are the less confident ones
(rejected loans which the classifier can not conclude with certainty if they would
have been “bad” or “good” loans): these examples are more likely to be con-
sidered “bad” in the adequate proportion in order to adjust the classifier to the
real good/bad proportion.

A comparison with other semi-supervised techniques and reject inference
strategies for credit scoring shows the advantages of our approach:

– It outperforms other reject inference strategies for classification, based on
its ability to reproduce the expected risk of the real credit scoring problem
(the “through the door” population).

– Unlike TSVM, this approach represents an iterative algorithm based on stan-
dard SVM, avoiding a complex non-linear optimization problem and ensuring
a global optimum solution.

– It can be used with any suitable Kernel function, allowing non-linear classi-
fiers.

– It can be easily generalized to other classification methods, such as logistic
regression.

The experiments performed show that the strategy of considering all rejected
loans as “bad” or “good” proposed in [22] can negatively affect classification
accuracy, and should be used only in very special cases. On the other hand, reject
inference based on data mining strategies, such as self-training and transductive
algorithms, can improve the classification task by adjusting the expected risk of
the unbiased sample of loans. The significance of this improvement is shown by
the consistency of the current credit system: if accepted and rejected loans differ
significantly in terms of good/bad proportion, reject inference using the proposed
method helps to obtain a better solution by incorporating all available data.

Our algorithm relies on an iterative optimization problem, which is compu-
tationally treatable but expensive if the number of input features is large. We
could improve its performance by applying filter methods for feature selection
before running the algorithm [17]. In this way we can identify and remove irrel-
evant features at low cost. In several credit scoring projects we have performed
for Chilean financial institutions we used univariate analysis (Chi-Square Test
for categorical features and the Kolmogorov-Smirnov Test for continuous ones)
as a first filter for features selection with excellent results [17].
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Future work has to be done in various directions. First, it would be interesting
to improve the proposed technique by incorporating the information of the rules
that generated the current scoring model in order to improve the inference. It
would be possible to adjust the original score model by moving the rules accord-
ing to the performance of the classification and incorporating reject inference
based on semi-supervised learning. If the original model is not built on the basis
of a set of rules, we can extract them using different rule extraction techniques
for classification methods [18]. Also interesting is the application of this approach
in the domain of spam filtering, where many semi-supervised approaches have
been developed in order to improve the classification performance, considering
that labeled cases are previously defined by spam filters.
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Abstract. We present rminer, our open source library for the R tool that
facilitates the use of data mining (DM) algorithms, such as neural Net-
works (NNs) and support vector machines (SVMs), in classification and
regression tasks. Tutorial examples with real-world problems (i.e. satel-
lite image analysis and prediction of car prices) were used to demonstrate
the rminer capabilities and NN/SVM advantages. Additional experiments
were also held to test the rminer predictive capabilities, revealing compet-
itive performances.

Keywords: Classification, Regression, Sensitivity Analysis, Neural Net-
works, Support Vector Machines.

1 Introduction

The fields of data mining (DM)/business intelligence (BI) arose due to the ad-
vances of information technology (IT), leading to an exponential growth of busi-
ness and scientific databases. The aim of DM/BI is to analyze raw data and
extract high-level knowledge for the domain user or decision-maker [16].

Due to its importance, there is a wide range of commercial and free DM/BI
tools [7]. The R environment [12] is an open source, multiple platform (e.g.
Windows, Linux, Mac OS) and high-level matrix programming language for sta-
tistical and data analysis. Although not specifically oriented for DM/BI, the
R tool includes a high variety of DM algorithms and it is currently used by
a large number of DM/BI analysts. For example, the 2008 DM survey [13] re-
ported an increase in the R usage, with 36% of the responses [13]. Also, the 2009
KDnuggets pool, regarding DM tools used for a real project, ranked R as the sec-
ond most used open source tool and sixth one overall [10]. When compared with
commercial tools (e.g. offered by SAS: http://www.sas.com/technologies/bi/) or
even open source environments (e.g. WEKA [18]), R presents the advantage of
being more flexible and extensible by design, thus integration of statistics, pro-
gramming and graphics is more natural. Also, due to its open source availability
and users’ activity, novel DM methods are in general more quickly encoded into
� This work is supported by FCT grant PTDC/EIA/64541/2006.
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R than into commercial tools. The R community is very active and new pack-
ages are being continuously created, with more than 2321 packages available
at http://www.r-project.org/. Thus, R can be viewed as worldwide gateway for
sharing computational algorithms.

DM software suites often present friendly graphical user interfaces (GUI). In
contrast, the most common usage of R is under a console command interface,
which may require a higher learning curve from the user. Yet, after mastering
the R environment, the user achieves a better control (e.g. adaptation to a spe-
cific application) and understanding of what is being executed (in contrast with
several “black-box” DM GUI products). Nevertheless, for those interested in
graphical DM suites for R, there is the Rattle tool [17].

In this work, we present our rminer library, which is an integrated framework
that uses a console based approach and that facilitates the use of DM algorithms
in R. In particular, it addresses two important and common goals [16]:

classification – labeling a data item into one of several predefined classes; and
regression – estimate a real-value (the dependent variable) from several (inde-

pendent) input attributes.

While several DM algorithms are available for these tasks, the library is par-
ticularly suited for using neural networks (NNs) and support vector machines
(SVMs). Both are flexible models that can cope with complex nonlinear map-
pings, potentially leading to more accurate predictions [8]. Also, it is possible
to extract knowledge from NNs and SVMs, given in terms of input relevance
[4]. When compared to Rattle, rminer can be viewed as a lightweight command
based alternative, since it is easier to install and requires much less R packages.
Moreover, rminer presents more NN and SVM capabilities (e.g. in Rattle version
2.5.26, SVM cannot be used for regression tasks). While adopting R packages
for the DM algorithms, rminer provides new features:

i) it simplifies the use of DM algorithms (e.g. NNs and SVMs) in classification
and regression tasks by presenting a short and coherent set of functions (as
shown in Section 3.1);

ii) it performs an automatic model selection (i.e. tuning of NN/SVM);
iii) it computes several classification/regression metrics and graphics, including

the sensitivity analysis procedure for input relevance extraction.

The rminer/R tool has been used by both IT and non-IT specialists (e.g. man-
agers, biologists or civil engineers), with applications in distinct domains, such
as civil engineering [15], wine quality [4] or spam email detection [5]. In this
paper, we address several real-world problems from the UCI repository [1] to
show the rminer capabilities.

2 Data Mining

DM is an iterative process that consists of several steps. The CRISP-DM [2], a
tool-neutral methodology supported by the industry (e.g. SPSS, DaimlerChrys-
lyer), partitions a DM project into 6 phases (Fig. 1): 1 - business understanding;
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Fig. 1. The CRISP-DM and proposed R/rminer tool use

2 - data understanding; 3 - data preparation; 4 - modeling; 5 - evaluation; and
6 - deployment.

This work addresses steps 4 and 5, with an emphasis on the use of NNs and
SVMs to solve classification and regression goals. Both tasks require a super-
vised learning, where a model is adjusted to a dataset of examples that map I
inputs into a given target. The rminer models output a probability p(c) for each
possible class c, such that

∑Nc

c=1 p(c) =1 (if classification) or a numeric value
(for regression). For assigning a target class c, one option is to set a decision
threshold D ∈ [0, 1] and then output c if p(c) > D, otherwise return ¬c. This
method is used to build the receiver operating characteristic (ROC) curves. An-
other option is to output the class with the highest probability and this method
allows the definition of a multi-class confusion matrix.

To evaluate a model, common metrics are [18]: ROC area (AUC), confusion
matrix, accuracy (ACC), true positive/negative rates (TPR/TNR), for classifi-
cation; and mean absolute deviation (MAD), relative absolute error (RAE), root
mean squared (RMSE), root relative squared error (RRSE) and regression error
characteristic (REC) curve, for regression. A classifier should present high values
of ACC, TPR, TNR and AUC, while a regressor should present low predictive
errors and an high REC area. The model’s generalization performance is often
estimated by the holdout validation (i.e. train/test split) or the more robust
k-fold cross-validation [8]. The latter is more robust but requires around k times
more computation, since k models are fitted.

Before fitting the DM models, the data needs to be preprocessed. This includes
operations such as selecting the data (e.g. attributes or examples) or dealing with
missing values. Since functional models (e.g. NN or SVM) only deal with numeric
values, discrete variables need to be transformed. In R/rminer, the nominal
attributes (with Nc = 3 or more non-ordered values) are encoded with the
common 1-of-Nc transform, leading to Nc binary variables. Also, all attributes
are standardized to a zero mean and one standard deviation [8].
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For NN, we adopt the popular multilayer perceptron, as coded in the R nnet
package. This network includes one hidden layer of H neurons with logistic
functions (Fig 2). The overall model is given in the form:

yi = fi(wi,0 +
∑I+H

j=I+1 fj(
∑I

n=1 xnwm,n + wm,0)wi,n) (1)

where yi is the output of the network for node i, wi,j is the weight of the
connection from node j to i and fj is the activation function for node j. For a
binary classification (Nc = 2), there is one output neuron with a logistic function.
Under multi-class tasks (Nc > 2), there are Nc linear output neurons and the
softmax function is used to transform these outputs into class probabilities:

p(i) =
exp(yi)

∑Nc

c=1 exp(yc)
(2)

where p(i) is the predicted probability and yi is the NN output for class i.
In regression, the output neuron uses a linear function. The training (BFGS
algorithm) is stopped when the error slope approaches zero or after a maximum
of Me epochs. For regression tasks, the algorithm minimizes the squared error,
while for classification it maximizes the likelihood [8]. Since NN training is not
optimal, the final solution is dependent of the choice of starting weights. To
solve this issue, the solution adopted is to train Nr different networks and then
select the NN with the lowest error or use an ensemble of all NNs and output
the average of the individual predictions [8]. In rminer, the former option is set
using model="mlp", while the latter is called using model="mlpe". In general,
ensembles are better than individual learners [14]. The final NN performance
depends crucially on the number of hidden nodes. The simplest NN has H = 0,
while more complex NNs use a high H value.

When compared with NNs, SVMs present theoretical advantages, such as the
absence of local minima in the learning phase [8]. The basic idea is transform
the input x ∈ �I into a high m-dimensional feature space by using a nonlinear
mapping. Then, the SVM finds the best linear separating hyperplane, related to
a set of support vector points, in the feature space (Fig. 2). The transformation
(φ(x)) depends of a kernel function. In rminer, we use the kernlab package,
which uses the sequential minimal optimization (SMO) learning algorithm. We
also adopt the popular gaussian kernel, which presents less parameters than
other kernels (e.g. polynomial): K(x,x′) = exp(−γ||x− x′||2), γ > 0.

j

i ŷ
i,jw

input layer hidden layer output layer

1
x

2
x

x
3

vectors

Real Space Feature Space

transformation

support

Fig. 2. Example of a multilayer perceptron (left) and SVM transformation (right)
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The classification performance is affected by two hyperparameters: γ, the
parameter of the kernel, and C, a penalty parameter. The probabilistic SVM
output is given by [19]:

f(xi) =
∑m

j=1 yjαjK(xj ,xi) + b

p(i) = 1/(1 + exp(Af(xi) + B))
(3)

where m is the number of support vectors, yi ∈ {−1, 1} is the output for a binary
classification, b and αj are coefficients of the model, and A and B are determined
by solving a regularized maximum likelihood problem. When Nc > 2, the one-
against-one approach is used, which trains Nc(Nc−1)/2 binary classifiers and the
output is given by a pairwise coupling [19]. For regression there is an additional
hyperparameter ε, used to set an ε-insensitive tube around the residuals, being
the tiny errors within this tube discarded. The SVM algorithm finds the best
linear separating hyperplane:

yj = w0 +
m∑

i=1

wiφi(x) (4)

Since the search space for these parameters is high, we adopt by default the
heuristics [3]: C = 3 (for a standardized output) and ε = 3σy

√
log (N)/N ,

where σy denotes the standard deviation of the predictions of given by a 3-
nearest neighbor and N is the dataset size.

In rminer, the NN and SVM hyperparameters (e.g. H , γ) are optimized using a
grid search. To avoid overfitting, the training data is further divided into training
and validation sets (holdout) or an internal k-fold is used. After selecting the
best parameter, the model is retrained with all training data.

The sensitivity analysis is a simple procedure that is applied after the training
procedure and analyzes the model responses when a given input is changed. Let
ya,j denote the output obtained by holding all input variables at their average
values except xa, which varies through its entire range (xa,j , with j ∈ {1, . . . , L}
levels). We use the variance (Va) of ya,j as a measure of input relevance [9]. If
Nc > 2 (multi-class), we set it as the sum of the variances for each output class
probability (p(c)a,j). A high variance (Va) suggests a high xa relevance, thus the
input relative importance (Ra) is given by Ra = Va/

∑I
i=1 Vi × 100 (%). For a

more detailed analysis, we propose the variable effect characteristic (VEC) curve
[6], which plots the xa,j values (x-axis) versus the ya,j predictions (y-axis).

3 Data Mining Using R/rminer

3.1 The R/rminer Tool

R works under a console interface (Fig. 3). Commands are typed after the prompt
(>). An extensive help system is included (help.start() calls the full tutorial
in an HTML browser). R instructions can be separated using the ; or newline
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Fig. 3. Example of the R tool in Windows

character. Everything that appears after the # character in a line is a comment.
R commands can be edited in a file1 and loaded with the source command.

Data is stored in objects and the = operator can be used to assign an object
to a variable. Atomic objects include the character (e.g. "day") and numeric
(e.g. 0.2) types. There are also several containers, such as: vector, factor,
matrix, data.frame and list. Vectors and matrices are indexed objects of
atoms. A factor is a special vector that contains discrete values. A data.frame
is a special matrix where the columns (vectors or factors) have names. Finally,
a list is a collection of distinct objects (called components). Since R uses an
object oriented language, there are important functions that can be applied to
any of these objects (e.g. summary or plot).

Our rminer library2 project started in 2006. All code is written in R and only
a few packages need to be installed (e.g. kernlab). In this work, the rminer
functions are underlined. The main functions are: fit – create and adjust a given
DM model using a dataset (i.e. data.frame); predict – returns the predictions
for new data; mining – a powerful function that trains and tests a particular
model under several runs; mgraph, metrics and mmetric– which return several
mining graphs (e.g. ROC) or metrics (e.g. ACC). All experiments were tested in
Windows, Linux and Mac OS. The results reported here were conducted within
a Mac OS Intel Core 2 Duo processor.

3.2 Classification Example

The satellite data was generated using Landsat multi-spectral images. The aim
is to classify a tiny scene based on 36 numeric features that correspond to pixels
from four spectral bands. In the original data, a numeric value was given to the
output variable (V37). Also, the training and test sets are already divided into
two files: sat.trn (with 4435 samples) and sat.tst (2000 cases).

We propose that a DM process should be divided into 3 blocks (or files), with
the CRISP-DM steps 3 to 5 (Fig. 1): preparation, modeling and evaluation (we

1 In Windows, the Tinn-R editor can be used: http://www.sciviews.org/Tinn-R/
2 Available at: http://www3.dsi.uminho.pt/pcortez/rminer.html
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only address the last two here). By separating the computation and generating
intermediate outcomes, it is possible to later rerun only one of these steps (e.g.
analyze a different metric), thus saving time. Our satellite modeling code is:

library(rminer) # load the library

# read the training and test sets:

tr=read.table("sat.trn",sep=" "); ts=read.table("sat.tst",sep=" ")

tr$V37=factor(tr$V37); ts$V37=factor(ts$V37) # convert output to factor

DT=fit(V37~.,tr,model="dt") # fit a Decision Tree with tr

NN=fit(V37~.,tr,model="mlp",search=10) # fit a NN with H=10

SV=fit(V37~.,tr,model="svm",search=2^c(-5,-3)) # fit the SVM

print(DT); print(NN); print(SV) # show and save the trained DM models:

savemodel(DT,"sat.dt"); savemodel(NN,"sat.nn"); savemodel(SV,"sat.sv")

# get the predictions:

PDT=predict(DT,ts); PNN=predict(NN,ts); PSV=predict(SV,ts)

P=data.frame(ts=ts$V37,dt=PDT,nn=PNN,svm=PSV) # create a data.frame

write.table(P,"sat.res",row.names=FALSE) # save output and predictions

The read.table and write.table are functions that load/save a dataset from/to a
text file (e.g. ".csv")3. The tr and ts objects are data.frames. Since the output
target (V37) is encoded with numeric values, we converted it into a factor (i.e. set
of classes). While rminer includes several classifiers, in the example we tested
only a decision tree (DT) (model="dt"), a NN ("mlp") and a SVM ("svm").
The first parameter of the fit function is a R formula, which defines the output
(V37) to be modeled (~) from the inputs (. means all other variables). The
search parameter controls the NN and SVM hyperparameters (H or γ). When
search contains more than one value (e.g. SV fit), then an internal grid search is
performed. By default, search is set to H = I/2 for NN and γ = 2−6 for SVM.
Additional NN/SVM parameters can be set with the optional mpar (see Section
3.3). In this case, the default mpar=c(3,100,"holdout",2/3,"AUC") (for NN,
Nr = 3, Me = 100 and internal holdout with 2/3 train and 1/3 test split, while
"AUC" means use the AUC metric for model selection during the grid search) or
mpar=c(NA,NA,"holdout",2/3,"AUC") (for SVM, use default C/ε heuristics) is
assumed. The result of the fit function is a model object, which contains the
adjusted model (e.g. DT@object) and other information (e.g. hyperparameters
or fitting time). The execution times (in seconds) were 1.1s for DT (stored at
DT@time), 15.9s for NN and 25s for SVM. In case of the SVM, the best γ is 2−3

(SV@mpar). Next, we show the evaluation code:

P=read.table("sat.res",header=TRUE); P$ts=factor(P$ts); # read the results

# compute the test errors:

EDT=metrics(P$ts,P[,2:7]); ESV=metrics(P$ts,P[,14:19]);

ENN1=metrics(P$ts,P[,8:13]); ENN2=metrics(P$ts,P[,8:14],D=0.7,TC=4)

# show the full test errors:

print(EDT); print(ESV); print(ENN1); print(ENN2)

mgraph(P$ts,P[,8:13],graph="ROC",PDF="roc4",TC=4) # plot the ROC

NN=loadmodel("sat.nn") # load the best model

3 Further loading functions (e.g. for SPSS files) are available in the foreign R package.
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Fig. 4. Examples of the ROC (left) and REC (right) curves

The predictions for each model are matrixes, where each column denotes the pc

for a given c ∈ {“1”, “2”, “3”, “4”, “5”, “7”} (there is no “6” class). The metrics
function receives the target and predictions (e.g. P columns 8 to 13 for NN) and
returns a list with several performance measures. Under the multi-class confusion
matrix, the best accuracy result is given by NN, with an ACC = 86% (ENN$acc),
followed by the SVM (81%) and the DT (78%). The global AUC, which weights
the AUC for each class c according to the prevalence of c in the data [11], also
favors the NN, with a value of 98% (ENN1$tauc). For the target “4” class (TC=4)
and NN, we also computed the metrics using a threshold of (D = 0.7), leading
to the TPR = 41% and TNR = 98% values (ENN2$tpr and ENN2$tnr). This is a
point of the ROC curve, whose full graph is created with the mgraph command
(Fig. 4).

3.3 Regression Example

The automobile dataset goal is to estimate car prices using 16 continuous
and 10 nominal attributes. The data includes 205 instances, although there are
several missing values. We tested a multiple regression (MR), a NN and a SVM,
during the modeling phase:

library(rminer) # load the library

d=read.table("imports-85.data",sep=",",na.strings="?") # load the data

d=d[,c(6:8,14,17,19,22,26)] # variable selection: 6,7,8,14,17,19,22,26

d=na.omit(d) # erases from d all examples with missing data

v=c("kfold",5) # external 5-fold validation

MR=mining(V26~.,d,model="mr",Runs=10,method=v) # 10 runs of 5-fold

m=c(3,100,"kfold",4,"RAE"); s=seq(1,8,1) # m=Nr,Me,... s=1,2,...,8

NN=mining(V26~.,d,model="mlpe",Runs=10,method=v,mpar=m,search=s,feat="s")

m=c(NA,NA,"kfold",4,"RAE"); s=2^seq(-15,3,2) # NA = C/epsilon heuristics
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SV=mining(V26~.,d,model="svm",Runs=10,method=v,mpar=m,search=s,feat="s")

print(MR);print(NN);print(SV) # show mining results and save them:

savemining(MR,"imr"); savemining(NN,"inn"); savemining(SV,"isv")

Here, we selected only 7 variables as inputs (e.g. V8, the curb weight). Then, we
deleted all examples with missing data. Next, the DM models were evaluated
using 10 runs of a 5-fold cross validation scheme. The mining function performs
several fits and returns a list with the obtained predictions and other fields (e.g.
time for each run). The NN and SVM models were optimized (i.e. grid search for
the best H and γ parameters) using an internal 4-fold. In this example and for
NN, we used an ensemble of 3 networks (model="mlpe"). The seq(from,to,by)
R function was used to define the search ranges for H and γ, while the feat="s"
argument triggers the input sensitivity analysis. Next, we show the evaluation:

MR=loadmining("imr");NN=loadmining("inn");SV=loadmining("isv")

# show paired t-test and RAE mean and confidence intervals for SV:

print(t.test(mmetric(NN,metric="RAE"),mmetric(SV,metric="RAE")))

print(meanint(mmetric(SV,metric="RAE")))

# plot the average REC curves:

M=vector("list",3); # vector list of mining

M[[1]]=SV;M[[2]]=NN;M[[3]]=MR

mgraph(M,graph="REC",leg=c("SVM","NN","MR"),xval=15000,PDF="rec")

# plot the input relevance bars for SVM: (xval is the L x-axis position)

L=c("n-doors","body-style","drive-wheels","curb-weight","engine-size",

"bore","horsepower") # plot the input relevance (IMP) graph:

mgraph(SV,graph="IMP",leg=L,xval=0.3,PDF="imp")

# plot the VEC curve for the most relevant input (xval=4):

mgraph(SV,graph="VEC",leg=L,xval=4,PDF="vec")

In this example, the SVM model (median γ = 2−3, C = 3 and ε = 0.09,
total execution time 148s) obtained the best predictive results. The average
RAE = 32.5% ± 1.4 is better when statistically compared with NN (median
H = 3, RAE = 35.5%±1.4) and MR (41%±1.0). In all graphs, whiskers denote
the 95% t-student confidence intervals. The first mgraph function plots the ver-
tically averaged REC curves (x-axis from 0 to 15000, Fig. 4) and confirms the
SVM performance superiority. The next two graphs are based on the sensitivity
analysis procedure and are useful for knowledge discovery. In this case, the rela-
tive input importances of the SVM model (ordered by importance, Fig. 5) show
the curb weight as the most relevant input. The average VEC curve was plotted
for this input (Fig. 5), showing a positive effect, where an increase of the curb
weight leads to an higher price, particularly within the range [2519,3550].

3.4 Predictive Performance

We selected 6 classification and 6 regression tasks from UCI [1] for a more de-
tailed predictive performance measurement of the R/rminer capabilities. The
aim is show that the R/rminer results are consistent when compared with other
DM tools. For a baseline comparison, we adopted the WEKA environment with
its default parameters [18]. The datasets main characteristics (e.g number of
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Table 1. Summary of the UCI datasets used

Task Description I Examples Nc

balance balance scale weight and distance 4 625 3
cmc contraceptive method choice 9 1473 3
german German credit data 20 1000 2
heart Statlog heart disease 13 270 2
house-votes congressional voting records 16 435 2
sonar sonar classification (rocks vs mines) 60 208 2

abalone age of abalone 8 4177 �
auto-mpg miles per gallon prediction 7 392 �
concrete concrete compressive strength 8 1030 �
housing housing prices in suburbs of Boston 13 506 �
servo rise time of a servomechanism 4 167 �
white white wine quality 11 4899 �

inputs, examples and classes) are shown in Table 1. For auto-mpg, all examples
with missing data were removed (we used the R na.omit function).

For each task, we executed 10 runs of a 5-fold validation. The NN and SVM hy-
perparameters were ranged within H ∈ {0, 1, 2, . . . , 9} and γ ∈ {2−15, 2−13, . . . ,
23}, in a total of 10 searches per DM model. For NN, we tested the ensemble
variant with Nr=3. An internal 3-fold was used during the grid search, which
optimized the global AUC (classification) and RRSE (regression) metrics (the
code used is available at the rminer Web page).

Table 2 presents the test set results. In general, the R/rminer outperformed
the baseline tool (the only exceptions are for NN and the house-votes and
sonar tasks). In particular, a higher improvement was achieved for SVM, when
compared with the WEKA SVM version, with differences ranging from 3.5 pp
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Table 2. Classification and regression test set results (average global AUC and RRSE
values, in %; best values are in bold; underline denotes significant difference under a
paired t-test between R/rminer and WEKA)

WEKA R/rminer
Task NN SVM NN SVM

balance 97.5±0.2 88.1±0.2 99.5±0.1 98.9±0.2

cmc 71.4±0.3 63.8±0.3 73.9±0.0 72.9±0.2

german 73.5±0.7 67.2±0.7 76.3±0.8 77.9±0.5

heart 85.6±1.2 83.7±0.4 88.5±1.4 90.2±0.4

house-votes 98.6±0.2 95.7±0.3 98.0±0.5 99.2±0.1

sonar 89.2±1.3 76.6±1.8 87.4±0.9 95.6±0.8

abalone 72.7±2.1 69.9±0.1 64.0±0.1 66.0±0.1

auto-mpg 44.3±3.4 44.5±0.3 37.4±3.1 34.8±0.4

concrete 46.5±1.4 65.6±0.2 31.8±0.4 35.9±0.5

housing 49.9±3.0 55.2±0.4 38.3±1.6 40.1±1.3

servo 46.1±4.5 84.0±0.4 40.8±6.0 44.9±1.5

white 91.3±3.1 85.5±0.1 79.0±0.3 76.1±0.6

(house-votes) to 39.1 pp (servo). When comparing the two rminer methods,
SVM outperforms NN in 4 classification cases, while NN is better in 4 regression
datasets.

4 Conclusions

In this work, we present our rminer library, which eases the use of the R tool
(e.g. for non-IT specialists) to solve DM supervised tasks. The library is partic-
ularly suited for NNs and SVMs, flexible and nonlinear learning techniques that
are promising due to their predictive performances. Two tutorial examples (e.g.
satellite image classification) were used to show the R/rminer potential under the
CRISP-DM methodology. Additional experiments were held in order to measure
the rminer library predictive performances. Overall, competitive results were ob-
tained, in particular the SVM model for the classification tasks and NN for the
regression ones. In future work, we intend to expand the rminer capabilities (e.g.
unsupervised learning) and applications (e.g. telecommunications).
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Abstract. In itself, the continuous exponential increase of the data-
warehouses size does not necessarily lead to a richer and finer-grained
information since the processing capabilities do not increase at the same
rate. Current state-of-the-art technologies require the user to strike a del-
icate balance between the processing cost and the information quality.
We describe an industrial approach which leverages recent advances in
treatment automatization and relevant data/instance selection and in-
dexing so as to dramatically improve our capability to turn huge volumes
of raw data into useful information.

1 Introduction

The rapid and robust detection of the most predictive variables is a key factor in
a marketing application. An industrial customer targeting platform developed
at Orange Labs, capable of building predictive models for datasets having a
very large number of input variables (ten of thousands) and instances (tens of
thousands), is currently in use by Orange marketing. A key requirement is the
complete automation of the whole process. The system extracts a large number
of variables from a relational database, selects a subset of informative variables
and instances, and efficiently builds in a few hours an accurate classifier. When
the models are deployed, the platform exploits sophisticated indexing structures
and parallelization in order to compute the scores of millions of customers, using
the best representation.

The challenge KDD Cup 2009 [1] was to beat the in-house system developed
by Orange Labs on three standard marketing campaigns : the propensity of cus-
tomers to switch provider (churn), buy new products or services (appetency),
or buy upgrades or add-ons proposed to them to make the sale more profitable
(up-selling). The results of KDD Cup show that automatic modeling on thou-
sands of variables leads within few hours to results close to those obtained by
top level researchers in a month. Knowing that a datamart containing tens of
thousands of variables describing millions of instances is practically unfeasible,
this interesting result raises two questions for industrial use:

1. How to build hundreds of models on tens of thousands of variables ?
2. How to deploy hundreds of models on millions of instances ?

P. Perner (Ed.): ICDM 2010, LNAI 6171, pp. 584–594, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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These questions were at the origin of the Customer Analysis Platform.
This paper describes this industrial customer targeting platform developed at

Orange Labs. The paper is organized as follow : Section 2 describes the process
of the targeting of marketing campaign, Section 3 presents the processing ar-
chitecture and the modeling step, Section 4 presents the Deployment Cycle and
Section 5 several experiments.

2 The Targeting of Marketing Campaign

Customer Relationship Management (CRM) is a key element of modern market-
ing strategies. The most practical way to build useful knowledge on customers
in a CRM system is to produce scores to detect churn, propensity to subscribe
to a new service... Hundreds of scores are produced by Orange marketing each
month. These scores are then injected in the CRM tools to target incoming and
outcoming marketing campaigns. The scoring process is an industrial process
containing a lot of complex tasks :

1. Each month a customer datamart, called datafolder, is fed from the dataware-
house. As the datamart contains different domains of data such as customer,
billing, uses, contacts..., it is ready to be used when the last domain of data
is produced. Billing data are the last produced, at the middle of the current
month. Few days after, all the scores have to be produced to feed CRM tools.

2. For each marketing campaign, a filter is applied on the datamart. The filter
defines the population concerned by the marketing campaign. For example,
for a churn purpose the filter selects the customers you want to retain.

3. Then the current model used to target customers of the marketing campaign
is tested. To test the current model, the scores of the previous month are
compared to the present. If the accuracy indicator such as AUC is not stable
in comparison to previous values, a new model is learnt with recent data.
The lifetime of a model is usually in the order of one year.

4. The model is deployed to produce scores of the current marketing campaign.

This description of the targeting process shows that the bottleneck is not the
modeling task but the deployment task : most of the models are re-used each
month, and the time constraint is strong on deployment since hundreds of scores
have to be produced for millions of customers in only few days.

3 Platform Architecture

3.1 Introduction

This section gives an overview of the Orange Customer Analysis Platform. The
block diagram of the Orange Customer Analysis Platform is presented Figure
1. The next sections of this paper enter more in depth to detail several parts of
this platform.

The first step to obtain scores on customers is to build a datafolder: the input
data from information system are structured, and stored in a simple relational
database (see Section 3.2). Then the platform includes 2 mains cycle:
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1. The modeling cycle which includes two different steps:

– The modeling step: using the extraction language, with specification ‘A’,
a modeling database is extracted from the datafolder (see section 3.3).
This database contains P1 instances and N1 explanatory variables. P1 is
a subset of the customers to be scored. Using this database the modeling
step is performed; this step includes two main functions: the variable
selection (see Section 3.4) and the construction of a classifier (see Section
3.5). At the end of the modeling step one has a classifier which uses a
subset of the N1 explanatory variables: N2 (N2 � N1). Only this N2
variables will be used in the extraction language with specification ‘B’
and ‘C’.

– The indexing step: using extraction language, with specification ‘B’, a
filtered database is extracted from the datafolder. This database contains
P2 instances and N2 explanatory variables where P2 represents all the
customers to be scored at the end of the complete process (P2 � P1).
Then the instance selection step is performed to extract a paragon table
(see Section 4.2) which contains P3 real customers (P3 � P2), each
described by N2 explanatory variables. The application of a k nearest
neighbor (knn) and Locality Sensitive Hashing (LSH) algorithms on this
table allows the creation of an indexation table (see Section 4.3). This
indexation table links any customer (P2) to a customer of the paragon
table (P3).

The complete output of the modeling cycle is therefore: a classifier, an in-
dexation table, and the extraction specification ‘C’ corresponding to the N2
explanatory variables, and to the P3 paragons.

2. The deployment cycle: knowing the output of the modeling cycle the extrac-
tion query with specification ‘C’ can be written in the extraction language
and applied on a new data folder. This produces the paragon table (PT table
in the Figure 1) and the indentifier table (ID table in the Figure 1). Then the
classifier is applied on the paragon table to obtain the scores of the paragons.
Finally knowing the scores of the paragons and the indexation table a joint
is realized and therefore all the customers are scored (see Section 4.1).

3.2 The Data Folder

Unlike the current practice of data mining architecture, the explanatory vari-
ables are not a priori designed and computed in a datamart. In our platform
architecture, the input data from information system are structured, and stored
in a simple relational database : the data folder (Figure 2). The explanatory vari-
ables are built and selected automatically for each specific marketing project.
In order to be computed in parallel and in memory, the datafolder is hashed in
small datafolders of size 1 Go (Figure 2).

The data folder model provides a unique view of the available input data
sources, normalized according a star schema:
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Fig. 2. Principle: data are normalized and hashed in a star schema database. Using ex-
traction languages, learning algorithms drive data preparation, modeling and instance
selection. A server executes in parallel most of the process. In this illustrative example,
a flat table is extracted from the input datafolder.

– The primary table is related to the marketing domain. For customer data
analysis, this table contains all the fields directly connected to the customer,
such as his name or address.

– The secondary tables have a 1-N relationship with the primary table. Each
instance of the primary table may be related to a variable number of in-
stances of a secondary table. For telecommunication data for example, the
secondary tables contains the list of services, of usages of theses services, the
call details.

This type of data modeling has a large expressiveness, suitable for many data
mining projects. It offers an efficient trade-of between single-table data mining
and full multi-relational data mining. The star schema allows to efficiently build
many constructed variables, when the join key belongs to the primary table,
whereas in a traditional data-warehouse, the construction of one single variable
may involve multiple table joins. Finally, this star schema modeling allows the
design of formatted data extraction languages, with the purpose of automation
of the data mining process.

3.3 Data Extraction

The data extraction functionality of the platform is parametrized using three
languages:
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– a selection language to filter the instances,
– a construction language to build a flat instance x variables representation

from the data folder,
– a preparation language to specify the recoding of the explanatory variables.

These languages are both simple enough to be automatically exploited by the
process of variable selection and expressive enough to build a large variety of ex-
planatory variables. Each language expression deals with at most two tables: the
primary table plus eventually one secondary table. The join key always belongs
to the primary table, and the selection and construction operands exploit the
fields of any table, primary or secondary. For example, to build the number of
usages of each service per weekday for all customers, one single language expres-
sion needs to be specified, with the use of the “Count” operator on the secondary
table “Usage” with two operands “WeekDay(Date)” and “Label(ServiceId)”. It is
then possible to specify up to thousands of variables to construct, using one
single expression of the construction language.

3.4 Variable Selection

The platform architecture allows to easily build flat data tables with up to tens
of thousands of constructed variables. In order to select the best representation,
that is the best subset of informative variables, a powerful variable selection
method [2,3] is required, both robust and efficient. In the context of decision
trees [4,5,6], supervised discretization methods are employed at each node of
the tree in order to select the next split variable, using filter criteria based on
statistical tests [7], error rate or entropy [8]. When the number of intervals of
the discretization is a free parameter, the trade-off between information and
robustness is an issue. In the MODL (Minimum Optimized Description Length)
approach, supervised discretization [9] (or value grouping [10]) is treated as a
nonparametric model of conditional probability of the output variable given
an input variable. The discretization is turned into a model selection problem
and solved in a Bayesian way. The best discretization and value groupings are
optimized using the bottom-up greedy heuristic described in [9]. One advantage
of this filter approach is that non informative variables are discretized in one
single interval and can thus be reliably discarded. The algorithmic complexity of
O(n logn) of this heuristic and the excellent reliability of this method allow to
preprocess a very large number of variables, around 50000 in our experiments,
and to select a small subset of informative variables, typically 10% of the input
variables in the marketing domain.

3.5 Modeling

The naive Bayes classification approach [11,12,13] is based on the assumption
that the variables are independent within each output label, and simply relies on
the estimation of univariate conditional probabilities. In the Orange Customer
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Analysis Platform, this approach benefits from the high quality MODL prepro-
cessing. The naive independence assumption can harm the performance when vi-
olated. In order to better deal with highly correlated variables, the selective naive
Bayes approach [14] exploits a wrapper approach to select the subset of variables
by optimizing the classification accuracy. In this seminal work, the search algo-
rithm has a quadratic time complexity w.r.t the number of the variables, and the
selection process which is prone to overfitting. In [15], the search algorithm is
able to process large numbers of variables with super-linear time complexity, and
the over-fitting problem is tackled using a Bayesian regularization approach. Fi-
nally, a model averaging approach is applied in order to achieve better accuracy
and reliability. Using the naive Bayes assumption, weighting many models of
variable selection reduces to one single naive Bayes classifier with weighted vari-
ables, allowing an efficient deployment of the ensemble of selective naive Bayes
classifiers.

To summarize, in the platform, a selective naïve Bayes classifier [15] leverages
the MODL preprocessing, variable selection regularization and model averag-
ing in order to build effective scores fully automatically. This method is effi-
ciently implemented into the Khiops scoring tool (available as shareware, see
www.khiops.com).

4 Efficient Deployment

4.1 Principle

To produce scores, a model has to be applied for all instances on all explanatory
variables. To speed up this process, a table of paragons containing representative
individuals is extracted. The paragons are connected by an index to all the
population. The scores of all instances are obtained by a simple join between the
table of the paragons and the index. This method of deployment is particularly
effective when the model is deployed several times. For example for monthly
marketing campaigns, only the reduced table of the paragons is built each month
to produce the scores of all instances. This approach makes it possible to increase
dramatically the number of scores which can be produced on the same technical
architecture.

4.2 Paragons Selection

The table of the paragons is crucial for the final performance of the system.
A poorly representative paragon table leads to ineffective scores, on the other
hand, a too large paragon table increases computational cost.

The table of paragons is drawn from the datafolder to be representative of the
variables relevant for the model. To produce and maintain online a sample of
size n, Reservoir Sampling algorithm [16]) can be used. An inclusion probability
of n/(t + 1) is given for each tuple arrived at time t. An interesting property
of this algorithm is that, when t tuples have been observed, all the t tuple have
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the same probability to be included in the reservoir: n/t. Biased versions of this
algorithm may take into account recent data ([17]) or weighted data ([18,19,20]).

As the frequencies of discretized explanatory variables are known from the
variable selection stage, a biased version of Reservoir Sampling can be used to
draw the paragons. To control and speed up the convergence time, we use a
deterministic version of Biaised Reservoir Sampling. A reservoir is filled until it
reaches the desired size P without removing any instance :

1. The reservoir is initialized with the first K instances.
2. At each iteration an instance is chosen to optimize Khi2 criterion between

theoretical frequencies and frequencies observed in a windows of size M , with
M � P .

3. Then the search window is shifted of L instances in order to fill the reservoir
of size P in one pass on the table of size N : L = (N − M)/P .

The size of the search windows allows to tune the trade-off between computa-
tional time cost and accuracy of the algorithm : the more M is, the more the
accuracy is and the less the computational time cost is.

4.3 Data Indexing

The problem to be solved is simple to state: being given an individual, to find his
nearest neighbor in the table of paragons. The L1 norm between the explanatory
variables is used to evaluate the distance between instances. This task has to be
executed for all the instances of the datafolder. The search of nearest neighbors is
an expensive operation. Its naive implementation implies an exhaustive research
among the paragons, therefore a complexity in O(nmp), n being the number of
instances, m the number of explanatory variables and p the number of paragons.
In order to accelerate the research of nearest neighbors, a compromise between
speed and accuracy can be done : to find a paragon close to the nearest using
Locality Sensitive Hashing [21] allows. This algorithm is based on a technique of
hashing to select good candidates among the paragons to be close to the nearest.
Then an exhaustive search is done on good candidates to find the paragon. Our
implementation of this technique makes it possible to bring back the complexity
of the search close to O(nm

√
p). It reduces the computational cost of a factor

300 per 100000 paragons, and leaves to the user the control of the compromise
speed / performance.

5 Experiments

We compared the scores produced with our platform (including the Khiops scor-
ing tool) and with the current model for several Orange marketing campaigns.

The current model is built with KXEN [22] on a datamart containing about
700 explanatory variables. To supply the platform, we have collected data on
about one million of customers between January and June 2005. The information
comes from decisional applications of Orange Company. The first four months
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Fig. 3. Lift curve of predictive models for churner detection

have been used to build the customer profiles, the last two to compute the target
variable. 20% of the customers are kept for the evaluation of the models.

The performance of a model is measured with the cumulative gain curve
(Figure 3). It is a graphical representation of the advantage of using a predictive
model to choose which customers to contact. The x-axis gives the proportion of
the population with the best probability to correspond to the target, according
to the model. The y-axis gives the percentage of the targeted population reached.

The goal of the campaign presented below is to prevent a customer to switch
ADSL provider.

We plotted the cumulative gain curves for several predictive models on Fig-
ure 3. The diagonal represents the performance of a random model. If we target
20% of the population with this random model, we are able to reach 20% of the
customers who will churn in next two months. With the current model, when
20% of the population is targeted, 45% of the fragile customers are reached. Com-
pared with a random targeting we have a gain (G1) of 2.25 (G1 = 45

20 = 2.25)
The automation of the search of representation has led us to select a model

based on 191 explanatory variables chosen among a set of 50000 variables.
The model deployment is then achieved on all the instances with a variable

number of paragons: 500, 5000, 15000 and also directly on the population. In the
case of a direct deployment on all the instances, if we contact 20% of the popula-
tion based on this new modelling, 65% of the fragile customers are targeted. Com-
pared with the current technique, we have a gain (G2) of 1.4 (G2 = 65

45 = 1.44).
This improvement remains true for the entire cumulative gain curve.

An in-depth analysis of the most relevant variables kept by the targeting model
built with the platform can help us draw the portrait of a typical churner. His
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engagement ends in next 4 months, he lives in a dense area, he is young (between
14 and 27 years old) and his volume of traffic has changed a lot (decrease or strong
increase) in last 3 months. 5 of the 10 most important variables are not present
in the initial datamart, used for the current model. They have been constructed
directly from the data folder and specifically for the churn campaign. This is the
strength of our methodology: with our platform we are able to explore a large
number of new variables on demand, according to a specific campaign and select
the most relevant of them.

Let’s turn now to score deployment with paragons. When such a technique is
applied, there is a loss of reliability which depends on the number of paragons.
The targeting comes close to the best when the number of paragons increases
but it is also very costly. For example, when 5000 paragons are used to represent
1000000 customers, at a level of 20% of the targeted population, 60% of the
fragile customers are reached (+40% of gain compared with a random targeting
and +15% compared with the current technique). With 15 000 paragons, the
performances are similar to those of the direct deployment. To evaluate the
quality of the algorithm of paragon selection, we have compared the performances
obtained when the paragons are randomly selected and when the paragons are
using a biased reservoir sampling on the theoretical distribution of explanatory
variables. With 500 paragons, at the level of 20% of population, 50% of the target
is reached for the random selection and 55% with biased reservoir sampling
(Figure 3).

The whole process of extraction of a paragon table from one million customers
and a representation space of 50000 variables takes about 3 hours on a server
with 16 processors and 32 Go of RAM. One third of processing time is for the
selection of the representation and two thirds are for the search and indexation
of paragons. Once the paragons are available, the score production from the
paragon table takes less than one minute.

One processing hour is necessary in a direct deployment to generate a table
of one million instances with 191 explanatory variables and apply the predictive
model on this table. It is very efficient to use paragons for the deployment of a
recurrent score like fragility scores or ADSL recruiting. For an opportunist score
such as appetency to a specific offer, a direct deployment is better.

6 Conclusion

We have described a data-mining platform which allows to build predictive
models using two orders of magnitude more explanatory variables than the
current state-of-the-art, resulting in a dramatic improvement of performances.
The Orange Customer Analysis Platform relies on a novel architecture which
allows to leverage recent advances in treatment automatization and relevant
data/instances selection and indexing. The processing time associated with data
table flattening remains the main limitation to the exploration of an even larger
data space. The conception of an explanatory technique guiding the flatening
towards the most promising areas of such huge spaces is a direction for further
research.
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Abstract. Intrusion Detection Systems (IDSs) which have been de-
ployed in computer networks to detect a wide variety of attacks are
suffering how to manage of a large number of triggered alerts. Thus, re-
ducing false alarms efficiently has become the most important issue in
IDS. In this paper, we introduce the semi-supervised learning mechanism
to build an alert filter, which will reduce up to 85% false alarms and still
keep a high detection rate. In our semi-supervised learning approach,
we only need a very small amount of label information. This will save a
huge security officer’s effort and make the alert filter be more practical
for the real systems. Numerical comparison with conventional supervised
learning approach with the same small portion labeled data, our method
has significantly superior detection rate as well as in the false alarm re-
duction rate.

Keywords: Machine Learning, Semi-Supervised Learning, False Alarm
Reduction, Intrusion Detection.

1 Introduction

In recent years, the rapidly increasing rate of cyber attacks make intrusion de-
tection become a critical issue of network security. By the growth of the Internet
and the large amount of network users, network traffic is horribly increasing.
This phenomenon leads a result that alarms of intrusion detection system (IDS)
become overwhelming for the analysts. Here we introduce a method of using the
information of network connections to reduce false alarms. As we know, more
and more network applications rely on the TCP protocol, especially the services
over the World-Wide-Web (or say, over the http protocol). More and more users
shop over Internet, such as booking a ticket or ordering dishes. The great volume
of transactions lead the network criminals change their target from end users to
popular web servers. Attackers try to embed malicious scripts or malwares into
the web server to indirectly attack the great amount of web users. In this case,
all the attacks over the http protocol are based on TCP protocol. By comparing
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with UDP and ICMP, TCP is a connection-oriented protocol. It has some addi-
tional information of the connections, such as the connection duration, bytes sent
by source host, bytes sent by destination host, and so on. All of the information
is used in intrusion detection [9] and holding a KDD’99 cup competition [7].

Different from general purpose IDSs which are using signatures to detect
malicious information in packet payload, we use connections to analyze an alarm
is suspicious or not. First, we use connection information to aggregate alerts
together. After aggregating the alerts, we could directly classify a connection as
suspicious one or not. By the classification results of the connections, we could
determine whether the aggregated alerts are malicious or not.

In the previous work, analyst has to collect enough labeled data for the ma-
chine training. As we know, labeled data is expansive and hard to collect. In
our experience, the alerts of the IDSs are very easy to collect. In contrast, to
label an alert as true attack or false alarm is hard and expensive. That leads
a problem, that we never know the amount of labeled data is enough or not.
For using the limited labeled data, the performance of supervised learning tech-
niques is not good enough as it could be. We propose using semi-supervised
learning technique, named after Two-Teachers-One-Student (2T1S) [5] to solve
this problem. With the corresponding connection information of the alerts, we
could use the large amount of unlabeled data with few labeled data to enhance
the IDSs’ performance, just as a supervised learning technique could do with
enough labeled data.

1.1 Contributions

Our target is to build a system, which can reduce the great amount of false
alarms by corresponding TCP connection information. Moreover, for improving
the performance, we use a semi-supervised learning technique 2T1S to gain more
useful information from the large amount of unlabeled data.

For achieving the goals, we built a experimental system to test our ideas.
Along the experimental results, we conclude the following contributions:

– Successful reducing false alarms with connection information
– Using semi-supervised learning technique 2T1S to improve the performance

while only a few labeled data are available.

The remainder of the paper is organized as follows. In Section 2, we review re-
lated works, including alert classification and machine learning based intrusion
detection system. In Section 3, we introduce the framework of our method. Sec-
tion 4 describes the numerical experiments and details the results. Section 5
contains some concluding remarks.

2 Related Work

Machine learning techniques used on reducing false positives is not new. Tadeusz
Pietraszek [15] using adaptive alert classification for supporting human analyst
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by classifying alerts into true positives and false positives. He addresses the false
alarm problem by building a classifier, which is so-called Alert Classifier that tells
true from false alarms. This kind of method is known as Alert classification.
Another way to apply machine learning techniques on reduce false alarms is
named after Alert Sequence Classification. For example, Alharby [2] proposed a
method to characterize a “normal” stream of alarms. He developed an algorithm
for detecting anomalies with continuous and discontinuous sequential patterns.

Except using classification methods to reduce false alarms, machine learning
techniques is also used for building a system to detect network attacks. This
kind of works are rich and widespread, dating back to at least 1980 with An-
derson’s [3] initial proposal for such system. Lee [9] developed a methodology to
construct additional features using data mining. He used the additional features
to classify if a connection is malicious or not. In recent years, semi-supervised
learning is brought in this category. Lane [8] proposed a model to fuse mis-
use detection with anomaly detection and to exploit strengths of both. Chen
et al. [6] proposed two semi-supervised classification methods, Spectral Graph
Transducer and Gaussian Fields Approach, to detect unknown attacks. They also
developed a semi-supervised clustering method, MPCK-means to improve the
performances of the traditional purely unsupervised clustering methods. Mao et
al. [12] proposed a co-training method framework for intrusion detection, which
is a semi-supervised learning method to utilize unlabeled data and combine
multi-view data.

To the best of our knowledge, semi-supervised learning technique has not pre-
viously used in building classifier to reducing the false alarms. However, some
concepts we apply here have been successfully used in intrusion detection and
related domains. We adapt Lee’s method to construct statistical features of con-
nections, and use these features to judge corresponding alerts are suspicious or
not. We also adapt the algorithm, Two-Teachers-One-Student (2T1S), proposed
by Chang et al. [5] for improving the performance with the unlabeled data.

3 Methodology

In this section, we first describe our motivation below. We construct the
statistical connection features for reducing the false alarms, and try to use semi-
supervised learning technique to improve the performance by utilizing the un-
labeled data. For constructing the statistical features, we have a NCF instance
extractor to extract connections from network traffic and compute statistical fea-
tures with a two seconds time window. We also adapt a semi-supervised learning
algorithm, 2T1S, in our machine learning based analysis engine to improve the
performance via including the information of unlabeled data.

Fig. 1. illustrates the framework of our proposed system. Except the intrusion
detection system as a sensor, our system has an additional sensor to create the
TCP connection database, and mapping the alerts generated by the IDS with
the connection records to compute the statistical features. All the alerts mapped
to the same connection will be aggregate as a small cluster, and share the same
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connection features. The mapped connection with the corresponding statistical
features will be look as a Network Connection Features instance (NCF instance),
which is stored in NCF Instance Database. Our machine learning based analysis
engine will directly read the NCF instances as input data for analyzing corre-
sponding alerts are true attacks or false alarms. Below, we describe the detail of
our system framework.

3.1 IDS(Snort)

We use snort [16] as our IDS sensor due to its popularity and open source. Snort
is a libpcap-based packet sniffer/ packet logger/ signature-based IDS developed
by Marty Roesch. Snort was originally intended to be a packet sniffer, Roesch
added the signature-based analysis (also known as rule-based analysis within the
snort community) to be a rules-matching IDS. As time progressed, the size of
the latest rules is increasing with the number of exploits available. That is also
the reason why snort will generate large amount of false alarms.

3.2 Network Connection Features Extractor

The Network Connection Features Extractor (NCF Extractor) is composed by
a TCP connection logger and a mapping mechanism. The architecture is shown
in Fig. 2.

Most of the signature-based IDSs use the packet-signature to generate alerts.
It means a packet is malicious or not just depends on the packet’s header and
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payload information. However, for the network security managers, the informa-
tion from only one alert is not helpful for determining whether it is a true alarm
or not. The managers need more information of the hosts, including the source
host information and the target host information, which triggers the alert. All
of the required information for labeling alerts as attack or not is just like the
service type, which the hosts provide for, or the alerts triggered by the same
hosts. For the purpose, we think the statistical TCP information could make up
the needed information.

For generating the connection statistical features, the TCP connection infor-
mation is needful. We set a TCP connection logger to extract the connections
from network traffic, and output all the connections by a connection log. We
use Bro [14] as our TCP connection logger. Bro provides the function to log the
parsed TCP connection semantics, which we used as the basic features of TCP
connection. The summary of the TCP connection information [1] is introduced
as follows:

• start: the connection’s start time.
• duration: the connection’s duration.
• local IP & remote IP: local and remote addresses that participated in the

connection.
• service: connection’s service, as defined by service.
• local port & remote port: the ports used by the connection.
• org bytes sent & res bytes sent: the number of bytes sent by the origina-

tor and responder, respectively. These correspond to the size fields of the
corresponding endpoint records.

• state: the state of the connection at the time the summary was written (which
is usually either when the connection terminated, or when Bro terminated).

• flags: a set of additional binary state associated with the connection.
• tag: reference tag to log lines containing additional information associated

with the connection in other log files(e.g.: http.log).

We provide another viewpoint to judge the alerts are malicious or not. Instead
of reading the alarms’ information directly, we aggregate alerts by the TCP
connections. The alerts belong to the same connection; we set they have the
same characteristics on the connection viewpoint. If a connection contains at
least one malicious alarm, we set this connection as a malicious one. The alerts
belong to the malicious connections; we look them all as suspicious alarms.

When Bro extracts the TCP connections information into logs, we will restore
the connection records into a connections database. With the incoming alerts, we
use the TCP pairs (Source IP, Destination IP, Source Port and Destination Port)
and the trigger time to find if a matching connection exists. If the connection
exists, we will compute the statistical features with a two seconds time window.
The statistical features will be combined with the basic connection information
to generate a NCF instance. We also store the mapping relationship between
alerts and connections into database for constructing the alert clusters. After
all, the NCF instance will be send to the NCF Instance Database, each NCF
instance represent the alert cluster, which mapped to corresponding connection.
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3.3 Machine Learning Based Analysis Engine

Machine Learning Based Analysis Engine is used for learning and predicting the
NCF instances. In the following statements, we describe the learner, which we
used in the machine learning based analysis engine. Beyond what the supervised
learning can offer, many real applications need to deal with both labeled and
unlabeled data simultaneously. Usually, the amount of labeled data is insufficient
and obtaining it is expensive. In contrast, unlabeled data is abundant and easy to
collect. For example, we may need to categorize a number of web documents, but
only a few of them may be correctly labeled. In another example, determining the
functions of biological strings is expensive, and only a small portion of them have
been studied (labeled) to date. Semi-supervised learning can help researchers
deal with these kinds of problems because it takes advantage of knowing two
kinds of data; 1) it uses labeled data to identify the decision boundary between
data with different labels; and 2) it uses unlabeled data to determine the data’s
density, i.e., the data metric.

Among the various semi-supervised learning algorithms that have been pro-
posed, the multi-view approach is one of the most widely used. This kind of
methods split data attributes into several attribute subsets, called views, to im-
prove the learning performance. In the co-training algorithm [4], classifiers of
different views learn about the decision boundaries from each other. Based on
this concept, a number of variants have been developed, e.g., the tri-training
algorithm [17]. On the other hand, the classifiers of different views can be com-
bined to form an ensemble classifier with a high level of confidence. We call this
approach consensus training.

In this paper, we use a semi-supervised algorithm, Two-Teachers-One-Student
(2T1S) [5], as the learner of our machine learning based analysis engine. 2T1S is
a multi-view algorithm. Different from regular multi-view methods, 2T1S selects
different views in the feature space rather than in the input space. 2T1S elegantly
blends the concepts of co-training and consensus training. Through co-training,
the classifier generated by one view can “teach” other classifiers constructed
from other views to learn, and vice versa; and by consensus training, predictions
from more than one view can give us higher confidence for labeling unlabeled
data. In practice, given three different views, 2T1S choose two views as teachers
for consensus training and the remaining view as the co-training partner. The
classification answers from two classifiers (two teachers) represent the consensus
result, which is used to teach the third view (the student) to learn the labels
for unlabeled data. This process is performed for each choice of teachers-student
combination. After the student learns the data, the newly learned labeled data
is added to the student’s original labeled data set, as the set of guessed labeled
data can be included for training in the next step if it is part of the teachers’
sets in the next step. The whole process is run iteratively and alternately until
some stopping criteria are satisfied. We describe the 2T1S algorithm with the
pseudo code in Algorithm 1.
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Algorithm 1. The 2T1S Algorithm
Input:

Initial labeled data DL={(xi, yi)}�i=1, xi ∈ R
n, yi ∈ {−1, 1}.

Initial unlabeled data DU={(xi)}m=�+u
i=�+1 , xi ∈ R

n.

Initial classifiers f1(x), f2(x), f3(x).

Initial consensus level 0 ≤ ε ≤ 1.
Output:

The final discriminant model f(x).

DLi ← DL, i = 1, . . . , 3.;
iter ← 1.;
D(0)

L ← DL.;
repeat

for i← 1 to 3 do
for j ← 1 to u do

t1 ← mod(i− 1, 3) + 1;
t2 ← mod(i, 3) + 1;
s← mod(i + 1, 3) + 1;
if (ft1(x

j) ≥ ε and ft2(xj) ≥ ε) or;
(ft1(xj) ≤ −ε and ft2(x

j) ≤ −ε);
then
DLs ← DLs ∪ xj ;
DL ← DL ∪ xj ;
DU ← DU \ xj ;

Retrain the classifier fs(x) with DLs .;

D(iter)
L ← DL.;

iter ← iter + 1.;

until D(iter)
L = D(iter−1)

L ;
Construct an RSVM classifier f(x) with the final labeled data set DL.;
Return f(x).;

Here we need to emphasize the difference between network packets and con-
nections. Most IDSs generate alerts by packet-signature, and the communicating
packets between two hosts form a connection. For long duration connections, one
connection may contain several alerts in it. If anyone of the alerts, which was
contained by a connection is true attack, we label the connection as malicious.
All the alerts mapped to the malicious connection will be concerned as suspicious
alerts. When NCF Extractor generates NCF instances, we record the relation-
ship between the alerts and connections. Alerts belong to the same connection
will share the same features and classification result of NCF instance. In learning
phase, we will use the NCF instances to learn a model or so-called a classifier.
The model will be used for predicting a new incoming NCF instance in predict-
ing phase. All the suspicious connections predicted by the model will be output
in a suspicious alarm report.
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4 Experiments

4.1 Dataset Description

DARPA intrusion detection evaluation dataset, which is sponsored by Defense
Advanced Research Projects Agency and Air Force Research Laboratory, and
managed by MIT Lincoln Laboratory since 1998. The available datasets, in-
cluding DARPA1998, DARPA1999, and DARPA2000 datasets, generated in a
simulated environment; however, they have some flaws identified both in simu-
lation as well as the evaluation procedures [11][13]. We adopt the DARPA1999
dataset for experiments because it provides entire contents of attack database
and attack truth files for labeling. For extracting TCP connections to analyze,
we need the raw-traffic data as the input to our connection sensor. DARPA1999
dataset contains five weeks inside and outside sniffing data, fulfilling our require-
ment for extracting connection logs. All the dataset is separated into two parts.
The first three weeks of the sniffing data are treated as training data, and the
other two weeks are used as testing data.

In our experiment, we combine the inside and outside alerts and NCF in-
stances together. We use Bro 1.4 as our connection logger and Snort 2.8.4.1 as
our IDS. Table 1 summarizes the statistics of the datasets. Bro Connections
stand for the connection amount extracted by Bro. Snort TCP Alerts means the
alerts generated by snort and belong to TCP protocol. The false alarm rate is
the false positive rate in training and testing set.

Table 1. Dataset Statistics

Training set Testing set

Bro Connections 1640157 1116166
Snort TCP Alerts 13912 16966
False Alarm Rate 92.33% 98.22%

4.2 Evaluation

For evaluating the experiment results, we consider two metrics to assess the
performance of the learning methods. The first metric is detection rate, which is
used for showing the missing rate of true attacks. The second one is the reduction
rate, which stands for displaying the rate of the filtered alarm.

We use RSVM [10] as our supervised learner to test our approach of using
connection information to reduce the false alarm. Before we use the dataset to
learn a model, we perform three preprocessing works:

– Feature selection using information gain and gain ratio.
– Pick 50 both positive and negative training points as our reduced set to build

the kernel matrix.
– Over-sampling the positive points to reform the unbalanced dataset.
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Table 2. Testing Result of Supervised Learning and Semi-Supervised Learning with
partial labeled data. (repeat 10 times).

Supervised Learning Semi-Supervised Learning

Ratio of Detection Reduction Detection Reduction
Labeled Data Rate Rate Rate Rate

1% 0.6766±0.057 0.8482±0.049 0.7046±0.072 0.7748±0.145

3% 0.7425±0.044 0.6725±0.154 0.7822±0.053 0.7814±0.113

5% 0.7508±0.055 0.6272±0.114 0.7912±0.067 0.8128±0.076

7% 0.7790±0.033 0.5829±0.012 0.8321±0.082 0.7934±0.094

10% 0.7460±0.041 0.6451±0.112 0.8607±0.046 0.8141±0.085

30% 0.8613±0.064 0.8430±0.016 0.8917±0.048 0.8527±0.041

50% 0.8417±0.070 0.8603±0.022 0.8861±0.037 0.8263±0.018

70% 0.9091±0.043 0.8401±0.026 0.8963±0.029 0.8532±0.015

We got a result of reducing 66.5% false alarms by missing 4.4% true attacks on
testing data. It stands for filtering 11693 alerts and only less than 0.1% alarms
belong to malicious. The result shows the connection features work well with a
supervised learner, RSVM.

After we got the previous results, we began to test if the performance of
supervised learning technique is affected by the size of labeled data. We random
pick a small portion of the training data as our training set to build model, and
test if the model could classify the testing data correctly. This process will be
repeated 10 times for calculating the mean and standard variation of the results.
The results are shown in Table 2.

From the results, we could easily know the performance is affected seriously
by the size of the labeled data. The detection rate rise and down between 67.7%
to 90%, and the reduction rate is varied from 58% to 86%. Here we need to
emphasize the trade off between the detection rate and the reduction rate. When
we tuning the RSVM parameters for learning a better model, we could easily
find a model with great detection rate but awful reduction rate. It means the
model almost classifies all the alerts as malicious. In contrast, a model with high
reduction rate but very low detection rate also exists. It means the classifier tell
us most of the alerts are benign. In Table 2, we choose a relatively good model in
both detection rate and reduction rate. That also the reason why the detection
rate does not always monotonic increase with the increase in percent of labeled
data. For improving the performance, we attempt to use semi-supervised learning
techniques to test if the unlabeled data will be helpful on building the model.

We choose 2T1S as our semi-supervised learner, and make some modification
to let it be suitable to apply here. The modification is list as following:

– Feature selection using information gain and gain ratio.
– Over-sampling positive points before base learner training the classifier.
– Apply different parameters on each base learner.

The results of classifying the testing data using the model learned from 2T1S
are also shown in Table 2. With 10% partial labeled data, supervised learning
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can merely reduce 64.5% alerts and detect 74.6% true attacks. At the same time,
semi-supervised learning can detect 86.1% true attacks and reduce 81.4% alerts,
both detection rate and reduction rate of semi-supervised learning is significantly
better than supervised method. In most cases, semi-supervised learning also has
better results than supervised one. These results strongly support our ideas that
exploiting the information of unlabeled data could improve the performance.

5 Conclusion

In this paper, we successfully using the connection features to reduce false alarms
by both supervised and semi-supervised learning techniques.

We use Network Connection Feature instance (NCF instance) to represent
corresponding cluster of alerts. NCF instances will be fed to the machine learning
based analysis engine to learn a model for classifying alerts into suspicious alerts
or false alarms. In our experiments, we use RSVM as our supervised learning
algorithm to test whether our framework works well in reducing false alarms by
the NCF instances. The results show that we could filter out 65% false alarms
and only miss less than 0.1% true attacks in the filtered alarms. However, having
entire labeled data to build the alert filter is not practical. Thus, we introduced
semi-supervised learning technique in this work. The numerical results show that
both detection rate and reduction rate can be improved with very limited labeled
data points. While only use small portion of labeled data in supervised learning
will not have satisfied the results.

Because of the connection features used with the supervised learner and semi-
supervised learner are the same, we believed that the semi-supervised learning
technique could bring the improvement with the unlabeled data.
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Abstract. Character design is a key ingredient to the success of any comic-
book, graphic novel, or animated feature. Artists typically use shape, size and 
proportion as the first design layer to express role, physicality and personality 
traits. In this paper, we propose a knowledge mining framework that extracts 
primitive shape features from finished art, and trains models with labeled meta-
data attributes. The applications are in shape-based query of character databases 
as well as label-based generation of basic shape scaffolds, providing an in-
formed starting point for sketching new characters. It paves the way for more 
intelligent shape indexing of arbitrary well-structured objects in image libraries. 
Furthermore, it provides an excellent tool for novices and junior artists to learn 
from the experts. We first describe a novel primitive based shape signature for 
annotating character body-parts. We then use support vector machine to classify 
these characters using their body part’s shape signature as features. The pro-
posed data transformation is computationally light and yields compact storage. 
We compare the learning performance of our shape representation with a low-
level point feature representation, with substantial improvement.  

Keywords: Shape Signature, Perception Modeling, Humanoid Cartoons. 

1   Introduction 

Character design is a key ingredient to the success of any comic-book, graphic novel, 
or animated feature. Recent advances in digital multimedia technologies have trig-
gered widespread creation, consumption and distribution of digital character art in the 
form of videos, images, and textual descriptions. We view this large, unorganized, 
and distributed collection of digital humanoid character art on the internet, as a rich 
potential source for learning rules of good character design from the experts.  

Though characters are remembered mostly for their roles in the story, several lay-
ers of visual detailing are employed to bring their roles to life. Starting with basic 
shape and proportion, artists create layers of skin tones, hair styles, attire, accessories, 
key postures, gait, action energy, mannerisms and facial expressions [1,2]. Further-
more, drawing styles may vary widely across cultures, mediums and entertainment 
genres. Thus, it may take years of learning and practice for novice artists to pick up 
the necessary skills to create impactful characterizations for a certain target audience.  

Every year thousands of characters are produced worldwide for the billion dollar 
markets in animated features and games [22]. While computers are used mostly for 
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shape-modelling/animation/rendering, conceptual character design still relies heavily 
on the skills and experience of the art department. Tools that could abstract character 
design rules from finished art would thus be really useful for this industry. It could 
also help hobbyists pick up better drawing skills.  

In this paper, we focus on the basic shapes and body-part proportions layer as it 
plays a vital role in design and perception [1,2]. Artists use shape scaffolding to pre-
visualize the final form, using basic shapes to represent each component or part. Apart 
from establishing the volume and mass distribution of the figure, these shapes may 
also help portray a certain personality, as is widely seen in stylized cartoon drawings. 
For example, in Pixar’s recent animated feature titled “UP”, the main protagonist had 
distinctively square features to highlight his “cooped-in” life. The square features 
were amplified by contrasting with a large round nose, as well as distinctly rounded 
supporting characters.  

In this paper, we propose a knowledge mining framework that extracts primitive 
shape features from finished art, and trains models with labeled metadata attributes 
with a goal of finding hidden association rules. We use a primitive shape based vector 
annotation system for feature extraction. We then use Support Vector Machines to 
classify the characters into various traits with high accuracy. We compare the learning 
performance our shape representation with a low level point feature representation, 
with substantial improvement. The proposed data transformation is computationally 
light and yields compact storage. We have used physicality metadata and a variety of 
finished 2D humanoid character art, with a uniform body structure, but with reason-
able variation in size, shape and proportions. The strongest contribution in this paper 
is our novel shape representation that allows learning, synthesis and retrieval in an 
intuitive data space. This has great implication in knowledge mining, computer vision 
and creation of expert systems for assisting creative design. 

2   Related Work 

We compare our work with prominent work in the area of representation and learning 
applied to character shapes and motion. We differ from these papers on two counts: 1) 
Our shape representation is in a language that humans can easily visualize; 2) It is 
easy to compute and can be efficiently hashed.  

A variety of shape representation strategies have been used for learning and cogni-
tion of visual data. Edelmann and Intrator [4] proposed the use of semantic shape 
trees to represent well-structured objects like the hammer and airplane. Their goal was 
to recognize object classes, starting bottom-up with low level features. A drawback of 
this method is that it needs explicit modeling of the object grammar. Gal et al. [5] 
propose 2D histogram shape signature that combines two scalar functions defined on 
the boundary surface, namely a local-diameter and average geodesic distance from 
one vertex to all other vertices. Though this approach is robust to minor topological 
changes due to articulation in meshes, the representation lacks intuitiveness.  

Classification and regression models on anthropomorphic data have been widely 
used in the fields of graphics and vision. In most of these models, the feature vectors  
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used are fairly low level; e.g. Cartesian points, curves, distances and moments. Liu et 
al. [13] perform PCA on low-level point features for original and caricature drawings 
of human faces. Gooch et al. [8] also cartoonify face photographs by computing Ei-
genvalues between key facial points after training their system with real face data. 
Wang et al. [23] used rotational regression to learn deformation offsets of vertices in 
relation to driver skeletal joints. Meyer and Anderson [15] propose a computation 
cache for neighborhoods of key points undergoing lighting or deformation calcula-
tions, again using PCA analysis on point features. Hsu et al. [10] use CART data 
mining on body distance measurements (e.g. waist-girth, hip-girth, etc.) and body 
mass index to classify them into Large/Medium/Small categories for garment produc-
tion. Marchenko et al. [14] differ from all these approaches by combining ontological 
metadata (e.g. artist name, style and art period) with low-level image features (e.g. 
brushwork and color temperature). Though they do not do any shape analysis, they 
implement a practical learning framework that improves learning results with human-
understandable conceptual knowledge layers. 

Automatic extraction of information from cartoon images of humanoids poses a 
number of challenges like perspective distortions, obscured body parts due to posing, 
and exaggerated non-standard body parts (unlike real humans). We did not find any 
method that provides a robust solution to this ill-posed problem. Since our goal is not 
the automation of data collection, which by itself is a significant challenge, we de-
signed a user-friendly system to allow manual annotation of shapes. We derive inspi-
ration from the use of primitive shapes outlined in art books [1,2,3,9,19] as well as 
shape perception literature [6,16]. We propose a novel vector shape that blends and 
smoothly morphs between three primitive shapes: circle/triangle/square. According to 
the Gistalt school of thought [16], we perceive shapes in relation to one another, as 
well as an overall sum of parts (instead of scrutinizing details of individual parts  
independently). Keeping this in view, we subjected the full body representation to 
training, rather than individual body parts. In this paper we demonstrate our shape 
transformation results with SVM, taking inspiration from Gil-Jiménez et al. [7] who 
also use SVM to classify shapes (to identify traffic light patterns in live footage).  

3   Methodology 

We have gathered a collection of nearly 300 approximately front-facing humanoid 
character images from various digital and physical resources. We intend to find the 
relationship between perception labels and measurable physical shapes extracted from 
the body images. We have manually annotated the body part shapes with our shape 
widget, and collected perception labels for these characters from laymen via online 
surveys and games. These games were designed in such a way that the player while 
playing the game, as a byproduct, provides us useful information. In this case it is the 
perception labels on characters. The perception labels were gathered for the full visual 
design as well as just the annotated body-part shape outlines. Using our body parts 
shape vector data as features and the averaged perception labels as classes we then 
classify these characters. We now outline the key components of the paper, namely 
data collection, vector shape representation, and training. 
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4   Data Collection  

We have collected humanoid characters from different genres, namely 2D classic, 2D 
action, 3D movies, Manga, and unpublished art. As of now, we sample data from all 
these genres in our paper. In future, when we are able to grow our collection, it would 
probably make more sense to create individual models for each genre. 

 
 

 

Fig. 1. (L:) The annotation tool (R:) The shape annotation widget 

Fig. 1 illustrates the shape annotation tool and the body part shape control widget. 
The shape control widget allows single gesture control of the given body-part shape. 
The location of the black star cursor in the shape interpolation triangle controls the 
shape blend weights for the three primitive shapes. The interpolation space is triangu-
lar as we find enough expressivity with the circle, triangle and square shapes. It also 
allows us to directly plug the normalized Barycentric coordinate offsets of the star 
cursor from the three shape corners, to the corresponding shape weights.  

The annotation was done by artists with reasonable knowledge of character design 
and concept art. The character perception labels was also captured from both artists as 
well as general audience. This ensured that the data set contains a mix of opinion 
from the content creators and the content consumers.  Each body part can be created 
independently by clicking on the corresponding image location, and specifying the 
length, breadth, medial axis, and shape weights. The annotation tool can automatically 
guess the identity of the annotated parts; i.e. which shape corresponds to which body 
part, using ideas from Thorne et al. [18].  In case some really odd-proportioned char-
acter breaks our rules, the artist can easily override the label assignments. Once the 
annotation is done we save the character cages to our database in the following form: 
{character_id, perception labels, bodyPartVector1-16} 

5   Vector Shape Representation  

In this section we discuss details of our novel shape representation blending circle, 
triangle and square. As explained in the literature review, almost all peer methods 
store low level contour point data before reducing their representation with methods  
 



610 Md.T. Islam et al. 

 

Fig. 2. Consistent interpolation of circle, triangle, and square  
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Fig. 3. Smooth shape transition with consistent interpolation. (a) Blending two shapes. (b) 
Blending all three shapes. 
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like PCA or some compact shape signature. Usually, these transformations make the 
data non-intuitive and thus tracking the learning algorithm becomes very difficult. 

As shown in Fig. 2, we store each of the three normalized primitive shapes as a set 
of eight quadratic Bezier curves. The solid points represent segment boundaries and the 
ragged blotches represent mid-segment control points. Note how a null segment (1-2) 
had to be created for the apex of the triangle. The reason why our piece-wise curve 
segments work so well, is that we were able to carefully identify the corresponding 
segments for the diverse topologies of circle, triangle and square. As a result, even 
under simple linear interpolation, we do not notice any tears or inconsistent shapes. 

The normalized shapes can be affine transformed to any location, scale and rota-
tion. Finally, the shape weights are applied to blend the corresponding Bezier control 
points, to yield an in-between shape. Note that start-end-mid control points of only 
corresponding segments are interpolated, as shown in Eqns. 1 and 2.  

 

 

Fig. 4. Expressive vector fitting of body parts 
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And, j ∈{1,2,3,4,5,6,7,8}  

In the above equations, p′j  and m′j  represent the j-th blended segment boundary 
and midpoints respectively, while pi,j, and mi,j represent the corresponding control 
points in the i-th primitive shape (circle, triangle, square). wi is the weight contribu-
tion from the  i-th primitive shape. Results of some blend operations are shown in Fig. 
3. The cross hair under the shapes indicate the shape weights.  

Fig. 4 illustrates the expressive vector shape fitting of diverse character shapes. As 
evident from the warrior character in the last row, accessories and loose clothing pose 
challenges in extracting the true body proportions. In such situations, only a human  
artist can make an educated guess on where the actual body part lies. This is also true 
for hidden or fore-shortened body-parts in posed character images, which is usually 
the case for characters from released games and films. 

6   Training and Experimental Results 

6.1   Cleaning 

To describe each body part in our shape vector representation we need 8 parameters 
such as, the coordinate of the center, height, width, orientation and three shape 
weights for circle, triangle, and squares. Thus for 16 body parts we have 128 features. 
As any body part can be at any orientation and the personality traits and physicality 
are posture invariant we ignore the rotation of the body parts. Also since we are more 
interested in the proportion data, the exact location of the cage center can also be 
disposed of as we have the cage length and breadth parameters. For the shape 
weights; since we use normalized barycentric coordinates, we can omit one of the 
shape weights from our feature list, as the three weights add up to 1. In our case we 
omit the triangle weight. Thus finally the height, width, circles weight and square 
weight these four features are used for further mining steps. 

6.2   SVM Classification 

We applied SVM to our vector annotated shapes, which were also manually labeled 
into classes. For this paper, we tested three physical class labels: weak, strong  
and average. To validate the model, we split our collection into a training set (247 
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characters) and an evaluation set (68 characters). We also implemented a control ex-
periment, using a simple low-level distance measure to represent the same shapes with 
boundary distance from the body part centroid. This helped us objectively find out how 
our method compares to those that use low-level features in their training model. As 
can be seen from Tables 1-3, our primitive shape representation performs much better 
in terms of correctly classified instances and overall decent values for precision and 
recall for each class.  

Table 1. SVM with primitive shape transform outperforms naïve low level representation 

 Primitive Vector 
Representation 

Centroid-Boundary 
Distance (r, θ) 

Correctly Classified Instances 61 (89.71%) 32    (47.06%) 
Incorrectly Classified Instances 7   (10.29%) 36    (52.94%) 
Kappa statistic 0.8454 0.2098 
Mean absolute error 0.2451 0.3987 
Root mean squared error 0.3096 0.4973 

Relative absolute error 55.19 % 89.12 % 
Root relative squared error 65.71 % 104.27 % 

Total Number of Instances 68 68 

 
In table 2 the TP rate is true positive rate, FP rate is false positive rate 

FNTP

TP
tp

+
= … … … …                                       (3) 

TNFP

FP
fp

+
= … … … …                                       (4) 

Now, to calculate TP rate for class strong in Table 2 primitive vector representation 
we get from the confusion matrix of Tabl 3 that TP = 19, and FN = 2+1 = 3. So, from 

equation (3) we get 86363636.0
1219

19 =
++

=tp . Similarly we calculate all the 

tp and fp values in Table 2. For the F-Measure we use the equation 
 

precisionrecall

precisionrecall
measureF

+
××=− 2

… … … …                  (5) 

Fig. 5 shows the visual validation results of our model. A sample is shown from the 
training set in the first column, two correct classification results from the second col-
umn, and one incorrect result is shown in the last column. We feel that these results 
are qualitatively acceptable, and even the incorrect labels are not blatantly wrong.  
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Table 2. Accuracy Results by Class 

TP
Rate    

FP
Rate  

Precision Recall F-Measure ROC
Area   

Class

0.864   0.043   0.905      0.864     0.884       0.965    strong 
0.864  0.065  0.864      0.864     0.864       0.918    avg 

Primitive Vector 
Representation

0.958  0.045   0.92       0.958     0.939       0.968    weak 
Weighted Avg.     0.897  0.051   0.897      0.897     0.897       0.951 

TP
Rate    

FP
Rate  

Precision Recall F-Measure ROC
Area   

Class

0.385 0.143 0.625 0.385 0.476 0.659 strong 
0.4 0.188 0.471 0.4 0.432 0.595 avg 

Centroid-
Boundary Distance 
(r, θ) 0.636 0.457 0.4 0.636 0.491 0.593 weak 

Weighted Avg.     0.471 0.257 0.507 0.471 0.468 0.619  

 

 

Fig. 5. Visual results of validation tests on ground truth 



 Learning from Humanoid Cartoon Designs 615 

Table 3. Confusion Matrix 

Primitive Vector Representation 

Strong Average Weak  Classified as 

19 2 1 Strong 

2 19 1 Average 

0 1 23 Weak 

Centroid-Boundary Distance (r, θ) 
Strong Average Weak  Classified as 

10 4 12 Strong 

3 8 9 Average 

3 5 14 Weak 

7   Conclusion 

This paper describes a new method of representing arbitrary shapes using a blend of 
circle, triangle and squares. It uses consistent interpolation of quadratic Bezier curves. 
We have achieved a decent precision and recall rate for our SVM training model, and 
significantly outperform an example low-level data transformation. We hope to add to 
our database, and mine relationships between labels as well. One of the limitations of 
our representation is that it is symmetric about its medial axis, and also that it cannot 
represent concave surfaces. We are currently working on these limitations, by allow-
ing more than one primitive shape to be fitted to a body part. We are also working on 
exciting applications in warping and shape deformation that will further empower 
procedural generation and design reuse. 
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Abstract. Mining general knowledge about relationships between concepts de-
scribed in the analyses of failure cases could help people to avoid repeating 
previous failures. Furthermore, by representing knowledge using ontologies that 
support inference, we can identify relationships between concepts more effec-
tively than text-mining techniques. A relationship association is a form of 
knowledge generalization that is based on binary relationships between entities 
in semantic graphs. Specifically, relationship associations involve two binary 
relationships that share a connecting entity and that co-occur frequently in a set 
of semantic graphs. Such connected relationships can be considered as general-
ized knowledge mined from a set of knowledge resources, such as failure case 
descriptions, that are formally represented by the semantic graphs. This paper 
presents the application of a technique to mine relationship associations from 
formalized semantic descriptions of failure cases. Results of mining relationship 
associations in a knowledge base containing 291 semantic graphs representing 
failure cases are presented. 

Keywords: Relationship Associations, Semantic Relationships, Ontology, 
Logical Inference, Failure Knowledge, Graph Mining, Frequent Pattern Mining, 
Knowledge Discovery. 

1   Introduction 

Much of the progress of human society is based on the successful experiences of hu-
man activities. However, there are also important lessons that could be learned from 
failures. Scientists have realized that the knowledge that is generated from the analy-
ses of mechanisms behind failures and “near misses” could be useful for avoiding 
similar mistakes in the future [19]. In the spirit of this realization, in 2001 the Japan 
Science and Technology Agency developed a failure knowledge database (hereafter 
the failure knowledge database) and deployed it on the Web to the public [11]. 

                                                           
* Corresponding author. 
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There is a lot of research on description and analysis of knowledge about failures 
in the literature. Hatamura et al. presented a data structure and an effective way for 
displaying information about failure cases to the users [7]. Nakao et al. developed an 
associative search method to mine knowledge about failures that is effective for risk 
management [16].  

The question we ask here is: “based on this data about concrete cases of failure oc-
currences, how can we obtain more generalized knowledge about failures?” This 
problem has been addressed in some earlier studies. For example, Guo and Kraines 
developed a method for using graph mining to find common semantic patterns in a set 
of semantic graphs representing cases in the failure knowledge database [4]. 

In this paper, we consider a special kind of general knowledge pattern called a “rela-
tionship association”. Relationship associations take the following form: if a particular 
entity e1 has a relationship r1 with another entity e2, then it is likely that e1 has an-
other relationship r2 with a third entity e3. In other words, if a particular entity has one 
specific relationship with some other entity, then it is likely that the entity has a second 
specific relationship with another entity. These kinds of patterns mined from the failure 
knowledge database may be useful for people to analyze the reasons behind a new fail-
ure occurrence, or to avoid a potential failure from occurring. For example, using the 
techniques described in this paper, we have mined the following relationship associa-
tion from the failure knowledge database: “if an operation has failure type ‘poor safety 
awareness’, then it is likely that this operation has also another failure type ‘poor plan-
ning by organization’”. Upon seeing a new failure occurrence where the operation had 
some kind of “poor safety awareness”, we can suggest from this relationship associa-
tion the possibility that this operation is also a kind of “poor planning by organization”. 
We present a method in this paper to mine relationship associations from the informa-
tion on failure cases in the failure knowledge database.  

This paper is organized as follows. In Section 2, we describe the background of 
this paper. In Section 3, we present our method for mining relationship associations, 
which uses an inference engine to evaluate if the relationship associations occur in a 
semantic graph. We also describe a method for selecting potentially interesting rela-
tionship associations. In Section 4, we present results of experiments to mine relation-
ship associations from a set of semantic graphs representing cases in the failure 
knowledge database. We conclude this paper with a discussion of related work and a 
summary. 

2   Background 

Most of the information for the failure cases in the failure knowledge database is in 
unstructured natural language text format. In order to mine semantic relationships 
automatically, we must convert this natural language text into a structured format. We 
have chosen to represent the failure cases in OWL-DL, the Web Ontology Language 
based on description logics that is recommended by the W3C. 

We have used the EKOSS (Expert Knowledge Ontology-based Semantic Search) 
web-based knowledge sharing system (www.ekoss.org) to author the semantic graphs. 
EKOSS uses domain ontologies formalized in description logics (DL) as the knowl-
edge representation languages for the semantic graphs. It also provides a set of  
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authoring tools for helping users to create semantic graphs representing their knowl-
edge resources and search conditions, tools that include some features for semi-
automating the creation process. 

Each domain ontology contains a set of classes representing the concepts of this 
domain and a set of properties representing the types of relationships that can hold 
between these concepts. Each knowledge resource shared on the EKOSS system is 
represented by a semantic graph based on a domain ontology. Each semantic graph is 
composed of nodes representing instances of ontology classes together with arcs rep-
resenting relationships between the instances. Relationship types are specified by the 
properties in the ontology. Each instance can have a descriptive text label. 

The users generate their semantic graphs using the EKOSS authoring tools and 
save them in the EKOSS knowledge base. The users can also conduct semantic 
searches of the knowledge base by creating search queries using the same authoring 
tools. The EKOSS reasoner uses a logical inference engine, such as RacerPro 
(www.racer-systems.com) or JTP (the Java Theorem Prover), to infer semantically 
implied matches between queries and semantic graphs. More details are given in [13]. 

A corpus of 291 semantic graphs was constructed by research assistants with engi-
neering expertise using the SCINTENG ontology and the EKOSS system. Each se-
mantic graph represents one case in the failure knowledge database. The SCINTENG 
ontology is an OWL-DL ontology for representing concepts from a wide range of 
engineering domains. The main classes are divided into seven categories: 1) materials 
and energy substances; 2) activities and phenomena, including human activities and 
natural activities; 3) physical objects, including artificial and natural physical objects; 
4) spatial location where an activity can occur or a physical object can exist; 5) events 
that mark the beginning or end of activities and physical objects; 6) actors that can 
cause activities to occur; and 7) classes of activities, including method of activity, 
human failure activity, and organization failure activity. 

Fig. 1 shows a semantic graph, containing 17 instances of classes from the SCIN-
TENG ontology together with 23 relationships between the instances, which was cre-
ated to describe a case in the failure knowledge database entitled “As a result of a 
signal error, the train was stopped.” 

The EKOSS reasoner can evaluate if a semantic graph matches with a search query 
at five levels of complexity. The levels are listed below in order from easy but less 
accurate to complex but more accurate: 

1. Matching classes (nodes) in the query to instances of the same classes in the 
semantic graphs. 

2. Matching classes (nodes) in the query to instances of the same or subsumed 
classes in the semantic graphs. 

3. Matching classes (nodes) in the query to instances of the same or subsumed 
classes in the semantic graphs having the same or subsumed properties (links) 
between them. 

4. Matching classes (nodes) in the query to instances of the same or subsumed 
classes in the semantic graphs that can be inferred using logical inference to 
have the same or subsumed properties (links) between them. 

5. Matching classes (nodes) in the query to instances of the same or subsumed 
classes in the semantic graphs that can be inferred using logical and rule-based 
inference to have the same or subsumed properties (links) between them. 
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Fig. 1. The semantic graph for the failure case “As a result of a signal error, the train was 
stopped”. Boxes show instances of classes from the domain ontology. The text above the line in 
a box is the instance label. The text in bold type below the line in a box is the class name of that 
instance. Arrows show properties expressing the asserted relationships between instances. 

We note that all five levels differ from text matching, such as calculating the simi-
larity of two strings [2], in that by using the logical structure of the ontology, each 
level can provide a measure of the semantic similarity between descriptions. 

The first level just determines if the exact classes of a query occur in a semantic 
graph. Because this way matches concepts of entities rather than labels of entities, it is 
more semantic than string matching. The second level gives increased matching recall 
by considering the subsumption hierarchy of a class: if subclasses of the classes in a 
query occur in a semantic graph, the graph is said to match. At the third level, we 
consider relationships that have been asserted between the classes in the query, which 
decreases the number of matching results because the matches must also satisfy  
the specified relationships between the classes. At the fourth level, we use logical 
inference to identify implicit relationships between entities based on the logical char-
acteristics of properties such as symmetric, transitive, and inverse. By using logical 
inference to find hidden relationships that are not explicitly stated between entities, 
this level increases the recall of matching results. The fifth level uses both logical and 
rule-based inference. Rule-based inference is accomplished by giving the reasoner a 
set of rules that are provided by domain experts prior to the matching process. There-
fore, the fifth level of semantic matching is expected to achieve the highest accuracy. 
Details of the semantic matching technique for evaluating the similarity of two se-
mantic graphs are given in [3]. 
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In previous work, we have described a technique for mining common semantic pat-
terns from this corpus of semantic graphs [4]. We used the following graph mining 
method to discover the semantic patterns that represent generalized knowledge about 
failures. First, all unique sub-graphs in the corpus are created from information given 
by SCINTENG ontology. Second, each sub-graph is matched with the corpus of se-
mantic graphs, and the support is obtained. Sub-graphs having a support of more than 
a minimum threshold are designated as common semantic patterns. 

The graph mining algorithm is based on the “Apriori” algorithm [8]. As a conse-
quence, the method does not analyze the co-occurrence of relationships between two 
sub-graphs. Furthermore, it can only discover common sub-graphs, and the common 
semantic patterns discovered are often too general to be interesting for the following 
reason. Because the matching set uses subsumption inference, the sub-graphs with 
higher level classes and properties will have greater support than the sub-graphs with 
lower level classes and properties. The “Apriori” algorithm filters out the rare sub-
graphs that do not meet the required support. However, often we are most interested 
in the semantic patterns that are less common but include more specific classes. 

We have developed a technique for mining relationship associations in life science 
[5], [6]. This paper presents an improvement of that work. Specifically, we have 
added a method for considering association relationships that occur when the order of 
the two relationships is reversed. And also we added a method to remove the relation-
ship association queries which contain one triple that is subsumed by the other triple. 
We have then applied the improved process to mine relationship associations from 
knowledge about failures using ontology and inference. 

3   Relationship Associations Mining 

In order to mine relationship associations from descriptions of failure cases in natural 
language text, there are four main tasks that we must address. First, we need an ap-
propriate representation schema to convert the unstructured text to structured knowl-
edge. Second, we need to identify the relationship associations occurring in a specific 
failure case, including those that can be inferred from the semantics of the description 
of the case. We have addressed these two aspects in our previous work, as described 
in Section 2. The third task we must address is to develop a fast and effective mining 
procedure that obtains potentially interesting results. Often, there will be many rela-
tionship associations that are mined. So the fourth task is to identify the most interest-
ing and important relationship associations. Although this final selection task must 
involve human judgment, we need to reduce the burden on humans as much as possi-
ble. So some automatic pre-selection method is needed to filter out the more uninter-
esting results. In this section, we present our work to address the last two tasks of the 
relationship association mining process. 

The procedure that we have developed for mining relationship associations, corre-
sponding to the third and fourth task, takes the set of semantic graphs as the input. 
The output is a set of relationship associations in the form of linked pairs of semantic 
triples.  
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First, we generate triple queries from the set of semantic graphs.  
A semantic triple - consisting of a domain instance, a range instance, and a prop-

erty that connects the domain instance to the range instance - is the minimum unit of a 
semantic graph. Each semantic graph contains one semantic triple for each property in 
the graph. For each triple in a semantic graph, we create one triple query by convert-
ing the instances of the triple into variables with the same classes. In essence, a triple 
query represents the asserted relationship between two specific entities made by the 
triple as a generalized relationship between ontology classes. 

Relationship associations must be comprised of two linked triple queries whose 
triples both appear in the same semantic graph and share a common entity. So even 
though there may be duplicate triple queries generated from a set of semantic graphs, 
at this point we keep all of the generated triple queries. 

Second, we match each triple query with each semantic graph to get the support 
for that query and discard queries with insufficient support.  

 

 

Fig. 2. An example of semantic matching. The part outlined in black is from the semantic 
graph. The part outlined in gray is the query. Class variables are shown with boxes where the 
first line of text is “?” and the second line is the ontology class. See Fig.1 for meanings of other 
symbols. 

In the work reported here, we evaluate the match between a semantic query and a 
semantic graph by using the fifth level of semantic matching supported by the EKOSS 
reasoner as described in section 2. The matching process is executed as follows. First, 
we add the semantic graph to the reasoner’s knowledge base together with the ontol-
ogy used to create the graph. Then, we use the reasoner to determine if the query 
matches the semantic graph. Consider the result of matching the triple query “find 
some instance of a city that is the location of some instance of termination event” 
against the semantic graph shown in Fig. 1. We can get the matching result shown in 
Fig. 2 only by using the fifth level of semantic matching, because the match depends 
on the logical axiom in the ontology that “location of” is the inverse of “has location”, 
the transitivity of the property “has location”, and the rule that states “if A has af-
fected event participant B and B has location C, then A has location C.” 

Using the EKOSS reasoner at the fifth level semantic matching mode, we match all 
triple queries with all semantic graphs to find the number of semantic graphs in which 
each triple query occurs. If a triple query only occurs in one semantic graph, then it 
cannot be involved in a relationship association. Therefore, we remove the triple que-
ries occurring only in one semantic graph. The remaining triple queries are used to 
create relationship association queries in the next step. 
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Third, we generate relationship association queries.  
We create relationship association queries from the set of triple queries generated 

in the previous steps as follows. For each graph, we find all pairs of triples that  
share one instance, e.g. that form a connected quintuple with three instances and two 
properties. If both of the corresponding triple queries are in the set of triple queries 
generated in previous step, then we use this pair of triples to create a relationship as-
sociation query. 

Fourth, we remove the duplicate relationship association queries that have same 
semantic meaning.  

Because we use semantic matching to match a relationship association query with a 
semantic graph, two relationship association queries with the same semantic meaning 
will get the same matching results. The evaluation of matches between the relation-
ship association queries and the semantic graphs using the EKOSS reasoner is the 
computationally most expensive step in the mining process. By removing relationship 
association queries with the same semantic meaning, we can reduce the number of 
reasoning tasks that must be performed. 

Three types of relationships in description logics can be considered to imply se-
mantic equivalence. We consider the applicability of each to our mining task in the 
following. 

Subsumption: All of the relationship association queries have the same structure of 
three classes and two properties. Therefore, if the two properties in query1 are sub-
properties of query2 and each of the classes in query1 are sub-classes of the classes in 
query2 that have the same connectivity, then we can say that query2 subsumes 
query1. In this case, all of the semantic graphs that match with query1 will also match 
with query2, which implies some kind of semantic equivalence. However, the reverse 
is not true: there may be some semantic graphs that match with the more general 
query2 but not the more specific query1. Furthermore, the more specific query con-
tains more information about a possible relationship association than the general 
query, as we discussed in section 2. Therefore, we do not consider this characteristic 
as implying semantic equivalence here. 

Symmetric: From the definition of OWL-DL [17], if a property p is symmetric, 
then if x is related to y by p, then y is also related to x by p. This means that if prop-
erty p is symmetric, then the query (c1 –p> c2) and query (c2 –p> c1) have exactly 
the same semantic meaning. Therefore, we consider this characteristic to imply se-
mantic equivalence. 

Inverse: From the definition of OWL-DL [17], if the property p1 is stated to be the 
inverse of the property p2, then if x is related to y by p2, then y is related to x by p1. 
Therefore, we can say that if property p1 is the inverse of property p2, then the query 
(c1 –p1> c2) and query (c2 –p2> c1) have exactly the same semantic meaning, and so 
we can consider this characteristic also to imply semantic equivalence. 

We use the following notation to illustrate the process of removing duplicate rela-
tionship association queries. One relationship association query is comprised of two 
triple queries that share one connecting class. We use C1d to indicate the domain class 
of the first triple query, P1 to indicate the property of the first triple query, C1r to indi-
cate the range class of the first triple query, C2d to indicate the domain class of  
the second triple query, P2 to indicate the property of the second triple query, C2r to 
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indicate the range class of the second triple query, and Cc to indicate the connecting 
class of the two triple queries.  

We use the algorithm presented in [6] to remove the duplicate relationship associa-
tion queries with same semantic meaning based on the two logical characteristics, 
inverse and symmetric. However, based on examination of the results using that algo-
rithm, we found that the relationship association queries where one triple is subsumed 
by the other are also unlikely to be interesting candidates for relationship associations. 
Consider, for example, the relationship association “if one operation has failure type 
poor safety awareness, then it is possible that it has failure type poor value percep-
tion by organization.” Because we already know that poor safety awareness is a 
subclass of poor value perception by organization, it is clear that this relationship 
association does not tell us anything useful. Therefore, we have created a second algo-
rithm to remove this kind of relationship association query. The new algorithm con-
siders subsumption, inverse and symmetric characteristics of the two triples making 
up a relationship association query. Because we are looking for the condition where 
the property and the classes of the first triple subsume or are subsumed by those of the 
second, we only need to check if the property of first triple is inverse or symmetric. 

Algorithm. Removing associations with duplicate triples  
For each relationship association query QQ 
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      Then remove QQ 
End For 

 
Here, the symbol “⊆” indicates inclusive subsumption (A ⊆ B means that A and B 
are equivalent classes or A is subsumed by B). After applying these algorithms, we 
get a set of potentially meaningful relationship association queries with unique  
semantics. 

Fifth, we match each of the remaining relationship association queries with each 
semantic graph to obtain their supports.  

The matching method described in the second step used to match the relationship as-
sociation queries with each of the semantic graphs and calculate the number of graphs in 
which they occur. Relationship association queries that only occur in one semantic 
graph cannot be considered as relationship associations, so they are removed. The rest 
of the relationship association queries are candidates for relationship associations. 

Sixth, we select the potentially interesting relationship associations and represent 
them in natural language. 

The previous steps may produce a large number of candidates for relationship asso-
ciations. Here we use a probabilistic approach to identify the relationship associations 
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that have the most potential for being interesting. Specifically, we use the probability 
that the first triple of a relationship association query occurs in the set of semantic 
graphs, P(t1), together with the two conditional probabilities for each relationship  
association query defined below: 

 The probability that the second triple of a relationship association query occurs if the 
first triple occurs, P(t2|t1). 

 The probability that the second triple of a relationship association query occurs if the 
connecting class occurs, P(t2|cc). 

We use the following reasoning to identify potentially interesting relationship associa-
tions. As we discussed in section 2, the triples in the relationship associations can 
have a wide range of specificity. For example, a triple such as “a physical object par-
ticipates in a human activity” will match with almost all of the semantic statements. 
A relationship association that is comprised of two commonly occurring triples such 
as this is not likely to be interesting because it does not tell us anything new or spe-
cific. Therefore, our first criterion is that the first triple in a relationship association 
query must occur relatively infrequently in the corpus, which means that P(t1) must be 
relatively small. 

Our second criterion is that if such a triple t1 exists in a relationship association 
query with another triple t2, then the probability that t2 occurs in just the semantic 
graphs that contain t1 must be much larger than the probability that t2 occurs in all of 
the semantic graphs that contain the connecting class. The reasoning behind this selec-
tion criterion is as follows. An interesting relationship association should tell us that 
the two triples tend to occur more frequently together than alone. However, although 
some t2’s may not occur very often in the entire set of semantic graphs, they may occur 
with a high probability whenever the connecting class occurs. We will not be interested 
in these relationship associations either, because if simply the occurrence of the con-
necting class is sufficient to assure a high probability of the occurrence of t2, then the 
presence of t1 is not required. 

We select the relationship associations that meet both of these criteria to be re-
viewed by human experts. Using the notation above, this means: 

P(t1) << 1 and P(t2| t1) / P(t2|cc)>> 1 

We can evaluate the second criterion using the following condition: 

(Sr/St1)/(St2/Scc) >> 1 

where Sti is the support of triple ti, Sr is the support of relationship association r, and 
Scc is the support of connecting class cc (proof is given in [6]). 

4   Experiments 

As described in Section 2, we have constructed a corpus of 291 semantic graphs rep-
resenting cases from the failure knowledge database. We have conducted experiments 
to obtain relationship associations from this corpus using the method described in 
section 3. In this section, we report the results of this experiment. 

Of the 1264 classes and 236 properties in the SCINTENG ontology, 491 classes 
and 107 properties were used in the 291 semantic graphs. On average, each semantic 
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graph has 24 instances and 31 properties. The entire set of semantic graphs contains 
7115 instances and 9151 properties. However, 296 properties are data type properties 
that we ignore here. Therefore, we created 8855 (= 9151 – 296) triple queries from the 
291 semantic graphs using the process described in Section 3. We then used the 
EKOSS reasoner to determine how many semantic graphs contain each triple. We 
removed all triple queries that only matched with one semantic graph, the graph from 
which the triple was obtained, which left 7381 triple queries available for creating 
relationship association queries. 

We created 15447 relationship association queries from the 7381 triple queries 
and 291 semantic graphs as described in Section 3. After removing semantic dupli-
cates using the method from Section 3, 10137 relationship association queries  
remained. 

We matched these relationship association queries with all of the semantic graphs 
using the EKOSS reasoner and removed all relationship association queries that only 
appeared once. This resulted in a total of 6138 relationship association queries appear-
ing in at least two of the semantic graphs. 

We calculated the probabilities of selection criteria for these 6138 relationship as-
sociation queries. We used a cutoff value of P(t1) ≤ 0.1 for the first selection criterion, 
which means that the first triple in the relationship association query must occur in at 
least 29 semantic graphs because the size of the corpus is 291. We used a cutoff value 
of P(t2|t1)/P(t2|cc) ≥ 2 for the second selection criterion, which means that the prob-
ability of a relationship association query occurs when the first triple occurs must be 
twice as the probability of the second triple occurs when the connecting class occurs. 
Here, we consider the order of the two triples in each relationship association, so the 
size of relationship association queries before applying selection criteria is 12276 (= 
6138 × 2). A total of 2687 relationship associations met these selection criteria. 

Finally, in order to improve readability of these selected relationship associations, 
we converted them from the quintuple format into natural language using a previously 
developed natural language generation algorithm [12]. 

Table 1 shows a sample of ten of the 2687 relationship associations together with 
their selection criteria. 

Three relationship associations mined in this experiment that were judged to be  
interesting are shown in Fig. 3. The natural language representations are given as  
follows: 

Relationship association (a): “If an operation has failure type poor safety aware-
ness, then the operation is likely to have failure type poor planning by organization.” 

Relationship association (b): “If a mass body freefalling has activity participant 
person, then the person is likely to be on the top of an artificial fixed object.” 

Relationship association (c): “If a destruction event is the end of event of a 
chemical reaction, then the destruction event is likely to have as a changed event 
participant a container.” 

Insights into the nature of these relationship associations can be obtained by exam-
ining the semantic graphs for the failure cases that contain them. Due to limited space, 
we just list the seven failure cases containing the relationship association (c). Class 
names are shown in bold and instance names are shown in italics. 
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Fig. 3. Three examples of relationship associations 

Table 1. Ten relationship associations and their selection criteria. Each triple is shown in  
the form “domain class | property | range class”. The conditional triple (t1) is separated from the 
consequent triple (t2) using “>”. The connecting class is shown in bold type. Sr denotes the 
number of semantic graphs in which the relationship association occurs. St1 denotes the number 
of semantic graphs in which triple t1 occurs. St2 denotes the number of semantic graphs in 
which triple t2 occurs. Scc denotes the number of semantic graphs in which the connecting class 
occurs. 

Relationship Association Sr St1 St2 Scc P(t1)
P(t2|t1)/
P(t2|cc)

operation | has failure type | poor safety awareness
> operation | has failure type | poor planning by 
organization

8 18 22 164 0.06 3.4

mass body freefalling | has activity participant | person
> person | on top of | artificial fixed object 7 14 13 200 0.05 7.1 

chemical reaction | has end event | destruction event
> destruction event | has changed event participant | 
container

7 20 14 81 0.07 2.1

operation | has failure type | disregard of procedure
> operation | has failure type | poor safety awareness 8 29 18 164 0.10 2.2 

chemical activity | has activity class | poor management
> chemical activity | has activity class | poor safety 
awareness

7 12 21 100 0.04 2.8 

physical activity | has activity class | disregard of 
procedure
> physical activity | has activity class | poor management

7 23 26 246 0.08 2.7 

person | on top of | fixed object
> mass body freefalling | has actor | person 7 15 8 200 0.05 10.0 

operation | has failure type | poor safety awareness
> operation | has failure type | poor strategy planning 7 18 16 164 0.06 3.3 

two body event | has affected event participant | person
> operation | has end event | two body event 6 12 9 41 0.04 2.3 

chemical reaction | has activity class | poor management
> chemical reaction | has activity class | poor safety 
awareness

6 10 19 96 0.03 3.0 
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From the failure case “Explosion of 5-t-butyl-m-xylene upon restarting an agitator 
during the nitration reaction”: “reaction vessel exploded is an artifact destruction 
event that has changed event participant a reaction vessel called reaction vessel, and 
promotes the reaction seriously is a chemical reaction that has end event reaction 
vessel exploded.” 

From the failure case “Explosion during preparation of manufacturing pesticide 
caused by stopping of the cooling water due to an error of the failure position setting 
for a control valve”: “reaction vessel exploded is an artifact destruction event  
that has changed event participant a reaction vessel called reaction vessel, and caused 
a runaway reaction is a chemical reaction that has end event reaction vessel  
exploded.” 

From the failure case “Explosion caused by local heating of a drum can containing 
insecticide (chloropyrifosmethyl)”: “drum exploded is an artifact destruction event 
that has changed event participant a tank container called drum tank, and caused 
runaway reaction of the material is a chemical reaction that has end event drum  
exploded.” 

From the failure case “Explosion and fire of LPG tanks”: “tank exploded and blew 
out is a destruction event that has changed event participant an artificial tank called 
LPG tank, and ignited is a combustion reaction that is caused by tank exploded and 
blew out.” 

From the failure case “Filling Station Explosion due to LP Gas Discharge from an 
Overfilled Container”: “chain explosion of the every size of container is a destruction 
event that has changed event participants some steel bottles called small and large 
containers, and both horizontal tank for propane and butane exploded is a combus-
tion reaction that causes the event chain explosion of the every size of container.” 

From the failure case “Rupture of waste liquid container caused due to hypergolic 
reaction in chemical analysis at LSI factory”: “the organic solvent reacted with the 
acid in the container is a chemical reaction that has end event a destruction event 
called explosion of the container for the acid disposal, and explosion of the container 
for the acid disposal has changed event participant a container called container for 
the acid disposal.” 

From the failure case “Silane Gas Explosion at Osaka University”: “ignition is a 
combustion reaction that causes a destruction event called explosion, and mono 
silane container is a container that is a participant of explosion.” 

These seven failure cases are from different areas of engineering. The first is about 
an explosion on restarting an agitator during the nitration reaction. The second is 
about an explosion on preparation of manufacturing pesticide. The third is about an 
explosion caused by a hot spot phenomenon resulting from uneven heating. The 
fourth is about an explosion and fire of LPG tank. The fifth is about an explosion in a 
filling station. The sixth is about an explosive reaction between an acid and an organic 
solvent at a factory. The seventh is about a silane gas explosion at a university. How-
ever, the semantic graph of each failure case involves a container (such as reaction 
vessel, tank, steel bottle), a destruction event (such as explosion, fire), and a chemical 
reaction (such as combustion reaction, runaway reaction). And furthermore, the rela-
tionships given by the relationship association (c) can all be inferred from the actual 
relationships expressed between the three entities in each semantic graph.  
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From relationship association (c), we can suggest that when a chemical reaction re-
sults in a destruction event, there is likely to be a container that was affected by the 
event. This kind of relationship association cannot be mined using traditional text min-
ing methods because they cannot support semantic matching at the predicate level. 

5   Related Work 

The goal of the work presented in this paper is to use ontology and inference tech-
niques to mine generalized knowledge about failures in the form of relationship asso-
ciations from a corpus of semantic graphs that has been created in previous work.  

In the graph mining research field, several algorithms have been developed that can 
find characteristic patterns and generalized knowledge from large sets of structured 
data, and even semi-structured or unstructured data. 

A method for mining one kind of semantic networks for knowledge discovery from 
text was presented in [18]. This method used a concept frame graph to represent a 
concept in the text. A concept frame graph is a simple semantic network with one 
center concept and some other related concepts. However, the method did not support 
semantic matching at the predicate level, and the mining goal was concepts, not rela-
tionship associations. 

The AGM algorithm [8], which was developed to mine frequent patterns from 
graphs, derives all frequent induced sub-graphs from both directed and undirected 
graph structured data. The graphs can have loops (including self-loops), and labeled 
vertices and edges as supported. An extension of AGM, called AcGM [9], uses alge-
braic representations of graphs that enable operations and well-organized constraints 
to limit the search space efficiently. An efficient method [10] was proposed to dis-
cover all frequent patterns which are not over-generalized from labeled graphs that 
have taxonomies for vertex and edge labels. However, all of these graph mining 
methods are restricted to taxonomies and cannot address the special properties of the 
OWL-DL ontologies that we have used here, such as the logic restrictions and infer-
ence rules. Furthermore, the relationship associations that we are interested in are 
often not frequent patterns. A relationship association occurs when at least two se-
mantic graphs express the association between the two relationships. A pattern in 
graph mining is considered frequent only if it occurs often in the whole set of graphs. 
Furthermore, our approach considers the semantics of failure cases at the predicate 
level to find the implied relationships between entities in the cases. Therefore, more 
sub-graphs can be obtained than by using traditional graph mining methods. 

Inductive logic programming (ILP) has been used to discover links in relational 
data [15]. Given background knowledge and a set of positive and negative examples, 
ILP can infer a hypothesis in the form of a rule. In our work, knowledge is repre-
sented in the form of semantic graphs, and reasoning with logical and rule-based  
inference is used to determine if a query occurs in a particular semantic graph. While 
the goal of ILP is to define target relation hypotheses, our goal is to mine general rela-
tionship associations from a set of semantic graphs. 

Liao et al. use case-based reasoning to identify failure mechanisms [14]. They  
represent failure cases by attribute-value pairs, with weights for each attribute deter-
mined by using a genetic algorithm. The case-based reasoning system retrieves the 
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failure mechanisms of archived cases that are calculated to be similar to the target 
case. Case-based reasoning can handle uncertainties in unstructured domains. How-
ever, because attribute-value pairs cannot represent the semantic relationships  
between entities occurring in a failure case, a case-based reasoning approach based on 
similarities calculated from attribute values is not suitable for mining relationship 
associations. Furthermore, case-based reasoning cannot mine general knowledge from 
large sets of cases. Still, to the extent that our approach supports the retrieval of cases 
that are similar to a semantic graph that expresses a target case, the semantic matching 
used in our approach could also be used for case-based reasoning.  

6   Conclusions 

Failure occurrences are a potential but largely untapped source of knowledge for hu-
man society. Mining useful general knowledge from information on specific failure 
occurrences could help people avoid repeating the same failures. 

This paper presented a new technique to mine relationship associations from the 
Web-based failure knowledge database that has been created by the Japan Science 
and Technology Agency. The relationship associations that are mined consist of two 
co-occurring semantic triples, each of which is comprised of a domain instance, a 
range instance, and a connecting property. Instance classes and properties are defined 
in an ontology that is formalized in a description logic. 

A relationship association mined from the failure knowledge database can be  
considered as a form of generalized knowledge about failure cases. The association 
implies that if one relationship occurs in a failure case, then the associated relation-
ship is also likely to occur. In contrast, traditional literature-based discovery methods, 
such as the Swanson ABC model in medical science, generally mine non-specified 
relationships between pairs of concepts through keyword co-occurrence or other natu-
ral language processing techniques. 

In this paper, we adopted Semantic Web techniques that can produce more mean-
ingful results by using inference methods and that use ontology knowledge represen-
tation methods to handle relationships between concepts more accurately than natural 
language processing techniques. We reviewed our previous work to create a corpus of 
291 semantic graphs representing information about failure cases, and we described 
our method for mining relationship associations using ontology and inference.  
Finally, we presented the results of an experiment using this method to mine relation-
ship associations from the corpus of semantic graphs, and we discussed some of the 
interesting relationship associations that were mined. 

In future work, we will develop additional filters to identify potentially interesting 
relationship associations. Also, we plan to apply our relationship association mining 
approach to literature-based discovery of relationships between relationships. 
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Abstract. Event prediction is one of the most challenging problems in
network monitoring systems. This type of inductive knowledge provides
monitoring systems with valuable real time predictive capabilities. By
obtaining this knowledge, system and network administrators can antic-
ipate and prevent failures.

In this paper we present a prediction module for the monitoring
software Osmius (www.osmius.net). Osmius has been developed by Peo-
pleware (peopleware.es) under GPL licence. We have extended the Os-
mius database to store the knowledge we obtain from the algorithms in
a highly parametrized way. Thus system administrators can apply the
most appropriate settings for each system.

Results are presented in terms of positive predictive values and false
discovery rates over a huge event database. They confirm that these
pattern mining processes will provide network monitoring systems with
accurate real time predictive capabilities.

1 Introduction

Nowadays, Information technologies departments are intimately associated with
the usual business workflow of every center (including companies, factories, uni-
versities, etc.), and it has become a key aspect of the business process itself. Due
to the great number of electronic devices, computers and applications connected
and the huge volume of data and information generated that has to be saved,
assured and managed, business centers have to dedicate great efforts and a lot
of their resources to this Data Management process. Thus, the existence of these
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IT departments is a response of the necessity of controlling every aspect of this
process by the companies.

All of these processes carried out by these IT departments are considered as
services that they provide to other departments (e-mail services, printer ser-
vices, etc.) or to the company clients (company website, e-commerce services,
etc.). In order to improve the quality of these services, companies make use
of the ITIL (Information Technology Infrastructure Library) framework [11]. It
provides good practice guidelines for the development of IT services, from in-
frastructure and security management processes to the final service deployment.
A direct consequence of ITIL is the necessity of a robust and accurate sys-
tem monitoring tool which reports everything occurring in this infrastructure.
A monitoring tool can be extremely helpful for IT departments to detect the
presence of system failures. This kind of system can monitor several indicators
of those critical systems in a network infrastructure.

The addition of predictive analysis into a network monitoring system allows
the discovery of behaviour trends. So it is possible to foresee events before they
happen. This fact will provide the IT department the possibility of planning their
system capabilities in such a way that the quality of services that they provide
will be improved. Thus, event prediction in monitoring systems has become a
challenging problem in which the most important monitoring software projects
are interested.

In this work, trend analysis has been developed within the framework if the
Osmius open source monitoring tool. Osmius provides a framework to easily
monitor processes in distributed and multi platform environments. This predic-
tive analysis has been carried out using two known pattern mining techniques.
The first analysis used the frequent pattern mining technique, by which we have
been be able to predict future events based on previous gathered events. A sec-
ond analysis was performed by using sequential pattern mining techniques; in
such a way that not only future events can be predicted, but also its arrangement
within a sequence.

The rest of the paper is structured as follows. Next, in Section 2 we will briefly
present the main concepts of the Osmius monitoring tool concerning this paper.
In Section 3 we will present the algorithms we have used to make the predictive
analysis. In order to adapt the data in the Osmius database to be suitable
for the previous algorithms, we have had to extend the Osmius data model;
this extension is presented in Section 4. Then we will present the experiments
(Section 5 we have developed to test the tool and the obtained results (Section 6).
Finally, in Section 7 we present some conclusions and future research guidelines.

2 Osmius

Osmius has been recognized as one of the best Open Source monitoring tools.
Osmius is capable of monitoring services that have to fulfil service availability
requirements also known as Service Level Agreement (or SLA). This SLA is
defined as the percentage of time a service must have to be available for a
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certain period of time. For example, the printer service has to be available 95%
of the time at least during the working day, while the e-commerce service has to
be available over percentage 99.99% any day at any time. Thus, SLA works as a
service quality measure provided by IT departments and allows the possibility
of making trend analysis.

Every service in Osmius consists of a set of instances which are being moni-
tored. An instance could be anything connected to the network, from a MySql
database to a Unix file server, an Apache web server or a Microsoft Exchange
Server. Therefore a service such as a mail service is made up of an instance A,
which might be a Unix server, an instance B which might be a Exchange mail
server, and another instance C which might be an Apache web server.

Every instance is regularly consulted by Osmius for specific and inherent
events, like percentage of CPU, the time in milliseconds taken by an Apache
web server to serve a web page, the number of users connected to a mail server,
etc. When this instance is monitored by Osmius, it receives an event with three
possible values: OK, warning or alarm. The aim of this research is to predict
future events based on these gathered events in order to anticipate failures on
those instances that are being monitored.

3 Event Prediction Techniques

In this section we are going to describe the algorithms we have considered in order
to make event predictions. As it has been said in section 1, these predictions have
been carried out by using two different techniques: frequent pattern mining and
sequential pattern mining.

While this kind of predictive analysis has not been widely used in specific real-
world applications within monitoring systems industry, both of them have been
successfully applied to inter-disciplinary domains beyond data mining. Thus,
frequent pattern mining has been applied in many domains such as basket mar-
ket analysis, indexing and similarity search of complex structured data, spatio
temporal and multimedia data mining, mining data streams and web mining
[4]. On the other hand, typical applications in real-world domain applications of
sequential pattern mining are closer to the aim of this paper as it has been suc-
cessfully applied to either sensor-based monitoring, such as telecommunications
control [13] or log-based monitoring, such as network traffic monitoring [7] or
intrusion detection systems [12]. There are also numerous applications in many
other fields like bioinformatics (e.g. DNA sequentation) or web mining .

3.1 Frequent Pattern Mining

Frequent pattern mining plays an essential role in many data mining tasks and
real world applications, including web mining, bioinformatics or market trends
studies. Frequent patterns are defined as patterns whose support value (i.e. the
number of times that this pattern appears in a transaction database) is more
than a minimum support. By using this minimum support, those patterns which
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appear the most frequently can be obtained. These are the more useful and
interesting patterns in our real application domain.

Thus, in the case of a monitoring system like Osmius, the main objective of
mining frequent patterns consists of making associations among gathered events,
so we are able to predict future events and therefore identify trends.

It has to be noted that we are interested in non-trivial association rules, i.e.,
the objective is to discover frequent pattern association that cannot be extracted
by only using the domain knowledge. These frequent patterns are defined as
patterns that appear frequently together in a transaction data set. For example:

Customers who buy the Salingers book ”The Catcher in the Rye” are
likely to buy an umbrella

This kind of valuable knowledge is the result of a knowledge discovery process
commonly known as Market basket analysis.

In our case, we are trying to associate events (i.e., criticity and availability
see Section 2) for a set of monitoring instances that belongs to a certain service.
Thus, we can describe our main goal with this possible extracted rule:

If criticity(Instance sqlServ,Service SIP) and
criticity(Instance YOUTUBE,service SER1) then
criticity(Instance Apache1,service1)

Many algorithms have been developed to mining frequent patterns, from classic
Agrawal’s Apriori algorithm [1], the one which has been used in this work, to FP-
Growth algorithm proposed by Han [5], in which frequent pattern are obtained
without candidate generation. Almost all of them represent the data in a different
format, determining the heuristic used in the searching process.

Apriori extracts frequent patterns (items in its nomenclature) by using a
breadth-first searching process. It previously generates candidate pattern sets
(also named itemsets) of length k from itemsets of length k − 1 by an iterative
process. It is based on a property of the itemsets stating that a candidate set of
length k must also contains all frequent k − 1 itemsets.

In this work we have used DMTL [6] (Data Mining Template Library) soft-
ware, a frequent pattern mining library developed in C++ language to extract
frequent patterns from massive datasets [16]. This choice was due to the require-
ment of integrating this prediction module into the Osmius infrastructure. Thus,
event association rules are mined from Osmius data sets by using this DMTL
implementation of the classic Agrawal’s Apriori algorithm.

3.2 Sequential Pattern Mining

Sequential pattern mining can be defined as the process of extracting frequently
ordered events (i.e. sequences whose support exceed a predefined minimal sup-
port threshold) or subsequences [3]. A sequential pattern, or simply a sequence,
can be then defined as a sequence of events that frequently occurred in a specific
order. As in the frequent pattern mining process, it has to be noted that each
of these transactions have a time stamp.
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Sequences are an important type of data which occur frequently in many real
world applications, from DNA sequencing to personalized web navigation [9].

Sequence data have several distinct characteristics, which include:

1. The relative ordering relationship between elements in sequences.
2. Patterns can also be seen as subsequences within a sequence. The only con-

dition is that the order among patterns in a subsequence must be preserved
from the corresponding ordering sequence.

3. The time stamp is an important attribute within the process of data mining.
This time stamp is then taken into account not only to order the events into
a sequence but to get a time prediction in which a future event is going
to occur. Thus, if we take time stamp into account then we can get more
accurate and useful predicted knowledge such as: Event A implies Event B
within a week.

As it has been said in 3.1, we have used the implementation of Zaki’s Spade
algorithm [14] in DMTL software, also developed by M. Zaki. SPADE algo-
rithm (Sequential Pattern Discovery using Equivalent classes) uses a candidate
generate-and-test approach with a vertical data format, instead of the classic
horizontal data format used in classic GSP algorithm [10]. Thus, instead of
representing data as (sequence ID : sequence of items), SPADE transforms
this representation to a vertical data format (where the data is represented as
(itemset : sequence ID, event ID).

This vertical data format allows SPADE to outperform GSP by a factor of
three [15] as all the sequences are discovered with only three passes over the
database.

4 Data Model

In this Section we will summarize the data model we have used to develop the
prediction module, as depicted in Figure 1. The data in the historical database
of Osmius is not in the format needed for the techniques we have considered.
Thus, events are stored in the database indicating when they have happened
and how long they have been in that state:

osmius@localhost > select * from OSM_HISTINST_AVAILABILITIES limit 6;

+--------------+---------------------+---------------------+------------------+

| IDN_INSTANCE | DTI_INIAVAILABILITY | DTI_FINAVAILABILITY | IND_AVAILABILITY |

+--------------+---------------------+---------------------+------------------+

| cr0101h | 2009 -04 -14 00:12:32 | 2009 -04 -14 00:13:02 | 0 |

| cr0101h | 2009 -04 -14 00:13:02 | 2009 -04 -14 00:22:32 | 1 |

| cr0101h | 2009 -04 -14 00:22:32 | 2009 -04 -14 00:23:02 | 0 |

| cr0101h | 2009 -04 -14 00:23:02 | 2009 -04 -14 02:34:02 | 1 |

| OSMap | 2009 -04 -14 00:34:55 | 2009 -04 -14 00:39:52 | 0 |

| OSMap | 2009 -04 -14 00:39:52 | 2009 -04 -14 01:00:01 | 1 |

+--------------+---------------------+---------------------+------------------+

6 rows in set (0.00 sec)
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osm prediction

Fig. 1. Data model for Osmius prediction module

The algorithms we have considered group the events in transactions, so we first
group the historical Osmius database events in transactions of the desired length.
In this paper we have considered that a transaction consists of the events that oc-
cur within 1 hour (this length can be easily changed). So we have developed a data
model to classify the events appearing in the historical Osmius database. We have
called the program that perform this classification osm data transform. The out-
put of this program has the format required by the DTML software. The output
corresponding to the sequence pattern mining technique has the following form:
1577 1 3 av0201h --1 cr0201h --1 cr0201h --2

1577 2 2 cr0301h --1 cr0301h --2

1577 3 2 av0301h --1 UBUNTU --1

1577 4 4 cr0101h --1 cr0101h --2 ELMUNDO --1 ELMUNDO --2

1578 1 1 av0201h --1

1578 3 1 av0101h --1

Each transaction has been divided into 4 time intervals in such a way that
each line represents what has happened in each of those time intervals. There-
fore, the first line means that in the first period of transaction 1577, the events
av0201h--1, cr0201h--1, and cr0201h--2 have occurred. More in general, the
first number in each line corresponds to the transaction identifier, the second
number indicates the order within the transaction and the third number is the
number of events in each line, then all the events in the corresponding time
interval appear.

Next we apply the corresponding learning algorithm. Its output must be
analyzed and added into the Osmius database. This action is carried out by
a program called osm rules analyzer. The output corresponding to the se-
quent pattern mining technique will be a file whose lines contain the rules to be
analyzed:
av0301h --1 UBUNTU --1 -- Support : 12

av0301h --1 av0101h --1 -- Support : 12

av0301h --1 fed_APA --1 -- Support : 11

fed_APA --1 UBUNTU --1 -- Support : 10

fed_APA --1 av0101h --1 -- Support : 11

cr0201h --1 cr0301h --1 cr0101h --1 -- Support : 13

cr0201h --1 cr0301h --2 cr0101h --1 -- Support : 13

cr0201h --1 cr0301h --1 cr0101h --2 -- Support : 15
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As it can be seen, each line contains a rule and its support. In the previous ex-
ample the first line contains a rule indicating that after the event av0301h--1,
the event UBUNTU--1 has happened 12 times. The file corresponding to the fre-
quent pattern mining technique is similar. Therefore, a learning is a set of rules
obtained in this way.

Let us remark that different learnings can be applied taking into account
different parameters: period of learning, considering only some Osmius services,
different periods of the day (morning, afternoon, night), etc. The data model
has been designed to store different learnings in order the be able to select the
most appropriate one to each circumstance.

Finally there is a program called osm prediction that carry out the actual
prediction. It takes as an argument the learning we want to apply and then it
takes the current events to make a prediction. We want to consider as current
events those events that have occurred in the current transition. Let us recall
that we have considered that a transition consists of the events within 1 hour
(this time can be easily changed). So we consider current events as the events
that have occurred in the last hour.

Lastly, we want to remark that the predictions are also stored in the database.
Thus, it is possible to check the accuracy of the predictions by comparing the
prediction with the actual events that have actually occurred. Then if the accu-
racy of the predictions is high we can mark the corresponding learning as valid,
we mark it as invalid otherwise.

5 Experiments

In order to validate our developed tool, we have prepared a test environment, as
depicted in Figure 2. We have installed an Osmius Central Server in a machine
called kimba. In this machine we have deployed the usual Osmius agent instances
plus other instances that we will describe later. We have also deployed three
master agents in other machines connected to the same local network: antares,
gargajo, and federwin. In addition to this local network, kimba is the server
of an OpenVPN (http://openvpn.net) network that will be used to monitor
remote machines located in the Internet with dinamyc IP numbers: RV, buitrago,
and antares (in spite of the fact that antares is in the local network, it is also
connected to the OpenVPN network); we will take advantage of the OpenVPN
network to simulate errors in the own network.

5.1 Osmius Intances

Apart from the usual Osmius instances in kimba we have added some other
instances to generate events to provide a more realistic checking environment,
and some instances in order to have controlled and correlated errors that will be
used to check the prediction tool:

http instances. In order to provide a realistic environmentwhich has a relatively
high number of events, the easiest way has been to monitor several typical
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...............
[2009/01/22 19:24:31] 201 crit0101hNR next:2009-01-22 20:19:48
[2009/01/22 19:25:22] 202 crit0101hYR next:2009-01-22 20:08:42
[2009/01/22 19:26:54] 203 avail0112hNR next:2009-01-23 06:14:06
[2009/01/22 19:26:54] 204 crit0112hYR next:2009-01-23 06:44:59
[2009/01/22 19:26:54] 205 crit0124hYR next:2009-01-23 14:14:42
[2009/01/22 19:26:54] 206 avail0101wYR next:2009-01-28 11:35:23
...............

kimba (OS,MA)

antares (MA) gargajo (MA) federwin (MA)

RVbuitrago

Fig. 2. Osmius laboratory layout

web pages: the Universidad Complutense de Madrid (http://www.ucm.es),
the El Pais newspaper (http://www.elpais.com), the El Mundo newspaper
(http://www.elmundo.es).

IP instances. One easy way to have controlled errors is by using the OpenVPN
network. In an ordinary network it is difficult to have automatic controlled
errors. We have done this by using the OpenVPN network. We have deployed
three IP instances in the kimba master agent to monitor the OpenVPN
address of the RV, antares and buitrago computers. By using the the linux
cron task, the OpenVPN program in these computers is killed at correlated
times.

LOG instances. Since the OpenVPN network cannot be switched off as of-
ten we desire, we have decided to deployed more instances in order to have
controlled errors. We have used LOG instances because they are easily con-
trollable. We want to have correlated errors in the intervals of 1 hour, so we
have defined 3 log agent instances. These instances react when certain strings
appears in the a file. The strings and the file are established in the configu-
ration of the agent. Finally we have programmed a daemon that generates
the corresponding strings in the appropriate order in correlated times.



640 R. Garćıa et al.

6 Results

Results for frequent pattern mining in terms of percentage of events predicted
are shown in table 1. This process of event prediction can be described as follows:
Once the actual system state is fixed, the event prediction is made by comparing
this system state with the knowledge base of event association rules. This actual
state means the concrete time at which the prediction is made plus one hour
before, so the events predicted are expected to occur during the hour after this
point. That is, the prediction is made considering a one hour time window in
such a way that events predicted will be gathered within this posterior hour.

As it can be seen in table 1, our module has predicted an average of 72% of
events regarding the total of events that have been gathered. This percentage
is also known as precision (usually dubbed PPV or positive predictive value),
that is, the fraction of events predicted by the system that have really taken
place. On the other hand, the false discovery rate (or FDR) is about 28%, that
is, the percentage of events predicted by the system that didn’t occur within this
time window.

Results for sequential pattern mining in terms of True Positive Rate and False
Positive Rate for a one-hour time window are shown in table 2. As it can be seen,
TPR obtained for sequential pattern mining is about 65%, while the performance
in terms of false positives is about 35%. These results are slightly worse than
those for frequent pattern mining, and this difference can be explained by the fact
that in order to predict frequent sequences, the arrangement of events within a
time window has to be considered, resulting in a more difficult prediction process.
However, these results are very promising and this type of prediction provides
valuable information for prediction in monitoring systems regarding the order in
which future events will probably occur.

In Section 6, Results, it will be useful if you can comment on the acceptability
of the predictive accuracy of the sequential mining approach for event predic-
tions, and whether more robust predictive mining approaches may be necessary.

Obviously there will be a certain percentage of events that cannot be pre-
dicted, mainly due to the fact that frequent events associated with these errors
don’t exist in the learning model (i.e. the event database) This occurs both in
frequent and sequence pattern mining as they are based in similar learning mod-
els. In order to decrease this non predicted event rate it is necessary to carry

Table 1. Results for frequent pattern mining for a one-hour time window

One-hour time window Precision False discovery rate

0.723 0.277

Table 2. Results for frequent pattern mining for a one-hour time window

One-hour time window Precision False discovery rate

0.648 0.352
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out an incremental learning ([17], [8], [2]) as adding these new events into Os-
mius database would expand the learning model and it will make possible the
detection of these events through the new knowledge base.

7 Conclusions and Future Work

Event prediction is one of the most challenging problems in monitoring systems.
It provides monitoring systems with valuable real time predictive capabilities.
This prediction is based on the past events of the monitored system; its history
is analyzed by using data mining techniques. In this paper we have carried out
the prediction by using frequent and sequential pattern mining analysis. As it
has been pointed out previously, these techniques have been successfully applied
in many fields, such as telecommunications control, network traffic monitoring,
intrusion detection systems, bioinformatics and web mining.

We have developed our work within the framework of the open source mon-
itoring tool Osmius (www.osmius.net). Osmius stores the past events of the
monitored system in a database that makes its analysis easy. In order to make
the frequent and sequential pattern mining analysis, it has been necessary to
group Osmius events into transactions. We have considered that the transac-
tions consist of the events that happen within an hour; we have studied another
time intervals for associations, but the results have not been satisfactory. Smaller
intervals are not useful because there is no time to react to correct the problem.
Bigger intervals are not useful because there are too many events in each asso-
ciation and then to many events will be predicted. Anyway, the tool we have
generated has been designed to be easily adapted to any time interval.

We have built a laboratory to test our tool. In this laboratory we have installed
Osmius to monitor the network of computers of our institution. The problem
with this system is the low number of failure events produced. So in order to
test the tool, we have introduced in that laboratory programmed and correlated
failures. The experimental results are shown in terms of true and positive rates.
They have confirmed that these pattern mining analysis can provide monitor-
ing systems like Osmius with accurate real time predictive capabilities. The re-
sults of this laboratory can be consulted in http://kimba.mat.ucm.es/osmius/
osmius prediction.tar.bz2.

As future work we plan to study another well known technique: neural net-
works. In Osmius the monitored system has an overall grade that indicates how
well the system is performing. With neural networks we plan not only to predict
failures in the system, but also the future overall grade of the system.
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Abstract. Current Intrusion Detection Systems (IDS) examine a large number 
of data features to detect intrusion or misuse patterns. Some of the features may 
be redundant or with a little contribution to the detection process. The purpose 
of this study is to identify important input features in building an IDS that are 
computationally efficient and effective. This paper proposes and investigates a 
selection of effective network parameters for detecting network intrusions that 
are extracted from Tcpdump DARPA1998 dataset. Here PCA method is used  
to determine an optimal feature set. An appropriate feature set helps to build ef-
ficient decision model as well as to reduce the population of the feature set. 
Feature reduction will speed up the training and the testing process for the at-
tack identification system considerably. Tcpdump of DARPA1998 intrusion 
dataset was used in the experiments as the test data. Experimental results indi-
cate a reduction in training and testing time while maintaining the detection  
accuracy within tolerable range.   

Keywords: Intrusion Detection, Principal Components Analysis, Clustering, 
Data Dimension Reduction, Feature Selection. 

1   Introduction 

Basically, Intrusion Detection System (IDS) is classified into two categories: signa-
ture-based intrusion detection and anomaly-based intrusion detection. Signature-based 
intrusion detection tries to find attack signatures in the monitored resource. Anomaly-
based intrusion detection typically relies on knowledge of normal behavior and identi-
fies any deviation from it. 

In practice, the huge amount of data flowing on the internet makes the real-time in-
trusion detection nearly impossible. Even though computing power is increasing ex-
ponentially, internet traffic is still too large for real-time computation. Parameter 
selection can reduce the needed computation power and model complexity. This 
makes it easier to understand and analyze the model for the network and to make it 
more practical to launch real-time intrusion detection system in large networks. Fur-
thermore, the storage requirements of the dataset and the computational power needed 
to generate indirect features, such as traffic signature and statistics, can be reduced by 
the feature reduction [1]. 
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Intrusion detection systems are typically classified as host-based or network-based. 
Host-based IDS will monitor resources such as system logs, file systems and disk 
resources; whereas a network-based intrusion detection system monitors the data 
passing through the network. Different detection techniques can be employed to 
search for the attack patterns in the monitored data [2]. 

Intrusion detection systems that are currently in use typically require human input 
to create attack signatures or to determine effective models for normal behavior. Sup-
port for learning algorithms provides a potential alternative to expensive human input. 

Problems such as, problem of irrelevant and redundant features are two major 
problems in the dataset collected from network traffic. These problems not only hin-
der the detection speed but also decline the detection performance of intrusion detec-
tion systems [3]. Details of these problems are described in the following. 

In general, the quantity of data processed by the IDS is large. It includes thousands 
of traffic records with a number of various features such as the length of the connec-
tion, type of the protocol, type of the network service and lots other information. 
Theoretically and ideally, the ability to discriminate attacks from normal behavior 
should be improved if more features are used for the analysis. However, this assump-
tion is not always true, since not every feature in the traffic data is relevant to the 
intrusion detection. Among the large amount of features, some of them may be irrele-
vant or confusing with respect to the target patterns. Some of the features might be 
redundant due to their high inter-correlation with one or more of the other features in 
the dataset [4]. To achieve a better overall detection performance, any irrelevant and 
redundant features should be discarded from the original feature space.  

In intrusion detection process, some features may be irrelevant or redundant which 
complicates the detection process and will increase the detection time. The main goal 
in feature selection is to reduce the volume of the data that are less important to the 
detection cause and can be eliminated. This has the benefit of decreasing storage and 
data transfer requirements, reducing processing time and improving the detection rate. 
An IDS has to examine a very large audit data [5]. Therefore, it should reduce the 
volume of data to save the processing time. Feature reduction can be performed in 
several ways [6, 7 and 8]. This paper proposes a method based on features extracted 
from TCP/IP header parameters. In the proposed approach, Principle Component 
Analysis (PCA) method is used as a dimension reduction technique. 

2    Related Works 

Srinivas Mukkamala and Andrew H. Sung [9] use performance-based method (PFRM) 
for to identify the important features of the TCP/IP data, making the following conclu-
sions: only the important features are used, the result achieves a higher accuracy than 
when all the features are used. However, PFRM neglects the relationship between the 
features. Generally, the capability of anomaly-based IDS is often hindered by its in-
ability to accurately classify variation of normal behavior as an intrusion. Additionally, 
Mukkamala and et al say that “network traffic data is huge and it causes a prohibitively 
high overhead and often becomes a major problem for IDS” [10]. Chakraborty [11] 
reports that existence of these irrelevant and redundant features generally affects the 
performance of machine learning or pattern classification algorithms. Hassan et al [12] 
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proved that proper selection of feature set has resulted in better classification perform-
ance. Sung and Mukkamala [7] have used SVM [13] and Neural Network to identify 
and categorized features with respect to their importance in regard to detection of spe-
cific kinds of attacks such as probe, DoS, Remote to Local (R2L), and User to Root 
(U2R). They have also demonstrated that the elimination of these unimportant and 
irrelevant features did not significantly reduce the performance of the IDS. Chebrolu et 
al [6], tackled the issue of effectiveness of an IDS in terms of real-time operation and 
detection accuracy from the feature reduction perspective. 

3   Denial of Service (DoS) Attacks  

A denial of service attack is member of a class of attacks in which the attacker con-
sumes computing or memory resources in such a way that the targeted system will be 
unable to handle legitimate requests, or denies legitimate user access to a machine. 
Apache2, Back, Land, Mail bomb, SYN Flood, Ping of death, Process table, Smurf, 
Syslogd, Teardrop, Udpstorm and Neptune attacks are some examples of the Dos 
attack. 

4    Syn Flood Attack 

TCP needs to establish a connection between a source host and a destination host 
before any data can be transmitted between them. The connection process is called the 
three-way handshake. In The first step a SYN packet is sent from Source to Destina-
tion node. Then destination node sends a message to source with its SYN and Ack 
flags set. In the third step source sends a massage with its ACK flag set to the destina-
tion node. Here a connection is established between source and destination nodes. The 
third message may contain user payload data. 

Syn flood is a DoS attack in which every TCP/IP implementation is vulnerable to 
some degree. Each half-open TCP connection made to a machine causes the ‘tcpd’ 
server to add a record to the data structure that stores information describing all pend-
ing connections. [14].  

Christopher [15] believes that “typical Synflood attacks can vary several parame-
ters: the number of SYN packets per source address sent in a batch, the delay between 
successive batches, and the mode of source address allocation”. 

5   Data Reduction and Feature Selection Using PCA 

One of the mathematical methods for transforming a number of possibly correlated 
variables into a smaller number of uncorrelated variables is Principal Component 
Analysis (PCA). In this method, the first principal component stands for the highest 
variability in the data, and each succeeding component stands for the less variability 
in the data [16]. 

This transformation is carried out by finding those orthogonal linear combinations 
of the original variables with the largest variance. In many datasets, the first several 
principal components have the highest contribution to the variance in the original 
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dataset. Therefore, the rest can be ignored with minimal loss of the information value 
during the dimension reduction process [5][17]. The transformation works as follows:  

Given a set of observations x1, x2, …, xn where each observation is represented by 
a vector of length m, the dataset is thus represented by a matrix mnX × . 
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The deviation from the mean is defined in equation (3). 
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The sample covariance matrix of the dataset is defined in equation (4). 
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Where [ ]nA φφφ ,...,, 21=  

Applying PCA for the data dimension reduction, eigenvalues and corresponding 
eigenvectors of the sample covariance matrix C have to be calculated [18]. Let 

( ) ( ) ( )mm uuu ,,....,,, 2211 λλλ  present m eigenvalue-eigenvector pairs of the sampled 

covariance matrix C. The k eigenvectors associated with the largest eigenvalues are 
selected. The dimensionality of the subspace k can be determined by the following 
equation [19]: 

The resulted km×  matrix U, with k eigenvectors as its columns is called eigen-
vectors matrix or coefficient matrix. Data transformation using principal components 
into the k-dimensional subspace is carried-out using equation (5) [5]. 
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6   K-Nearest-Neighbor Classifiers  

Nearest-neighbor classifiers are based on learning by analogy, that is, comparing a 
given test tuple against training tuples that are similar to it. The training tuple is de-
scribed by n attributes. Each tuple represents a point in an n-dimensional space. In 
this way, all of the training tuples are stored in an n-dimensional space. Given an 
unknown tuple, a k-nearest-neighbor classifier searches the pattern space for the k 
training tuples that are closest to the unknown tuple. These k training tuples are the  
k “nearest neighbors” of the unknown tuple. “Closeness” is defined in terms of a 
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distance metric, such as Euclidean distance. The Euclidean distance between two 
points or tuples, say, ï ),...,,( 222212 nxxxX =  and ),...,,( 112111 nxxxX =  is  

∑ =
−= n

i ii xxXXDist
1

2
2121 )(),(                                         (6) 

The square root is subtracted from the total sum of the distances. Typically, before 
evaluating the Equation (6), values of each attribute should be normalized [20]. 

7   The Dataset and Pre-processing 

In the following subsections the dataset used in the reported work and the pre-
processing applied on the dataset are presented.  

7.1   The Dataset Used in This Work 

In this work, basic features are extracted from TCP/IP dump data [21]. These features 
can be derived from packet headers without inspecting the payload. In the reported 
work, TCP dump from the DARPA’98 dataset is used as the input dataset. Extracting 
the basic features, packet information in the TCP dump file is summarized into con-
nections. Specifically, a connection is a sequence of TCP packets starting and ending 
at some well defined times, between which data flows from a source IP address to a 
target IP address under some well defined protocol [22]. 

DARPA’98 dataset provides around 4 gigabytes of compressed TCP dump data 
[23] for 7 weeks of network traffic [24]. This dataset can be processed into about 5 
millions connection records each about 100 bytes in size. The resulted dataset con-
tains the payload of the packets transmitted between hosts inside and outside a simu-
lated military base. BSM audit data from one UNIX Solaris host for some network 
sessions were also provided. DARPA 1998 TCP dump Dataset [25] was preprocessed 
and labeled with two class labels, e.g. normal and attack. The dataset contains differ-
ent types of attacks. Smurf and Neptune from DoS, Eject, Ffb, Perlmagic, Eject-fail, 
Loadmodule from U2R and Portsweep from Probing attack category are extracted. 
Denial of Service (DoS) is a class of attacks where an attacker makes some comput-
ing or memory resource too busy or too full to handle legitimate requests, thus deny-
ing legitimate users access to a machine. User to root (U2R) exploits are a class of 
attacks where an attacker starts out with access to a normal user account on the sys-
tem and is able to exploit vulnerability to gain root access to the system. Probing is a 
class of attacks in which an attacker scans a network of computers to collect informa-
tion or find known vulnerabilities. This information can be used by an intruder with a 
map of machines and services that are available on a network to look for exploits. 

7.2   Pre-processing  

Features extracted from TCP, IP, UDP and ICMP protocols are presented in Table 1. 
There are 32 basic features extracted using Wireshark and Editcap softwares. Wireshark 
and Editcap software are used to analyze and minimize TCP dump files [26][23]. 

 



648 G.R. Zargar and P. Kabiri 

Table 1. Basic features extracted from the TCP/IP header 

No. Feature Description No. Feature Description 
1 Protocol Type of Protocol 17 Src_port Source Port  
2 Frame_lenght Length of Frame  18 Dst_port Destination port 
3 Capture_lenght Length of Capture 19 Stream_index Stream Index number 
4 Frame_IS_marked Frame IS Marked 20 Sequence_number Sequence number 
5 Color-

ing_rule_name 
Coloring Rule name 21 Ack_number Acknowledgment 

number  
6 Ethernet_type Type of Ethernet 

Protocol 
22 Cwr_flag Cwr Flag(status flag 

of the connection) 
7 Ver_IP IP Version  23 Ecn_echo_flag Ecn Echo flag (status 

flag of the connec-
tion) 

8 Header_lenght_IP IP Header length 24 Urgent_flag Urgent flag(status 
flag of the connec-
tion) 

9 Differentiated_S Differentiated 
Service 

25 Ack_flag Acknowledgment 
flag(status flag of the 
connection) 

10 IP_Total_Lenght IP total length 26 Psh_flag push flag(status flag 
of the connection) 

11 Identification_IP Identification IP 27 Rst_flag Reset flag(status flag 
of the connection) 

12 MF_Flag_IP More Fragment flag 28 Syn_flag Syn flag (status flag 
of the connection) 

13 DF_Flag_IP Don’t Fragment flag 29 Fin_flag Finish flag(status flag 
of the connection) 

14 Fragmenta-
tion_offset_IP 

Fragmentation 
offset IP 

30 ICMP_Type specifies the format 
of the ICMP message 
such as: (8=echo 
request and 0=echo 
reply) 

15 Time_to_live_IP Time to live IP  31 ICMP_code Further qualifies the 
ICMP message  

16 Protocol_no Protocol number 32 ICMP_data ICMP data 

In this work, intention is to reduce the processing and data transfer time needed for 
the intrusion detection. To do so, an accurate feature selection scheme is proposed to 
select important features with minimum loss of information. Paper also aims to select 
features in such a way that their discrimination set to be categorical. This means that 
the selection criteria will be the same or with a low variance for the attacks in the 
same category. This property will increase the adaptability of the IDS that is using 
this feature set to the variation of the attack patterns that fall in the same category. 

8   Experiments and Results 

Table 2 shows number of records that are extracted from the TCP/IP dump dataset. As 
shown in Table 3, a large part of the records from Table 2 are selected for the experi-
ments. In the experiments, 9459 normal records are selected randomly to mix with 
attacks records. 
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Table 2. Number of records in 
different attacks 

Number 
of 

Records 

Class name Category 

88860 Normal Normal 
178855 Smurf 
304871 Neptune 

DOS 

231 Eject 
103 Ffb 
54 Perlmagic 
92 Eject-fail 
33 Loadmodule 

U2R 

158 Portsweep Prob 
573345 Sum  

 

As depicted in figure 1, attacks and normal graphs are presented in the same dia-
gram. In this figure the graph for the normal behavior is depicted in red color. After 
the experiment, using PCA algorithm effective parameters for detecting normal and 
attack states are extracted. Table 4 shows relevant features with accumulated percent-
age of information for each attack. Table 4, shows effective parameters for different 
attacks. These feature sets are different for different attack categories. They can be 
used to improve intrusion detection and reduce detection time without seriously af-
fecting the detection accuracy. For example, in smurf attack, parameter number 11 
has 100% of information value. This means that if a threshold is determined for this 
parameter, IDS will be able to detect smurf attack. If intrusion detection uses this 
selected parameter for detection, detection time will be reduced. KNN classification 
was used in this experiment, initially all 32 parameters presented in Table 1 are used. 
Later on, in a second experiment, KNN classification was performed using effective 
parameters reported in Table 4. Table 5 shows detection time needed for the smurf 
attack in the two experiments. Attack was detected in, 32.46 and 25.87 seconds during 
the first and the second experiments respectively.  

In regard to Neptune attack scenario in section 3, this attack only uses flag features. 
Comparing results of this experiment (Table 4, row 2) against Neptune attack sce-
nario, one can conclude that, if a threshold is defined for effective parameters 26, 25 

Table 4. List of feature for which the class is selected most 

Class name Relevant features Percent 
SMURF 11 100 

NEPTUNE 26,25,28 99.98 
EJECT 25,28,12,13,5,29,26,19 99.92 

FFB 26,28 100 
PERLMAGIC 25,28,12,13,29,5,26,19,1 99.91 
EJECT-FAIL 12,13,25,28,26,5,1 99.98 

LOADMODULE 29,19,26,27,10 99.46 
PORTSWEEP 26,28,25,20,27,5,19 99.97 

NORMAL 27, 98.22 
NORMAL 27,25,12,13 99.45 

 

Table 3. Number of record in different 
attacks for calculate 

Number 
of 

Records 

Class name Category 

9459 Normal Normal 
9611 Smurf 
9829 Neptune 

DOS 

231 Eject 
103 Ffb 
54 Perlmagic 
92 Eject-fail 
33 Loadmodule 

U2R 

158 Portsweep prob 
29570 Sum 
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Table 5. Comparison between execution time and detection accuracy for KNN classification 
before and after dimension reduction by PCA  

Attack name TP FA Time 
(second) 

All 32 parameter 89.97 0.03 32.46 Smurf 

only parameter number 11  78 11.99 25.87 

all 32 parameter 89.99 0 7.76 eject-fail 

only parameter number 
12,13,25,28,26,5,1 

89.31 0.68 7.46 

all 32 parameter 89.92 0.06 7.66 Loadmodule 

only parameter number 
29,19,26,27,10 

89.75 0.23 6.73 

all 32 parameter 89.53 0.45 8.13 Portsweep 

only parameter number 
26,28,25,20,27,5,19 

89.54 0.44 6.75 

 

 

Fig. 1. Compare Effective features in normal and different attack states 

and 28 or Ack_flag, psh_flag and syn_flag, Neptune attack can be identified. Using 
effective parameters 26, 25 and 28 may reduce detection time without effecting accu-
racy detection significantly. In Table 4, effective parameters for the detection of the 
normal state are presented. There are parameters 27, 25, 12 and 13 with 99.45% in-
formation value, among them parameter 27 or Ack_flag has the highest information 
value. First three parameters that are present in all the attacks have the highest infor-
mation value. Parameter number 27 isn’t in any of them, so if a threshold is defined 
for parameter number 27, intrusion detection will be able to distinguish normal record 
from the attack record with a reduced detection time and without a great change in the 
detection accuracy. Figure 2 shows the Scree graph for both normal and attack states.  

Additionally, for evaluating the performance of the proposed approach, results from 
the KNN classification algorithm was selected and values for the true positive and false 
alarm rates were calculated. As reported in Table 5, after dimension reduction using 
PCA, calculation time is less than before. In this experiment true positive and false 
alarm rates with PCA and without it are calculated. Different effective parameters 
extracted for each attack scenario using PCA method are used in classification. 
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Fig. 2. A comparison between Scree graph for normal and attacks 

9   Conclusion 

This paper presents a method based on the TCP/IP basic features that uses PCA for 
dimension reduction and feature analysis for intrusion detection. Therefore, consider-
ing the reported results, it can be concluded that using PCA for dimension reduction 
can reduce calculation time in intrusion detection, and keep detection accuracy intact. 
Table 4, shows relevant features obtained for different attack categories and effective-
ness of these feature sets. These effective features for any attack and normal traffic 
are distinct. It can be concluded that using these effective features, all the selected 
attacks are detectable with calculation shorter detection time while the detection accu-
racy is not increased significantly. 

10   Future Work 

Plan for the future work is to calculate PCA for other attack categories and find fea-
ture sets for different attack categories. Later on, intention is to use classification 
methods to detect intrusion. Intension is to extend the work to prove its reliability 
with regard to changes in the attack pattern. 
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Chaimontree, Santhana 115
Chang, Chien-Chung 595
Chan, Joannes 518
Chiu, Chien-Yi 595
Christley, Rob 464
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